
Mariyamni Awang · Berihun Mamo Negash
Nur Asyraf Md Akhir · Luluan Almanna Lubis
Abdul Ghani Md. Rafek    Editors 

ICIPEG 
2016
Proceedings of the International 
Conference on Integrated Petroleum 
Engineering and Geosciences



ICIPEG 2016



Mariyamni Awang • Berihun Mamo Negash
Nur Asyraf Md Akhir • Luluan Almanna Lubis
Abdul Ghani Md. Rafek
Editors

ICIPEG 2016
Proceedings of the International Conference
on Integrated Petroleum Engineering
and Geosciences

123



Editors
Mariyamni Awang
Faculty of Geosciences and Petroleum
Engineering

Universiti Teknologi PETRONAS
Seri Iskandar, Perak
Malaysia

Berihun Mamo Negash
Faculty of Geosciences and Petroleum
Engineering

Universiti Teknologi PETRONAS
Seri Iskandar, Perak
Malaysia

Nur Asyraf Md Akhir
Faculty of Geosciences and Petroleum
Engineering

Universiti Teknologi PETRONAS
Seri Iskandar, Perak
Malaysia

Luluan Almanna Lubis
Faculty of Geosciences and Petroleum
Engineering

Universiti Teknologi PETRONAS
Seri Iskandar, Perak
Malaysia

Abdul Ghani Md. Rafek
Faculty of Geosciences and Petroleum
Engineering

Universiti Teknologi PETRONAS
Seri Iskandar, Perak
Malaysia

ISBN 978-981-10-3649-1 ISBN 978-981-10-3650-7 (eBook)
DOI 10.1007/978-981-10-3650-7

Library of Congress Control Number: 2016963307

© Springer Nature Singapore Pte Ltd. 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #22-06/08GatewayEast, Singapore 189721, Singapore



The original version of this chapter was
revised: For detailed information please see
Erratum.The erratum to this chapter is
available at 10.1007/978-981-10-3650-7_71



Preface

We return with the proceedings of the 4th International Conference on Integrated
Petroleum Engineering and Geosciences (ICIPEG 2016) which was one of the
conferences in the World Engineering, Science and Technology Congress
(ESTCON 2016). The chapters in this proceeding are double-blind peer-reviewed.
The theme “Blue Ocean Strategies in E&P to Meet Global Energy Challenges” was
aimed to attract papers on research that address the oil and gas industry with
out-of-the-box approaches and pushing the boundaries of conventional applica-
tions. The theme also implies the need to consider current and future challenges
such as low oil prices and increasingly stringent environmental limits. The subjects
range from exploration, reservoir, field development, and production operation to
health, safety and environment. We hope that our readers will find these pro-
ceedings beneficial, and perhaps we will meet at ICIPEG 2018. The program
schedule and all information regarding the conference may be accessed from the
home page http://usite.utp.edu.my/icipeg2016/.

Seri Iskandar, Malaysia Mariyamni Awang
Berihun Mamo Negash
Nur Asyraf Md Akhir
Luluan Almanna Lubis

Abdul Ghani Md. Rafek
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History Matching Using Proxy Modeling
and Multiobjective Optimizations

B.M. Negash, Mohammed A. Ayoub, Shiferaw Regassa Jufar
and Aban John Robert

Abstract Various studies have witnessed the wide application of assisted history
matching for the calibration of dynamic reservoir models. Although the proposed
algorithms have the potential to improve the history matching process in some
synthetic cases, most of them have failed or have partially succeeded when applied
to real, complex reservoirs. Thus far, identifying the most efficient optimization
strategy for history matching has remained a challenging topic for research. In this
paper, a sequential approach is adopted whereby a reservoir model is replaced by a
proxy model, and multiobjective optimization algorithms are applied on misfit
functions that were defined by the combination of the proxy models and historical
data. The proposed approach was tested on a case study involving a benchmark
synthetic reservoir model with 14 years of production data. The data were freely
provided by Imperial College London. The effectiveness of using individual opti-
mization algorithms was quantified by using normalized root-mean-square error.
The proposed approach is found to be efficient, robust, and flexible.

Keywords History matching � Response surface � Design of experiment � Proxy
modeling � Multiobjective optimization

1 Introduction

Most often, initial simulation models do not reproduce the exact behavior of
reservoirs. This has a detrimental effect on prediction results and hence on reservoir
management. Uncertainty in measured or inferred subsurface parameters that are
utilized while building reservoir simulation models contributes to the effect.
Conventionally, this problem is solved by tuning selected uncertain reservoir
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parameters one at a time (OAT), a process referred to as manual history matching.
The process is iteratively performed until an acceptable match between simulation
and observation data is reached. Consequently, this trial-and-error approach is
computationally expensive and highly dependent on the knowledge of the engineer
involved. It is only favored for calibrating simple reservoir models but fall short in
complex multidimensional reservoir problems. This study seeks to overcome this
difficulty through the application of proxy modeling and multiobjective optimiza-
tion algorithms for computer-assisted history matching.

This paper proposes and validates the use of response surface method (RSM),
design of experiment (DOE), proxy modeling, and application of suitable opti-
mization algorithms. A medium-sized benchmark synthetic reservoir model referred
to as PUNQ-S3 reservoir model has been used to evaluate the performance of the
proposed methodology. The model and its historical production data have been set
as a benchmark case study and are freely provided by Imperial College London
(UCL). It can be accessed in [1].

2 Literature Review

Reservoir engineers and research scientists have for long worked to develop viable
options to calibrate complex reservoir models. Thus far, most researchers have
taken advantage of recent advances in computer technology to speed up the history
matching process [2]. This innovative technique has given rise to a new research
area within reservoir engineering called computer-assisted history matching
(AHM). There is a growing interest on the niche area of AHM, and a number of
methods and results are being reported [3, 4]. Moreover, strengths and limitations
are presented in a number of literatures for instance in [5]. The techniques
approached history matching as an optimization problem which requires mini-
mization of an objective function. The benefit is that multivariable sensitivity
analysis and multiobjective optimization can be carried out simultaneously [6]. This
eliminates one at-a-time parameter variation, thus saving time.

Assisted history matching can be approached as a direct or indirect optimization
problem. Direct method is where the entire history matching job is solved by
using a simulator. This involves optimizing set of uncertain parameters following
subsequent simulation runs. This study investigates an indirect approach to assisted
history matching. In this approach, the role of reservoir simulators is replaced
by a proxy model, such as linear, nonlinear, or kriging polynomial, relating
input parameters and reservoir responses. Proxy model eliminates the burden of
waiting for long simulation runs and therefore permits rapid convergence of
objective function [7]. Figure 1 shows the sequence of indirectly assisted history
matching.

Gu, Y. and D.S. Oliver, 2005 [8], employed the ensemble Kalman filter (EnKF)
for the purpose of history matching and demonstrated its efficacy on PUNQ-S3
reservoir model. The authors approached the problem of history matching as a

4 B.M. Negash et al.



nonlinear state estimation problem and utilized Monte Carlo method on the
ensemble of reservoir models. Currently, EnKF has a lot of publicity in the research
community [4]. However, one of the key issues for EnKF is how to prevent the
ensemble from collapsing and producing too narrow a probabilistic forecast. This
phenomenon and some attempts to remedy it are well explained in [9]. A related
issue is that each updated realization (i.e., ensemble member) is a linear combi-
nation of the initial realizations; thus, the ability of the EnKF to obtain a good
estimate of the true solution is highly dependent on the quality of the initial
ensemble, which needs to accurately reflect the uncertainty in the ensemble esti-
mate, often a major challenge in real-field applications. Moreover, EnKF is a
Bayesian approach. However, [5] pointed out that Bayesian approaches to history
matching problem simply assume the existence of only a single minimum, which is
not always the case.

Zubarev [10] have concluded that the use of proxy model as a substitute for
mechanistic reservoir models is not justified and hence not recommended.
However, recently, an extensive article on the application of proxy models as the
next generation of uncertainty tools to history matching problem is presented by
[11]. This paper strongly argues that a major pitfall of proxy modeling is that it is a
“black box” model, and therefore, measuring quality is difficult. This has resulted in
less popularity of the technique by practitioners. In this study, the application of
proxy model together with an optimization algorithm is demonstrated using the
PUNQ-S3 benchmark synthetic reservoir model.

Fig. 1 Indirect assisted history matching
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3 Methodology

The methodology consists of replacing the reservoir model, which was built using
physical laws, by polynomial proxy models which are functions of sensitive
reservoir parameters. This is achieved through the use of DOE and RSM. A number
of objective functions are then defined by combining the proxy models and his-
torical production and pressure data. Finally, minimum objective functions were
obtained using optimization algorithms. Thus, the parameter values obtained are
plugged into the original reservoir model to update. The procedure can be repeated
to improve the history matching process. The detail steps are as outlined in Fig. 1.

3.1 Case Study

PUNQ-S3 is a synthetic reservoir model owned by Elf Exploration and Production
Company. The reservoir model was constructed by a group of European Research
Universities/Centers and Companies under the courtesy of the European Union
[12]. It was developed purposely for Production Forecasting with Uncertainty
Quantification (named, PUNQ) and has become a benchmark for researchers to test
new methods for history matching. The model consists of 5 layers at a top depth of
2430 m dipping at 1.5° and consists of 19 � 28 � 5 grid blocks. A total of 1761
blocks are active and covers a uniform area of 180 � 180 m2. The top structure on
the model is shown in Fig. 2. A fault strikes through the east and south of the
model, while the north and west are strongly connected to a large (Carter Tracy)
aquifer and bounded by a gas cap. Due to the presence of an aquifer and a gas cap

Fig. 2 Top structure of the PUNQ-S3 reservoir model
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in Layer 1, no injection wells were considered. There are six production wells in
this reservoir (PRO-1, PRO-4, PRO-5, PRO-11, PRO-12, and PRO-15), and pro-
duction schedule was put under well-flow constraints and constant monitoring.
Wells are scheduled to flow for the first year to allow for well testing followed by
build-up test for three years prior to resuming production.

When production commenced, a period of 2 weeks was needed to shut-in the
well for every year of production to enable pressure data gathering for surface
analysis. The uncertain parameters in this model are the porosity, permeability, and
transmissibility which must be adjusted. The available historical production data
include WBHP, WGOR, WWCT, FOPT, FGPT, and FWPT. These data are
compared against simulation data as shown in Fig. 3 for field cumulative produc-
tions. The interest of this study is to minimize the mismatch between the observed
and simulated production rates.

The proposed workflow used to evaluate history matching of the synthetic
PUNQ-S3 case study is shown in Fig. 1. The flowchart shows a generalized pro-
cedure for assisted history matching in eight (8) subsequent steps.

3.2 Design of Experiment (DOE) and Reservoir Simulation

DOE involves generating random values of factors (input variables) by using their
initial minimum and maximum ranges. The uncertain parameters in this study are
the multipliers for porosity, permeability, and transmissibility as shown in Table 1.
For 7 parameters, 84 experimental values were randomly generated from DOE as
inputs for reservoir simulation.

PUNQ-S3_OBSERVED Gas production cumulative

SIMULATION_MODEL Gas production cumulative
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Fig. 3 Observed versus simulation model FOPT
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The experiments were run at different time steps for each of the six (6) wells.
The 15 responses for WBHP, 15 responses for WWCT, and 15 responses for
WGOR in each of the six wells were selected at specified time steps of the simu-
lation. The simulation result was used to complete the DOE in order to fit a
response surface (proxy model). In total, each well produced 84 � 15 � 3 = 3780
responses and 3780 � 6 responses for all the six wells.

3.3 Building and Validation of Proxy Model

A multidimensional nonlinear regression proxy model that represents feasible
regions of the search space was built through RSM and DOE. During DOE, the 7
input parameters interacted to produce 37 combinations of uncertain parameters
over the feasible region.

Figure 4 shows an estimated effect of these parameters on well bottom-hole
pressure at time step one (WBHP_1). As observed, there is a unique influence of
each parameter on WBHP_1. Parameters in blue have a negative impact on the
model as compared to those in gray. Parameters which pose less influence on the
model were removed from the analysis while retaining most of the influential
parameters as illustrated in Fig. 5. The proxy was validated with the retained
parameters in order to improve its accuracy for further analysis.

Table 1 Uncertain reservoir
input variables

Factors Low High

A: PORO 0.68 1.0

B: MULTPERMX 0.7 1.0

C: MULTPERMY 0.7 1.0

D: MULTPERMZ 0.35 1.0

E: MULTX 0.15 1.0

F: MULTY 0.15 1.0

G: MULTZ 0.05 1.0

Fig. 4 Standardized Pareto
chart for WBHP_1 (before
screening)
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The proxy model is said to be accurate if it reproduces the same behavior trend
as the simulation model. This is judged by quantifying its R-squared (R2) error
which should be close to unity (1) as revealed by Fig. 6. Equation 1 is used to
quantify this error.

R2 ¼ 1�
P

iðYobs;i � Ysim;iÞ2P
iðYobs;i �Yobs;iÞ2

ð1Þ

Fig. 5 Standardized Pareto chart for WBHP_1 (after parameter screening)

Fig. 6 Curve fitting of observed versus proxy predicted WBHP_1
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3.4 Objective Function

The objective function is an expression that is used to minimize the mismatch
between predicted and observed responses. Different types of regression equations
are used to quantify objective function and including linear least square, generalized
least square, and weighted least square [13]. In this study, linear least square, shown
in Eq. (2), is used to define the misfit between the proxy model and the historical
production data:

XN
i¼1

ðYobs � YsimÞ2 ð2Þ

Moreover, normalized root-mean-square error (NRMSE) approach, presented in
Eq. 3, has been used to validate the efficacy of the proposed approach:

NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1ðYobs � YsimÞ2PN
i¼1

�Yobs �Ysim
� �2

vuut ð3Þ

where N is the number of experiments, Yobs is the observed response, Ysim is the
simulation response, and �Yobs is the average observed data.

With the help of the constructed proxy model, the objective function is defined
prior to performing the optimization process. This enables calculation of the misfit
between observed and simulated data. History matching is successful when the
difference between the predicted and the observed responses has been reduced to a
specified selection criterion. NRMSE (Eq. 3) as described previously is used to
quantify this difference.

3.5 Optimization Process

The ultimate goal of optimization is determining the values of uncertain reservoir
parameters that minimize the objective function to an acceptable tolerance. In this
workflow, multiobjective global optimization algorithms have been applied. The
idea was to compare the effectiveness of MOGA and MOGAA as tools to find the
best uncertain parameters for history matching. The best algorithm is selected based
on its convergence rate and minimal objective function.
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4 Results and Discussion

The proposed workflow for assisted history matching has been successfully applied
with appreciable outcome. Response surface and design of experiment are the most
critical attributes in the success of this work. As observed in Fig. 4, the influence of
the 7 input parameters and their interactions on well responses was scrutinized.
Through a stepwise validation process, the accuracy of the proxy model was
improved to fit the simulation model. This makes it a potential driver replacing the
use of reservoir simulator for global optimization of the uncertain reservoir
parameters. The established proxy is cost-effective and fast, and can handle large
number of uncertain parameters simultaneously. It was used to estimate the 7
uncertain reservoir parameters over a feasible region (response surface).

4.1 Proxy Predicted Results

Figure 7 shows a 3D desirability plot of the overall desirability function for
porosity and horizontal permeability plane where a value of 1 indicates the perfect
response and 0 indicates a completely undesired value. Several values of porosity,
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Fig. 7 Estimated response surface for multiple responses

Table 2 Optimized parameters for history matching

Factor Simulation Proxy model MOGA MOGAA

PORO 0.68 0.84 0.89 0.916

MULTPERMX 0.70 0.85 0.86 1.107

MULTPERMY 0.70 0.85 0.91 0.953

MULTPERMZ 0.35 0.675 0.72 0.890

MULTX 0.15 0.575 0.56 0.750

MULTY 0.15 0.575 0.56 1.005

MULTZ 0.05 0.525 0.92 0.774

History Matching Using Proxy Modeling … 11



permeability, and transmissibility multipliers were tested each time during the
simulation to identify the best matching combinations.

An improved match was realized following the successive simulation runs by
employing the estimated proxy parameters (Table 2) as illustrated in Figs. 8 and 9.
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Fig. 8 PRO-15 gas–oil ratio profile (without optimization)
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Fig. 9 PRO-4 water-cut production profiles (without optimization)

12 B.M. Negash et al.



However, NRMSE % calculation revealed a significant mismatch in WBHP
(Fig. 10). A different approach was used to minimize this error by using reliable
optimization strategies as discussed in case 2.
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Fig. 10 PRO-1 bottom-hole pressure profile (without optimization)
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Fig. 11 Optimized PRO-15 gas–oil ratio profile
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Fig. 12 Optimized PRO-4 water-cut profile
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Fig. 13 Optimized PRO-1 bottom-hole pressure profiles

Table 3 Error quantification for FOPT

Period Response
type

Before history
matching

Proxy
prediction

MOGA
prediction

MOGAA
prediction

History FOPT 54.83 0.06 0.017 0.00019

FGPT 35.48 3.40 2.45 1.45

FWPT 156.28 5.63 4.67 4.40

Forecast FOPT 336.29 61.87 51.91 11.19

FGPT 367.80 60.60 23.89 16.22

FWPT 196.87 43.86 36.68 23.37
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4.2 Optimization of the Proxy Models Using Goal
Attainment and Genetic Multiobjective Algorithms

In the second case, the estimated proxy parameters in case 1 were optimized using
multiobjective genetic algorithm (MOGA) and multiobjective genetic goal attain-
ment algorithm (MOGAA). Interestingly, application of the two algorithms pro-
vided a satisfactory history matching for all the well responses (WBHP, WWCT,
and WGOR) as shown in Figs. 11, 12, and 13. Specifically, MOGAA resulted in a
0.0019% NRMSE which is much better when compared with MOGAA which is
resulted in a NRMSE of 0.016%. Errors resulting from the application of either
proxy model, MOGA, or MOGAA were quantified using the defined NRMSE and
compared to the error before history matching as shown in Table 3. It is observed
that the error diminishes drastically with the introduction of optimization
algorithms.

5 Conclusion

An integrated workflow for history matching using computer-aided techniques has
been demonstrated. The importance of proxy modeling for sensitivity analysis and
its potential to improve history matching has been illustrated. It is proven that the
use of proxy model for predicting uncertain reservoir parameters is faster and more
convenient than the traditional one that varies one at-a-time approach. The intro-
duction of MOGA and MOGAA in the workflow provides a significant improve-
ment in the history matching results. It is hoped that the developed approach can be
applicable for real-field case studies and related optimization problems.
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New Insight in Sand and Petrophysical
Properties Prediction Using Attenuation
Attributes

M. Hermana, S.Z. Shamsuddin, C.W. Sum and D.P. Ghosh

Abstract Sand body and its petrophysical properties prediction such as porosity,
net-to-gross, and water saturation are essential task in reservoir characterization. In
common technology, those properties are estimated based on elastic inversion
result. However, because of non-unique problem in the lithology and fluid, the
prediction of sand body and other petrophysical properties are still not optimized.
This paper discusses a new approach in sand and petrophysical properties predic-
tion based on “scaled quality factor” of SQp and SQs attributes which is derived
from attenuation attribute through rock physics approximation. The discussion
included the testing of SQp and SQs attributes on model and well log data and
application of these attributes for petrophysical properties prediction by using
probabilistic neural network technology. The results show that SQp and SQs
attributes work properly on unconsolidated rock and the Marmousi model; the
lithological effect can be distinguished effectively. All hydrocarbon sands in the
Marmousi model are able to be captured by SQs attribute and were distinguished
from wet sand. By testing on well logs, the response of SQp is similar with gamma
ray logs which indicate the lithology. Meanwhile, SQs attribute is similar with
resistivity log which indicates fluid. Combination of those two attributes as input
for probability neural network engine is able to improve petrophysical properties
prediction such as volume of shale, porosity, and water saturation. Application of
this approach on Malaysian offshore data showed that sand reservoir is identified
accurately as low volume of shale, good porosity, and water saturation and it was
confirmed with well data on the area.
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1 Introduction

Seismic method has been applied widely in the oil and gas industry for lithology and
pore fluid and also petrophysical properties prediction. However, the current tech-
nology is still based on the interpretation of seismic amplitude such as direct hydro-
carbon indicator (DHI) as bright spots and elastic properties derived from
compressibility and density of the rock matrix and pore fluid. Other techniques
include the use of elastic parameters which are extracted from amplitude versus offset
(AVO) attribute [1], elastic impedance (EI) as a result of AVO rotation technique [2],
acoustic impedance (AI) or P-impedance, shear impedance (S-impedance), the ratio
ofP-velocity and S-velocity (Vp/Vs), and density as a result of simultaneous inversion.
The successful implementations of these methods for reservoir characterization have
been reported. Nevertheless, the ambiguity in lithology and pore fluid determination
also contributed to the limitation of this method. Hence, the prediction of sand body
and characterization of the reservoir including petrophysical properties prediction
based on seismic amplitude are still not optimized.

The main objective of this work is to solve the problem mentioned above and to
improve the petrophysical properties prediction based on new approach by using
neural network technique. In order to improve the prediction results, we have
developed new attributes which are called as SQp and SQs attributes, and then,
those attributes are used as input for neural network engine. As example of this
approach, a data set from Malaysian offshore has been used with success.

2 Attenuation Attribute

During the propagation, the seismic wave cannot be isolated from attenuation. The
attenuation mechanism will suffer from the amplitude, frequency, and phase of
seismic data. The degree of attenuation depends on many factors; however, the
intrinsic attenuation of the medium is a main contributor.

In rock physics view, the incoming seismic wave in a medium encourages the
unbounded fluid in the pore to vibrate around the equilibrium position. This
vibration produces a new wave field that opposes the incoming wave. As conse-
quences, some energy of incoming wave will be transformed into heat due to the
effect of damping. The initial energy of incoming wave will be attenuated. The
degree of vibration is depending on the frame of rock, pore, and number and type of
fluid inside pore. Therefore, the attenuation can be correlated with the rock physics
and petrophysical properties of the medium.

Mavko [3] related the attenuation in term of quality factor (Q) with the basic
elastic properties: bulk modulus (M) and shear modulus (G). The maximum quality
factor of P (Qp) or S-wave (Qs) can be estimated by using Kramers–Kronig relation:
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2Q�1
p ¼ M1 �M0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M0M1
p

2Q�1
s ¼ G1 � G0

ffiffiffiffiffiffiffiffiffiffiffiffiffi

G0G1
p

ð1Þ

By assuming the M ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

MoM1
p

and G ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

GoG1
p

as average of properties at
low- and high-frequency condition, and adopting the Hudson crack theory, Mavko
formulated the Qp and Qs for a weak anisotropy as [3]:

Qp�1 ¼ 2
3
e
ðM=G� 2Þ2
ðM=G� 1Þ

Qs�1 ¼ 8
3
e

ðM=GÞ
ð3M=G� 2Þ

ð2Þ

where e is a crack density that can be correlated with aspect ratio and secondary
porosity. These parameters are still difficult to be extracted directly from seismic.
For this reason, we used the aspect ratio for sand is 0.1 [4] as reference and we do
an approximation on secondary porosity from density. The Eq. (2) now becomes:

SQp � 5
6
1
q
ðM=G� 2Þ2
ðM=G� 1Þ

SQs � 10
3
1
q

ðM=GÞ
ð3M=G� 2Þ

ð3Þ

where SQp and SQs are defined as scaled quality factor of P and S-wave, respec-
tively; q is density; and M/G is approximated with (Vp/Vs). With this formulation,
now all the parameters can be calculated from basic elastic properties.

3 Methodology

To test the effectiveness of SQp and SQs attributes, a series of tests has been done.
The first test was performed on rock physics model, the soft sediment model which
consists of shale and sand with various porosity and water saturation. The effec-
tiveness of these attributes is indicated by the optimum separation between shale
background with gas saturated sand. The crossplot between conventional method
and new attribute are provided to show the performance of those attributes in
discriminating effect of lithology and fluid. The next test is by applying SQs
attribute on the Marmousi model which has complexity in structure and geology.
This model consists of sand shale lamination with different fluid types (water, oil,
and gas). The final test is the implementation of SQp and SQs attributes on well log
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data. A well log data from Malaysian offshore was utilized. The effectiveness of
these attributes is compared with gamma ray as lithology indicator and resistivity
log as fluid indicator.

In the next stage, the SQp and SQs attributes are applied for petrophysical
properties prediction by using probabilistic neural network (PNN). The SQp, SQs,
and its ratio were used as input for this engine in porosity, volume of shale, and
water saturation prediction. Two wells are used in the training stage, and another
well is used for justification and crossvalidation. Multi-attribute analysis was per-
formed to have the best prediction results. After the training stage is validated, the
training data sets are used to predict the 3D cubic of water saturation, volume of
shale, and porosity from 3D cube of SQp, SQs, and its ratio. Those attributes are
derived from elastic inversion result of Malaysian offshore. The inversion was
performed by using a set of partial-stack seismic data with constrained sparse spike
inversion method to produce P-velocity, S-wave, and density where the attributes
are calculated from.

4 Results and Discussion

4.1 Attributes Test on Model

There are two models used in the testing of SQp and SQs attributes: rock physics
model with unconsolidated rock model which is used to observe more details on
how new attributes are able to separate the lithology and pore fluid and 2D
Marmousi model which consists of different lithology and fluid.

The unconsolidated rock/soft sediment model consists of shale with various
porosity ranging from 1 to 40% and sand with various porosity and water saturation
(porosity ranges from 10 to 40%, while the water saturation ranges from 0 to 100%
of gas). The responses of SQp and SQs are described in the crossplot and compared
with industry method, Vp/Vs-AI. The results showed that shale can be distin-
guished from sand with various porosity and water saturation. Shale is distributed in
vertical axis, while sand with various water saturations is distributed along hori-
zontal axis. The separations among them are almost orthogonal (Fig. 1b).

For the comparison, Fig. 1a showed a crossplot in the Vp/Vs-AI domain, where
the gas sand is figured out far away from shale back ground line. In this case, both
conventional method and new attribute still can easily identify the lithology and
pore fill. Fortunately, the SQp–SQs crossplot gives us more orthogonal separation
which is telling us that the lithology can be distinguished optimally from fluid
effect.

In geological model of 2D Marmousi model, the SQs attribute gives a significant
improvement on hydrocarbon sand delineation. Figure 2 shows the SQs section
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derived from Marmousi model. In these results, all hydrocarbon sand is highlighted
and it was distinguished from wet sand and shale background. This results show
that the SQs attribute can effectively be used for hydrocarbon sand body prediction.

4.2 Well Log Responses

The tests of SQp–SQs attribute on well logs are performed on Malaysian offshore
data. The results showed that the response of SQp attribute is similar with gamma

Fig. 1 a Shale–sand model in VpVs—AI crossplot, and b the SQp–SQs crossplot

Fig. 2 SQs attribute responses on Marmousi model
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ray logs, while the SQs attributes are similar with resistivity log (Fig. 3). All sand
formations are shown as low gamma ray is figured also as low SQp. Shale with high
gamma ray also is shown as high SQp. The coefficient correlation between gamma
ray and SQp logs is more than 0.8 which shows that the SQp attribute also can be
used as lithology indicator. In SQs log, all hydrocarbon sand formation that showed
high resistivity also showed high SQs. Not only hydrocarbon, but coal also appears
similarly. Coal has very high SQs, and it appears as a spike in resistivity log. This
results show that the SQs attribute also can be used as an affective fluid indicator
like resistivity. The coefficient correlation between SQs and resistivity logs is more
than 0.85.

In another example, we applied this attribute on fractured basement reservoir.
The SQp attribute was compared with the fracture density/porosity log. The results
showed that the SQp log has similar response as fracture density logs and brittleness
log (E). High fracture density region was associated with high SQp, and this result
showed that this attribute is sensitive with the lithology and petrophysical prop-
erties. The SQs attribute response showed that high SQs is also associated with the
“butterfly” pattern of neutron and density plot (Fig. 4).

Fig. 3 SQp and SQs attribute responses compared with gamma ray and resistivity logs
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4.3 Application of SQp and SQs Attributes for Petrophysical
Properties Prediction

Workflow for SQp and SQs attribute derivation has been applied on a real data set
from Malaysian offshore. The 3D data available for analysis are near-angle stack
approximately 5–15°, mid-angle stack approximately from 15 to 25°, and far-angle
stack approximately 25–40° with the time sampling 4 ms. In general, the quality of
these 3D seismic data is good. The lateral continuity and fault discontinuity are
clear. The dominant frequency is around 35–40 Hz at major reservoir zones.
Hydrocarbon sand was discovered in the A and B reservoir formations; at this
horizon, the interval velocity is about 3400 m/s; hence, the tuning thickness around
this formation is about 12 m. From well data, the net thickness of hydrocarbon sand
was identified at 18–28 m. As a consequence, the top and bottom of the reservoir
can be tracked clearly. The main reservoir (reservoir A) is identified as strong
amplitude (bright spot) in the seismic data.

The main target of this analysis is to estimate the petrophysical properties, i.e.,
porosity, volume of shale, and water saturation, in 3D from attenuation attribute:
SQp and SQs. The SQp attribute, SQs attribute, and its ratio derived from well log
data are used as an input for the training probabilistic neural network (PNN) engine.

Fig. 4 SQp and SQs attribute on fractured basement reservoir
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The number of internal attributes that effects on the prediction is determined during
multi-attribute analysis. The results are shown in Fig. 5. Figure 5a shows the
estimated and predicted water saturation in the training well. The actual data are
represented with back color, while predicted is red color coded. After validation
step, the correlation between actual and predicted volume of shale is shown in
Fig. 5b. The coefficient correlation is more than 0.95.

After validation and the results are satisfied, the training data sets are used to
estimate 3D petrophysical properties. The inputs are 3D cubes of SQp, SQs, and its
ratio. The predicted petrophysical properties, volume of shale, porosity, and water
saturation section, are demonstrated in Fig. 6.

Figure 6 shows a cross section of petrophysical properties: water saturation,
volume of shale, and porosity with respected inserted curve. The sand formations
which consist of A (gas sand), B (gas sand), and C (wet sand) formations are
recognized as low area in the estimated volume of shale section. These formations
have been confirmed with well logs (Fig. 6a). The main gas sand reservoir which is
represented by A and B formations has estimated water saturation about 60% and
porosity about 20–30%. All those properties matched with log of the blind well.

Fig. 5 a Predicted and actual water saturation logs and b crossplot between predicted and actual
water saturation
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5 Conclusion

The SQp and SQs attributes derived from attenuation–rock physics approximation
are potential to be used for sand and fluid indicator, respectively. The tests that have
been conducted showed that the SQp has similar response with gamma ray and it is
sensitive with lithology changes, while SQs attribute has similar response as
resistivity which is sensitive with fluid content.

Fig. 6 Predicted petrophysical properties: a volume of shale section with Vshale log inserted,
b porosity section with porosity log inserted, and c water saturation section with water saturation
log inserted
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Application of new approach for petrophysical properties prediction on
Malaysian offshore showed that these attributes can be used as an effective input for
probabilistic neural network engine which is able to improve the accuracy on
prediction.
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Optimizing Injection-Perforated Layers
of Lateral Continuous Shale During
Secondary Recovery—A Simulation
Approach
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Abstract Shale studies are essential for the optimization of the reservoir perfor-
mance as its presence can significantly reduce the oil reserves. Contingent on the
degree of communication, reservoir dynamics can vary considerably, leading to
several key issues including well completion and perforation strategy and enhanced
recovery program. The principal aim of this study is to investigate the optimum
location to inject water in waterflooding scheme or gas for an immiscible
water-alternating gas (WAG) scheme in the presence of lateral extension of con-
tinuous shale in the reservoir. A sensitivity analysis of the optimum injection place
is conducted with respect to various locations of the shale orientation. The objec-
tives of this project include studying the trend of the vertical distribution of lateral
shale and its effect on the recovery factor, conducting a comparative study between
the performance of two flooding techniques; waterflooding and immiscible
water-alternating gas (WAG) injection and to further optimize the resulting best
cases of injection-perforated intervals. The simulation work of this project was
carried out using Schlumberger Eclipse 100 simulator.
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1 Introduction

The majority of heterogeneous reservoirs usually contain shaly segments. Shale is
considered to be one of the most abundant sedimentary rocks found on the earth’s
crust. It is known that shale has a low matrix permeability. In petroleum geology,
organic shale are source rocks and seal rocks that trap oil and gas. In reservoir
engineering, shale segments are considered as flow barriers.

During the field development plan, shale volume must be considered when
calculating stock tank initially in-place (STOIIP) as shale reduces the oil pay
zone/net-to-gross (NTG). The higher the shale thickness, the lower the NTG ratio
and thus the lower the STOIIP. Therefore, it is important to study the effects of
shale orientation at various locations in the reservoir in order to optimize the
reservoir management and reservoir production performance.

WAG injection is normally applied as an enhanced oil recovery method,
meaning that the oil field has been in production for some time and has experienced
both primary depletion and waterflooding as well.

The main target is to achieve an additional recovery compared to other possible
injection operations. WAG process has been applied to rocks from very
low-permeability chalk up to high-permeability sandstone [1]. WAG is classified
into many types including miscible WAG, immiscible WAG, hybrid WAG, and
others. However, the most commonly used process for heterogeneous reservoirs is
the immiscible WAG process. It is usually applied with the aim of improving the
frontal stability or contacting the unswept zones. Application has been in reservoirs
where gravity stable gas injection cannot be applied, because of limited gas
resources or the reservoir properties like low dip of strong heterogeneities. In
addition to sweep, the microscopic displacement efficiency may be improved as
well [1].

This simulation study aims (1) to investigate the trend of varying continuous
shale orientation and its effect on the recovery factor, (2) identify the optimum place
to inject waterflooding and immiscible WAG in the presence of lateral continuous
shale, with respect to various locations of the shale orientation and (3) perform a
comparative study and optimize the performance of both waterflooding and
immiscible WAG injection for heterogeneous reservoirs having lateral shale.
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2 State of the Art

2.1 Waterflooding Performance in Stratified Reservoirs

Timing of waterflooding has a crucial impact on the success rate, especially in
stratified reservoirs [2]. Significant oil is recovered when waterflooding is con-
ducted at or above the bubble point. Satter et al. [2] recommended that performing
waterflooding at early phases of reservoir development leads to “a quicker payout
period”.

In a stratified reservoir with the presence of shale, the authors have pointed out
that the most effective waterflooding recovery is when the layer permeability
increases from top to bottom. Greater vertical-to-horizontal permeability ratios will
result in higher primary and waterflooding recoveries due to more efficient vertical
sweep within the layer.

2.2 Immiscible WAG—Effects of Permeability Ordering
of Layers and Interlayer Communication in Stratified
Reservoirs with the Presence of Shale

As stated previously, WAG performs 25–50% more efficiently in a stratified
reservoir with upward fining sequence, hence permeabilities increasing from top to
bottom [3]. Several factors greatly affect WAG injection. Heterogeneity strongly
affects WAG performance significantly especially with regard to anisotropy and
stratification, ratio of viscous to gravity forces, and communication between dif-
ferent zones in the reservoir. They all have strong influence on the vertical con-
formance of the water–gas displacement process [4].

Moreover, Surguchev et al. [4] observed that if gas and water were traveling in
the reservoir at equivalent speed, oil displacement by WAG would be achieved at
optimum conditions. Influence of WAG injection parameters such as water–gas
ratio, injection rates, and number of cycles would affect in different ways the
recovery efficiency from the high- to low-permeability layers. Depending on the oil
reserves in the layers, optimum conditions of WAG injection should be
investigated.

Al-Mamari et al. [5] performed a comparative study on the effect of miscible
water-alternating gas within shaly porous media when using numerical simulation
versus experimental studies of oil recovery. Their paper included intensive studies
on sweep efficiency and shale as barrier to flow. However, their study had no base
case, i.e., 100% of oil initially in-place was recovered at the end of both the
experiment and the simulation study [5]. In addition, Mohammadi et al. [6] carried
out an intensive pore-level screening study on effect of the miscible/immiscible
floods of water, polymer, surfactant, and hydrocarbon solvent injection with the
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presence of shale. However, their study did not investigate the effects of WAG,
rather only the effects of miscible/immiscible floods of water [6].

2.3 Proposed Approach

The simulation work of this project has been carried out by using Schlumberger
Eclipse 100 simulator. Figure 1 explains the steps to be followed to design a model
for optimizing the WAG injection process in a heterogeneous reservoir by using the
Eclipse 100 software.

Fig. 1 Research methodology
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2.3.1 Reservoir Data

The reservoir properties have mainly been extracted from Genrich’s [7] SPE paper
titled “A Simplified Model to Predict Heterogeneity Effects on WAG Flooding
Performance” [7]. Some of these properties are highlighted in Table 1.

2.3.2 Description of the Base Case Model

The base case model refers to the field at initial conditions, before the addition of
any shale segments. The model has dimensions of 21, 5, and 17 in I, J, and
K directions, respectively. Five wells, four producers, and a single injector were
placed in the grid locations as shown in Table 2. The five-spot pattern for well
placement was used for this study. Table 3 summarizes the main input data for this
study’s base case model. There are a total of 17 layers in the reservoir with variation

Table 1 Initial reservoir
properties

Reservoir parameters Value

Formation Shaly sand

Grid cell dimensions
Length (DX) (ft)
Width (DY) (ft)
Height (DZ) (ft)

88.8934
373.3524
4.53125

Volume of grid cells (X � Y � Z) (ft3) 150385.6817

Average porositya 0.20

Average net-to-gross NTG 1

Reservoir permeability (mD)a 50–480

Initial water saturation 0.27

Initial reservoir pressure Pinitial (psi) 4500

Oil density (lb/ft3) 49.1

Oil viscosity (cP) 0.628–0.665

Reservoir depth (ft) 72.5

Water–oil contact (ft) 4300
aHeterogeneous and anisotropic

Table 2 Well locations in
the model

Well name Well location (I, J, K)

PROD1 1, 1, 17

PROD2 1, 5, 17

PROD3 21, 1, 17

PROD4 21, 5, 17

INJ1 11, 3, 17
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in permeability of each layer listed in Table 4. The same model was also used to
compare between the waterflooding and WAG flooding performance, i.e., which of
the two scenarios managed to efficiently recover more oil. Minimal changes were
made to the model run by WAG, such as making the injector well inject both water
and gas, and other input parameters remained intact.

2.3.3 Simulation Cases

The following cases were simulated:

1. Base case with waterflooding.
2. Base case with WAG.
3. Using waterflooding technique—effects of adding and changing the position of

the lateral shale segment in the reservoir, i.e., varying the shale location dis-
tribution to top, middle, and bottom layers.

4. Using immiscible WAG technique—effects of adding and changing the position
of the lateral shale segment in the reservoir, i.e., varying the shale location
distribution to top, middle, and bottom layers.

3 Results and Discussion

Figure 2 shows that there is a recovery factor of 10.79% after 2 years of production
life. Since the reservoir does not have an aquifer or gas cap, we can conclude that
the solution gas drive is the natural drive of the reservoir. Table 5 summarizes the
results of the natural drive of the reservoir.

Table 3 Input data for base case model

Input Base case model

Number of wells 5

Types of wells Vertical well

Depletion method Natural depletion method

Production control mode Well control by oil rate

Oil rate 1000 bbl/day

Table 4 Input data for permeability variation

Layers Horizontal permeability (md) Vertical permeability (md)

1–7 200 50

8–12 180 45

13–17 480 192

32 M.A. Ayoub et al.



Fig. 2 The natural drive field recovery of oil

Table 5 Base case simulation results

Natural drive FOPT (MSTB) FWPT (MSTB) FOE (%) FWCT (%)

603.062 64.326 10.15 2.61

Fig. 3 Field oil production total for shale layer located at the top of the reservoir
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3.1 Recovery Method 1—Waterflooding

• Case A: Shale layer is located at the top

For case A, the shale layer is located at layer 3. A total of 14 cases have been
run, and the cases include water injected above and below the shale layer. This is
illustrated in Fig. 3. Perforating above the shale layer (represented by the lime green
line) leads to much lower recovery than perforating below the shale layer, when
shale is present at the top side of the reservoir.

The field water production total (FWPT) graph shows that perforation in layer
1–2 led to early water breakthrough, and this is illustrated in Fig. 4. The most likely
explanation for this is because layers 1–2 are swept by the water, but at the same
time, the shale layer acts as a barrier to flow, thus preventing the injected water
from sweeping the bottom layers. The shale layer pushed the water injected toward
the producers leading to early water breakthrough. Figure 5 shows the most opti-
mum injection perforation interval at layers 11–12. It performs slightly better than
the perforation interval of 10–11. The reason behind 11–12 performing better than
the others is the reservoir vertical permeability. Therefore, perforating at layers 11–
12 showed the highest field oil recovery and highest cumulative oil production,
which is shown clearly in Fig. 5.

• Case B: Shale layer is located at the middle

Fig. 4 Field water cut total for shale layer located at the top of the reservoir
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Fig. 5 Zoomed section to emphasize the difference between the FOPT for the different cases of
perforation intervals above the shale layer in Fig. 4

Fig. 6 Field oil production total for shale layer located at the top of the reservoir using immiscible
WAG
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In case B, the shale layer is located at layer 9. Figure 6 shows a comparison
between all the different injection perforation cases. Perforating in layers 1–2 (i.e.,
the lime green line) performed slightly better than the other cases. A summary of all
the layer perforation results is listed in Table 6.

We can see from Table 6 that layers 1–2 and 10–11 performed better than the
other perforation layers. This can be attributed to injector perforated at 1–2 being
located at the topmost of the reservoir, above the shale layer, whereas injector
perforated at 10–11 is located right below the shale layer. This arrangement led to
the highest oil recoveries due to the impact of gravity segregation. As water is
denser than oil, it will sink down, thus sweeping the oil in the reservoir and pushing
it toward the producers.

• Case C: Shale layer is located at the bottom

For case C, the shale layer is located at layer 15. Unlike when shale layer was
located at the top, perforating below the shale layer leads to a much lower recovery
than perforating above the shale layer. This is illustrated in Table 7. Similar
explanation applies whereby the perforation in layers 16–17 led to early water
breakthrough. The most likely explanation for this behavior is because layers 16–17
are swept by the water, but at the same time, the shale layer acts as a barrier to flow,
thus preventing the injected water from sweeping the bottom layers.

Table 6 Summary of middle shale layer simulation results at 4510 days (*12.3 years)

Recovery
method

Waterflooding FOPT
(MMSTB)
Field oil
production
total

Reduction in
total oil
production
(�103 bbl)

FWPT
(MMSTB)
Field water
production
total

FOE
(%)
Field oil
efficiency

FWCT
(%)
Field
water
cut
total

Shale layer
location:
layer 9

Perforated
layers

Location from
shale layer

1–2 Above 1.646677 – 7.37332 27.72 96.05

10–11 Below 1.583789 62.888 7.43621 26.66 95.63

11–12 Below 1.57873 67.947 7.44127 26.58 95.63

12–13 Below 1.569374 77.303 7.45063 26.42 95.63

2–3 Above 1.569111 77.566 7.45089 26.42 96.03

16–17 Below 1.566301 80.376 7.4537 26.37 95.59

13–14 Below 1.566268 80.409 7.45373 26.37 95.62

15–16 Below 1.566169 80.5081 7.45383 26.37 95.59

14–15 Below 1.566059 80.618 7.45394 26.36 95.60

7–8 Above 1.551072 95.605 7.46893 26.11 96.01

6–7 Above 1.548915 97.762 7.47109 26.08 96.01

5–6 Above 1.548546 98.131 7.47146 26.07 96.02

4–5 Above 1.548024 98.653 7.471977 26.06 96.02

3–4 Above 1.547637 99.04 7.47236 26.05 96.02
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3.2 Recovery Method 2—Immiscible Water-Alternating Gas

Different scenarios have been run to investigate the immiscible water-alternating
gas (top, bottom, and middle) as has been done for the previous cases, and the
results have been compared as well.

• Case A: Shale layer is located at the top

The least cumulative oil production was produced when the injection perforation
is above the shale layer (layers 1–2). This is shown as the lime green line in Fig. 6.
Table 8 shows that layers 1–2 have the lowest FOPT. A possible explanation for
that is because the shale block acts as a barrier to flow. When it is located at the top
of the reservoir, it prevents the injected water perforating at layers 1–2 from
sweeping through and sweeping the oil from the bottom of the reservoir and drives
it toward the producers. At the same time, the block of shale causes the gas to
quickly breakthrough and moves out the producers. This effect is brought about due
to gravity segregation, where water tends to sink to the bottom of the reservoir and
gas moving up and sweeping the top of the reservoir.

This is in line with Genrich’s [7] observation in which he highlighted that the
streaks with low vertical permeability distributed close to the center of the reservoir
yield the most noticeable enlargement of the segregated zone and hence the best
recovery.

Table 7 Summary of bottom shale layer simulation results at 4510 days (*12.3 years)

Recovery
method

Waterflooding FOPT
(MMSTB)
Field oil
production
total

Reduction in
total oil
production
(bbl)

FWPT
(MMSTB)
Field water
production
total

FOE
(%)
Field oil
efficiency

FWCT
(%)
Field
water
cut
total

Shale layer
location:
layer 15

Perforated
layers

Location from
shale layer

1–2 Above 2.568913 – 6.451087 43.25 93.74

2–3 2.532493 36.42 6.487508 42.63 93.70

11–12 2.53211 36.803 6.48789 42.63 93.71

10–11 2.530968 37.945 6.489032 42.61 93.70

9–10 2.529788 39.125 6.490212 42.59 93.70

8–9 2.528993 39.92 6.491007 42.58 93.70

7–8 2.527445 41.468 6.492555 42.55 93.70

6–7 2.52558 43.333 6.494415 42.52 93.69

5–6 2.52428 44.633 6.495718 42.50 93.69

12–13 2.524166 44.747 6.495834 42.49 93.70

4–5 2.523307 45.606 6.496693 42.48 93.69

3–4 2.522502 46.411 6.497498 42.47 93.68

13–14 2.520311 48.602 6.49969 42.43 93.68

16–17 Below 0.910311 1658.602 8.10969 15.32 96.84
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For the case of WAG, there is a competition between injecting at the lower most
layers of the reservoir and perforating before the start of high-permeability zone.
Both are performing well, with a slight favorable reservoir performance when the
injection is selected at the lower most layers of the reservoir.

The most likely explanation for this is when you place the injection perforation
right before the start of the high-permeability zone (i.e., layers 13–17, with a
permeability of 480 md), the injected water can easily sweep the oil from the
high-permeability zone leading to high recovery factor (i.e., when perforation layer
is 11–12, the recovery factor is 49.81%.

However, from the results in Table 8, we can conclude that for WAG, it is better
to perforate the lower most layers of the reservoir. The reason behind this is gas
being less dense than water and oil, when injected at the bottom layers, travels
upwards and sweeps majority of the oil from the higher permeability zones.
Therefore, when the perforation layer is 15–16, the recovery factor (RF) is 50.63%.

• Case B: Shale layer is located at the middle

Figure 7 shows the cumulative oil production for shale layer located in the
middle of the reservoir. The dark blue and purple lines represent perforation at
layers 14–15 and 16–17, respectively. It can be seen that perforating layers 16 and
17 until 3650 days has resulted in higher total oil production. Meanwhile, after
3650 days of production,perforation at layers 14 and 15 has given a higher
cumulative oil.

Table 8 Summary of top shale layer simulation results at 4510 days (* 12.3 years)

Recovery
method

Immiscible
water-alternating
gas

FOPT
(MMSTB)
Field oil
production
total

Reduction in
total oil
production
(bbl)

FWPT
(MMSTB)
Field water
production
total

FOE
(%)
Field oil
efficiency

FWCT
(%)
Field
water
cut
total

Shale layer
location: layer 3

Perforated
layers

Location from
shale layer

15–16 Below 3.007454 – 6.01255 50.63 93.90

11–12 2.958931 48.523 6.06107 49.81 92.11

14–15 2.958723 48.731 6.06128 49.81 93.14

12–13 2.957423 50.031 6.06258 49.79 92.35

13–14 2.957163 50.291 6.06284 49.78 92.75

10–11 2.827804 179.65 6.1922 47.61 90.70

4–5 2.809792 197.662 6.21021 47.30 90.23

9–10 2.805784 201.67 6.21422 47.23 90.18

8–9 2.805006 202.448 6.21499 47.22 90.18

7–8 2.804582 202.872 6.21542 47.21 90.20

5–6 2.803999 203.455 6.216 47.20 90.21

6–7 2.802899 204.555 6.2171 47.19 90.19

1–2 Above 2.091078 916.376 6.9127 35.20 88.47
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Fig. 7 Field oil production total for shale layer located in the middle of the reservoir

Table 9 Summary of bottom shale layer simulation results at 4510 days (*12.3 years)

Recovery
method

Immiscible
water-alternating
gas

FOPT
(MMSTB)
Field oil
production
total

Reduction in
total oil
production
(bbl)

FWPT
(MMSTB)
Field water
production
total

FOE
(%)
Field oil
efficiency

FWCT
(%)
Field
water
cut
total

Shale layer
location: layer 15

Perforated
layers

Location from
shale layer

13–14 Above 2.904948 – 6.115053 48.90 91.54

11–12 2.899786 5162 6.120214 48.82 93.85

1–2 2.890782 14166 6.129218 48.67 92.40

12–13 2.890485 14463 6.129515 48.66 92.81

10–11 2.881821 23127 6.138179 48.51 93.68

9–10 2.791788 113160 6.228212 47.00 91.27

2–3 2.783122 121826 6.236879 46.85 91.11

8–9 2.774179 130769 6.245821 46.70 91.03

7–8 2.772145 132803 6.247855 46.67 91.04

6–7 2.770275 134673 6.249725 46.64 91.04

5–6 2.76983 135118 6.250171 46.63 91.05

4–5 2.769117 135831 6.250884 46.62 91.06

3–4 2.768509 136439 6.251491 46.61 91.06

16–17 Below 2.12737 777578 6.89263 35.81 96.53
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From Table 9, injection perforation located below the shale layer performs better
than perforations done above the shale layer. It can be seen from the results listed
that layers 14–15 performed the best, followed by perforation layers 16–17 and 15–
16. Unlike the previous case of WAG, when the shale is located at the top, where
layers 11–12 produced the highest recovery factor; here, when the shale is located
at the middle, layers 11–12 produce a lower recovery factor. This result shows that
when the shale block is located in the middle of the reservoir, the most optimum
location to inject WAG is in the middle of the high-permeability layers (i.e., in this
example, it is between layers 13–17) rather than injecting right above the permeable
layers. This effect is mainly caused by gravity segregation.

• Case C: Shale layer is located at the bottom

The injection of WAG above the shale layer is better than injecting it below,
when the shale layer is at the bottom as can be illustrated by Fig. 8. The blue line
represents injection perforation below the shale layer, at layers 16–17, and it can
clearly be seen that it is much lower than injecting above the shale layer.

From Table 9, layers 13–14 performed the best, followed by layers 11–12 and 1–
2. The results indicate that for immiscible WAG, it is better to place the injectors at
the top of the reservoir, or at the very bottom of the reservoir before the shale layer,
rather than perforating above the shale layer, but in the middle of the reservoir. This
is again due to gravity segregation. Placing the injectors at the very top or very
bottom of the reservoir gives maximum benefits for injected fluid to travel either
downward or upward, hence sweeping a larger area of the original oil in-place.

Fig. 8 Field oil production total for shale layer located in the bottom of the reservoir
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3.2.1 Comparison Study

As shown in Figs. 9 and 10, the highest field oil recovery is obtained when the shale
layer is present at the top of the reservoir for both waterflooding and WAG injection.
Similar trend was observed for both recovery methods. Initially, the bottom shale

Fig. 9 Comparison of top, middle, and bottom optimum injection perforation intervals for
waterflooding

Fig. 10 Comparison of top, middle, and bottom optimum injection perforation intervals for WAG
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layer indicates that the recovery factor is higher when shale layer is present at the
bottom section of the reservoir. However, after 3670 days of production under
waterflooding and 2000 days of production under WAG, the performance of the
reservoir when shale is located at the top shows higher field oil recovery. These
findings coincide with the previous work reported in the literature [7].

Furthermore, Figs. 9 and 10 show that both waterflooding and WAG have the
same trend, whereby shale at the top layer produced the highest oil recovery,
followed by shale present at the bottom, and lastly the shale present at the middle of
the reservoir.

In addition, Fig. 11 shows the comparison between waterflooding and immis-
cible WAG for the most optimum cases when shale is present at the top, middle,
and bottom layers.

All graphs show that WAG consistently performs better than waterflooding. That
is mainly because in the case of immiscible WAG, the additional injection of gas
helped to sweep the oil that was unswept by the water. These findings coincide with
the previous work reported in the literature. In addition, for both recovery methods,
waterflooding, and immiscible WAG, shale at the top layer produced the highest oil
recovery, followed by shale present at the bottom, and lastly shale present at the
middle of the reservoir.

4 Conclusion and Future Work

1. For the studied reservoir, the optimum perforation layers for the injectors when
shale is located at the top were found to be layers 11–12 for waterflooding and
15–16 for WAG. The optimum perforation interval when shale is at the middle

Fig. 11 Comparison
between waterflooding and
WAG for the most optimum
case when shale is present at
the top layer
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of the reservoir was found to be injecting at layers 1–2 for waterflooding and
14–15 for WAG. The optimum perforation interval when shale is at the bottom
of the reservoir was found to be injecting at layers 1–2 for waterflooding and
13–14 for WAG.

2. For waterflooding, the best perforation intervals were compared to investigate
the best case of shale location. It was found that reservoir performance was most
efficient when the lateral shale layer is present at the top of the reservoir. Similar
findings were obtained for WAG, with the same trend, which coincides with the
reports from the literature.

3. Optimizing the injection perforation location reduced the gas coning effect that
occurs with WAG. In addition, WAG yielded higher reservoir performance
compared to waterflooding, for the heterogeneous reservoir studied.
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Sensitivity Analysis of Sandstone Rock
Elastic Properties to Effective Pressure
Using a New Rock Physics Workflow
and Its Application for Time-Lapse
Seismic Data Analysis

Shahram Danaei and Deva Ghosh

Abstract Sensitivity analysis of sandstone rock frame to pressure has been an
appealing area of research in upstream oil and gas industry. Knowledge of the
effects of various pressures on sandstone elastic properties has been used to
interpret 3D seismic data and also to use time-lapse seismic data sets to monitor the
dynamic changes in an oil and gas reservoir. Rock physics models build a relation
between rock elastic properties and reservoir pressure; therefore, two rock physics
approaches are used commonly to illustrate the dependency of rock elastic
parameters to pressure. The first approach is empirical equations, and the second is
to use contact theory models. Laboratory-derived empirical equations are used to
relate rock elastic properties to pressure variations. Besides these equations, contact
theory models also are used to investigate the sandstone rock elastic properties to
pressure changes. The aim of this research is to present a new rock physics
workflow to predict the effect of different pressures on dry sandstone rock elastic
properties. Hertz–Mindlin contact theory in conjunction with the pore space stiff-
ness theory is cooperated to model the pressure effects on dry rock seismic prop-
erties. This new rock physics workflow is calibrated with laboratory measurements
on core samples. The results of the developed rock physics workflow show a perfect
fit with the pressure laboratory measurements on core samples. Unlike other contact
theory rock physics models, our workflow requires less time with a straightforward
approach. An application of this rock physics workflow for time-lapse seismic
feasibility modeling is also included in this research.
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1 Introduction

Seismic wave propagation into oil and gas reservoir rock depends on various
factors, namely lithology, porosity, temperature, and reservoir pore fluid. These
factors control the elastic properties of the reservoir rock and therefore alter the
seismic responses significantly. Any changes in reservoir pore fluid saturation and
pressure induced by production and/or injection will affect seismic velocity. Fluid
saturation and pressure changes are among the most important changes observed at
the location of oil and gas reservoirs. These changes need to be analyzed, and the
effects should be modeled in great details. The effect of fluid saturation changes on
seismic velocity is investigated comprehensively by different researchers. The most
commonly used theoretical approach for fluid saturation changes employs the
low-frequency Gassmann fluid substitution theory [1]. On the other hand, the effect
of pore pressure changes is less understood. Reservoir pressure changes result in
three potential seismic effects [2]:

1. A change in fluid modulus Kf and in density q.
2. An increase in gas saturation if pressure declines below the bubble point
3. Changes in the porosity of the reservoir–rock frame and in the bulk and shear

moduli Kdry and ldry
� �

.

Pore pressure changes during the productive life of a reservoir can result in
significant changes in pore fluid properties [3]. Fluid density, compressibility, and
also viscosity are the main properties that affect the seismic wave propagation;
therefore, any changes in these properties will be demonstrated in the seismic
responses. Pore pressure change can similarly affect the stiffness of rock and
directly influence the dry rock elastic properties. The main focus of this research is
to examine the effect of different pressure on rock frame elastic moduli
Kdry and ldry
� �

. For this purpose, core measurement is one technique that shows the
effect of different pore pressures on seismic velocities at laboratory scale, but this
technique has its own shortcomings [4]. Core measurements are subject to sampling
biases, to damage, and most core measurements are obtained at ultrasonic fre-
quencies [2]. Another alternative approach is to model the effect of different
pressures on seismic responses using theoretical or empirical rock physics
modeling.

Rock physics modeling provides a link between reservoir dynamic properties
and seismic responses. The modeling investigates the effects of different water
saturations and pressures on elastic properties of reservoir rock. Rock physics
models use either theoretical physics-based or empirical measurement-based
models [2]. In this research, a new semi-theoretical physics-based model has
been presented and calibrated with the core measurements from the Deep Basin in
Alberta Canada. The simplest theoretical model to predict rock elastic properties
changes as a function of pressure is the Hertz–Mindlin geo-mechanical modeling
[5]. Hertz–Mindlin contact theory is the only theoretical model relates effective
pressure to rock elastic moduli. Using Hertz–Mindlin contact theory needs a
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description of grain packing or pore geometry and some simplifying assumptions
[2]. In this research, a new rock physics workflow has been presented to estimate
the effects of different pressures on sandstone dry rock seismic properties. Hertz–
Mindlin contact theory has been used in conjunction with the pore space stiffness
theory to build a framework to model the impacts of various pressures on dry rock
elastic moduli. Using Hertz–Mindlin contact theory requires an estimation of rock
elastic properties at the critical porosity [6]. Pore space stiffness theory is used to
extrapolate the dry rock elastic properties to the critical porosity. This extrapolation
to the critical porosity avoids parameterizing the model in terms of grain and
contact properties that may have a lot of uncertainties related to them [6]. After
extrapolation of elastic moduli to the critical porosity, Hertz–Mindlin contact theory
will be used indirectly to investigate the effects of various pressures on rock elastic
properties.

Our new rock physics model has been validated using core measurement on dry
rock samples. Two sandstone core samples from the Cadotte member (West central
Alberta) have been provided to examine and calibrate our rock physics model and
implement any possible amendment to increase the accuracy of rock physics model.
The results prove the capability of our rock physics workflow to predict the changes
in the rock frame elastic properties resulted from pressure changes. At the end, an
application of this rock physics workflow for 4D seismic feasibility study is dis-
cussed and shown on a field in Malaysian basins.

2 Methodology

Knowledge of the pressure dependence of elastic rock properties is useful for the
analysis of rocks in sedimentary basins, including for the prediction of pore pres-
sure and geo-mechanical effects, and also for the time-lapse seismic monitoring of
subsurface fluid flow as occurs in hydrocarbon, groundwater, and CO2 sequestra-
tion reservoirs. Laboratory measurements on core samples are one technique to gain
valuable understanding of pressure effects on rock elastic properties. Another
technique is to develop rock physics models to demonstrate the responses of rock
elastic properties to various pressures. These models estimate the effective elastic
moduli of rocks in terms of various pressures. There exist two approaches to model
the effect of pressure on seismic velocities. Firstly, empirical models based on
mathematical dependence of rock elastic properties to pressure. These mathematical
relations employ different parameters with some assumptions. Eberhart-Phillips
et al. [17], Avseth et al. [18], and Macbeth [19] equations are the examples of
empirical modeling. Secondly, theoretical models which are based on contact
medium theory. These rock physics models describe the relation between rock
properties and its correspondence seismic properties. Using contact models and
volume average of the elastic properties of the minerals for sandstone rock, the
effects of various pressures on rock elastic properties can be estimated.
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In this research, a rock physics workflow based on contact theory has been
presented to investigate the effect of pressure on seismic velocity. This rock physics
workflow is validated on two sandstone core samples. This research has been
followed by an elaboration for the use of this rock physics workflow for time-lapse
seismic data analysis. Our rock physics model consists of Hertz–Mindlin contact
theory, Pore space stiffness theory, and also Gassmann fluid substitution. Figure 1
shows the steps involved in this rock physics workflow.

The first step in this rock physics workflow is to calculate the rock frame elastic
moduli at the original porosity; therefore, there are three approaches for this cal-
culation: (1) velocity measurements on controlled humidity-dried core, (2) appli-
cation of empirical relationship or effective medium theory, or (3) direct calculation
from well-log observation [1]. In this research, the first approach has been taken and
the elastic moduli of dry sandstone frame are calculated using laboratory mea-
surements on two core samples. Both bulk and shear moduli in this research have

Fig. 1 Rock physics workflow to model the effect of different pressures on dry rock frame
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been calculated for two dry sandstone core samples at the original porosity and in a
given pressure. The second step is to calculate pressure-dependent seismic velocity
of dry rock frame. Hertz–Mindlin contact model is the sole theoretical model which
relates pressure to elastic moduli of rock frame at the critical porosity. Using Hertz–
Mindlin contact theory requires an estimation of rock elastic properties at the
critical porosity and also to parameterize the model in terms of grain and contact
properties [6]. Instead of calculating these values from Hertz–Mindlin theory
directly, the moduli are extrapolated to the critical porosity from the original
porosity using pore space stiffness theory. This extrapolation of elastic moduli to
the critical porosity avoids the uncertainties related to the use of Hertz–Mindlin
contact theory.

Using Hertz–Mindlin contact theory indirectly, the effect of different pressures is
modeled at the critical porosity, and finally to close the loop the pressure-changed
values of elastic moduli are back-extrapolated to the original porosity using pore
space stiffness theory. Finally, Gassmann fluid substitution theory could be used to
deliver the pressure-changed elastic moduli to the desired water saturation.

2.1 Hertz–Mindlin Contact Theory

Hertz–Mindlin model is a theoretical model based on Hertz contact law which
relates the elastic moduli of dry rock to the applied effective pressure [7]. Hertz
contact law provides that two elastic bodies pressed together with a force will form
a contact surface elliptic in shape, and Hertz–Mindlin theory considers the addition
of a monotonically increasing tangential force across the contact surface [8]. This
model assumes unconsolidated sand as a random pack of identical spheres and
relates effective elastic properties of the medium to the effective pressure [7]. Two
equations to estimate shear and bulk moduli are as follows:

Keff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2ð1�uÞl2
18p2ð1�#Þ2 P

3

s
ð1Þ

leff ¼
5� 4#
5ð2� #Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3C2ð1� uÞl2
2p2ð1� #Þ2 P

3

s
ð2Þ

where u is the critical porosity, # and l are the Poisson’s ratio and shear modulus of
the solid grains, C is the average number of contacts per grain, and P is the effective
pressure. This model suggests a power law relation between the effective bulk and
shear moduli and the net confining pressure P, and proposes a power dependence of
effective module as P

1
3 [7]. For rock physics modeling, this model calculates the

elastic moduli at the critical porosity and Hashin–Shtrikman upper or lower bounds
are used to estimate the values of bulk and shear moduli at the different porosities.
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By knowing the values of elastic moduli at the critical porosity (calculated by
Hertz–Mindlin contact equation) as one end member and another elastic moduli at
the zero porosity (Mineral elastic moduli) as another end member, Hashin–
Shtrikman upper or lower bounds are used to estimate the values of bulk and shear
moduli at the different porosities. Hashin–Shtrikman lower and upper bounds are
used for soft and hard sandstones, respectively. One can use the Hertz–Mindlin
contact theory and also Hashin–Shtrikman lower bound (HMHS) to observe the
effect of different pressures on dry rock elastic moduli, but there are some issues
related to using the Hertz–Mindlin contact theory and also Hashin–Shtrikman lower
bound (HMHS) at the same time.

1. There are various parameters in Hertz–Mindlin equations related to grain size
and its contacts which make the calculation complicated and time-consuming.

2. Dry rock bulk-to-shear ratio calculated using Hertz–Mindlin contact theory is far
from the constant ratio approach presented by Murphy et al. [20].

3. All the calculations for bulk and shear moduli are conducted at the critical
porosity and should be related to other porosities using different bounds.

4. The mathematical calculation is complicated and time-consuming when using
Hashin–Shtrikman lower bound to relate the dry rock elastic moduli to different
porosities.

To avoid running the calculation for different parameters and simplify the
mathematical calculations, bulk and shear moduli are extrapolated to the critical
porosity using pore space stiffness theory. This extrapolation procedure provides
the elastic moduli values at the critical porosity where Hertz–Mindlin contact theory
is used indirectly to estimate the elastic moduli in different pressures [9]. The
changed elastic moduli due to the pressure change can be calculated using the ratio
of the initial and final pressures according to the following equations [9]:

Knew

Kold
¼ Pnew

Pold

� �/
ð3Þ

lnew
lold

¼ Pnew

Pold

� �/
ð4Þ

Knew and lnew are the bulk and shear moduli of the dry rock at the critical
porosity with effective pressure Pnew, and Kold and lold are the bulk and shear
moduli of the dry rock at the critical porosity with effective pressure Pold. In these
two equations, the coefficient ð/Þ is driven from laboratory core measurements.
As stated before, to investigate the effect of different pressures on elastic moduli
using Eqs. (3) and (4), the elastic moduli have to be extrapolated to the critical
porosity. Pore space stiffness theory is used for extrapolation purposes, and after the
implementation of Eqs. (3) and (4), the new values of elastic moduli at the critical
porosity are back-extrapolated to the original porosity using pore space stiffness
theory.
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2.2 Pore Space Stiffness Theory

In our rock physics workflow, the elastic moduli of dry rock in the original porosity
are extrapolated to the critical porosity using pore space stiffness theory. To model
dry rock elastic moduli of rock frame at different porosities, one approach is to use
pore space stiffness, which is the inverse of the dry rock space compressibility at a
constant pore pressure [10]. Using the Betti–Rayleigh reciprocity theorem [11], it
can be seen that the pore space stiffness in a constant pressure, Ku, is related to the
dry rock bulk modulus, the mineral bulk modulus and porosity using the following
relationship [12]:

1
Kdry

¼ 1
Km

þ u
Ku

or
Kdry

Km
¼ 1

1þ u
K

K ¼ Ku

Km
ð5Þ

In this equation, Kdry is the rock frame bulk modulus, Km is the mineral bulk
modulus, u is the porosity, and Ku is the pore space stiffness. Equation (5) is one of
the equations which relate the dry rock bulk modulus to the porosity of frame rock;
therefore, this equation is used to extrapolate the rock frame bulk modulus from
original porosity to the critical porosity, and also after pressure changed using
Eqs. (3) and (4), pore space stiffness will be used to back-extrapolate the elastic
moduli to the original porosity. At the critical porosity, the pore space stiffness will
decrease and the equation can be written as [4]:

Kdry at critical porosity

Km
¼ 1

1þ /critical porosity

K

K ¼ Ku

Km
ð6Þ

where Ku can be estimated from the in situ case. The procedure used to extrapolate
the dry bulk modulus to the critical porosity and also after pressure changed to back
extrapolate from the critical porosity to the original porosity is depicted in Fig. 2.

In Fig. 2, the green dots represent the values of dry bulk modulus in the old
pressure. The direction of arrow shows the extrapolation from the original porosity
to the critical porosity. The red dots in the Fig. 2 illustrate the new values of dry
bulk modulus after pressure changed using Eqs. (3) and (4). The direction of arrow
shows the direction of the back extrapolation from critical porosity to the original
porosity in new pressure.

Using Hertz–Mindlin contact theory in conjunction with pore space stiffness
theory, dry frame bulk modulus is investigated with different pressures. It is worth
saying that the procedure to model the effect of various pressures on shear modulus
is similar to the aforementioned steps for dry rock bulk modulus. After modeling
the elastic moduli changes due to pressure alterations, Gassmann fluid substitution
can be used to simulate the effect of different water saturations.
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3 Results

An appropriate rock physics model should be consistent with the available well and
core data, surface and borehole seismic as well as production and reservoir engi-
neering data sets [13]. To examine the accuracy and its elastic properties’ prediction
capability, every rock physics model has to be calibrated with laboratory mea-
surement on core samples or well-log observations. Our rock physics workflow also
is calibrated with experimental data sets. This calibration means that the
model-based pressure dependence of rock elastic properties are displayed against
the actual laboratory measurement on core samples and updates will be imple-
mented on rock physics model.

This rock physics workflow has been calibrated and tested on two core samples.
The first core sample (core sample number 1) had been taken from the Cadotte
member of the Peace River Formation located in Deep Basin Alberta [14]. These
two sandstone core samples are mainly composed of quartz and chert, which have
been subjected to intense silica cementation (quartz overgrowth development)
because of pressure solution along grain contacts [14]. Pressure solution is driven
by stress differences and involves dissolution at grain contacts during high stress
and precipitation at grain contact on pore spaces under low pressure [14].

Laboratory measurements had been conducted to record the responses of dry
core sample to different pressures. The confining pressure had been altered from 15
to 55 MPa, and the corresponding dry rock sample elastic properties are calculated.

Fig. 2 Pore space stiffness theory to extrapolate elastic moduli from original to critical porosity
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The bulk and shear moduli had been calculated in different pressures as shown in
Table 1.

Our new rock physics model has been tested on the first sandstone core sample
with the average porosity of 0.055. The mineral bulk and shear moduli are 25.2 and
24.8 GPa, respectively. The dry frame elastic moduli of the sample are calculated at
the 15 MPa confining pressure using the velocity measurement on controlled
humidity dried core sample. For dry rock bulk modulus, the value is 15.807 GPa,
and for shear modulus this value is 14.340 GPa. These values of dry frame elastic
moduli are considered as the old pressure values, and our rock physics model has
calculated the dry frame elastic moduli in different confining pressure ranging from
15 to 55 MPa. The values of / in our rock physics workflow are 1.16 to predict the
dry rock bulk modulus and 0.86 to model the dry frame shear modulus.

Figure 3 shows the comparison between the measured bulk modulus and the
modeled one using our rock physics workflow. In Fig. 4, a comparison between the
measured and the modeled shear modulus is shown.

Our rock physics model also has been tested on the second core sample. The
second core sample (core sample number 2) had been taken from the same well and

Table 1 Values of dry core elastic moduli in various pressure both modeled and measured

Confining
pressure

Measured bulk
modulus

Modeled bulk
modulus

Measured shear
modulus

Modeled shear
modulus

15 15.807 15.807 14.340 14.340

20 17.155 17.57 16.142 16.70

25 18.24 18.89 17.621 18.49

30 19.5 19.90 19.031 19.84

35 20.243 20.74 20.25 20.90

40 21.130 21.40 21.343 21.761

45 21.87 21.983 22.313 22.46

50 22.635 22.466 23.27 23.041

55 22.89 22.88 23.98 23.53
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Fig. 3 Comparison between the measured and the modeled values of bulk modulus in various
pressures
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formation unit as the first core sample. The average porosity of this core sample is
less than the first core sample and is 0.044. The mineral bulk and shear moduli are
32 and 31 GPa, respectively. The dry rock elastic moduli also are calculated at the
20 MPa confining pressure. For that porosity and in that specific confining pressure,
the dry rock bulk modulus is 19.162 GPa, and for shear modulus the value is 16.557
GPa. The laboratory measurement had been conducted on dry rock core sample and
the elastic moduli were observed in different confining pressures ranging from 20 to
55 MPa. Our rock physics model has been tested for this core sample in different
confining pressure ranging from 20 to 55 MPa. It is worth mentioning that the
coefficient / for our rock physics model is different for this core sample. For bulk
modulus modeling, this coefficient is 1.26, and for the shear modulus modeling the
value is 1.09. The value of elastic moduli in various pressures is calculated using
our rock physics workflow. Table 2 shows the modeling of the value of elastic
moduli in the range of confining pressure from 20 to 55 MPa.
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Fig. 4 Comparison between the dry rock shear modulus for laboratory measurements in blue and
modeled one in red

Table 2 Values of dry core elastic moduli in various pressure both modeled and measured

Confining
pressure

Measured bulk
modulus

Modeled bulk
modulus

Measured shear
modulus

Modeled shear
modulus

20 19.162 19.162 16.557 16.557

25 20.3 20.73 17.97 18.33

30 21.657 21.98 19.42 19.77

35 22.84 23.01 20.77 20.98

40 24 23.881 21.94 21.98

45 24.95 24.62 22.99 22.84

50 25.87 25.26 23.96 23.59
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Figure 5 shows the comparison between the modeled and measured dry rock
bulk modulus for the core sample number 2. Figure 6 also depicts the same
comparison for the dry rock shear modulus.
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Fig. 5 Comparison between the dry rock bulk modulus for measured and modeled values
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Fig. 6 Measured values of dry rock shear modulus versus the modeled ones using our rock
physics model
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4 Application for 4D Seismic Data Analysis

The production and/or injection from/into a hydrocarbon reservoir results in
dynamic changes in reservoir pore pressure and saturation. The rock physics
modeling relates reservoir dynamic changes to the seismic responses; therefore, it
can be used for time-lapse seismic data analysis. Variation in rock frame properties
with applied effective pressure is a critical ingredient in assessing the feasibility of
time-lapse seismic monitoring and in inversion for dynamic reservoir properties
from seismic data [15]. Four-dimensional feasibility modeling, or feasibility study,
is the name given to modeling the seismic changes that are expected to result from
predicted production or injection scenarios and determining whether and how they
can be observed [16]. Our rock physics workflow can be used in time-lapse seismic
feasibility modeling to investigate the effect of different pressures and saturations on
seismic responses. Building a reliable rock physics model is an essential step in 4D
feasibility modeling to find out the best possible time to repeat 3D seismic survey.
The application of this rock physics workflow is presented here through the fea-
sibility modeling of a field in Malaysian basins. Our feasibility modeling is con-
ducted in one dimension using well-log observations. Figure 7 shows the well-log
observations using our 4D seismic feasibility modeling.

Different production and/or injection scenarios have been considered for layer 2
of this field, and consequently different seismic velocities are modeled using our
rock physics workflow and Gassmann fluid substitution to investigate the effect of
various saturations and pressures on seismic responses. The ultimate goal of 4D
seismic feasibility modeling is to understand the effect of reservoir dynamic

Fig. 7 Well-log observations for a field located in Malaysian basins using for 4D seismic
feasibility modeling
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changes on seismic velocities and to find out the best possible time to repeat 3D
seismic survey over the same area. Figure 8 shows the responses of seismic velocity
to different pressures and also saturation changes.

5 Conclusion and Discussion

The effect of pressure variations on sandstone rock samples has gained an unde-
niable paramount importance in oil and gas industry, especially for the time-lapse
seismic data analysis. To link reservoir dynamic parameters to rock elastic prop-
erties, rock physics modeling is used commonly. Fluid saturation and pressure in
the reservoir change continuously in accordance to the production and/or injection
activities; therefore, one attempt is to model seismic velocity changes due to these
dynamic changes in the reservoir.

Hertz–Mindlin geo-mechanical modeling has been used in this research to
investigate the alteration of dry rock elastic moduli to the various pressures. Hertz–
Mindlin contact theory in conjunction with pore space stiffness theory is cooperated
to model the dry rock elastic properties due to pressure changes. In oil and gas
industry, Hertz–Mindlin contact theory commonly is used with Hashin–Shtrikman
lower or upper bounds to model elastic moduli of dry rock samples, but using
Hertz–Mindlin contact theory and Hashin-Shtrikman lower bound requires a
time-consuming and complicated mathematical calculation. In contrast, our rock
physics workflow needs less time with a straightforward mathematical calculation.

This rock physics workflow has an advantage of calculation dry elastic moduli
with an acceptable industrial accuracy. One main problem in rock physics modeling
(both theoretical and empirical) is that the modeled shear modulus is far from the
actual shear modulus but using pore space stiffness theory in our rock physics

Fig. 8 Responses of seismic velocity to various water saturations and pressures based on our rock
physics model
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workflow, the modeled shear modulus has a better agreement with the actual
measured shear modulus.

Our new rock physics workflow models the effect of various pressures on dry
sandstone elastic properties. This rock physics workflow has to be calibrated with
laboratory measurements on core samples; therefore, it is a semi-theoretical
approach compared to the empirical or theoretical methods. One major shortcoming
of core measurements is to use an ultrasonic frequency which is not compatible
with seismic frequency. To use our rock physics workflow with Gassmann fluid
substitution equation avoids frequency-dispersion effects by using dry core
samples.
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Comparison of Liquid CO2 Injection
with a Common Tertiary Recovery
Method Using Non-Isothermal Simulations

Zakaria Hamdi and Mariyamni Awang

Abstract For the past decades, carbon dioxide injection has been used as a suc-
cessful tertiary recovery method. The main advantage of CO2 can be referred as its
miscibility with the crude oil which can lead to higher recovery. Generally, a large
quantity of CO2 exploration can often be explored as gas or supercritical phase, but
low-temperature CO2 is produced in some downstream facilities such as cryogenic
separation units. This low-temperature CO2 opened a novel opportunity to evaluate
the potential of low-temperature CO2 injection for enhanced oil recovery methods.
Recent studies showed that usage of liquid CO2 instead of its supercritical form can
increase the efficiency significantly. But its effectiveness in comparison with other
tertiary methods is not investigated yet. In this paper, first, a non-isothermal
compositional simulation is conducted by using a commercial simulator and by
injecting low-temperature CO2. Then, the results are compared with an equivalent
solvent injection scenario. The results show that, after 2 pore volumes of liquid CO2

injection, a total recovery of 75.79% is obtained, which shows 17.43% increase in
comparison with solvent injection. The results of this study proved a significant
advantage for low-temperature CO2 injection in comparison with common tertiary
methods to improve oil recovery that can be implemented in the field.

Keywords Enhanced oil recovery � Reservoir simulation � CO2 injection � Tertiary
recovery
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C4+ Lumped component including C4–C6

C7+ Lumped component including C7–C9

C10+ Lumped component including C10–C19

C20+ Lumped component including C20–C29

C30+ Lumped component including C30–C68

CO2 Carbon dioxide
Kr Phase relative permeability, mD
MW Molecular weight, gr
P Pressure, psi
Pc Critical pressure, psi
Soi Initial oil saturation, %
Swi Initial water saturation, %
T Temperature, °F
Tc Critical temperature, °F
µ Viscosity, cP
ɸ Porosity, %

1 Introduction and Literature Review

For the past a few decades, CO2 flooding has proven to be an acceptable tertiary
recovery in enhanced oil recovery (EOR) [1–3]. CO2 causes a massive viscosity
reduction due to component exchange between oil and CO2 [4–10]; it is reported
that the addition of CO2 in the crude oil may reduce the crude oil viscosity by a
factor of 10 even for heavy crude oils [11, 12]. Besides that, dissolution of CO2 in
the oil results in oil swelling, solution gas drive, and oil extraction in which those
mechanisms can help to increase oil recovery [7–10, 13]. But the major benefit of
CO2 flooding is its miscibility with the oil. The minimum miscibility pressure
(MMP) of CO2 and crude oil is lower than other gases such as methane and
nitrogen. But low viscosity and low density of CO2 may lead to gravity override
[14, 15].

While increasing oil production, EOR by CO2 can also facilitate the storage of
CO2 in the oil reservoir [16–20] As a result, it may provide some economic benefits
[21].

Carbon dioxide is known as a greenhouse gas that contributes to global warming
[20, 22–24]. CO2 emitted into the atmosphere is the main reason for global
warming [25]. Injection of CO2 into the oil reservoir is one of the possible solutions
in the reduction of CO2 in the atmosphere [16–19].

CO2 is a colorless, odorless gas in standard condition but its phase is highly
dependent on the temperature and pressure as shown in Fig. 1.

Generally, miscible CO2 drive is the preferred displacement mechanism than
immiscible CO2 drive, because oil recovery in the miscible case is much more than
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an immiscible case; recovery by miscible CO2 drive typically exceeds 80% oil in
place [26, 27]. The MMP indicates the miscibility or immiscibility of carbon
dioxide in oil during carbon dioxide flooding. The carbon dioxide MMP is a direct
function of temperature and it increases linearly corresponding to temperature [26].
The MMP is high at high temperatures. That is why most of the time achieving
miscible flooding is impossible for at high-temperature reservoirs. There are situ-
ations where CO2 cannot be injected at minimum miscibility pressure. For example,
when the fracture pressure of the formation is lower than MMP, injection at MMP
causes the formation to fracture and leads to CO2 loss, and consequently the failure
of the displacement.

But Yellig et al. (1980) reported, with every 50 °F drop in temperature, the CO2

MMP decreases by about 600–700 psi (Fig. 2). So decreasing of reservoir tem-
perature can be a suitable option for aiming to miscible displacement and improving
oil recovery in high-temperature reservoirs. Also, it is expected that gravity override
is eliminated by temperature reduction due to increase in the density of CO2.
Therefore, low-temperature injection (temperatures lower than the critical temper-
ature of CO2, i.e., 87 °F) may lead to a successful miscible flooding method.

Several Malaysian gas fields have high CO2 content, up to 70% of the reservoir.
One of the available ways of CO2 removal is cryogenic separation. Disposal of—
60 °C CO2 is a potential problem. As a result, CO2 from cryogenic separation has
the potential of being used for EOR purposes by decreasing the reservoir temper-
ature near the wellbore and decreasing MMP.

At cryogenic temperatures, fracturing of the formation will occur and this
concept has been applied commercially to fracture wells. However, for large vol-
umes of cryogenic CO2 liquid, the use of the liquid for EOR and for sequestration
requires much more investigation.

Fig. 1 CO2 phase diagram
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The majority of the hydrocarbon reservoirs have temperature and pressure above
the critical point of CO2 [29–31]. So the CO2 in normal condition will be in
supercritical phase. A recent study has shown that when CO2 is injected in low
temperature, the reservoir temperature may change locally based on the pressure
and volume of the injected CO2 and recovery factor may increase [32]. Also, liquid
CO2 is more viscous and will cause better mobility of the oil, and furthermore, the
stored CO2 would be more than high-temperature CO2 storage.

The latest study showed that low-temperature injection is always a profitable
method, but it is limited due to the difficulty of decreasing the injection temperature
lower than the critical temperature of CO2 [33]. Therefore, the objective of this study
is to compare the low-temperature CO2 injection (liquid) in a high-temperature
reservoir with an equivalent common tertiary method that is a common solvent
flooding.

2 Methodology

The non-isothermal CO2 flooding in the reservoir is conducted by Eclipse 300. The
model has 6400 grids (40 � 40 � 10) in the form of a box with homogeneous
properties for all grids so only the direct effect of temperature will have the impact
on the recovery factor. The size of the first few grids was small near the injection
well (as small as 2 ft in the horizontal plane) so the effect of temperature can be
calculated with better precision. Initial grid properties of the reservoir are shown in
Table 1. The size of the reservoirs is taken as 1000 ft � 1000 ft � 80 ft. Since the
aim is to focus on CO2 flooding, a natural depletion of 6 years is first applied to the
simulation. Early simulations showed that after 6 years no more production is

Fig. 2 Experimental data showing CO2 MMP reduction by decrease in temperature [28]
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recorded. The reservoir temperature is taken as 200 °F, which is high enough to
make it possible for us to study a wide range of injection temperatures less than this
amount. No gas cap is available in this model. Also, water zone is far below so it is
not affecting our simulations. The location of the wells is in the form of a quarter of
5-spot pattern, taking one injection well and one production well at the beginning
and the end of the box. The injection pressure is 2000 psi while the minimum
bottom hole pressure of the production well is set to 1000 psi. Both wells are having
a diameter of 0.6 ft, and the top layer depth is taken 8400 ft.

The crude oil properties used in these simulations are derived from Tapis crude.
The pressure–volume–temperature (PVT) calculations (using modified Peng–
Robinson equation of state [34]) are done by PVTi, a software package. Thermal
compositional runs require the lowest components possible for higher precision and
accuracy. Therefore, lumping of the crude oil is done in such a way that the phase
envelope of the crude remains constant. The original crude oil gas chromatography
test that has been done earlier shows hydrocarbons up to C68. The lumping work
reduced the number of components to 10, keeping the properties close enough to
the original phase envelope. This is important and yet vital step as detailed
debugging showed many oscillations in temperature and pressure changes from
Newton iteration. Similar problems were reported and found in the literature pre-
viously [35, 36].The properties of the fluid are shown in Table 2.

Table 1 Initial properties of
the reservoir

Parameter Amount

Porosity (U) 25%

Depth 8400 ft

Soi 72.9%

Swi 27.1%

Initial temperature of the reservoir 200 °F

Initial pressure of the reservoir 4000 Psi

Permeability in X-direction 400 mD

Permeability in Y-direction 400 mD

Permeability in Z-direction 40 mD

Table 2 Basic fluid
properties of crude oil

Component Mole
(%)

MW
(gr)

Pc

(psia)
Tc
(°R)

CO2 1.22 44.01 1071.33 548.46

N2 0.10 28.01 492.31 227.16

C1 37.67 16.04 667.78 343.08

C2 6.35 30.07 708.34 549.77

C3 3.37 44.10 615.76 665.64

C4+ 9.98 74.66 511.18 854.08

C7+ 7.49 119.12 402.09 1063.19

C10+ 10.49 197.64 264.59 1282.51

C20+ 14.92 363.86 132.15 1574.12

C30+ 8.41 461.75 93.16 1700.70
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The viscosity of the crude oil is calculated using Lohrenz–Bray–Clark model
[37]. But viscosity of CO2 is derived from previous experimental results as
Lohrenz–Bray–Clark model is not giving reliable results for CO2 viscosity. The
obtained viscosities are shown in Fig. 3. These viscosity values are to be entered
into the simulator as one of the requirements of non-isothermal injection of CO2.

In the first step, primary depletion is considered for 6 years. The water flooding
is neglected as previous studies showed the effectiveness of tertiary method vs.
water flooding [29]. Then, the two scenarios are simulated. First, 40 °F CO2

injection at 100 Mscf/day is done for an extended period of time. The second
scenario is to use a common solvent as the tertiary flooding agent with the same
injection condition. The solvent composition taken from the literature is 80% C1

and 20% C3 [38]. The results are then compared especially in terms of oil recovery
and compositional recovery.

3 Results and Discussion

As described earlier, the simulations are run in each case, while they are closely
monitored in case of inability of the simulator to converge. If that was the case, the
PVT data is checked and modified with respect to operating temperature and
pressure.

For both scenarios, 2 pore volumes of the fluids is injected. The duration of
primary depletion is taken the same, 6 years. As shown in Fig. 4, the recovery
factor for primary recovery for both cases is recorded to be 43%.

The results show that ultimate recovery for liquid CO2 injection is 75.79%. For
solvent injection case, much lower crude oil is recovered, that is, 58.36%, which is

Fig. 3 Viscosities of CO2 and C4 + calculated in different temperatures
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17.43% lower than the liquid CO2 injection. According to the obtained results,
solvent injection is not profitable method especially while considering the economic
point of view of the methane and propane usage.

The main reason behind the high recovery of CO2 in comparison with other case
is its miscibility with the crude oil. The low-temperature of CO2 can decrease the
miscibility pressure significantly. While at the same condition, the solvent cannot
lower the minimum miscibility pressure much.

Analyzing the compositional recovery of liquid CO2, one can find that CO2 has
much higher impact on the extraction of heavier components. This is important as
currently lighter crudes are being produced at the early life of the reservoir, leaving
heavier crudes in place. Furthermore, due to the low viscosity of CO2, miscible
flooding will cause lower viscosity and better mobility of the mixture. So, liquid
CO2 can be performed in three main ways, namely extraction of the heavier
components, viscosity reduction, and lowering minimum miscibility pressure.

One of the significances of the liquid CO2 is in injection rate. As mentioned
before, the simulator injection rate was set to 100 MScf/day. This number is
obviously different in terms of cubic feet for different fluids. Considering the
density of the two fluids at given pressure and temperature, the surface injection rate
will be 200 and 1362 ft3/day for liquid CO2 and solvent, respectively. This shows
the significant benefit of the drastically low amount of liquid CO2 in comparison
with solvent. Obviously, if the surface injection was considered, the difference
between recovery of liquid CO2 and the other fluids was much more.

4 Conclusion

The liquid CO2 injection simulation is made based on the injection temperature to
compare the before mentioned recovery method and solvent injection scenario in a
high-temperature reservoir.

Fig. 4 Recovery factor versus. time in different scenarios
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The results suggest that by using low injection temperature of CO2, it is expected
that higher recovery than solvent injection is achieved. In the studied case, the
difference in recovery is recorded to be up to 17.43% higher than in solvent case,
respectively. The main advantage of liquid CO2 can be expressed as the ability to
recover heavier components as well as performing miscible displacement at lower
pressure.

As a result, considering the two cases studied, low-temperature injection seems
to be always a profitable method, but again, it is limited due to the difficulty of
decreasing the injection temperature lower than the critical temperature of CO2 and
it is only applicable where large quantities of low-temperature CO2 are available.
Meanwhile, it is proven to be a promising method even while considering heavy
crudes and it can be handled with a much lower injection rate of liquid CO2 in
comparison with other methods.

5 Future Work

The model can be used to verify future displacement experiments. Also, a more
accurate PVT data is needed, preferably with more experimental data to fit. Other
parameters such as relative permeability, surface tension, injectivity, and
composition-based recovery are obtained but not presented in this study due to the
limitations of the conference. Also, the effect of reducing the temperature on the
parameters can be analyzed and traced along the reservoir.
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A Simulation Study of Foam Generation
Across Vertical Heterogeneity

U. Djuraev, S.R. Jufar, P. Vasant and H. Hematpour

Abstract Many studies have been performed, and valuable conclusions have been
drawn to augment understanding about foam generation process and its impact on
ultimate oil recovery. However, the behavior of foam in vertically heterogeneous
reservoir remains unresolved. Hence, this challenge creates a need to investigate the
matter comprehensively, which essentially is the goal of this study. In this work, the
simulation runs were conducted for two configurations of vertical heterogeneity:
First, the low-permeable layer is on top of the high-permeable layer. Second, the
simulation runs are conducted for “vice versa” configuration. In each configuration,
five scenarios were defined to investigate the effect of permeability contrast ratio.
Furthermore, for all cases, the comparison was made with the case of gas injection
in the absence of foam. The results suggest that foam generation was not beneficial
when it was applied in the reservoir with low-permeable layer on top of the
high-permeable one. It failed to challenge the conventional gas injection process
with respect to case studies developed in the project, as very little, or no strong
foam was generated. By contrast, as the foam was generated in the reservoir with
high permeability on top with low-permeable layer in the bottom, it succeeded to
control the gas–oil ratio and mobility of injected gases quite effectively.
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Mobility reduction
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1 Introduction

In a porous medium, the foam is defined as a gas dispersed in a liquid where the
liquid is in continuous phase, whereas the gas is at least partly discontinuous by
lamellae [1]. Basically, this definition includes both bulk foams, where one’s
bubble size is much smaller than the size of the pores and the other one, whose
average bubble size is greater than the pore dimensions. Foam is called “unstable”
when the lamellae are short lived, and longer-lived foams or “stable” foams travel
from pore to pore. This phenomenon lowers the mobility of the gas phase and
consequently increases the sweep efficiency of the gas injection process. This
reduction of mobility is illustrated by a parameter called mobility reduction factor
(MRF). MRF is used in local steady-state modeling to describe foam rheology.

There are three essential foam generation mechanisms: leave-behind, snap-off,
and lamella division. In general, the generation of “strong” foam greatly depends
upon the snap-off mechanism [2]. As it was mentioned earlier, the desired form of
foam is a discontinuous-gas foam generation, which entails a snap-off occurrence
and/or lamella division. In case of the snap-off, the non-wetting phase (invading
gas) crosses the threshold of a pore restriction initially filled with wetting liquid
(surfactant solution) and creates foam bubbles. Moreover, the lamella division
mechanism also contributes to the formation of a strong foam. However, lamella
division and leave-behind mechanisms lay beyond the scope of this paper and thus
will not be discussed in details.

The snap-off mechanisms are pivotal process when it is desired to generate a
“strong” foam. This was tested experimentally and observed by many eminent
researchers [3]. Furthermore, it was pointed out that the pore radius must be at least
twice greater than the radius of the pore throat, as it would essentially deliver the
needed reduction in capillary pressure to yield “strong” foam [4]. The determination
of required permeability contrast is crucial in this paper. Despite having an increase
in permeability between layers, a certain critical value should exist in order to be
able to simulate real applications of foam generation more accurately. Tanzil et al.
[4] illustrated a mathematical expression that quantified the desired critical number.
As such, according to the authors, the snap-off foam bubbles form at an abrupt
increase in permeability between layers, whereby the permeability contrast must
equal at least four.

There are many factors that affect the foam generation in porous media.
However, in this study, we narrowed them down to certain factors, which, in turn,
depend on heterogeneity of reservoirs—permeability contrast ratio in vertical
direction.

In petroleum industry, there are four different foam flooding methods: (1) surface
pregenerated foam is injected into the reservoir formation, (2) surfactant-
alternating-gas (SAG) foam, where surfactant and gas slugs are injected in alter-
nating the order for a specific period of time [5], (3) based on previous studies

72 U. Djuraev et al.



[6, 7], surfactant solutions in supercritical CO2 are too used to create foam once the
solution encounters the existing water in the reservoir, and (4) a simultaneous
coinjection of both gas and surfactant solution into the same reservoir, albeit into
different sections of well [8, 9]. In this study, all simulation studies were performed
under the surfactant-alternating-gas method.

In this study, the influence of a layer’s vertical permeability on the behavior of
SAG foam process was examined via mobility reduction factor, gas–oil ratio, and
oil recovery.

2 Methodology

2.1 Reservoir Model and Model’s Parameters

In order to simulate a SAG foam process, following assumptions were considered:
The reservoir has no-flow boundaries, and there are one injection well and one
production well placed diagonally in a quarter portion of an inverted 5-spot
injection pattern. The reservoir heterogeneity is represented by various vertical
permeability values. As such, there are five high-permeable layers and five
low-permeable layers. Each layer has identical thickness and is a homogeneous
porous medium with identical properties in all Cartesian directions. In this study,
firstly, the simulations are run with the high-permeable layer placed on top of the
low-permeable layer. Secondly, the simulation studies are conducted with the
low-permeable layer which is on top of the high-permeable layer. The table below
shows the model’s properties (Table 1).

Table 1 Reservoir properties

Properties\Cases Case 1 Case 2 Case 3 Case 4 Case 5

Reservoir dimensions 50 � 50 � 10

Grid size (ft.) 100

Porosity 0.3

High-permeable layer thickness 20

Low-permeable layer thickness 30

Permeability ratio 2:1
1:2

3:1
1:3

4:1
1:4

5:1
1:5

10:1
1:10

kx = ky = kz (high-permeable layer) (mD) 100 150 200 250 500

kx = ky = kz (low-permeable layer) (mD) 50

Surfactant solution (3% wt.) injection rate
(stb/day)

100,000

Gas flooding, surface injection rate (mscf/day) 100,000
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2.2 Simulation Procedure

As mentioned before, the main aim of this study is to investigate the foam behavior
in heterogeneous reservoir. In order to achieve this objective, all simulations were
run in Eclipse E100, developed by Schlumberger. In this work, 10 different runs
were performed, where the half of these runs were performed with the
high-permeable layer placed on the top, and the rest was conducted with the
high-permeable layer placed in the bottom. All configurations were examined by
different permeability ratios. The SAG foam process was applied in such a way,
where one slug of surfactant solution (91 days) is followed by gas slug for
7020 days. This scenario represents one cycle of SAG foam process. The results of
simulations are illustrated in Fig. 1.

3 Results and Discussion

3.1 Gas Mobility Reduction Factor

As mentioned before, the gas mobility reduction factor can adequately represent the
strength of the foam. Therefore, MRF was examined to investigate the effect of
permeability ratio on the generation of the foam. Fig. 2 shows the behavior of foam
when high-permeable layer was located in the bottom. The results reveal that in
Case 3, the required condition was met for snap-off mechanism and thus produced
relatively “strong” foam. However, the succeeding cases had no significant impact
on the mobility of the gas.

Figure 3 depicts how drastically the gas mobility reduced due to foam being
generated when the high permeability was located on top. Same as in Fig. 2, Case 3
met the required condition for the snap-off. This implies that “strong” foam was
predominantly generated by the snap-off mechanism, and thus, more bubbles were
transported into the high-permeable formation. However, in case of very abrupt
permeability contrast (Case 5), the gas mobility factor yielded nearly the same result
as in Case 3, although it is obvious that “strong foam” did prevail nonetheless. The
reason why such an abrupt permeability ratio did not have a high impact on the gas
mobility is, probably, because of the high permeability value itself. That being said,
the foam bubbles were transported at much faster rates deep into the reservoir, with
little time to alter the gas mobility.

The difference between the values of Figs. 2 and 3 can be delineated by the
phase segregation phenomena. Since the gas phase tends to go upward due to
density differences between reservoir fluids, this phenomenon would play a sup-
portive role to increase the gas dominance in the top layers, which in turn leads to
foam destruction.
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Low permeability on the top High permeability on the top

Case 1

Case 3

Case 4

Case 5

Case 2

Fig. 1 3D simulation results for all scenarios
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3.2 Gas–Oil Ratio

This section examines the effect of foam generation on gas–oil ratio, where Fig. 4
depicts the when the high permeability was located in the bottom. This figure
indicates that the trend of gas–oil ratio is quite different from others factors.
Moreover, from the figure, we can clearly see the breakthrough time. In fact, the

Fig. 2 Gas mobility
reduction factor (high
permeability at bottom)

Fig. 3 Gas mobility
reduction factor (high
permeability at top)
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breakthrough time was not considerably delayed by increasing the permeability of
the bottom layer. The main changes in breakthrough time occurred between Cases
3–4.

As discussed in previous section, the foam generation can reduce the gas
mobility, and therefore, it can also delay the breakthrough time. However, in the
scenario below, the increasing permeability ratio did not reduce the breakthrough
time significantly. Hence, these results are very contradictory. Fig. 5 shows the
gas–oil ratio behavior for all foam cases when the high-permeable layer was located
on the top. These results show that the foam generation had a negligible effect on
the ratio, because due to the high permeability factor, the gas mobility reduction
overcomes effect of foam. The behavior of gas–oil ratio in Case 5 is quite consistent
with this statement.

3.3 Recovery Ratio

The “strong” foam leads to a significant gas mobility reduction, and therefore, it
increases the sweep efficiency and recovery factor [10]. The oil recovery efficiency
with the high-permeable layer located in the bottom is illustrated in Fig. 6. This
figure shows that the recovery factor increased significantly when the permeability
ratio was modified form Case 2 to Case 3. This behavior implies that in the third
case, the condition for “strong” foam generation was satisfied. In fact, the recovery
was dramatically improved in the last two cases, as we can see from the figure
below. Such remarkable results suggest that with increase in the permeability layer

Fig. 4 Gas–oil ratio (high
permeability at bottom)
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in the bottom of the reservoir, and having foam prevailing on top, we significantly
delay the gas breakthrough. This, in turn, results in high oil recovery.

As shown in Fig. 7, the oil recovery did not benefit from the configuration,
where the high-permeable layer was located on top. As a matter of fact, the figure
shows that there were no significant changes when permeability ratio shifted from

Fig. 5 Gas–oil ratio (high
permeability at top)

Fig. 6 Oil recovery (high
permeability at bottom)
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Case 2 to Case 3 and so forth. The comparison between the two different reservoir
configurations suggests that foam had a detrimental effect on the recovery due to
overriding phenomenon of the gas phase.

4 Conclusion

This study illustrates a number of cases, where the impact of foam generation
processes has been examined and compared to their gas injection counterparts. The
results obtained were discussed for a scenario where the low-permeable layer is on
top of the formation, and the results obtained were discussed for a scenario where
the high-permeable layer was on top of the low-permeable one. The following
conclusion was drawn from this study:

• The foam that was generated in the high-permeable zone being located in the top
layer was weaker than in the “vice versa” case. The gas mobility reduction
factor behavior was an appropriate proof for this, because the gas override
phenomena occurred and gas tended to go upward in the reservoir.

• The strength of foam was enhanced with increasing the permeability ratio
between two layers (heterogeneity). However, there was a threshold ratio value,
above which the mobility reduction factor did not change significantly. As such,
the results of gas mobility reduction factor and oil recovery testify this
conclusion.

Fig. 7 Oil recovery (high
permeability at top)

A Simulation Study of Foam Generation … 79



• The foam generation has a great effect on breakthrough time and gas–oil ratio,
especially when the strong foam was generated in case of low-to-high perme-
ability scenario.

• The oil recovery was maximized by increasing the permeability ratios in
reservoirs with low-to-high permeability configuration. However, in case of
high-to-low permeability configuration, the oil recovery was not affected
significantly.
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Pressure-Transient Behavior
of Injection/Falloff Tests

A.D. Habte, M. Onur, I.B.M. Saaid and T.N. Ofei

Abstract Pressure-transient tests can provide useful information for characteriza-
tion and evaluation of reservoirs under secondary and tertiary processes if they are
properly designed and analyzed. In this work, we present the dimensionless pres-
sure and pressure-derivative behavior of gas injection and falloff periods following
water injection with skin and outer-boundary effects. To generate the bottom-hole
flowing pressure, Laplace transform finite difference (LTFD) method with
quasi-stationary assumption is used. The solution method decouples the saturation
and pressure equations that describe slightly compressible three-phase flow. The
pressure equation is solved using LTFD method, whereas the saturation equation is
solved separately using the upwind scheme finite volume method, which is
Riemann solver-free. As expected, skin effect is significant in the early times for gas
injection period following water–oil displacement, but it becomes insignificant as
time increases. For gas injection period following both favorable and unfavorable
water–oil mobility ratio displacement with positive skin, the pressure drop starts
decreasing after sometime as the front approaches the skin zone boundary, which
results in negative derivative values. The effect of outer-boundary condition is also
significant for gas injection period following unfavorable water–oil displacement.
The pressure drop starts decreasing as the constant-pressure outer-boundary starts
being felt. This leads to an increase in injectivity. However, the no-flow boundary
condition exhibits a resistance in flow that leads to a reduction in injectivity.
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List of symbols

B Formation volume factor, v/v
c Isothermal fluid compressibility, psi−1

h Thickness, ft
k Absolute permeability, md
p Pressure, psi
r Radial distance, ft
S Saturation, fraction
t Time, h
µ Viscosity, cp
q Density, lbm/ft
/ Porosity, fraction
Δ Difference operator

Subscript

f Formation
g Gas
i Initial
o Oil
r Relative
w Water

1 Introduction

In our previous work [1], a mathematical model for water injection problem was
formulated by decoupling the saturation and pressure equations. To determine the
saturation profile at any time, the well-known Buckley–Leverett [2] frontal advance
formula for two-phase flow is used, whereas the pressure equation is solved using
Laplace transform finite difference method with a quasi-stationary assumption. The
solution allows one to perform calculation at times of interest, and no iteration is
needed as that of the standard numerical methods. The model simulates pressure-
transient tests with multiple-rate injection and falloff periods accurately and
efficiently.

Because the solution gives accurate results for variable-rate tests, it was suc-
cessfully extended to immiscible water alternating gas (IWAG) injection problem to
predict the bottom-hole flowing pressure during injection and falloff tests. To
approximate the saturation profile for the case of three-phase flow, a finite volume
method with upwind scheme for hyperbolic conservation laws is used [3, 4]. The
method is accurate and simple, in that it is free from Riemann solver. For an
accurate simulation of bottom-hole flowing pressure at early times, logarithmic
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gridding in solving both saturation and pressure equations is used. In the solution,
the results obtained at the end of a flow period are used as the initial condition for
the successive flow period and the saturation profile is considered stationary during
falloff period. It was shown that despite the assumption of incompressible fluid for
gas phase in the calculation of saturation and quasi-stationary, the comparison of
the pressure and pressure-derivative curves from our model (LTFD) and Eclipse
100 shows a good match. Figure 1 shows the pressure drop comparison of our
model (LTFD) and Eclipse 100 for two (2) WAG cycles with test schedule pre-
sented in Table 1 [5]. As is shown in the figure, the two graphs match well.

In this report, the pressure-transient behavior of water injection/falloff periods
and gas injection/falloff periods following water in the presence of skin and
constant-pressure outer-boundary condition in terms of dimensionless variables is
studied. Stenger et al. [6] presented interpretation of pressure falloff test acquired
from two vertical IWAG injection wells in a carbonate reservoir using the concept
of radial composite model with two zones. They showed that at early times, the
falloff pressure-derivative curve of water injection following gas shows a hump,
and a straight line with slope of positive quarter (+1/4 slope line) is observed
instead of a zero slope on the falloff-derivative curve following water injection

1
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Δp
, p

si

t, days

Eclipse

LTFD method

Fig. 1 Comparison of
pressure drop from the LTFD
method and numerical
(Eclipse) method for IWAG
injection

Table 1 Flow period Time period, days Test

0–10 1st water injection

10–30 1st water falloff

30–40 1st gas injection

40–60 1st gas falloff

60–70 2nd water injection

70–90 2nd water falloff

90–100 2nd gas injection

100–120 2nd gas falloff
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period which is an indication of a progressive mixing of injected water with gas
(high mobility). However, their study does not include effects of skin and
outer-boundary condition, which are inevitable in real well test data.

Water and gas are injected alternately into an oil reservoir with 4500 STB/D
injection rate and 1:1 WAG ratio for 10 days, and each flow period is followed by
falloff period for 20 days. Favorable (M = 0.07) and unfavorable (M = 2.045)
water–oil mobility ratios are considered. Skin factor values of 3 and −1 are
investigated to understand the dimensionless pressure and pressure-derivative sig-
nature of injection wells in the presence of skin.

2 Mathematical Model

2.1 Saturation Equation

For a nonlinear problem with discontinuity, the solution to the quasi-linear problem
might converge to a function that is not a weak solution of the problem (i.e., it does
not satisfy the entropy condition). Leveque (1992) [7] suggested the use of the
conservative method starting from the conservation equation.

The saturation equation for two conservation laws can be written as follows:

@

@T
uþ @

@R
f ðuÞ ¼ 0 ð1Þ

where

u ¼ Sw
Sg

� �
ð2Þ

f ¼ fw
fg

� �
ð3Þ

T ¼ qtt
ph/r2e

ð4Þ

rD ¼ r
re

ð5Þ

R ¼ r2D ð6Þ

and

Sm = saturation of m-phase
fm = fractional flow of m-phase
/ = porosity
qt = total flow rate
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Equation 1 is a nonlinear equation of systems (not scalar) where the fractional
flow f is a function of saturation u. The standard first-order upwind scheme solution
for a hyperbolic conservation laws (Eq. 1) has the form:

unþ 1
i ¼ uni �

DT
DRi

f uni
� �� f ðuni�1Þ

� � ð7Þ

where

uni ¼
1

DRi

Z Ri þ ð1=2ÞDRi

Ri �ð1=2ÞDRi

uðR; TnÞdR ð8Þ

i and n are grid and time step indices, respectively.
The stability and convergence of the method are guaranteed by CFL (Courant)

number defined as follows:

t ¼ DT
DR

max
i

gi
�� �� ð9Þ

where g is the wave speed [4].

2.2 Pressure Equation

As mentioned before, the diffusivity equation for a radial system is solved using
LTFD method, and the saturation-dependent coefficients calculated from Eq. (7) are
introduced at each grid block and time. The pressure solution is presented below:

At i = 0, i.e., r = rw (see Fig. 2), the pressure solution in Laplace space is given
as follows [1]:

1þ k
ks

CD

M̂
DZ1s

� �
�pwD � �pD1 ¼

k
ks

DZ1
s

þ CDDZ1
M̂

pwDðtD ¼ 0Þ
� �

ð10Þ

rw re

i-1 i i+1 Nr-1 Nr0 2

.         .         .. . .

3 41

Fig. 2 Point-centered logarithmic gridding

Pressure-Transient Behavior of Injection/Falloff Tests 87



For the interior grid points, the difference equation becomes

�Ti�1�pDi�1 þ Ti þ Ti�1 þ ~Vis
� �

�pDi � Ti�pDiþ 1 ¼ ~VipDi ðtD¼0Þ ð11Þ

where we have defined

Ti ¼ ktDi

DZiþ 1
ð12Þ

Ti�1 ¼ ktDi�1

DZi
ð13Þ

DZiþ 1 ¼ Ziþ 1 � Zi ð14Þ

DZi ¼ Zi � Zi�1 ð15Þ
~Vi ¼ e2ZiDZictDi ð16Þ

For no-flow outer-boundary condition (i ¼ Nr) by setting TNr ¼ 0, Eq. 11
becomes

�TNr�1�pDNr�1 þ TNr�1 þ ~VNr s
� �

�pDNr ¼ ~VNrpDNrðtD ¼ 0Þ ð17Þ

For constant-pressure outer-boundary condition, the pressure at grid point i ¼ Nr

is known from the boundary; therefore, the pressure difference equation needs to be
modified for the grid point i ¼ Nr � 1. Thus, the resulting difference equation at
grid point i ¼ Nr � 1 becomes

�TNr�2�pDNr�2 þ TNr�1 þ TNr�2 þ ~VNr�1s
� �

�pDNr�1 ¼ ~VNr�1pDNr�1ðtD ¼ 0Þ ð18Þ

where the dimensionless terms are defined by:

pD ¼ k̂th
141:2qwBw

Dp ð19Þ

where Dp is the pressure change defined as Dp ¼ pwf � pi for injection period and
Dp ¼ pws � pi for falloff period, and

tD ¼ 0:0002637k̂o
/ĉtor2w

t ð20Þ

rD ¼ r
rw

ð21Þ
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ktD ¼ kt r; tð Þ
k̂o

ð22Þ

kt r; tð Þ ¼ kðrÞ krw r; tð Þ
lw

þ kro r; tð Þ
lo

þ krg r; tð Þ
lg

 !
; rw � r� rf ð23Þ

kt r; tð Þ ¼ k̂o ¼ kðrÞkroðSwiÞ
lo

; rf � r� re ð24Þ

k̂t ¼ k
krwðSwÞ
lw

þ krgðSgcÞ
lg

þ kroð1� Sw � SgcÞ
lo

 !
ð25Þ

For water injection periods,

k̂t ¼ k
krwðSwiÞ

lw
þ krgðSgÞ

lg
þ kroð1� Sg � SwiÞ

lo

 !
ð26Þ

for gas injection periods.

ctD ¼ ct r; tð Þ
ĉto

ð27Þ

ctðr; tÞ ¼ Swðr; tÞcw þð1� Swðr; tÞ � Sgðr; tÞÞco þ Sgðr; tÞcg þ cf ð28Þ

ĉto ¼ Swicw þð1� SwiÞco þ cf ð29Þ

3 Results and Discussion

In this section, the dimensionless pressure and pressure-derivative behavior of gas
injection following water is presented. The radial direction is discretized into 300
grid blocks logarithmically to ensure that the grid points near the wellbore are
refined enough to yield accurate flowing bottom-hole pressures and the Laplace
space is inverted to real time numerically using Stehfest algorithm. Other fluid and
rock properties are given in Table 2.

3.1 Water Injection and Falloff Periods

A detailed study of the LTFD method for the water injection into an oil reservoir
problem and dimensionless pressure and pressure-derivative behavior of water
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injection and falloff periods with skin and outer-boundary effects is presented in [1].
At very early time, if wellbore storage has no effect, the pressure-derivative curve
will have a horizontal line with a value inversely proportional to the endpoint
mobility of oil [8, 9]. The value of the derivative can be mathematically expressed
as follows [10]:

Dp0 ¼ 70:6qloB
kkroðSwiÞh ð30Þ

Hence, the dimensionless pressure-derivative value based on the definition in
Eq. 19 becomes

p0wD ¼ 0:5M̂ ð31Þ

However, if the skin effect is present near the wellbore, the dimensionless
pressure derivative has a value that can be estimated from [1]:

p0wD ¼ 0:5M̂
k
ks

ð32Þ

As time becomes sufficiently large and the area completely flooded by water is
significant, there will be a second horizontal line on the derivative curve following a
transition period that reflects the endpoint mobility of water. The pressure-
derivative value on the line can be determined as follows:

Table 2 Fluid and rock properties at average reservoir conditions

Average reservoir conditions
p, psi 3200
T,° F 250

Fluid and rock properties

Bo, rb/stb 1.53
Bw, rb/stb 1.02
Bg, rb/Mscf 1.035
µg, cp 0.02
co, psi

−1 1.5 � 10−5

cw, psi
−1 2.3 � 10−6

cf, psi
−1 3 � 10−6

qo, lbm/ft3 36.7
qw, lbm/ft3 70
h, ft 56
Favorable mobility ratio
µo, cp 2.0
µw, cp 0.48
Unfavorable mobility ratio
µo, cp 3.0
µw, cp 0.15

qg, lbm/ft3 8.01
Swi, fraction 0.31
Sgc, fraction 0.06
Sorw, fraction 0.373
Sorg, fraction 0.125
krw(@Sor) 0.09
krg(@Sor) 0.45
kro(@Swi) 0.88
kro(@Sgi) 0.88
k, md 200
ks, md 56.46 (for S = 3)
ks, md 1311 (for S = −1)
/, fraction 0.2
Infinite acting reservoir
re, ft 10,000
Constant-pressure outer-boundary condition
re, ft 700
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Dp0 ¼ 70:6qlwB
kkrwð1� SorÞh ð33Þ

Applying the dimensionless pressure-derivative definition to Eq. 19 gives

p0wD ¼ 0:5 ð34Þ

During falloff, assuming that the previous injection period is long enough to
establish a completely flooded zone around the wellbore, the first radial flow on the
derivative curve reflects the endpoint mobility of water and the dimensionless
pressure derivative has a value of 0.5 as the infinite acting period (Eq. 8). As time
increases, for a reservoir that is large enough so that the outer-boundary effect will
not be felt early, the well starts detecting the oil zone and the dimensionless
pressure derivative can be expressed by Eq. 6 (Figs 3 and 4). This behavior is
shown in Figs. 5 and 6. Skin factor has insignificant effect during falloff period,
except at very early time. The very early time dimensionless pressure derivative can
be approximated using
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p0wD ¼ 0:5
k
ks

ð35Þ

For constant-pressure outer-boundary case, the pressure at late times starts
decreasing which results in negative dimensionless pressure-derivative value
expressed in Eq. 13, whereas for the favorable mobility ratio case, the pres-
sure increases with a constant positive slope which can also be determined from
Eq. 13 [9].

P
0
wD ¼ 1

2
1� M̂
� � ð36Þ
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3.2 Gas Injection and Falloff Periods

For the gas injection, the pressure and saturation distribution at the end of the water
injection falloff period is used as the initial conditions in Eqs. 10, 11, 17, and Eq. 7,
respectively. Figure 3 presents the dimensionless pressure and pressure derivative
of the gas injection period with and without skin factor for favorable endpoint
mobility ratio. At early times, the pressure and pressure-derivative curves of the
positive skin are higher than the curves of the zero skin curves and the negative skin
curves have lower values, which are expected because skin causes an additional
pressure drop. In all cases, the pressure change starts to decrease after sometimes
and the derivative curves exhibit negative values as time increases [5]. This is due
to the high mobility and compressibility of gas, which makes it easier to be injected
with less pressure drop.

Due to the high mobility contrast between gas and the reservoir fluids, the well
starts detecting the injected fluid at early times and the pressure derivative exhibits a
value inversely proportional to the harmonic average of the total mobility in the
area where mobility changes rapidly with time [5]. Therefore, the early time
dimensionless pressure-derivative values can be estimated from Eq. 31, where the
mobility ratio is defined as follows:

bM ¼ k̂g
�kt

ð37Þ

where

k̂g ¼ krgðSg;maxÞ
lg

ð38Þ

and
�kt is the harmonic average of the total mobility in the area flooded by gas.

However, this period is short and can be dominated by effect of wellbore storage.
When skin factor is incorporated, the value can be approximated by Eq. 32, where
the mobility ratio is defined in Eq. 37.

Similar to the water injection falloff period, the saturation distribution during the
gas injection falloff period is obtained from the end of the injection period and it is
considered to be stationary. The dimensionless pressure and pressure-derivative
curves for the falloff period with and without skin are presented in Fig. 4. Figure 4
shows that the early time data reflect the information in the completely flooded
zone. For the case without skin (S = 0), the dimensionless pressure derivative
converges to a value expressed in Eq. 34, and for the cases with skin factor, the
value can be approximated by Eq. 35. However, the period occurs very early and
the duration is short, thus difficult to see a stabilized horizontal line. Following the
early time period, there is a long transition period, which is caused by the high
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mobility of gas, which results in highly unfavorable mobility ratio. As time
increases, the pressure derivative exhibits a value which is inversely proportional to
the oil zone and the dimensionless pressure derivative can be estimated from
Eq. 31.

Figure 5 shows the dimensionless pressure and pressure-derivative behavior for
different outer-boundary conditions. The curves do not show significant difference
in the transient behavior of the injection period from the one presented for infinite
acting reservoir in Fig. 3 for S = 0.

For the unfavorable water–oil mobility ratio case, the pressure drop increases for
longer period and then starts to decrease, which causes negative pressure-derivative
values. However, the positive skin factor curve exhibits two negative derivative
zones (in the middle and late times). Similar to the water injection case, when the
front approaches the radius of skin, it feels the sudden change of mobility from low
to high, which causes the decrease in the pressure drop and negative derivative
values (Fig. 6). After sometime, the pressure adjusts to the undamaged zone per-
meability and the pressure drop starts to increase. As time increases, it becomes
easier for the gas to flow with lower pressure drop, thus the negative values in the
derivative curve at late times.

Figure 7 shows the falloff period pressure and pressure-derivative signature. As
is shown in the figure, skin has insignificant effect, except at early times.
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Outer-boundary effect is significant on the pressure and pressure-derivative
curves of a gas injection period following unfavorable mobility water injection at
late times (Fig. 8). At late times, the pressure curve shows a significant reduction in
the pressure drop compared to the infinite acting reservoir case in Fig. 6. This is
because the water that is injected before gas moves faster than oil, which reduces
the resistance for gas to flow, thus a reduction in the pressure drop.

4 Conclusions

The dimensionless pressure and pressure-derivative behavior of gas injection fol-
lowing water with and without skin and with outer-boundary effect is studied. The
effect of skin and outer-boundary condition on the transient behavior depends on
whether the previous water–oil displacement is favorable or unfavorable. For the
favorable mobility case, the skin effect is significant in middle times, whereas the
effect of constant-pressure outer-boundary condition is insignificant. For the
unfavorable mobility case, as that of the water injection period, positive skin factor
causes the pressure drop to decrease in the middle time, which results in negative
pressure-derivative values. When the wellbore starts feeling the constant-pressure
outer boundary, the pressure drop decreases significantly, which indicates high gas
injectivity. However, for the case of no-flow outer-boundary condition, the pressure
drop starts increasing in both favorable and unfavorable mobility ratio injections,
which leads to a reduction in injectivity.
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Evaluation of Bentonite Colloids
for Potential Use as an In-Depth Fluid
Diversion Agent
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Abstract In this study, API-grade bentonite sample was characterized using XRD
and FTIR techniques. The effect of gravity and centrifugal sedimentation on ben-
tonite colloid size and size distribution was examined. Also, rheological properties
of 1000-, 2000-, and 3000-ppm dispersions were measured using Anton Paar
rheometer. Finally, stability and critical salt concentration (CSC) were determined
by using Turbiscan Classic. The objective is to evaluate the potential application of
these dispersed particles as an in-depth fluid diversion. XRD data indicate the
presence of a smectite with minor amounts of impurities such as quartz and
dolomite. Sedimentation was found effective for preparing a controlled size dis-
persion which can be adjusted to target high water production zones. Different
colloidal dispersions of different mean hydrodynamic sizes are obtained ranging
from 340 nm down to 260 nm in average with less than 8 µm as the maximum
diameter. These sizes fall in the range of existing IFD that often used for improving
sweep efficiency in heterogeneous rock matrix. Bentonite dispersions exhibited a
water-like viscosity at low concentrations studied, which is in favor of IFD.
However, increasing salt concentration and temperature sharply increased viscosity.
The stability of bentonite colloids is reduced with increasing solution salinity above
CSC. In addition, the CSC was found dependent on the colloidal concentrations. At
3000 ppm, bentonite dispersion showed a higher critical salt concentration. For low
salinity formation water and low salinity dispersion make-up water, controlled
bentonite colloids could be effectively stabilized and transported in porous media
and serve as IFD for improving sweep efficiency. However, at higher salinity
conditions, bentonite aggregation and stability will become an issue.
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1 Introduction

A major issue for the oil and gas industries is the high water production from many
fields. Reducing high water production while improving oil recovery from these
fields is a key challenge. In-depth fluid diversions (IFDs) have recently emerged
and posed a frequent business need for operating companies and research groups
[1]. Rather than close wellbore conformance treatment, polymer gels are applied in
injector wells for in-depth fluid diversion [2]. Several gel systems have been used,
including weak gels, sequential in situ gels, colloidal dispersion gels (CDGs),
preformed particle gels (PPGs), and microgels. These gels are mainly different in
their size and plugging mechanism [3]. The main objective of IFDs is to prefer-
entially block the high permeable layer (thief zone) and divert the following
injected water or chemicals to low permeable unswept zones [4–7]. There are four
ideal properties required for IFD: Firstly, the IFD dispersion should have a
water-like viscosity to achieve selective injection in high permeable layer; secondly,
particle size must be small enough to propagate into formation without sand face
plugging; thirdly, particle dispersion stability; and finally, dispersed particles should
have capability to plug the thief zones by either swelling, adsorption or log jam-
ming effect. Although IFD has been proved for improving sweep efficiency in
heterogeneous reservoirs, application at high temperature is limited, because most
of the recently developed IFDs are formulated using polymers with an
organic/inorganic cross-linker, which are risky to be applied at very high reservoir
temperature (e.g., >100 °C). In addition, some IFDs are required to cool down the
area in the vicinity of the wellbore to create a thermal front that can delay early
particle swelling in case of high-temperature conditions [8]. Consequently, there is
a need to develop a thermally stable particle for high-temperature applications.

Although bentonite particles are most abundant, naturally occurring, low-cost
resource with high thermal stability (up to 200 °C), its application as IFD in rock
matrix treatment has not been reported. This paper reports on experiments carried
out to characterize and investigate the API-grade bentonite properties for possible
use as a novel IFD.

The objective of the present study was to explore the feasibility of using ben-
tonite colloid dispersion, as an in-depth fluid diversion (IFD) for improving oil
recovery of heterogeneous oil reservoir. The effect of operating parameters such as
initial concentration, salinity, and temperature on the rheological behavior was
examined. Different gravity separation methods were conducted to separate dis-
persed bentonite colloids into defined size fractions.
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2 Experimental

2.1 Materials

A commercial API-grade bentonite samples were used for this study. The samples
were obtained from the Australia Bentonite Company and used without any further
treatment. Sodium chloride was used in preparation for solution salinity, and
ammonium acetate, potassium chloride, and isopropyl were used for determining
cation exchange capacity (CEC), which were purchased from Sigma-Aldrich.

2.2 Methods

2.2.1 Sample Characterization

(a) FTIR Spectra Analysis

The FTIR spectra were gathered with a Thermo Nicolet FTIR spectrometer. The
transmittance bands somewhere around 400 and 4000 cm−1 were performed and
broke down as shown in Fig. 1. The wide adsorption groups at 3620 cm−1 and
3404 are credited to extending vibrations of structural OH groups of bentonite
structure and bounded water, respectively. The groups at 2883 cm−1, 2159 cm−1,
and 2030 cm−1 are due to organic impurities in the bentonite. The band at
1632 cm−1 is in charge of bending H–O–H vibration in water. The adsorption band
at 1031 cm−1 is because of Si–O-twisting vibration. The band relating to Al–Al–
OH is seen at 910 cm−1. A sharp band at 794 cm−1 shows quartz admixture in the

Fig. 1 FTIR spectra for bentonite sample
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specimen, which has been affirmed likewise by X-ray diffraction. The groups at 599
are because of Al–O–Si-bending vibrations.

(b) X-ray diffraction analysis

The bentonite mineralogy is identified by utilizing XRD investigation (Fig. 2).
XRD information demonstrates the vicinity of a smectite (most likely montmoril-
lonite) with minor measures of impurities, for example, quartz, gypsum, and
dolomite.

(c) Cation Exchange Capacity (CEC)

The CEC of bentonite sample was determined using the standard method according
to ASTM 7503. The ASTM 7503 method involves the displacement of the inter-
layer cations with the index cation (Ammonium NH4). The CEC was
118 meq/100 g.

Fig. 2 XRD for bentonite sample

100 A.A. Ahmed et al.



2.2.2 Bentonite Colloid Fractionation

The bentonite sample was separated by gravity using sedimentation and centrifugal
techniques. The separation methodology was adopted from Reference [9]. 10 g of
bentonite was dispersed in deionized water and stirred for 24 h for hydration. Then,
particles were separated by two gravity methods and centrifuged at 1000 and 2000
rpm, and static sedimentation was carried out for 3–7 days. The colloid size
distributions of bentonite in all dispersions are determined by dynamic light scat-
tering (DLS).

2.2.3 Rheological Properties

Dispersion viscosity measurements were performed using MCR Anton Paar
rheometer with a double cap. The viscosity was determined for 1000-, 2000-, and
3000-ppm dispersions at a consistent shear rate 30 s−1 and at various temperatures
extending from 25 to 90 °C.

2.2.4 Critical Salt Concentration (CSC)

A Turbiscan Classic was used to determine the CSC of the studied concentrations
by the variation in measuring mean value of transmitting light across the sample for
different NaCl concentrations. A salt concentration where the mean value of
transmitting light started sharply expanding was assumed as CSC.

3 Results and Discussions

3.1 Bentonite Colloid Fractionation

As described in the Methods section, the size of the particles was obtained through
DLS at 25 °C. It is obvious that colloid particle size can be reduced by sedimen-
tation or centrifuge methods. Bentonite colloids showed polydiperse and wide
particle size distribution curve as shown in Table 1. These results are consistent
with the findings in the literature [10, 11]. The results indicate that a narrow
distribution curve can be obtained by centrifuge in comparison with sedimentation.

Table 1 Condition and mean size obtained

Separation process Average particle size, nm Max particle size, nm

Bentonite_1000 RPM_0.5 h 260 � 2000

Bentonite_2000 RPM_1 h 295 � 1000

Bentonite_3 days sedimentation 340 � 8000

Bentonite_7 days sedimentation 260 � 7000
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3.2 Dispersion System Viscosity

Bentonite colloid dispersion viscosity is dependent on the colloidal concentrations,
salinity of the solvent, and temperature. The results shown in Figs. 3, 4, and 5
indicate that increase in concentration and salinity increases apparent viscosity. It is

Fig. 3 Effect of temperature on 1000 ppm bentonite dispersion at NaCl concentrations 0–3.5%
(w/w)

Fig. 4 Effect of temperature on 2000 ppm bentonite dispersion at NaCl concentrations 0–3.5%
(w/w)
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also found from results that increase in temperature results in a decrease in viscosity
of the dispersions. However, at a transition temperature (*70 °C), dispersion
viscosity started to increase sharply. The reason is that bentonite particles’ inter-
action and face-to-edge association are much more and the resultant combination
causes aggregation of particles, so the viscosity is increased [12, 13]. As the result
of face-to-edge association collapsed and face-to-face association enhanced, the
viscosity after transition temperature with higher salt concentration showed a lesser
value.

3.3 Critical Salt Concentration

The particles in a colloidal suspension might be dispersed or might form 3D net-
work structures having basic units that are in the range of colloidal dimensions.
A sol is a liquid or semi-liquid colloidal system [14]. A gel is a colloidal system
having a continuous network structure and a finite yield stress. A surely understood
idea in the hypothesis of colloids that is utilized to assess the ionic quality impact of
a specific electrolyte on the stability of a colloid is the critical salt concentration
(CSC) [15]. As indicated by DLVO hypothesis, the CSC quality is characterized as
the electrolyte concentration at which the repulsion forces is less than or equal to
the total attractive energy [16]. These aggregations could be distinguished by
measuring various mean values of transmitting light over time for the middle
sample portion. Table 2 shows the measured CSC for 1000, 2000, and 3000 ppm

Fig. 5 Effect of temperature on 3000 ppm bentonite dispersion at NaCl concentrations 0–3.5%
(w/w)
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bentonite dispersions after 1 h. It can be seen that particles coagulate for NaCl
concentration higher than 0.01, 0.035, and 0.05% (w/w) for 1000, 2000, and 3000
respectively.

4 Conclusions

Bentonite colloid dispersions in a different size portion were prepared in this study.
The average particle size and size distribution depend on a sedimentation period
and centrifugation. Bentonite particle could be separated into a desired particle of
IDF (>10 µm). The rheological behavior of bentonite dispersion systems as a
function of concentration and salinity is investigated at various temperatures of
25–90 °C. The results reveal that the viscosity of systems increases obviously with
the addition of NaCl and decrease in temperature. In contrast, above a transition
temperature, viscosity decreases with the addition of NaCl. Aggregation kinetics
was used to estimate the effect of salinity on the colloidal stability of bentonite
dispersion. The critical salt concentration (CSC) was also determined for various
concentrations. It was found that the CSC increases with increasing bentonite
concentrations. In terms of particle size, bentonite colloid could be controlled
within the IFD size range. However, for temperature higher than transition tem-
perature and salinity higher than CSC, bentonite colloids could not be used before
treatment, because dispersion system stability is important for transporting the
particles deep into the formation.
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Investigating Effect of Chemical
Composition on Emulsion Stability
and Rag Layer Growth During Separation

Ahmed Basyouni, Khaled A. Elraies and Hussain H. Al-Kaieym

Abstract Alkaline–surfactant–polymer (ASP) flooding is a promising chemical
enhanced oil recovery (EOR) method, currently applied in many oilfields in China,
USA, India, and Malaysia. ASP has been the worldwide focus of research and field
trials for the last decade. In a Malaysian EOR oilfield, a range of ASP concentra-
tions were reported to breakthrough into the separator feed which results in forming
stable/tight crude oil emulsions. Stable emulsion makes oil/water separation costly,
time-consuming, and contributes to several operational problems in the surface
facilities.The contribution of ASP components to the stability of produced emul-
sions has not been fully investigated. This paper discusses the design of experi-
ments used to investigate the effect of water cut, alkaline concentration, surfactant
concentration, polymer concentration, and temperature effect on stabilization of
ASP-produced emulsion. A series of batch and continuous experiments are utilized
to investigate the effect of various ASP compositions on the coalescence rate, rag
layer growth, rheological properties, and droplet size of the generated emulsion
after ASP flooding.
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1 Introduction and Literature Review

Crude oil is usually produced associated with mixtures of water, gas, chemicals, and
solids [1, 2]. Throughout the production system, the mixture suffers excessive tur-
bulence that causes one phase of droplets to disperse into the other phase creating an
emulsion [1]. Generally, emulsion is thermodynamically unstable and high turbu-
lence such as shaking, stirring, or homogenizing is needed to form an emulsion [3, 4].
However, over time an emulsion tends to return to the stable state of original phases
comprising it as shown in Fig. 1. The stability of an emulsion is increased when an
emulsifier (emulsifying agent) present in the emulsion system [3, 6]. Emulsifiers have
the tendency to adsorb at the oil/water interface creating interfacial film around the
dispersed-phase droplets. The interfacial film hinders droplet coalescence making
oil/water phase separation challenging [2, 4]. Formation of stable emulsion is one of
the associated problems with crude oil produced by ASP flooding. That is mainly
caused due to the presence of chemical components produced with the crude oil at the
separator [2, 3, 7, 8].

1.1 Emulsification by Alkaline, Surfactant, and Polymer

Crude oil contains natural emulsifiers such as asphaltenes and resins. In addition,
surfactant reduces the interfacial tension between the oil and water surfaces, thus
forming stable emulsion. Alkali also contributes to the formation of stable emul-
sions as alkali generates in situ surfactant as a result of a chemical reaction between
the alkali used and the crude oil and/or rock acids [7]. Polymer with high con-
centrations was also found to increase emulsification tendency and stability [6].

In alkaline–surfactant–polymer (ASP) flooding, oil recovery can increase up to
20% of the original oil in place [9, 10]. The incremental recovery factor from
flooding individual chemical of alkaline, surfactant, or polymer was found in the
range of 10 to 15% whereas the oil recovery factor from the three chemicals
combined (i.e., ASP) was found to be 45.3% in a laboratory investigation [10]. On
the one hand, emulsification is one of the main contributing factors to the significant

Fig. 1 Emulsion tendency to separate over time into the original phases of oil and water [5]
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upsurge in oil recovery and reduction in water cut. On the other hand, emulsifi-
cation is a disadvantage at the transportation and separation stages as the combi-
nation of alkaline, surfactant, and polymer causes produced emulsion to be more
stable [11]. The associated problems with ASP-produced stable emulsions can be
summarized as follows: 1. difficulty to separate water from oil, 2. difficulty to treat
produced water, and 3. Operational problems at surface facilities [3, 6, 12].

Some studies [3, 6, 13–15] explained the main reasons behind the stable
emulsion formation associated with ASP-produced liquid as follows: (1) reduced
interfacial tension (IFT) by alkaline and surfactant which makes it difficult for oil
droplets to approach and coalesce, (2) increased viscosity of displacing fluid by
polymers which reduces oil rising velocity, and (3) the shear and excessive tur-
bulence experienced by produced liquid during the production process.

1.2 Rag Layer

Rag layer (also referred to as emulsion layer) is a thick viscous layer that forms at
the interface between oil and water in almost all separation vessels. Rag layers
reduce the efficiency of phase separation process which makes it undesirable [2, 7].
The main controllers of rag layer growth are the settling/creaming and coalescence
rates of the dispersed-phase droplets. The rag layer grows faster when
settling/creaming and coalescence rates are low [2]. Settling/creaming rate is
influenced by the continuous-phase viscosity, phase densities, and the size of
droplets whereas coalescence rate depends on the size of droplets and interfacial
properties [8, 16, 17]. Coalescence rate is also affected by the materials adsorbed at
the oil/water interface such as emulsifying agents, clays, and solids [18–20]. The
coalescence rate reduces drastically when such materials present at the oil/water
interfacial region. They act as a barrier that hinders droplets coalescence [21].

The strength and viscoelasticity of a rag layer are influenced by how the
adsorbed materials (i.e., emulsifiers, chemicals, clays, solids) in it are packed. The
closer the adsorbed materials are packed, the stronger and more viscoelastic is the
rag layer. Therefore, it is difficult for the dispersed droplets to break the layer and
coalesce. Then, the emulsion is stable [3]. In addition, the rag layer strength is
increased when different materials are adsorbed and mixed emulsifiers are present
[15]. When the layer is damaged, its viscoelastic properties can heal the layer and
therefore returns to hinder droplet coalescence [3]. Hence, the strength of rag layer
and its viscoelastic behavior plays an important role in stabilizing emulsions and
reducing separation efficiency.

Khatri et al. [2] stated that the factors contributing to the growth of rag layer in
oil–water separation are not yet noticeably identified. The author stated that one of
the main controllers of rag layer growth is the emulsion droplets’ coalescence rate.
Thus, the effect of asphalthene, solids, and surfactant on coalescence rate of
oil/water emulsion was investigated. The results indicated that coalescence rate of
droplets depends on the type of emulsifiers used and their concentrations [2].
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However, there is not yet a study that established a clear understanding about the
effect of alkaline, surfactant, and polymer on coalescence rate and rag layer growth
of ASP-produced emulsion.

2 Methodology

2.1 Material

Typically, the materials required to prepare crude oil/water emulsion stabilized by
alkaline–surfactant–polymer (ASP) are crude oil samples, water, and ASP com-
ponents. For this study, crude oil sample and reservoir brine are obtained from an
identified field in Malaysia. The crude oil sample has high wax content of 18.8 wt%
and high API gravity of 42° API. The chemicals used are anionic AOS surfactant,
Na2Co3 alkaline, and GLP 100 polymer supplied by PETRONAS Company.

2.2 Crude Oil Characterization

To investigate the emulsion behavior of a given crude oil, the amount of natural
emulsifiers such as wax, resins, asphalthene, and solids should be identified. On the
other hand, alkaline is strongly influenced by the organic acids of crude oil, and
thus, Total Acid Number (TAN) should be measured. In addition, measurements of
crude oil density and viscosity are obtained.

For density measurement, DM40 density meter provided by Mettler Toledo is
utilized using DIN 51757 (German Institute for Standardization) standards. Specific
gravity was measured using the same equipment following ISO 12185
(International Organization for Standardization). Then, API gravity was calculated
using ASTM D1250 (American Society for Testing and Materials) standards. For
measuring TAN, Titrator T70 provided by Mettler Toledo is utilized. Wax content
was obtained using MQC-23-32 NMR analyzer provided by Oxford Instruments in
accordance with ASTM D7171-05 standard.

2.3 Preparation of Emulsion

Emulsion samples will be prepared in the laboratory by mixing the crude oil and
brine/ASP solutions. The solutions can be prepared by adding the ASP components
with the respective concentrations to the brine. ASP compositions will vary the
concentrations of alkaline, surfactant, and polymer between 500–1000 ppm,
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200–600 ppm, and 400–800 ppm, respectively. Magnetic stirrer is used for 5 min
to ensure that the solution is well mixed.

Both of the crude oil sample and brine/ASP solution are preheated at the oven
for a minimum of 30 min at 60 °C. The crude oil sample and the brine/ASP
solution is then mixed at 12,000 RPM for 2 min using an IKA T25 digital variable
speed disperser.

2.4 Emulsion Separation Tests

Three types of tests will be conducted: batch test, continuous test, and decay test.
The methodology and experimental procedures are obtained from Khatri et al. [2].
Each separation test will be carried out to provide the change in the height of oil,
water, and emulsion layer over time.

1. Batch test

After preparing the emulsion sample, the emulsion is poured into a graduated
test tube and allowed to coalesce while placed at the oven. The heights of the three
layers (i.e., oil, water, and emulsion) will be measured over time. The layer heights
are recorded until steady-state condition, i.e., no more changes in the emulsion layer
height, which indicates that droplet coalescence process has been aborted.

2. Continuous test

Continuous separation is carried out using continuous separator apparatus.
Schematic diagram of the continuous separator apparatus is shown in Fig. 2. The
apparatus uses a graduated glass separator with a volume of 1 L and a cross-sectional
area of 14.4 cm2. To prepare the emulsion, an IKA T25 digital variable speed dis-
perser is utilized. To inject the emulsion into the separator, 5-m feed tubing is used
with TACMINA pump with capability of flow rate between 5 and 300 ml/min.

In the continuous test, equal volumes of preheated water and crude oil will be
filled in the separator. The emulsion sample will be prepared the same way it was
prepared for the batch test. After the emulsion is prepared, the disperser will be
stopped and the pump will be used to inject the emulsion into the separator at
different flow rates. As a result, the emulsion will accumulate in the separator at the
water/oil interface. The emulsion layer height will be measured over time
throughout the test.

3. Decay test

When the continuous test is completed, the pump will be turned off and water
and oil valves will be closed. The aim of this step is to allow undisturbed coales-
cence to occur. The height of emulsion layer, free oil, and free water will be
measured over time the same way to the batch experiment until the emulsion layer
reaches constant height indicating no more coalescence.
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2.5 Emulsion Characterization

Further experimental investigations are conducted to characterize the effect of
chemicals on rheological properties of emulsion layer, droplet size and their dis-
tribution, and zeta potential of droplets. Turbisacn is also utilized in order to
measure the precise amount of water separated from the emulsion over time, which
indicates the level of tightness of emulsion.

Fig. 2 Schematic diagram of the continuous separator: 1 Feeding tube; 2 oil outlet tubing;
3 emulsion layer; 4 glass separator; 5 water jacket; 6 pump; 7 water outlet tubing; 8 beaker;
9 oil–water emulsion; 10 water bath [2]
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3 Conclusion

The stability of chemical EOR-produced emulsion is subject to the types of
chemicals, their concentrations, and the properties of oil and water. Crude oil
characterization is essential to identify the natural emulsifiers and the potential
influencing factors to the emulsion stability of ASP-produced liquid. Proper
emulsion sample preparation is required to ensure that the prepared emulsion
simulates the produced emulsion at the separator. In addition, characterizing
ASP-produced emulsion is important to define the main factors contributing to its
tightness. Measuring droplet coalescence rate, rheological properties, interfacial
properties, and droplet size and their distributions are important tools to develop
clear understanding about the mechanism of which the emulsion is stabilized. Most
of the studies conducted to investigate emulsion stability utilized mainly in batch
experiments which is also known as static bottle test. Utilizing continuous sepa-
ration experiments (dynamic test) obtains reliable results since it resembles the
actual separation process at the field separator.
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Field-Scale Investigation of Miscible
CO2 Injection in a Heterogeneous Shaly
Sand Reservoir

Ahmed Khalil Jaber, Mariyamni B. Awang and Christopher P. Lenn

Abstract Carbon dioxide flooding is considered one of the most commonly used
miscible gas injection to improve oil recovery, and its applicability has grown
significantly due to its availability, greenhouse effect, and easy achievement of
miscibility relative to other gasses. Therefore, miscible CO2 injection is considered
one of the most feasible methods worldwide. For long-term strategies in Iraq and
the Middle East, most oil fields will need to improve oil recovery as oil reserves are
falling. This paper presents a study of the effect of various miscible CO2 injection
scenarios on the performance of the highly heterogeneous clastic reservoir in Iraq.
An integrated field-scale reservoir simulation model of miscible CO2 flooding is
accomplished. The compositional simulator, Eclipse-300, has been used to inves-
tigate the feasibility of miscible CO2 injection process. The process of the con-
tinuous CO2 injection was optimized to start in January 2056 as an improved oil
recovery method after natural depletion and waterflooding processes have been
performed, and it will continue until January 2063. The minimum miscibility
pressure (MMP) for CO2 was determined using empirical correlation as a function
of crude oil composition and its properties. Ten miscible CO2 injection options
were undertaken to investigate the reservoir performance. These options included
applying a wide range of the CO2 injection rates ranged between 1.25 and 50
MMScf/day. All development options were analyzed with respect to net present
value (NPV) calculations to confirm the more feasible CO2 development strategy.
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The results showed that the application of CO2 injection option of a 20 MScf/day
attained the highest recovery of 28% by January 2063 among the others. The
recovery growth was so minor by increasing the CO2 injection rate above this level.
Based on economic findings, the option of 20 MScf/day also attained the highest
net present value. The results showed that after January 2063, the oil recovery
attained by the different CO2 injection options are less than the one attained by the
waterflooding process. Therefore, the miscible CO2 injection became unviable
economically after January 2063.

Keywords Field scale � Miscible CO2 injection � Shaley sand reservoir �
Heterogeneous reservoir

List of symbols

NPV Net present value, US$
FOE Field recovery factor, fraction
FOPT Field oil production total, STB
FOPR Field oil production rate, STB/day
FWCT Field water cut total, fraction
FPR Field pressure, psia
CAPEX Capital expenditure, US$
OPEX Operational expenditure, US$
NCF Net cash flow, US$
T Future time, year
T Cumulative investment (or production) period
I Interest rate, fraction

Abbreviations

M Mobility ratio

Greek

t Velocity of the displacing phase
l Viscosity of the displacing phase
r Interfacial tension between oil and water
h Contact angle between oil–water interface and the rock surface

1 Introduction

Carbon dioxide flooding appeared in the 1930s and had a great development in the
1970s [1, 2]. Over forty years of production practice, CO2 flooding has become a
leading EOR technique for light and medium oils [2, 3]. CO2 flooding is beneficial
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for both the environment and the petroleum industry by injecting the harmful CO2

to increase oil recovery. This reduces greenhouse gasses (GHG) emissions by
sequestration CO2 in the reservoir, thus reducing heat trap in the atmosphere. CO2

injection has been proven as a successful technology worldwide, with less mini-
mum miscibility pressure than nitrogen and hydrocarbon gasses. The studied
reservoir is the Nahr Umr reservoirs which considered one of the most important
producing reservoirs in the south of Iraq. This reservoir in many southern Iraqi
fields needs to apply improved oil recovery methods (IOR) shortly to extract more
oil and increase oil recovery. It is very necessary to screen, investigate, and opti-
mize the proper IOR method. CO2 injection has a great potential enhancing and
increasing oil recovery. However, it does not recover all the oil, regardless of
whether the reservoir has been previously flooded with water. Typically, recovery
addition with miscible CO2 displacement is around 10–20%, by injecting an
equivalent of 80% HCPV with CO2 [2, 4].

The reservoir under study is the Nahr Umr reservoir in the Subba oil field that is
described as a heterogeneous clastic reservoir. The heterogeneity index was
determined based on Lohrenz coefficient calculations [5]; this is based on the flow
capacity distribution to measure the contrast in permeability relative to the homo-
geneous case. The average Lohrenz coefficient value of different core samples of
the Nahr Umr reservoir was found equal to 0.814, indicating that the Nahr Umr
reservoir is a highly heterogeneous reservoir. The Subba oil field has a short pro-
duction history, for 6 months only as an experimental period during the 1990s. The
production of the field was not last due to some technical issues at that time.

Due to the reservoir heterogeneity, the optimum infill placement wells were
optimized based on sweet spots determined by the dynamic opportunity index
analyses [2, 6]. There were 50 infill wells, and accordingly, 21 injectors were
decided to be involved in development scenarios. The waterflooding process was
optimized to start up in January 2028 and continued until January 2056 with 3000
bbl/day, water injection rate. The CO2 injection proposed to commence in January
2056 as an IOR method after waterflooding process and tested until January 2076.
The compositional flow simulation model, Eclipse-300, was used to construct the
flow simulations runs. Eclipse-300 allows to model multicomponent hydrocarbon
flow to get a detailed description of phase behavior and compositional changes, and
it uses a cubic equation of state. The obtained results are analyzed depending on the
NPV analysis and present value of producing oil that conducted in each case.

2 Background

CO2 flooding process can be classified as miscible and immiscible. In the immis-
cible flooding process, the relatively high reservoir pressure results in CO2 disso-
lution, oil viscosity reduction, lowering interfacial tension, oil swelling, and
dissolved-gas drive [2]. In the miscible flooding mechanism, the process involves
the generation of the miscibility at minimum miscible pressure between the CO2
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and reservoir oil, lowering the interfacial tension between oil and CO2 and swelling
of the oil due to the transferring of CO2 into the oil and then lowering the oil
viscosity and density and finally the increasing oil recovery factor. The miscibility
between the CO2 and crude oil was achieved through multiple contact miscibility
process. CO2 was, first, condensed into the crude oil (transferring of CO2 to the oil),
making oil lighter. The lighter components of the oil vaporized or were extracted by
the reminder of the CO2, making CO2 denser with a higher viscosity. The formed
CO2 is called the richest phase, as mass transfer continued between CO2 and oil, the
formed CO2 become more like oil regarding fluid properties. The relative perme-
ability of the gas (displacing phase) will reduce, and the mobility ratio was reduced.
The capillary number and microscopic displacement efficiency were increased, and
then, the recovery factor was increased. The capillary number was defined by the
following equation [2].

Nca ¼ Viscouse Forces
Capillary Forces

¼ tl
r cos h

ð1Þ

where t and l are the velocity and the viscosity of the displacing phase, respec-
tively, r is the interfacial tension between oil and water, and h is the contact angle
between oil–water interface and the rock surface measured between the rock surface
and the denser phase. This takes place because the purposes of any EOR method are
to increase the capillary number that leads to a favorable mobility ratio (M < 1.0).

3 Problem Statement

Many clastic reservoirs in the south of Iraq need to apply the IOR methods in the
near futures, as many reservoirs go to maturity [2]. The miscible CO2 flooding
process considers one of the best candidate methods to be applied to these reser-
voirs [2]. This study addresses the NPV criterion to investigate the most viable
miscible CO2 flooding option.

4 Objectives of Study

The objective of the current study is to investigate the feasibility of miscible CO2

flooding performance in a highly heterogeneous reservoir through the analysis of
the full-field-scale flow simulation model. Six options of miscible CO2 flooding
were examined for future reservoir performance prediction.
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5 Reservoir Characterization

The Subba oil field is located in southeast of Iraq, some of 110 km to the northwest
of Basra and 12 km northwest of the Luhais oil field [2]. This oil field is described as
a giant field with bottom and edge aquifer support. There were 14 wells drilled in this
field that penetrated the Nahr Umr formation, but only six of them were completed in
the Nahr Umr reservoir [2]. The dimensions of the Subba oil field are about 30 km
long and 7 km wide. The Nahr Umr reservoir is considered one of the most
important productive reservoirs in southern Iraqi oil fields, which comprises an
important place in the stratigraphic column of the Lower Cretaceous Albian Nahr
Umr [2]. It has a double dome separated by a shallow saddle. The largest one is
located in the south of the field and the smallest one in the north of the field [2]. This
field has not been developed for over the last forty years; since it was produced in
1990 for a short experimental period from the Nahr Umr reservoir. The reservoir
holds medium gravity oil with <30o API, <3 c.p viscosity, and >55% molar com-
position of C5–C20 components. The reservoir temperature equals to 178° F. The
crest of the reservoir occurs at a depth of (−2400) m SSTVD [2, 6]. According to this
screening, the CO2 flooding considers the most proper method to improve oil
recovery from this reservoir after primary and secondary depletion strategies.

6 Static Model

The static model was constructed based on the petrophysical interpretation results [2,
7], structural contour maps of the Nahr Umr geological layers, and the data from 14
wells penetrated the reservoir. These data comprised well coordinates, formation
tops, core data, log interpretation results, facies, and permeability curves [2, 6–8].
The log interpretation results include shale volume, porosity, and water saturation.
The petrophysical property distribution, such as permeability, porosity, and satura-
tion was constructed based on the facies model. The resultant 3-dimensional cellular
model formed the basis for the reservoir simulation model that was used to optimize
the reservoir development scenarios. The facies consists mainly of four rock types
include fluvial sandstone, tidal sandstone for the reservoir, siltstone, and shale for
non-reservoir. The Nahr Umr reservoir has a heterogeneous permeability profile,
including very high permeability for sandstone and very low permeability for shale.

7 Structural Modeling

The model cells were defined as 200 m � 200 m in the X- and Y-directions with 36
cell layers deep [2]. This size of cells was efficient to capture the reservoir char-
acteristic and the reservoir petrophysical property changes as well as to ensure that
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the derived geological grids could be exported into the simulation model directly;
hence, avoiding grid upscaling. The number of layers in the geological model was
adjusted to ensure the match between the upscaled and wells’ facies. Then, a better
definition was set for discrete flow units and the boundaries that separated the flow
units in the reservoir. The total numbers of cells considered in the geological model
set 101 and 196 in X-direction and Y-direction, respectively, and considering 36
cells in Z-direction. The total number of cells in the geological model became
712656 cells.

8 Boundary Conditions

In this study, flow boundaries from the surrounding aquifer, bottom, and edge have
been considered as they have proven from well logs, well tests, and log production
test [2]. The Carter–Tracy analytical aquifer model [10] was adopted in the reser-
voir simulation flow model to represent the water influx drive mechanism.

9 Fluid Properties

Fluid properties of the reservoir are shown in Table 1 [2]. The Peng–Robinson
cubic equation of state was employed in the compositional simulation model.
One-stage separation at standard conditions was utilized.

10 Capillary Pressure and Relative Permeability

The Nahr Umr reservoir in the Subba oil field consists of four rock types, as was
proved from core analysis, mud logs, well logs, flow zone indicator analysis, and
capillary pressure analysis [2]. These rock types included fluvial sandstone, tidal

Table 1 Reservoir fluid
properties [6, 9]

Property Value

T, °F 178

Pb, psia 1103

qo, °API 28.7

µo @ Pb, cp 1.6183

bo @ Pb, rbbl/STB 1.2283

cx 1.1678

µx, @ Pinit, cp 0.7000

cg 0.6534

bx @ Pinitial, rbbl/STB 1.0160
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sandstone for the reservoir, siltstone, and shale for non-reservoir. Figures 1 and 2
show the oil–water system capillary pressure and relative permeability curves for
the four rock types. Figure 3 shows oil–gas relative permeability curves for the two
active rock types in the simulation model. In this study, gas and oil are considered
as miscible components, what means that there is no capillary pressure between oil
and gas.
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11 PVT Model

The PVT model was accomplished by employing IPM-PVTP fluid thermodynamic
software from Petroleum Experts Ltd. The Podbielniak compositional analysis is
conducted for a bottom-hole fluid sample of the reservoir. Fluid properties are
calibrated with the EOS compositional model to match the measured laboratory
data [2]. 10 components of reservoir fluid sample until C6+ are used to generate the
cubic Peng–Robinson EOS [2]. The model adjusts the component’s properties to
match the observed fluid properties. In this study, the single-stream mode is utilized
to match the laboratory data, which includes only adjusting properties, i.e., the
component properties of one stream are changed to match its laboratory data. The
component composition is kept with no change, while the critical temperature (Tc)
and critical pressure (Pc) of the fluid components are selected as regression
parameters to be tuned in order to obtain the laboratory data matched to the all fluid
properties except the fluid viscosity, which is predicted separately by using
Lohrenz, Bray and Clark model [2, 5]. This correlation used the composition,
specific gravity and, more importantly, critical volume (Vc) which was the domi-
nated parameter, and it was the most significant input parameter for this model.

It is very unlikely that a satisfactory match for the observe properties would be
obtained before applying a multivariable nonlinear regression process. Therefore, a
nonlinear regression analysis is carried out to get the match between the experi-
mental and the modeled fluid properties. The following experimental results are
used as match parameters [2]:

1. Bubble-point pressure from the differential liberation dataset.
2. Fluid density at the bubble-point pressure from the differential liberation dataset.
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3. Oil formation volume factor (bo) versus pressure from the differential liberation
dataset.

4. Oil density versus pressure from the differential liberation dataset.
5. Solution GOR (Rs) versus pressure from the differential liberation dataset.
6. Stock tank oil density for the differential liberation dataset.

12 Minimum Miscibility Pressure (MMP)

The minimum miscibility pressure is the minimum pressure for a specific tem-
perature at which miscibility can occur independently of the overall composition
[11]. For the miscible CO2 injection project, the reservoir pressure must be main-
tained at the minimum miscibility pressure or higher. The MMP is reported to be a
function of temperature and fluid compositions. Several methods for determination
of the MMP have been proposed: slim tube experiments, calculations with EOS,
and correlations. There was no availability of slim tube experiments’ results or the
experiments required to conduct the EOS analysis for the reservoir. Therefore, it
depended on the available correlations to determine the minimum miscibility
pressure. Several empirical correlations were tested, including Glass [12]; Yellig
and Metcalfe [13]; Yuan, et al. [14]; Cronquist [15]; and Alston, et al. [16].
The MMP calculated by Glass [12] method was found equal to 2421 psia. This was
considered in the current work, because the average molecular weights of fluid
samples used in the Glass correlation, almost near the molecular weight of the Nahr
Umr reservoir fluid [2]. Moreover, it gave an average value among other
correlations.

13 Economic Evaluation

To prove the success of any project, economic calculations have to perform to
examine the project profitability. The technical success of the project alone
sometimes is not enough to give the final decision on project success. As many
projects have proven to be technical successes but not economical ones [2].

To build a sound business decision, it requires economic criteria for measuring
the value of the proposed investments and financial opportunities [2, 17]. The
objectives of carrying out an economic analysis were to select the best development
strategy for the field based on minimizing costs and high profit. The net present
value is considered as one of the most economical criteria that are widely used to
include the time value of money and is considered as a measure of profit. It is
defined as the aggregate of all project cash flows for a specified period, discounted
back to a common point in time. In this study, a fixed discount rate of 10% per
annum was considered. NPV was determined by calculating the present worth of all
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the future net cash flows and summing them up. The future cash flow includes all
sales revenue of producing oil and gas minus the costs of water handling, water
reinjection, capital expenditure (CAPEX), operational expenditures (OPEX), and
transportation cost of oil discounted at a 10% annual rate. The operation cost
escalation was considered to be 1.5% [2, 18]. This includes lifting costs, water
handling, reinjection, and recycles costs. The inflation rate in oil prices was con-
sidered in this study as it causes prices to rise over time. Oil prices had a big fall at
mid-2014 to US$ 44 and had stopped falling at the end of the same year and then
fell again to US$ 36 at the end of 2015 as shown in Fig. 4. The variability of oil
prices makes it difficult to expect the exact trend of the inflation rate. As oil prices
move up or down, inflation follows in the same direction. The reason why this
happens is that oil is a major input in the economy, and it is used in critical activities
such as fueling transportation and heating homes. If the input costs rise, so should
the cost of the end products. In this study, a ratio of 5% inflation rate per annum was
assumed to be more reasonable to keep pace with the oil market. Gas prices were
assumed to be constant over the project life.

The cost of existing producing wells was considered already incurred during the
natural depletion phase of the field. The royalty and taxes were neglected in this
analysis as the oil fields are owned and developed by the Iraqi government.
The NPV was computed using the following formula [217, 19]:

NPV ¼
XT

t¼1

NCFt

1þ ið Þt ð2Þ

NCF tð Þ ¼ Revenue� CAPEX � OPEX �Water handling and reinjection

� Transpotation cost � CO2 price� CO2Recycle cost
ð3Þ
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where

NPV net present value, US$
NCF net cash flow, US$
CAPE Capital expenditures, US$
OPEX Operational expenditures, US$
CO2 price Carbon dioxide, US$
t Future time, year
T Cumulative investment (or production) period, year
i Interest rate, dimensionless

To perform the NPV calculations, the economic parameter shown in Table 2 was
used in this study [1, 2, 17, 20]. The capital expenditures include the cost of
production facilities, water injection facilities, injection well drilling, completion,
cementing, perforation, and acidizing services. The water handling and reinjection
processes included the following: pumping, electricity, treatment equipment, stor-
age equipment, piping, and maintenance.

14 Waterflooding Simulation

The waterflooding technique has proved to be the most popular and successful
secondary oil recovery mechanism. This recovery method has been used on
numerous oil fields worldwide 2. However, after the secondary recovery process,
there is still a significant amount of oil trapped in the reservoir. In this study, the
waterflooding process was tried after the natural depletion of the reservoir. There

Table 2 Economic parameters for Nahr Umr reservoir [2]

Parameter Value

Interest rate (%) 10

Oil price ($/STB) 50

Net gas price ($/MSCF) 3.5

Water handling ($/STB) 0.373

Water reinjection ($/STB) 0.559

OPEX ($/STB) 1.5

Well CAPEX (MM$) 5

Average crude oil transportation cost ($/STB) 2.7

Water injection facilities (MM$) 17

Production facilities (MM$) 100

CO2 capturing and compression ($/MScf) 0.85

CO2 transportation ($/MScf) 0.25

CO2 recycle ($/MScf) 0.35

CAPEX of CO2 separation, treatment, and reinjection (MM$) 22
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have been six producers already drilled; these producers were located almost in the
middle of the formation. There were 50 infill drillings suggested as the optimum
well locations [26]. The waterflooding process was achieved through 21 injectors
[2]. These injectors were located depending on the reservoir heterogeneity and in a
way that would provide enough support to the producers. The waterflooding pro-
cess has been optimized to start in January 2027 as a secondary recovery method
after depletion of the reservoir, naturally, for 10 years. Several waterflooding
options were tried with different injection rates at each injector as follows: 1000,
1250, 1500, 2000, 2500, and 3000 STB/day. The waterflooding process has been
optimized to halt in January 2056 and start the miscible CO2 flooding process. The
simulator runs were conducted using the compositional simulator E300 for the
compatibility purpose to import the restart file data of the waterflooding case into
the CO2 compositional simulator runs. The setup for the simulation model was the
following: all producer wells were set on the constant production rate of 3000
STB/day, with a bottom-hole pressure limit of MMP for the CO2 injection. The
production at the well stopped as the water cut level of 80% was reached. The
injection rates were adjusted to avoid the pressure increase over the formation
fracture pressure. The results are presented in Fig. 5. As it can be seen, the injection
rate option of 3000 STB/day has reflected the higher reservoir production rate. The
results were analyzed economically depending on the NPV calculations; these
results are presented in Fig. 6. The higher NPV was also realized at the injection
rate option of 3000 STB/day. This case was considered as the base of which the
CO2 miscible injection process was continued.

Fig. 5 Reservoir performance under different waterflood scenarios [2]
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15 CO2 Injection Simulation

This technique involves injecting a certain amount of CO2 continuously until the
required slug size is reached. Usually, continuous miscible CO2 injections have
excellent microscopic displacement efficiency 2. However, they often suffer from
poor macroscopic sweep efficiency due to the formation of viscous fingers that
propagate through the CO2 passing much of the hydrocarbon that has not been
contacted. This happens because of the low viscosity of the CO2 compared to the oil
and it results in an adverse mobility ratio. In this study, the miscible CO2 injection
was started up after the waterflooding process had been completed. The optimum
waterflooding strategy was chosen as the base to continue the CO2 injection pro-
cess. In this issue, several compositional simulation runs were conducted to opti-
mize to the optimum CO2 injection rate that reflected the highest net present value.
A wide range of injection rates was trying to examine the reservoir performance
under the miscible CO2 injection. These rates included 1.25, 2.5, 5, 10, 15, 20, 25,
30, 35, 40, 45, and 50 MM Scf/day. The setup for the simulations was the fol-
lowing: all producers were set at the constant production rate of 3000 STB/day,
with the bottom-hole pressure limit of MMP. The CO2 was injected at a constant
rate for each development strategy, with the maximum bottom-hole injection
pressure limit of the formation fracture pressure. The production wells were closed
when the water cut reached the limit of 95%, and the injection rates were adjusted
to avoid a pressure increase over the fracture pressure. All the results were analyzed
relative to the net present value calculations as the economic criterion. The results
showed that the injection rate option of 50 MScf/day has reflected the higher oil
recovery for the first 6 years of the reservoir production as shown in Fig. 7.
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However, the injection rate option of 20 MScf/day has reflected the higher NPV as
shown in Fig. 8. This injection rate was considered as an optimal CO2 injection rate
for the all CO2 flooding modes.

16 Results and Discussion

There have been 12 cases constructed in this work to examine the continuous CO2

flooding process to improve the oil recovery in the highly heterogeneous clastic
reservoir. The same waterflooding injection scheme was converted later to CO2

flooding. The field development plan is proposed to start up in January 2017
through the naturally depleted reservoir with 56 wells. The waterflooding process
has been optimized to commence in January 2027 with 21 injectors because the
reservoir pressure became close to the saturation pressure. These injectors are
located according to reservoir heterogeneity, and in that way, they can provide
enough support to the producers. Six waterflood scenarios were tried with different
injection rates ranging between 1000 and 3000 STB/day. The CO2 flood was started
up when the reservoir pressure reached close to the MMP to improve the volumetric
efficiency of the CO2. Because, the oil viscosity reached a lower value at this
pressure, an increase in the mobility of the oil occurred in turn, improving the
stability of the displacement front that controls the sweeping efficiency.

Fig. 7 Reservoir flow rate under different CO2 flooding scenarios
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The results of the waterflooding process showed that the waterflood scenario
with the 3000 STB/day injection rate was the best option because it attained the
highest oil recovery and the NPV as shown in Figs. 5 and 6. It has been mentioned
that all the waterflooding scenarios were intersected at the same point in January
2056; because there was an almost incomparable oil recovery obtained for the
different injection rates after this date. On this date, the miscible CO2 flooding was
suggested to proceed as the reservoir pressure reached 2875 psia. This pressure was
adequate to start the miscible CO2 process in respect to the MMP value. Several
miscible CO2 flooding scenarios were examined at different injection rates ranging
between the low injection rate of 1.25 MScf/day and the high injection rate of a 50
MScf/day. All results of the flooding options were analyzed with respect to the
NPV calculations. It was found that the miscible CO2 flooding scenario with 20
MMScf/day reflected the highest oil recovery as shown in Fig. 7. The recovery
growth was insignificant by increasing the CO2 injection rate above this level. In
terms of the economic profitability, the scenario of the 20 MMScf/day also reflected
the highest NPV as shown in the Fig. 8. This flow rate was considered the optimum
CO2 injection rate. As shown in Fig. 9, the reservoir flow rates for different CO2

injection options were met at the same point in January 2063. After this date, the oil
recovery attained by the different CO2 injection options fell below the one attained
by the waterflooding process. Thus, the CO2 injection process became unviable,
economically, after January 2063.
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17 Conclusion

The observations and conclusions drawn from this study are summed up below:

1. This study is enough to give an answer to what will be the performance of a
clastic reservoir in southern Iraq during the miscible CO2 flooding process.

2. The Glass [12] method was found to be more suitable to calculate the MMP for
the Nahr Umr reservoir.

3. To some extent, the miscible CO2 flooding has been proven successful to
increase the sweep efficiency and then the oil recovery in the studied reservoir.
However, particular attention should be paid to the application of this process
due to the mobility contrast of the CO2, which leads to the instability of the
displacement front and gas channeling.

4. The ultimate recovery reached the highest value of 28% by January 2063 at the
option of a 20 MScf/day. Based on the economic findings, this option has also
reflected the highest NPV.

5. There is no economic profitability from the continuation of the CO2 flooding
after January 2063 for all the scenarios. Because the oil recovery attained by the
waterflooding process was higher after this date compared to the one achieved
by the different CO2 injection options, the produced gas was escalated and most
probable, CO2 channeling happened due to the high heterogeneity of the
reservoir and mobility contrast.

Fig. 9 Reservoir performance comparisons under different CO2 flooding scenarios and
waterflooding scenario
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6. The compositional simulator model-E300 was used to model the waterflood
process for the purpose of compatibility. This was performed to import the
restart data files generated by the waterflooding case into the CO2 injection
compositional simulator model.
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A Review on the Application of Ionic
Liquids for Enhanced Oil Recovery

Alvinda Sri Hanamertani, Rashidah M. Pilus and Sonny Irawan

Abstract Research is extensively ongoing on the application of ionic liquids
(ILs) in technological application, particularly its application in the enhanced oil
recovery (EOR). Research in this field, however, is often limited to researchers
determining ionic liquids’ specific behavior in the aqueous solutions.
A comprehensive study is necessary to provide a complete possible understanding
of the ionic liquids’ surface interaction as the self-organization and micelle for-
mation ability of ionic liquids in aqueous solution have significant effect on their
applications and the environment. ILs that have surface activity are able to exhibit
the critical micelle concentration (CMC) and reduce the interfacial tension (IFT) to
the noticeable value even at high salinity and temperature conditions. The appli-
cation of ILs as cosurfactant is also favorable to support the surfactant performance
in minimizing the IFT values. This review indicates that further investigation is
required to study the interphase behavior of ionic liquids in a more complex system
where hydrocarbons, salts, surfactants, and other chemical additives are present.
The alteration in behavior and system properties due to the interaction of ionic
liquid with surfactant may determine its effectiveness in emulsion and foaming
studies. These two studies are essential in the application of ionic liquids in oil and
gas reservoirs, particularly water and chemical flooding to increase the recovery of
oil.
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1 Introduction

The application of new technologies in petroleum industry has been continuously
investigated in order to conquer many challenges that occurred throughout the
crude oil displacement from reservoir to production facilities and further into the
refinery process [1]. For example, the exploitation of heavy and extra heavy crude
oils encounters problems in several areas such as production, transportation,
refining, up to their conversion to usable oil and petrochemicals with higher
commercial value. Within the last few years, ionic liquids (ILs) have attracted
researchers’ attention because of their remarkable properties and potential capa-
bilities to be applied in petroleum industries. The term ionic liquid has been used to
describe the salts that melt below 100 ºC, whereas room temperature ionic liquids
(RTILs) specifically refer to those salts that are electrolytes forming liquid at room
temperature range or even below. Their low melting point, nonvolatile, highly
polar, and chemically inert nature make them a much investigated reagent or sol-
vent for separation and extraction process [2]. The effectiveness of some ionic
liquids to alter heavy crude oil properties, such as viscosity and API gravity, was
reported by Nares et al. [3]. ILs have also shown the ability in preventing the
precipitation of asphaltene during enhanced oil recovery (EOR) process where CO2

injection technique was applied. It was observed to effectively break the asphaltene
association in which the difference in charge densities between opposite ions in ILs
acts to inhibit the precipitation of asphaltene [4]. Additionally, the surface-active
ILs can also be used as demulsification agents to break water/oil emulsion which is
a necessary process before oil refining [5]. These findings have sparked further
investigations on ILs’ potential in EOR process.

Previous works highlighted the high interfacial tension (IFT) between oil and the
displacing fluid as one of the fundamental reasons for the difficulty in mobilizing
residual oil. As such, surfactant flooding has become one of the most promising
methods among chemical EOR processes as this technique focuses on IFT reduc-
tion and wettability alteration in order to increase the capillary number, hence oil
production. Surfactant molecules are able to absorb at the interface of oil and water
due to their amphiphilic structures, thereby reducing the amount of work required to
increase the interface area which is favorable for oil mobilization. Thus, surfactant
application in EOR was observed to enhance the displacement of oil and sweep
efficiency [6]. However, the tendency of surfactant to be adsorbed on the reservoir
rock surface has been regarded as the limitation of surfactant flooding. Some studies
have also ascertained that most surfactants are not able to tolerate harsh reservoir
conditions. The reduced performance of surfactant at high temperatures and salinity
has led to new technologies, chemicals, and formulations being explored [7–10].
The addition of chemicals that support surfactant performance in chemical process
has been considered to bring about an ultralow IFT required for an efficient oil
displacement process.

Based on the continuous studies, ILs, which are known as “green chemicals,”
have been regarded as potential alternates to surfactant since some of them exhibit
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the surface activity and noticeable effect on micelle formation [11]. Some
researchers have tried to investigate the capability of ILs as supporting or alter-
native chemicals in order to improve the techniques applied in EOR. This review
will provide the information on ILs’ interfacial behavior gathered from recent
studies to gain in-depth understanding of its application in EOR scenario and pave
the way for the production of better ILs that may fulfill the requirement of specific
EOR and/or reservoirs.

2 Interfacial Phenomena

Petroleum reservoirs typically contain multiple fluid phases, either two (gas/water
or oil/water) or three fluid phases (gas/oil/water). The forces at the interface of these
immiscible phases are known as the interfacial tension. The main attempt of EOR
technique is to minimize the interfacial tension between oil and formation brine,
thus improving the displacement efficiency. The variation in oil/water interfacial
tension highly influences fluid displacement in a reservoir, and therefore, an
important property has to be studied before the EOR process. Based on the previous
studies, IFT values are highly dependent on temperature and pressure [12].
However, the plots may give inconsistent trends of IFT values due to its depen-
dency on some other equally important parameters, such as salinity, type of oil,
liquid composition, or concentration of additives. Therefore, the whole fluid system
and experimental conditions need to be considered in order to evaluate the inter-
facial behavior.

The presence of suitable chemical which has surface activity, like surfactant, is
required to modify the interfacial properties, particularly surface tension or IFT
reduction. The surface activity of surfactant is due to its ability to be adsorbed at the
interface and form aggregates which are called micelles. At the interface, surfactant
molecules will direct the hydrophobic tail to be apart from the water system. Once
the surfactant molecules have completely saturated the surface, micelle formation or
“micellization” occurs. Micellization is a phenomenon when self-organization of
surfactant molecules occurs by the hydrophilic head groups rearranging themselves
to be in contact with the water system and simultaneously adjusting to the repulsion
forces between themselves, thus forming the outer part of a micelle. The surfactant
concentration at which the micelles begin to form at large amount after the interface
region has been saturated by surfactant molecules is called critical micelle con-
centration (CMC). The accumulation of surfactant molecules at the interface results
in IFT reduction. A drastic decline in IFT value indicates the significant formation
of micelles. Surfactant molecule distribution from the bulk phase to the interface is
influenced by the diffusion and adsorption process. The diffusion process is
responsible for molecule distribution from the bulk phase to the subsurface region
before reaching the interface area, while the adsorption process controls molecule
movement from subsurface to the interface. The adsorption of surfactant molecules
at the interface is dependent on the nature of the amphiphilic structure possessed by
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surfactant, the vacant space available to be adsorbed, and the possible interaction
occurring at the interface, such as electrical repulsion or attraction [13, 14].

Surfactant solution used for EOR flooding is normally at the concentration above
CMC in order to form micelle solution. The formation of micelles is effective in
carrying oil molecules which will be attached with surfactant hydrophobic tails. For
ionic surfactant, the concentration above the CMC is required to conduct the effi-
cient process, while for nonionic surfactants, it is sufficient to apply the concen-
tration around CMC value [9]. CMC has to be determined before surfactant
application to know the economical concentration needed to form significant
amount of micelles, which is important in determining the molecule adsorption at
the interface. Currently, many studies have reported the ability of ILs to form
micelle, hence reducing IFT of oil–water systems even at harsh conditions of
salinity and temperature.

3 Ionic Liquids

Ionic liquids (ILs) are ionic compounds and typically composed of both cationic
and anionic species which have melting point less than 100 °C. The cation can be
obtained from organic source, while the anion can be from organic or inorganic
source. ILs are usually classified based on their cationic part, such as (1) ammo-
nium, (2) imidazolium, (3) pyridinium, and (4) phosphonium (Fig. 1) [15]. The
physical and chemical properties of ILs can be modified by changing the cation and
anion in their molecule structure [16]. The anions commonly used for IL prepa-
ration include chloride [Cl]−, bromide [Br]−, iodide [I]−, hexafluorophosphate
[PF6]

−, tetrafluoroborate [BF4]
−, methane sulfonate (mesylate) [CH3SO3]

−, bis
(trifluoromethanesulfonyl) imide [(CF3SO2)2N]

−, and nitrate [NO3]
− [15, 17].

Besides melting at low temperatures, ILs have beneficial properties such as wide
liquid range and high thermal stability and hence suitable for high-temperature
applications such as the reservoirs [18, 19]. Certain ILs containing the imidazolium
ring exhibit very high thermal stability and tend to be more stable than ammonium
ILs [20]. The interaction of ILs with other compounds is dependent on the nature of

Fig. 1 The common cationic structures of ILs
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their cation and anion. Certain types of ILs have amphiphilic structure, containing
both hydrophobic tail groups and hydrophilic head groups with surface activity, for
example, imidazolium-based ionic liquids containing hydrophobic chain longer
than four carbon atoms [21]. In general, the properties of ILs highly depend on the
structures, the combination of anions and cations, and the ionic interaction. These
factors can also affect the ability of ILs to alter the interfacial behavior of EOR
processes. A screening of several ILs before investigating their capability in
improving oil recovery is important to be carried out. Some screening parameters
might be carried out according to the property of ILs such as their solubility in
water and brine, surface activity, and stability at high temperature.

4 Surface Activity of Ionic Liquids

ILs, which have surface activity, similar to surfactant, are able to be adsorbed at
water/oil interface with particular arrangement. The amphiphilic structures pos-
sessed by some ILs are able to influence the distribution of IL molecules at the
surface and the repulsion between the ionic heads. Owing to these characteristics,
similar to surfactant behavior, ILs are able to form micelles or aggregates in
aqueous solution at certain concentration. The aggregation of ILs in aqueous system
is affected by the attractive interaction between hydrophobic chains, the hydrogen
bond, and Coulombic interaction. It was also reported that the CMC of ILs is
influenced by the length of hydrophobic chain, counter ion bonding, number of
aggregations, and temperature [22–24].

In enhancing oil recovery, like surfactants, it is necessary for ILs to reduce the
interfacial tension between water and oil. Studies have confirmed that some ILs
exhibit the critical micelle concentration (CMC) and lower the IFT to the noticeable
value, given in Table 1. The major observations are IFT between oil and water
decreases as IL concentration increases and the ability of ILs in reducing IFT
increases when it is prepared in formation brine. The presence of salt has suc-
cessfully affected the surface activity of ILs by forming electrical attraction between
opposite charges. The closed arrangement of IL molecules at the surface due to their
interaction with salt ions leads to significant IFT reduction. At CMC, an
imidazolium-based IL is even able to drastically reduce the IFT, from 38.02 mN/m
to the lowest value of 0.81 mN/m [11]. According to these studies, the reduction of
IFT occurred when IL molecules accumulate at the interface; thus, the neutraliza-
tion of the positive charges from the cationic part of ILs by negative charges from
salt ions expands the oil and brine contact area.

The surface activity of ILs of different alkyl chain length or different cation
moiety gives rise to different IFT reduction ability. Investigations on
imidazolium-based IL and pyridinium-based IL with eight and twelve carbon
chains, namely 1-octyl-3-methylimidazolium chloride ([C8mim][Cl]),
1-dodecyl-3-methylimidazolium chloride ([C12mim][Cl]), 1-dodecyl pyridinium
chloride ([C8Py][Cl]), and 1-dodecyl pyridinium chloride ([C12Py][Cl]), showed
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that the pyridium-based and imidazolium-based ILs with long hydrocarbon chain
(C12) have the tendency to be more effective in reducing IFT than the ILs with
shorter hydrocarbon chain (C8). This result agrees with the study conducted by
Javadian et al. [21] which confirms that ILs with longer alkyl chain will have higher
surface activity due to higher tendency to have intermolecular interaction with the
hydrocarbon chain. Thus, ILs with longer hydrophobic chain will reach CMC at
low concentration compared to the ILs with shorter hydrophobic chain [21].

5 The Reduction of Ionic Liquids/Crude Oil IFT
in the Presence of Salt

ILs prepared in formation brine tend to have lower IFT value compared to ILs
prepared in distilled water, especially for imidazolium-based ILs. In general, all
types of ILs are able to reduce IFT in the absence or presence of salt ions. The
presence of opposite ions in salt leads to the counterion attraction. Ions with neg-
ative charges can attract the positive charges attached to the cationic part of ILs,
thus reducing the electrical repulsion between cationic charges of IL head groups.
This interaction, producing electrostatic stabilization, improves the IL molecule
adsorption at the interface. Therefore, IL molecules will compactly occupy the
brine/oil interface which leads to the higher IFT reduction. The extent of IFT
reduction takes into account the capability of ionic liquid in optimizing their
adsorption at hydrophilic and hydrophobic interface and in tolerating the high
salinity condition, especially in the presence of divalent ions. Adequately compact
IL molecule arrangement at the interface can facilitate the formation of micelles at
low concentration of ILs.

Table 1 CMC of several types of ILs and the IFT obtained at CMC

Ionic liquid CMC
(ppm)

Brine system IFT at CMC
(mN/m)

Reference

[C12mim][Cl] 2000 – 7.23 [11]

100 Formation brine 0.81 [11, 14]

250 Formation brine 0.83 [25]

[C8mim][Cl] 1000 – 16.77 [14]

500 Formation brine 11.12 [14]

[C12Py][Cl] 500 – 8.72 [14]

250 Formation brine 7.10 [14]

[C8Py][Cl] nda – > 21.89 [14]

750 Formation brine 18.24 [14]

Tetra-alkyl ammonium
sulfate
(Ammoeng 102)

250 20% wt. NaCl and
CaCl2

1.65 [26, 27]

aNot detected

138 A.S. Hanamertani et al.



In distilled water however, in the absence of salt ions, the IL molecules tend to
repel each other until certain arrangement with lower number of IL molecules (due
to high surface charge density) is reached. The same salinity condition can reduce
the CMC of imidazolium-based IL ([C12mim][Cl]) to very low concentration more
significantly compared to that of pyridinium-based IL with the same length of alkyl
chain. This is due to the lower hydrophobicity of the imidazolium ion as compared
to the pyridinium ion [14]. The presence of negative ions in salts can reduce the
repulsion between imidazolium ions more effectively since they have higher affinity
to water compared to pyridinium ions. The tendency of cationic group in ILs to
attract water can support its interaction with salt anion.

Some studies on the effect of salt concentration on IFT between crude oil and IL
solution revealed that some ILs have high salinity tolerance at which ILs still have
good performance in reducing IFT. In contrast, the salinity tolerance of some
conventional surfactants is not very high since they showed the trend that IFT is not
persistently decreasing with increasing salt concentrations. It is dependent on fac-
tors such as the charge type and concentration of surfactant used [28]. In EOR
process, the salinity of formation water should meet the salinity tolerance range of
the particular surfactant or IL used in order for the water/oil IFT to decrease.
Table 2 shows the result from previous studies on declining IFT trend with rising
salt concentration using ILs.

[C12mim][Cl] was reported to persistently reduce the IFT at salinity condition
ranging from 10,000 up to 100,000 ppm of NaCl, and the significant IFT reduction
at 100,000 ppm of salt showed the stability of IL at high saline solutions compared
to the conventional surfactants. The IFT values achieved were also constant over
time. The pyridinium-based ILs with longer hydrophobic tail chain length reduced

Table 2 Interfacial tension between crude oil and different IL solutions with increasing salt
concentration

Salt
concentration
(ppm)

IFT (mN/m)

[C12mim]
[Cl]

[C8mim]
[Cl]

[C6mim]
[HSO4]

[C4mim]
[Cl]

[C12Py]
[Cl]

[C8Py][Cl] Ammoeng
102

10,000 6.2 [11]c 14.57 [31]b 16.36 [31]b 15.24 [31]b

25,000 3.9 [11]c

50,000 2.4 [11]c 12.33 [31]b 14.85 [31]b 13.75 [31]b

100,000 0.56 [11]c 10.48 [31]b 13.85 [31]b 12.64 [31]b 4.8c
at 25 °C [9] d

3.36
at 60 °C [26] a

150,000 1.78 [14]b 2.57 [14]b 11.23 [14]b

200,000 1.43 [14]b 11.37 [31]b 9.86 [31]b 1.00 [14]b 11.86 [14]b 1.65
at 60 °C [26]a

250,000 1.37 [14]b 1.47 [14]b 11.98 [14]b

300,000 1.29 [14]b 0.91 [14]b 12.01 [14]b

IL concentration: a250 ppm; b1000 ppm; c1250 ppm; d2000 ppm
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IFT better up to 300,000 ppm salt concentration. A study on different type of ILs
showed that a low concentration of tetra-alkyl ammonium sulfate IL (Ammoeng
102) could reduce IFT in an increasing salinity from 100,000 to 200,000 ppm of
brine containing NaCl and CaCl2. Moreover, the imidazolium-based ILs of different
alkyl chain length and anion types ([Cnmim][X], n = 12 and 16, X = Cl−, Br−) also
showed a declining IFT trend with the increase of salinity in the presence of
different salts (NaCl, KCl) [29].

The salt ions in aqueous system may present a competition with cations and
anions of ILs in attracting water molecules. For instance, [C12mim]+ and Na+ from
NaCl attract water molecules for undergoing hydration. However, the strong
hydration is obtained by Na+ ions due to the smaller size and high surface charge
density, inducing the [C12mim]+ ions to be adsorbed at the interface. It leads to a
decrease in IFT, and the same trend is also observed for [C16mim][Cl] and
[C16mim][Br]. The investigation reveals that the system containing IL with longer
alkyl chain length and bigger size of anion exhibits higher reduction of IFT that in
order for the short-alkyl-chain ILs to produce equal IFT value, it is necessary for its
concentration to be higher than the long-chain ILs [29, 30].

6 Effect of Temperature on Ionic Liquids/Crude Oil IFT

In addition to salinity, the temperature effect should be investigated to assess the
capability of IL to persistently reduce the IFT through the rising temperature in the
reservoir. Table 3 reports the change of IFT value of oil and some ionic liquid
solutions as temperature increases. The trend of increasing IFT with temperature
was observed in [C12mim][Cl], [C8mim][Cl], [C8Py][Cl], and [C12Py][Cl] ILs for
the temperature range of 20–60 °C. However, the ammonium-based IL (Ammoeng
102) showed a decreasing trend on IFT with increasing temperature from 20 °C to
90 °C and better when compared to commercial surfactant (Triton X-100) at the
same set conditions. Their results showed that the IFT values vary with the type of
ILs used and depended on the total concentration, the surfactant-to-IL-mass ratio,
and the temperature. Additionally, based on the initial findings, the capability of
ammonium-based ILs is better than that of phosphonium-based ILs in reducing IFT
value at different temperature up to 90 °C. In terms of pressure, Bin-Dahbag and
coworkers reported that IFT between oil and Ammoeng 102 solution slightly
increases with pressure up to 4000 psig at different temperatures [26, 27].

The increasing IFT values due to rising temperature can be affected by the IL
molecule distribution change at the interface. There are two factors that can
influence the interfacial behavior, particularly when temperature changes: the
limitation of molecule movement at the interface and dehydration of hydrophilic
head and/or hydrophobic tail groups [32]. At high temperature, dehydration of
molecules either at the interface or in the bulk phase will occur due to thermal
motion which leads to higher entropy of the system. Furthermore, the change of IFT
by temperature might be affected by emulsion alteration from oil-in-water at low
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temperature to water-in-oil as temperature increases. The emulsion inversion occurs
after reaching phase inversion temperature (PIT). At the temperature below PIT, the
IFT value might decrease with rising temperature due to the conformation of
molecule arrangement at the interface. The oil/water interface will be saturated
when the PIT is reached causing the maximum reduction of IFT. Then, at the
temperature higher than PIT, the IL molecules tend to be distributed on to oil phase,
causing the emulsion inversion, similar to surfactant behavior [25, 33].

7 Effect of Ionic Liquids on the Performance of Surfactant

In chemical EOR processes, the performance of surfactant under reservoir condi-
tions can be optimized by the presence of cosurfactant, such as alcohol or synthetic
surfactant [34, 35]. Cosurfactant that can enhance surfactant properties, such as
thermal stability and salinity tolerance, may improve the effectiveness of surfactant
in reducing oil/water IFT at harsh condition of reservoirs. Studies have shown that
surfactant/IL mixture of ammonium-based IL and a commercial surfactant (Triton
X-100) with the mass ratio of 1:1 at total concentration 200 and 2000 ppm in 10%
wt. brine is able to reduce IFT value at and above temperature 40 °C, compared to
other mass ratios containing higher amount of surfactant [9]. This means the

Table 3 Interfacial tension between crude oil and different IL solutions with increasing
temperature

Temperature
(°C)

IFT (mN/m)

[C12mim]
[Cl]a

[C8mim]
[Cl]c

[C4mim]
[Cl]b

[C12Py]
[Cl]c

[C8Py]
[Cl]c

Ammoeng
102a

15 22.57 [31]

20 0.5 [11] 1.29 [14] 0.91 [14] 12.1 [14] 4.8 [9]

25 19.03 [31]

30 0.9 [11] 1.74 [14] 1.47 [14] 13.12
[14]

35 18.56 [31]

40 1.35 [11] 2.11 [14] 2.09 [14] 15.6 [14] 4.2 [9]

45 17.96 [31]

50 2.1 [11] 2.42 [14] 2.54 [14] 16.01
[14]

60 2.7 [11] 2.91 [14] 2.76 [14] 16.45
[14]

3.5 [9]

80 2.9 [9]

90 2.3 [9]
a2000 ppm IL in brine
b5000 ppm IL in brine
c10,000 ppm IL, 300,000 ppm of NaCl concentration
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presence of IL at specific ratio and temperature, is possible to change IFT trend of a
surfactant in saline condition.

The presence of ILs in surfactant solution has also been reported to modify the
critical micelle concentration (CMC) and micellization behavior of surfactant as
observed in the varying surface activities of cetyl trimethylammonium bromide
(CTAB) as a function of structural properties of imidazolium-based ILs [21]. Apart
from decreasing the CMC of a surfactant, ILs influence the micellization of sur-
factant based on their concentration and molecular structure (type of anion and
hydrocarbon chain length). ILs with long hydrophobic chain (more than four carbon
atoms) are able to produce the hydrophobic effect, while the ILs with the short
chain mainly act as electrolytes. The IL molecules may interact with surfactant to
form mixed micelles through hydrogen bonding formation, hydrophobic interac-
tions, and electrical repulsion stabilization between ionic heads of surfactant. These
three interactions lead to further alteration of CMC. In addition, an increase in the
size of the hydrophilic anions could reduce the CMC. The hydration of the bigger
anions is more difficult; thus, they tend to be attached on the micelle surface which
is favorable for micellization.

Some ILs, such as [C6mim][Cl], [C6mim][Br], [C4mim][Cl], and [C4mim][Br],
can reduce electrostatic repulsion between anionic groups of SDS (sodium dodecyl
sulfate) even at low concentration, indicated by a decrease of surface tension and
CMC. The factors identified to be responsible for this phenomenon are electrostatic
and hydrophobic interaction, hydrogen bonding, and electrolyte effect. It was
observed that the higher reduction of CMC was reached by the mixture solutions
containing IL with longer alkyl chain due to the stronger hydrophobic effect it
produced. Beyaz et al. [36] who worked on SDS and several types of imidazolium-
based ILs (e.g. 1,3-dimethylimidazolium iodide ([Me2Im][I]), 1-butyl-3-
methylimidazolium chloride ([C4mim][Cl]), 1-hexyl-3-methylimidazolium chlo-
ride ([C6mim][Cl]), 1-methyl-3-octylimidazolium chloride ([C1OIm][Cl]), and
1-methyl-3-octylimidazolium tetrafluoroborate ([C1OIm][BF4])) as additives, also
reported that an increase in the length of hydrocarbon chain leads to the decrease of
CMC of SDS which is favorable for micellization. The presence of [C6mim][Cl],
[C1OIm][Cl], and [C1OIm][BF4] IL consistently reduces CMC compared to
[Me2Im][I] and [C4mim][Cl]. Since the anionic head groups of SDS and cationic
head groups of IL undergo electrical attraction accompanied by the electrolyte effect
and hydrophobic interaction between their alkyl chains, the ILs here can be con-
sidered as a cosurfactant. It indicates the synergetic effect toward interfacial behavior
that can be produced when using a mixture of IL and surfactant [36, 37].

Additionally, the interaction between surfactant and IL can affect the properties
of micelles, such as micelle size and morphology. Previous study reported the
growing size of surfactant micelles from 5 nm to approximately 20–30 nm due to
the interaction between IL [C6mim][Br] and cationic surfactant. The interactions at
the outer and inner parts of micelles induce the micelle morphology transition from
spherical to cylindrical. Further micellar growth can be influenced by a higher IL
concentration due to better electrostatic stabilization of micelles at the surface. The
addition of ILs into surfactant solution could also increase the aggregation number
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and size due to the reduction of electrical repulsion between anionic head groups of
surfactant. The micellar transition from spherical micelles to vesicle or wormlike
micelles can be achieved by the addition of ILs with long alkyl chain (longer than
C6) since the interaction between hydrophobic parts is considered as a key role in
the formation of large mixed micelles. The morphology modification has a great
importance for some applications; for example, the formation of cylindrical
micelles is preferable in foam application because it has higher viscosity than
spherical micelles, which is generally formed in the single surfactant system [38].
Consequently, the formation of long cylindrical micelles is considered to improve
foam stability by reducing the liquid drainage through the thin liquid film, the
so-called lamellae [39].

8 Ionic Liquids for EOR Flooding

Studies discussed earlier had supported the possible utilization of ILs for flooding
process to enhance oil recovery. The ability of [C12mim][Cl] ionic liquid to increase
the oil recovery efficiency has been investigated at certain condition [11]. Based on
the study, an increase in IL concentration has led to an increment of oil recovery
efficiency. The IL solutions prepared in brine have resulted in the reduction of
oil/water IFT indicating feasibility in saline environment of the reservoir, and the
presence of salt induces the complete adsorption of IL molecules at the interface
providing a large area for water/oil contact, hence ultimately improving oil dis-
placement. The presence of some ILs is also capable of altering the wettability from
slightly oil wet to medium water wet condition as IL concentration increases. In the
application of ammonium-based IL in flooding process, it is preferred to initially
carry out the secondary flooding with low-salinity brine prior to IL flooding. The
tertiary flooding of IL with high salinity condition is favorable to get the optimum
recovery than that of IL prepared with low salinity condition [26].
1-ethyl-3-methylimidazolium tosylate, [C2mim][OTs], has shown its ability to
enhance oil recovery, especially the aromatic hydrocarbon [40]. The oil recovery
using this IL solution with volume 4 times greater than the pore volume is almost
two times more than that using brine solution or surfactant solution. The high
electrostatic interaction and aromatic character are the essential factors affecting the
oil recovery. The electrostatic interaction refers to the interaction between the ionic
groups of IL and the counterion from sand surface which allows the wettability
alteration and consequently improves oil displacement. Meanwhile, the ability of IL
to interact with the aromatic content in oil is affected by the aromaticity of IL
through p–p interactions. These studies have confirmed that the application of ILs
can be considered as an alternative or additional stage to the conventional EOR
flooding processes.
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9 Conclusion

This review highlights the application of ILs for EOR purpose, especially its surface
activity as determined by several studies. ILs have the ability to effectively reduce
interfacial tension at high salinity and temperature conditions and increase the oil
recovery efficiency on the laboratory scale. These results indicate the possibility of
using ILs in harsh condition of reservoir. The application of ILs as cosurfactant is
also favorable to support the surfactant performance in minimizing the IFT values.
However, the IFT values acquired from a mixture system are dependent on the type
of ILs applied, mass ratio, total concentration, and temperature. As studies also
showed that in oil recovery process, some interactions may occur between ILs and
other components such as oil, brine, surfactant, and reservoir rock surface; hence,
several fields do require further investigation. A study on the interfacial behavior of
a more complex system in the presence of ILs at various conditions can be con-
ducted to strengthen the understanding of system dependence toward particular
conditions, such as salinity, temperature, and pressure. Therefore, it is important to
design and conduct basic experiments on reservoir conditions for the utilization of
ILs to be feasible for EOR purposes.

The capability of ILs to modulate micellar transition which ultimately results in
higher viscosity due to the large number of aggregates will be very useful for foam
studies whereby the ILs can be expected to support the surfactant performance in
generating stable foam. The results derived from some studies that investigate the
ability of ILs to alter many aspects, such as surface activity, interfacial behavior,
surfactant properties, micellar size, and morphology formed in the system, become
very important to be explored for further application in emulsion or foaming
studies. On the other hand, since the ILs have the tendency to be adsorbed on the
reservoir rock by the strong electrostatic interaction between the negative charge at
the rock surfaces and the cationic charge of IL cations, the study on the IL
adsorption on the reservoir rock surface must be carried out in depth to avoid
chemical loss during flooding. However, if the adsorption of ILs is favorable for
maintaining the function of surfactant in alternating oil–water emulsion, a deeper
study on IL interaction and distribution on the reservoir rock along with the
environmental impact should also be considered.
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Comparison Study on Anionic Surfactants
and Mixed Surfactant Behavior in SAG
Foam Process

Hamed Hematpur, Syed Mohammad Mahmood, Saeed Akbari
and Negar Hadian Nasr

Abstract In order to increase the gas injection’s sweep efficiency, the assisted
foam process has been introduced. The foam can be created when the gas phase
moves through surfactant solution under certain conditions. Although several sur-
factant types are able to generate foam through porous media, finding the appro-
priate surfactant to achieve the best performance is the goal of foam-assisted
process. In this study, the behavior of two different types of surfactant was
investigated. However, there are various surfactant types; the objective of this study
was to elaborate the performance of mixed surfactant and an anionic surfactant in
porous media. To achieve this target, the static tests, as well as dynamic tests, were
conducted in the oil-free medium. For dynamic test, core flooding was conducted
which included core sample, core flooding apparatus, two surfactant types, and
nitrogen as injected gas. The static tests were interpreted in terms of foam height,
while the dynamic experiments were analyzed in terms of liquid recovery and
pressure drop. The results show that the mixed surfactant has better efficiency
compared to anionic surfactant. Furthermore, the behavior of foam reveals the
consistency of the dynamic experiments with static experiments.
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1 Introduction

The foam-assisted process has been introduced to tackle the drawbacks of gas
injection [1]. This revealed that foam process can significantly increase the sweep
efficiency [2]. The foam can be created by adding a surfactant to the liquid phase in
the gas injection process. The increase in the front stability, due to the decrease in
interfacial tension, results in raising the sweep efficiency of foam compared to gas
injection. Therefore, the foam is utilized to prevent channeling and fingering
phenomenon of gas, consequently amounting the sweep efficiency of flooding
process.

Foam in porous media is a scattering of gas in liquid such that the liquid phase is
continuous and some parts of the gas phase are discontinuous [3]. Considering the
number of lamellae in foam texture, the foam might be categorized into two cat-
egories: weak foam with coarse texture (large bubble size) and strong foam with
fine texture (small bubble size). The strong foam reduces the gas mobility and
increases the sweep efficiency, compared to weak foam.

There are four different methods to perform the foam flooding in industry: First,
the foam is generated on the surface and then injected into the reservoir. Second, the
surfactant and gas are injected one after another periodically, in a process referred to
as surfactant-alternating-gas (SAG). In this method, whenever the gas encounters
the existing surfactant solution the foam can be generated [4]. Third, as stated by
previous studies [5, 6] some surfactants are able to dissolve into supercritical CO2;
accordingly, the foam can be created once this solution faces the existing water in
the reservoir. Fourth, both gas and surfactant solution are simultaneously injected
into the reservoir but in different sections of well [7, 8]. In this study, all core
flooding was performed under the surfactant-alternating gas method.

It is realized that the lamellae of foam are generated due to three different
mechanisms: Firstly, during the invasion of gas into liquid saturated area, the lenses
can be deserted behind, and this mechanism is called “leave-behind.” Secondly,
another mechanism is called “snapped-off” in which gas bubbles are created due to
the driving force of gas applied on the gas–liquid interface, and this interface is
pushed toward the pore throat. Also, the fluctuation in capillary pressure leads to the
snapped-off mechanism. Thirdly, the pressure gradient affects pre-existing lamellae
and forces it to move; consequently, it divides into many at the pore junction. This
mechanism is called “lamellae division” [9].

As mentioned before, to create the foam the surfactant solution is required. The
surfactant is a substance that is energetically favorable to adsorb onto the surfaces or
interfaces between phases [10]. Surfactants can reduce interfacial tension between
two phases and also allow easier spreading of the wetting phase on solid [11].

Considering the hydrophilic moiety of the molecule, surfactants are categorized
into one of the four groups: anionic, cationic, nonionic, and zwitterionic (ampho-
teric). An anionic surfactant carries a net negative charge on its head group, while a
cationic surfactant carries a positive charge. If a surfactant contains a head group
with both positive and negative charged groups, it is termed zwitterionic. The
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nonionic surfactant does not have charged group in its hydrophilic moiety. These
surfactants are different in their applications because they have the different char-
acteristics in applications. For instance, some of these surfactants show the
appropriate performance to generate the foam. Three primary factors to select
appropriate surfactant for enhanced oil recovery are the stability of the foam, foam
adsorption, and recovery factor of the foam injection. The majority of minerals in
most of the reservoirs are quartz, kaolinite, etc., which normally have a net negative
charge. In order to lower the adsorption, negatively charged surfactants are usually
considered [12]. However, sometimes to increase the foam stability or to lower the
cost, it has to mix with another surfactant, usually amphoteric surfactant.

In this study, the performance of SAG foam process for two different surfactant
types was examined: anionic and mixed surfactant.

2 Methodology

The comparison between the performance of the anionic surfactant (IOS 1518 from
Shell Company) and mixed surfactant (PRSB from Petronas Company) is the main
aim of this study. To achieve this, two different experiments were conducted: static
and dynamic experiments.

2.1 Static Experiment

In order to conduct the static tests, the surfactant solutions were prepared, 1 wt% of
surfactant in 35000 ppm brine. The brine solution is a representative of seawater
which is normally used for water injection in a real reservoir. About 100 ml of each
sample was added to the measured column. Then, nitrogen was injected, by same
flow rate, into surfactant solution to generate the foam to the level of 900 ml. After
that, the height of the foam was measured, each 10 min, to investigate the foam
stability for each sample. This procedure is also called column test. Figure 1 shows
the column test procedure after 1 h.

2.2 Dynamic Experiment

The dynamic experiment involves the core flooding procedure. The experimental
setup used is shown in Fig. 2. This system utilized a vertical core holder to avoid
the gas segregation phenomena, a hand pump to supply the confining pressure up to
1000 psi. This set of experiments was performed under the ambient conditions
(ambient pressure for the outlet and ambient temperature) and 1000 psi as confining
pressure.
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Fig. 1 Column test for two surfactants

Fig. 2 Core flooding setup
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The Idaho gray sandstone core was selected to perform experiments due to its
high permeability. The core properties were illustrated in Table 1.

The flow rate of 2 cc/min was adjusted for gas injection rate during core flooding
experiments because it is around 8 ft/day which is consistent with real cases. The
core flooding procedure is as follows: Firstly, the core sample was saturated by
synthetic brine (sea water) via vacuum saturator, and then laid it in the core holder.
Secondly, the 5-pore volume of surfactant solution was injected into the core at the
rate of 0.5 cc/min to saturate the core by 100% as well as to reach the equilibrium
for surfactant adsorption to the rock surface. Finally, the gas was injected into the
saturated core to generate the foam. Meanwhile, the pressure drop and liquid
recovery were monitored by time.

3 Results and Discussion

3.1 Static Experiment Results

The results of column tests are depicted in Fig. 3. The significant difference
between two surfactant types is obvious in this figure. It shows that the height of
IOS foam after 10 min dramatically decreases and reaches to minimum level after
20 min. Despite IOS, PRSB surfactant which is a mixed surfactant leads to more

Table 1 Core properties

Length (cm) Diameter (cm) Vp (cc) u (%) K[air] (mD)

7.157 3.736 23.29631 29.69289 15028.56

Fig. 3 Column test results

Comparison Study on Anionic Surfactants … 153



stable and stronger foam. The results confirm this improvement in stability by
adding amphoteric surfactant to anionic surfactant.

3.2 Core Flooding Results

As mentioned before, during the core flooding both liquid recovery and pressure
were monitored. The results of pressure drop were illustrated in Fig. 4. This figure
shows the foam generation period as well as the strength of the foam. As mentioned
before, the foam generation leads to increasing the pressure drop. For strong foam,
this increment will be more remarkable. Figure 4 depicts that at the first stage the
foam was generated and the pressure drop reached to its maximum value, which can
be the representative of critical capillary pressure. However, the pressure drop
suddenly decreases to steady state after increasing. This phenomenon has occurred
due to the foam destruction at certain pressure drop.

The comparison between two different surfactant types shows that the PRSB
surfactant can generate stronger foam compared to the IOS surfactant at the same
conditions and using nitrogen as injected gas because it increased the pressure drop
more. Furthermore, the fast foam generation of PRSB can be delineated by this
figure due to pressure drop’s increasing time. It can be concluded that the foaming
agent in PRSB surfactant performed better than the IOS surfactant. This result is
consistent with the static test which was discussed in the corresponding section.

The liquid recovery can be compared to find out whether the foam performs well
or not. The outcome of liquid recovery was shown in Fig. 5. This figure shows that
the PRSB foam can produce more liquid than the IOS foam. This result can be
explained by the following reason: The foam strength can be shown by gas mobility
reduction factor; thus, strong foam has the high reduction in gas mobility [9] and

Fig. 4 Pressure drop
comparison
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consequently has greater sweep efficiency. Moreover, the greater sweep efficiency
leads to greater recovery. Hence, PRSB surfactant is more effective to generate the
strong foam due to its higher liquid recovery.

4 Conclusion

In this study, two different types of surfactants (anionic and mixed surfactant) were
investigated through the SAG foam process to find out the effect of using mixed
surfactant instead of pure anionic surfactant, moreover to compare the static test
results with dynamic results. The following conclusions were drawn from this
study:

• PRSB surfactant, which is mixed surfactant, showed better performance to foam
generation compared to IOS during the static test. It means that the amphoteric
surfactant improves the foam stability.

• The core flooding results also were in line with static test results and show that
PRSB surfactant is able to generate the stronger foam. This can be delineated by
the pressure drop results.

• The rate of foam generation for PRSB surfactant was higher than IOS when they
face nitrogen gas under the same conditions.

• The recovery outcome from core flooding illustrated that PRSB surfactant can
increase the sweep efficiency during the flooding procedure. The higher value of
gas mobility reduction factor leads to the sweep efficiency amounting.

Acknowledgements The authors are grateful to EOR center and Petroleum department of
Universiti Teknologi PETRONAS for graduate assistantship support.
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Potential of Fly Ash as a Foam Stabilizing
Additive

Ishaq Ahamad, Mariyamni Awang and Mudasser Mumtaz

Abstract In chemical EOR (enhanced oil recovery), nanoparticles have gained the
potential to improve foam stability, and therefore, a low concentration of surfactant
is needed to control gas mobility in the reservoir. The aim is to improve the
foam-forming ability and foam stability both in the absence and in the presence of
oil. In this paper, the potential of fly ash to produce stable foam was studied. Foam
is produced by the sparging of air through a syringe pump. The hydrophilicity of fly
ash was also investigated by monitoring the sedimentation time. The fly ash at
various concentrations (ppm) was mixed with the best performing anionic foaming
surfactant. The anionic surfactants used were AOS14–16 (industrial benchmark).
Static foam tests were performed at ambient temperature by the sparging of air
through the solution. It was analyzed that fly ash has more potential to stabilize the
lamella of the foam. Therefore, the developed alkali-treated nanofly ash results were
used in a considerably nanoparticle-assisted EOR.

Keywords Fly ash � Nanoparticles � Surfactant � Stabilizing additive

1 Introduction

Foams have been considered for capacity to move around control in the arrange-
ment, gas infusion-enhanced oil recuperation (IOR) processes, for blocking and
occupying utilizing either predictable or gelled foams, and for gas/oil proportion
control at generation wells. In a (various sorts of individuals or things) scope of
utilizations, a foam gathers a scope of oil immersions, which requires planning a
foam with the essential strength to oil. Center surge tests by various agents propose
that oil gets to be destructive to foam at oil immersions above 5–20% [1]. The foam
then again is an accumulation of proximately pressed air pockets evaded by meager
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movies of oil that buoy on the surface of the oil. It is for the most part corrective,
yet it must be dealt with on the off chance that it makes oil-level control infeasible.
In thorough cases, the foam can spill out of the machine through breathers, visual
observation glasses, and dipsticks. Foam is a proficient warm encasing, so the
temperature of the oil can get to be willful.

The usage of nanoparticles for cutting edge CO2-EOR foam can possibly prompt
incidental early era EOR foams in light of the fact that the nanoparticles can convey
supplemental functionalities, for example, para attraction, catalysis, or response
control abilities. Silica-predicated nanoparticles have been utilized to create CO2

foams that have apparent viscosities helpful for EOR. Foam era by coinfusion of
CO2 and polyethylene glycol (PEG)-treated business silica nanoparticles was seen
in dot packs. Standardized apparent viscosities up to 16 cP were watched for low
fixation (3.00 wt%) nanomolecule scatterings and were at a most extreme when
CO2 thickness was most elevated. Petroleum Recovery Research Center at New
Mexico Tech examined foam era at element conditions, and nanosilica molecule
balanced out CO2 foam transference crosswise over permeable media. In the first
place, research demonstrated that steady CO2 foam could be incited when the
nanoparticle consideration was in the scope of 4,000–6,000 ppm, using business
silica nanoparticles [2].

A “stage molecule” combination system was produced to streamline the testing
of nanoparticle viability for foam adjustment. The combinatorial materials science
approach (stage particles), in which polymers are adsorbed on “standard”
nanoparticle centers to control their surface properties, empowers concurrent testing
of various polymers on the same nanoparticles of ideal size. This high-throughput
methodology is connected to discover molecule coatings with ideal action at the
CO2–water interface. Financially delivered Wicker smoldered silica particles with
half dichloride dimethylsiloxane surface adjustment were intended to balance out
CO2 foams and demonstrated high security, with under 10% foam determination
(by stature) in 24 h. The foams were made out of air pockets littler than 100 lm as
a consequence of high adsorption vitality, which added to the high soundness [3,4].

To generate the nanoparticle foam, the temperature was up to 95 °C. The
researchers notice the creation of foam with in fractures, which is even more
beneficial in carbonate [5]. At the current time, a large amount of coal fly ash is
utilized universally as a preservative to concrete. At the present time, a lot of coal
fly cinder is used widespread as an additive to concrete. Not just does this uti-
lization take care of a fiery remains transfer issue, yet it likewise brings about an
improvement in solid item belonging (added substances that fill this need are ter-
med pozzolans). It is the carbon’s retentive surface territory that is critical in
deciding the limit of the carbon to adsorb air-entraining admixtures (AEAs) [6–8].
Nanoparticles are used as a form of EOR which alters the possessions of oil in order
to assist in freeing the stuck oil. This is done by injecting particles of 1–100 nm of
specific chemical mixes into the reservoir to decrease in oil viscosity, agreeing for
an easier mobility of the fluids [9]. CO2 foams are accumulations of gas bubbles
separated from each other by liquid films with 60–97% gas content. Up to 100
times, gas mobility decrease can be attained using CO2 foam via permeability

158 I. Ahamad et al.



decrease and viscosity enhancement. Moreover, CO2 foams are shear-thinning
fluids and are considered an environmentally friendly material [10].

It has affirmed as of late that in part, hydrophobic silica nanoparticles give stable
air rises in a fluid stage. The particles were essential size of particles of nm.
Conversely, rise of same introductory size balanced out by bits shrank quickly. On
the off chance that the particles were excessively hydrophobic, no steady air pockets
could be framed by any means. It was watched that no hydrophobic particles tried
gave high foam capacity [11–15].

It creates the impression that idle, surface dynamic nanoparticles can give
complete foam steadiness. In the meantime, it is perceived that both proteins and
particles might be available together in numerous frameworks and, moreover, that
proteins might frequently be considered as surface dynamic nanoparticles inside
such frameworks [16].

Fly ash kenned by pipe fiery debris is one of the deposits induced and incor-
porates the fine particles that hoist with the pipe gasses. Fiery debris that can not
hoist is termed base cinder. Contingent on the substratum and cosmetics of the coal
being blazed, the parts of fly fiery debris fluctuate essentially; however, all fly slag
incorporates significant measures of silicon dioxide (SiO2) (both formless and
crystalline) and calcium oxide (CaO), both being endemic components in numerous
coal-bearing rock strata. Lethal constituents rely on the solid coal bed cosmetics,
however might incorporate one or a greater amount of the accompanying compo-
nents or substances found in follow amounts (up to hundreds ppm): arsenic,
beryllium, boron, cadmium, chromium, hexavalent chromium, cobalt, lead, man-
ganese, mercury, molybdenum, selenium, strontium, thallium, and vanadium, along
with dioxins and PAH compounds [17, 18].

The harsh conditions of reservoir such as high temperature, pressure, and salinity
tend to destabilize the foam leading to lower down the sweep efficiency. The main
objective of this study is foam performance at reservoir conditions mainly tem-
perature, pressure, and salinity. Applications of nanofly ash are to analyze their
potential for the EOR applications.

2 Proposed Methodology

The fly ash was collected from a coal power plant inside Malaysia. Anionic
foaming surfactants, alpha olefin sulfonate (AOS14–16), were used in this research.
AOS14–16 (Bio-Terge AS-40) was obtained from the Stepan Company, USA.
Sodium hydroxide (NaOH) was purchased from J. T. Baker, Sweden. The oil used
was Tapis crude oil. The API gravity of the Tapis crude was 43.
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2.1 Fly Ash Test to Determine the Hydrophilic
Nanoparticles

Fly ash was treated using sodium hydroxide for adjustment of its pH. For pH-treated
fly ash measured with different weight percentage, the weight percentages are 0.1,
0.5, and 0.7 wt% in grams. Before measurement of the pH value, the fly ash first was
put into the 20-mL cylindrical sample glass with the weight value stated. Then,
20 mL distil water mixes together with the fly ash inside the cylindrical sample glass
until the fly ash mixes up properly, and then, the pH values were noted.

After the fly ash solution was prepared, its stability was measured by using
turbidity test. Turbidity reading was taken every 30 min. The reading of turbidity
takes after the first shake, and then, for every 30 min, the reading was taken. It
shows the particles settle at the bottom of the cylindrical sample glass after every
30 min turbidity was taken.

2.2 Static Foam Tests

The static foam ability and foam stability tests were performed based on the foam
height and foam drainage in a 1000 ml measuring cylinder. The air was sparged in
the solution for the foam generation at a constant flow rate of 2 ml/sec for 30 s. The
total volume of each solution used for the foam generation was 150 ml. The percent
composition of the surfactants (AOS) with the nanofly ash is shown in Table 1.

The stability of the foam was analyzed by noting the drainage time of the foam
generated in the cylinder. The foamingwas observed in both the presence and absence
of crude oil. For the foam oil study, 10 wt% of the oil was added in the mixture of
150 ml of 1 wt% of the surfactant and fly ash solution. The major variables for the
foam height and drainage tests were the type of surfactant and fly ash used.

3 Results and Discussions

Figure 1 shows the FESEM analysis of original fly ash. It is evident from the figure
that fly ash is having different sizes in the different ranges. Different morphologies
were observed in the FESEM analysis of the FA. The majority of the fly ash
consisted of spherical particles. The size of the particles was varied in the range of
10–18 lm.

Table 1 Percentage compositions of the surfactant and nano FA solution

S. ID AOS (0.1 wt%) FA = 1000 ppm Alkali FA = 1000 ppm

A 100 – –

B 70 30 –

C 70 – 30
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3.1 Fly Ash pH Value Test to Determine the Hydrophilic
Nanoparticles

The pH value was obtained as in Table 2. For every weight percentage, the value of
pH was controlled at a closet value with the percentage difference of 11.7%. From
the table, we can conclude that the pH value is at the pH condition needed.

3.2 Turbidity Test of the Fly Ash for Hydrophilic
Nanoparticles

To know the stability of alkali-treated fly ash suspension inside the water, the
turbidity test was performed. The sedimentation time of the alkali FA suspension at
various concentrations is shown in Table 3 which illustrates the stability of fly ash
particle suspension inside the water. Figure 2 shows the graphical plot of the
sedimentation time values of alkali FA at various concentrations (0.1, 0.5, and
0.7 wt%). It shows that the alkali-treated fly ash suspended longer. Looking at the
time taken from 30 to 90 min, the values 0.5 and 0.7 wt% for both treated fly ashes

Fig. 1 Particle size of fly ash

Table 2 pH value at a given
fly ash composition

No Weight percentage, wt% pH

1 0.1 9.60

2 0.5 9.71

3 0.7 9.57
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showed difference in decreasing turbidity value, but value 0.1 wt% showed dif-
ference in reading. The value for the turbidity of alkali-treated fly ash is higher than
the base value for every reading taken.

3.3 Nano Fly Ash on Foaming

In Fig. 3, the foam ability for samples A and C were almost the same. However, the
foam ability of the surfactant mixed with pure fly ash was very low. The formu-
lations were presented in Table 2. The surfactants themselves, AOS (sample A),
were found more stable as compared with the combinations of the surfactant with
FA particles as shown in Fig. 3. In the mixture of the surfactants with pure fly ash,
sample B seems unstable and the foam drainage was comparatively fast. The
maximum foam stability was observed for the combinations of AOS mixed with the

Table 3 Base-treated fly ash Turbidity value of difference weight
percentage

Time (Min) 0.1 wt% 0.5 wt% 0.7 wt%

0 468.50 2415.00 3660.00

30 173.50 885.00 1260.00

60 120.00 483.50 615.00

90 66.00 395.00 439.50

120 51.00 155.00 300.00

Fig. 2 The graph of turbidity test for base-treated nanoparticles stability test
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alkali-treated fly ash particles. The foam stability was found to be 180 min for
sample C, AOS with AFA (125 of AOS: AFA) for 75% drainage. The performance
of AOS to generate the stable foam was found good as compared to fly ash
nanoparticles.

3.4 Effect of Crude Oil on Foaming

The effect of Tapis crude oil on foaming was studied to identify the tolerance for
oil. The foaming of formulated samples with the Tapis crude is shown in Fig. 4.

The foam stability was decreased when the foaming was performed in the
presence of oil. The addition of the oil in the solution led to the increase in the foam
drainage rate. The formulations presented in Table 2 were each mixed with 10 wt%
of the Tapis crude oil. The foam ability and foam stability in terms of height and
drainage have been shown in Fig. 4. The foam height and foaming ability of sample
A is almost the same with oil but samples B and C showed less foam stability with
pure fly ash and alkali-treated fly ash.

The stability of each mixture was examined by noting the drainage time. In the
case of surfactants, samples A performed better in the presence of crude oil. But the
performance of samples B and C, the AOS mixtures with pure fly ash, was found to
be less. However, the performance of sample C, AOS with alkali-treated fly ash
AFA (74 of AOS: AFA) for 75% drainage, was superior both in the presence and in
the absence of oil. From the static foam test, it was found that the performance of
AOS was better in contact with oil.

Fig. 3 Foam ability and foam stability
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4 Conclusion

The mixture of the surfactant and alkali-treated nanofly ash produced a stronger
foam as compared with the fly ash alone. However, fly ash alone had the worst
foam drainage resistance. The sample ‘C’ of the AOS and fly ash gave the best
stable foam both in the absence and in the presence of oil. The reduction of the
surfactant injection volume tended to lower the cost of the surfactant EOR process.
As discussed in this paper, the surfactants performance for the foam generation can
be tuned in order to produce the formulation with the nanofly ash essential for a
successful EOR.
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Optimization of Water Recycle at Steam
Flood EOR Using Genetic Algorithm

Karina Aryanti Permatasari, Totok R. Biyanto, Sony Andriyanto,
Sonny Irawan and Ridho Bayuaji

Abstract Steam flood is one of the thermal enhanced oil recovery methods widely
used to increase production rate. This method injects steam into reservoir formation
that will reduce crude oil viscosity. The steam condensate gives additional pressure
to push crude oil toward production well. This method is known to be able to
increase recovery factor significantly, but there are several things we need to note.
The total cumulative water injected per day could reach 200 MT. This number is
equivalent to total energy needed for steam generation, and wastewater (water-cut)
on production well. Wastewater typically has complex chemistries, including total
dissolved solids (TDS), organic carbon content, and concentration of scale-forming
minerals (e.g., carbonates and sulfates). High-cost treatment is needed before
wastewater can be re-injected. The optimization steam flood operation is required to
maximize crude oil production, minimize energy at steam generation, and minimize
wastewater (water-cut) on production well. Model of steam flood operation could
be derived from Beggs–Brill method and Darcy equation. Mean error from Beggs–
Brill method to PIPESIM software is 4.48% for pressure and 0.98% for tempera-
ture. Mean error from Darcy equation to COMSOL simulation is 0.39% for pres-
sure and 0.97% for temperature. Before optimization, steam flood runs in 2.2 kg/s
of mass steam injection rate, 600 psia of injection pressure, and 80% of steam
quality. The profit of those configurations is 7645.37 USD/day. After optimization
using genetic algorithm, steam flood operation could reach global optimum at
6.460 kg/s, 1408.53 psia injection pressure, and 87.86% steam quality. The profit
of those optimized parameters is 17618.75 USD/day.
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List of symbols

k Input liquid content qL=ðqL þ qgÞ
A Area passed by fluid (m2)
BOPD Barrel oil per day (barrel)
d Tube diameter (m)
DWW Daily wastewater (m3)
ES Energy for steam generation (kJ)
ftp Two-phase friction factor (dimensionless)
fns Normalized friction factor (dimensionless)
Gm Mixture mass flux rate (kg/m2s)
gc Gravity factor (m/s)
g Gravity acceleration (m/s2)
HHV High heating value of natural gas (kJ/kg)
HL Liquid holdup fraction (dimensionless)
HL hð Þ Angle h holdup fraction
HL 0ð Þ Horizontal holdup fraction
hf Enthalpy of saturated liquid in certain injection pressure (kJ/kg)
hfg Enthalpy of saturated liquid to saturated vapor in certain injection

pressure (kJ/kg)
hf 25 C Enthalpy of saturated liquid in 1 atm, 25 oC (kJ/kg)
k Permeability of medium (cm2)
L Length of medium (m)
Linj,Prod Distance between well injection and well production (m)
NGC Natural gas cost (USD/kg)
_m Steam injection rate (kg/s)
NRe Reynolds number
η Displacement efficiency (%)
ηboiler Boiler efficiency (%)
OP Oil price (USD/barrel)
PR Steam flooding profit (USD)
qL Liquid density (kg/m3)
qg Gas density (kg/m3)
DP Differential pressure from initial to finish (psi)
U Porosity (dimensionless)
q Volumetric flow rate (m3/s)
qL Liquid volumetric rate (m3/s)
qg Gas volumetric rate (m3/s)
rto Tubing outside diameter (cm)
soi Initial oil saturation
soi Residual oil saturation
h Elevation angle from horizontal (°)
tf Formation temperature (C)
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l Dynamic viscosity (Pa.s)
Uto Heat transfer coefficient (w/m2.K)
vm Mixture rate (m/s)
WTC Water treatment cost (USD/m3)
x Steam quality (fraction or %)
W Inclination correction factor
z Depth (m)
zres Reservoir thickness (m)

1 Introduction

Heavy oil is important fossil energy resources to sustain future energy demand.
Total accumulation of heavy oil is about 3.396 billion barrel in original oil in place
(OOIP). This number spread around the world, and most of them located in Middle
East, North America, and South America [1].

Heavy oil has a high viscosity, and it is difficult to exploit heavy crude oil
economically and efficiently. Special method needs to be performed in order to
boost oil production in heavy oil reservoir, and this method is known as enhanced
oil recovery (EOR) [2]. Steam flood is widely used in heavy oil enhanced oil
recovery. There are two kinds of well in steam flood operation such as injection
well and production well. In steam flood EOR, the steam is injected to reservoir
through injection well, and heat from steam will be distributed to reservoir for-
mation. This heat will reduce heavy oil viscosity. The steam condensate gives
additional pressure to push crude oil toward production well [3].

The injected steam is generated in steam production facility. The amount of
water used in steam flood is about 1600 barrel per day or about 200 MT per day.
Boiler needs more than eight tons of natural gas, or more than 7662.09 $ per day to
generate steam. The main waste in steam flood operation is water (in liquid of gas
phase) that is lifted to oil production line. The ratio of wastewater to crude oil
(water-cut) in production well is equal to volume of injected steam. Wastewater
typically has complex chemistries, including total dissolved solids (TDS), organic
carbon content, and concentration of scale-forming minerals (e.g., carbonates and
sulfates). This water at times may also contain naturally occurring radioactive
material (Ra-226 and Ra-228) [4]. High-cost water treatment is needed before
wastewater can be re-injected.

More volume of steam injected per day will not only increase the amount of oil
in production well, but also increase the amount of wastewater [5]. The increasing
steam injection rate will consume more energy in steam production facility.

Then, this process (steam flood operation) is modeled for optimization. Due to
the complexity of steam flood operation model, optimization steam flood operation
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using genetic algorithm is required to optimize the profit of steam flood operation,
by minimizing wastewater (water-cut) on production well, maximizing crude oil
production, and minimizing energy at steam generation.

2 Methods

Steam flood operation model is divided into 3 models: pressure mathematical model
from injection well head to reservoir; pressure gradient and sweep efficiency model
in reservoir formation; and pressure mathematical model from reservoir to pro-
duction well head. First and third models are derived from Beggs and Brill equa-
tion. Second model is derived from Darcy equation. Illustration for these models in
steam flood operation is shown in Fig. 1.

Beggs–Brill method is used in first and third models. In segment n, pressure
gradient is calculated. The output calculation of segment n then becomes input for
segment n + 1. This chain calculation is needed, because the fluid properties in
segment n and n + 1 are different (viscosity, density, steam fraction, pressure, etc.).
Length or depth of every segment is 50 m.

Pressure gradient in second model is derived from Darcy equation. Segmentation
is also needed because the fluid properties in segment n and n + 1 are different. The
output calculation of segment n then becomes input for segment n + 1. Length of
every segment in second model is 10 m.

• Beggs and Brill equation

Beggs and Brill derive pressure gradient equation in multiphase flow by ana-
lyzing energy balance and by assuming there are no external forces to fluid flow [6].

Fig. 1 Steam flood scheme
and model dividing
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The pressure gradient consists of two-phase friction, flow in elevation angle, and
change gravitation acceleration. Beggs and Brill equation is given by Eq. (1).

@p
@z

¼ @p
@z

� �
friction

þ @p
@z

� �
elevation

þ @p
@z

� �
acceleration

ð1Þ

Pressure drop in multiphase flow through pipeline is caused by friction between
two phases and friction between fluid and pipe wall. Significant pressure drop may
occur in bigger mass flow injection rate and rough inner tubing. Pressure drop from
friction is defined by the following:

@p
@z

� �
friction

¼ ftp � Gm � Vm

2 � gc � d ð2Þ

Two-phase friction factor (ftp) from Beggs–Brill is derived from normalized
friction factor (fns) and correlating factor (S). Relation between ftp and fns is shown
in Eq. (3). Normalized friction factor could be calculated using Reynolds number as
shown in Eq. 4. Correlating factor (S) for Eq. (3) could be calculated using Eqs. (5)
and (6).

ftp
fns

¼ es ð3Þ

fns ¼ 2 log
NRe

4:5223 log NRe � 3:8215ð Þ
� �� ��2

ð4Þ

s ¼ ln y

�0:0523 þ 3:182 ln y � 0:8725 ln yð Þ2 þ 0:01853ðln yÞ4 ð5Þ

y ¼ k

HL hð Þ½ �2 ð6Þ

Elevation loss is caused by hydrostatic pressure loss. This loss occurs in
two-phase flow in deviation angle (h) from horizontal (0o). Elevation loss could be
predicted by calculating holdup fraction. Holdup fraction is a fraction of liquid
volume in fluid flow with total volume in flow. Elevation loss is defined by Eq. (7):

@p
@z

� �
elevation

¼ g
gc

qLHL þ qgð1� HLÞ
� � � sin h ð7Þ

In order to calculate holdup fraction in certain deviation angle, holdup fraction in
0o and inclination correction factor (W) need to be calculated. Relation between
holdup fraction in angle h and inclination correction factor is shown in Eq. (8).
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HL hð Þ
HL 0ð Þ ¼ w ð8Þ

Inclination correction factor (W) could be predicted for all phase flow patterns by
Eq. (9).

w ¼ 1 þ C sin/ � 1=3 sin/ð Þ3
� 	

ð9Þ

With / = 1, 8h, in downward vertical flow, the value of angle h is −90o. Then,
the value of C and HL (0) depend on flow pattern of fluid in pipelines (Table 1).

Flow pattern could be known by observing Froude number and its relation
between L1 and L2. The criteria of flow pattern are as follows:

• If NFR < L1, segregated flow pattern
• If NFR > L1 and NFR > L2, distributed flow pattern
• If L1 < NFR < L2, intermittent flow pattern
• L1 and L2 calculated from Eqs. (10), (11), and (12) are as follows:

L1 ¼ exp �4:62� 3:757X � 0:481X2 � 0:0207X3
 � ð10Þ

L2 ¼ exp �4:62� 4:602X � 1:602X2 � 0:179X3 þ 0:635� 10�3X5

 � ð11Þ

X ¼ ln kð Þ ð12Þ

Acceleration loss is caused by external force in fluid flow, and in this case, it
means gravitation force. Gravitation force will change in distance between a point
to center of earth. The common depth of oil well is 2 km. The change of gravitation
force is relatively small. In this research, change of gravitation force is neglected.
So, pressure gradient by Beggs and Brill is as follows:

@p
@z

� �
¼ ftp � Gm � Vm

2 � gc � d þ g
gc

qLHL þ qg 1� HLð Þ� � ð13Þ

Table 1 Holdup equation
and coefficient C calculation
based on different flow
patterns

Flow pattern HL 0ð Þ C

Segregated HL 0ð Þ ¼ 0:98k0:4846

N0:0868
FR

C ¼ ð1� kÞ ln 4:7N0:0868
LV

k0:3692N0:5056
FR

h i

Intermittent HL 0ð Þ ¼ 0:84k0:5351

N0:0173
FR

C ¼ ð1� kÞ ln 4:7N0:1244
LV

k0:3692N0:5056
FR

h i

Distributed HL 0ð Þ ¼ 1:06k0:5824

N0:0609
FR

C ¼ ð1� kÞ ln 4:7N0:1244
LV

k0:3692N0:5056
FR

h i
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• Darcy equation and sweep efficiency

Permeability is the ability of porous medium to deliver fluid flow. Based on
Henry Darcy’s experiment, volumetric flow rate through porous medium is equal to
pressure gradient, area passed by fluid, and 1/length. Darcy equation is written as
below:

q ¼ k
ADP
lL

ð14Þ

Variable that needs to be calculated is ΔP. Volumetric flow rate is assumed to be
equal to injection volumetric flow rate. In this research, permeability (k) is assumed
as constant/isotropic. Area (A) is an area of fluid flow. Length (L) is length of a
segment (10 m). Dynamic viscosity (l) could be changed in different pressures and
temperatures. Pressure and temperature from segment n will influence the value of
dynamic viscosity in segment n + 1.

Reservoir is assumed as cylinder with 100 m in length (distance between
injection well and production well) and 30.48 in diameter (reservoir thickness).
Permeability of reservoir formation is 1200 mD. Input pressure of the second model
is calculated from injection well last segment outputs. The output calculation of the
last segment in reservoir then becomes input for n segment in production well (third
model).

After reservoir segmentation and calculation, pressure gradient (ΔP) is used to
calculate sweep efficiency. Sweep efficiency is a ratio between change in oil sat-
uration to initial oil saturation. In previous study, sweep efficiency or displacement
efficiency is the function of pressure gradient [7]. Displacement efficiency’s
empirical equation from pressure gradient is written below as in Eq. (15):

g ¼ 0:0739 � ln
DP
L

� �
þ 0:7111 ð15Þ

g ¼ Sor � Soi
Soi

ð16Þ

PV ¼ /� Vreservoir ð17Þ

Cumulative oil production of steam flood operation is the change of oil satu-
ration multiplied by pore volume (PV). Therefore, production rate (BOPD) could be
known by dividing cumulative oil production and time during production.

• Optimization

The objective function is to maximize the profit from steam flood operation.
Profit is energy cost for steam generation, water treatment cost for wastewater
treatment, and crude oil production. The optimized variables are mass flow rate of
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steam flood, pressure in well head injection well, and steam quality in injection
well. Objective function is written below as in Eq. (18):

PR ¼ ðOP� BOPDÞ � ES
HHV � gboiler

� NGC

� �
� ðWTCÞ ð18Þ

Oil price is assumed as 45.037 USD/barrel (average oil price from April 1, 2015
to April 1, 2016). The energy needs for steam generation (ES) is calculated by
Eq. (19). Boiler runs with 88% efficiency [8], and using natural gas (HHV
= 54 MJ/kg, and 0.8552 USD/kg) [9].

ES ¼ m
� � hf þ hfg � x


 �
 � � hf25c
� � ð19Þ

Water treatment cost is the function of daily wastewater volume rate [10]. The
equation of wastewater treatment cost is shown below as follows:

WTC ¼ 0:7952 � DWW � 93:571 ð20Þ

3 Result and Discussion

In this research, the input parameters consist of injection/production well charac-
teristic and reservoir characteristic. Parameter inputs are from Hamaca field,
Venezuela [3]. Both of these inputs are shown as in Table 2.

First and third models are validated using PIPESIM software. Second model is
validated using COMSOL Multiphysics. Normal operating conditions in Hamaca

Table 2 Well parameter and
operating condition

Parameter Value Unit

gc 9.80665 m3/kg.ss

d 0.089 m

z 1200 m

rto 3.648 cm

Uto 11.356 W/m2.K

zres 30.48 m

Linj,prod 100 m

U 0.3 –

g 9.8 m/s2

k 1200 md

tf 38 C

_m 2.2 kg/s

Injection pressure 600 psia

x 0.8 –
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field are 2.2 kg/s of mass steam injection rate, 600 psia of injection pressure, and
80% of steam quality [3]. Model validation is performed by modifying mass flow
rate of steam injection, injection pressure, and steam quality from normal operating
condition. The output of this research model is then compared to the output of
PIPESIM and COMSOL.

Mean error from Beggs–Brill method (first and third models) to PIPESIM
software is 4.48% for pressure and 0.98% for temperature. Mean error from Darcy
equation (second model) to COMSOL simulation is 0.39% for pressure and 0.97%
for temperature. The validation result of first, second, and third model is shown in
Figs. 2, 3, and 4.

Before optimization, it runs in 2.208 kg/s, 600 psia injection pressure, and 80%
steam quality. Energy needs for steam generation could be calculated by Eq. (19)
using input ṁ = 2.208 kg/s; hf(600psi) = 2800.19 kJ/kg; hfg(600 psia) = 1703.00 kJ/kg;
x = 0.8; and h(f 25 C) = 417.43 kJ/kg. Daily oil production could be calculated by
knowing pressure gradient in reservoir using Darcy Eq. (14). The result of Darcy
equation is ΔP = 0.008200772 Mpa/L, and the result calculation of sweep effi-
ciency using Eq. (15) is η = 0.356. Oil volume and water volume in production

Fig. 2 First model pressure
validation (a) and temperature
validation (b)
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well will be 355.54 barrel/day and 134.25 m3/day. The plot result of above calcu-
lation is shown in Figs. 5, 6, and 7.

From model and calculation that have been mentioned above, the value of
objective function (PR) is shown in Table 3.

• Genetic Algorithm

Genetic algorithm is an optimization algorithm adopted from the evolution of
natural living such as human. Genetic algorithm maximizes/minimizes an objective
function by encoding the solution parameter value to binary. Then, the solution
value is evaluated by its fitness. Individual with the best fitness value will be
reproduced in order to increase the next-generation quality [9]. Mechanism in
genetic algorithm is shown in Fig. 8.

In this research, genetic algorithm (GA) is written in Visual Basic for
Applications. Optimization parameters that are used in this GA are 100 population
size, 100 maximum number of generation, 20-digit binary encoding, 0.1 mutation
probability, and 0.7 crossover mutation probability. The used constraints are as
follows: 0 kg/s < l < 20 kg/s, injection pressure less than 3190 psia, 0 < x < 100,

Fig. 3 Second model
pressure validation (a) and
temperature validation (b)
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and steam pressure in production well head more than 100 psia. Best fitness plot of
each generation is shown in Fig. 9.

After optimization using GA, in order to reach global optimum of objective
function (PR), steam flood operation is recommended to run in 6.460 kg/s,
1408.53 psia injection pressure, and 87.86% steam quality. From model and cal-
culation using these optimized parameters, the value of objective function (PR) is
shown in Table 4.

Fig. 4 Third model pressure
validation (a) and temperature
validation (b)

Fig. 5 Steam pressure plot in
injection well (normal
operating condition)
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• Discussion

Pressure and temperature mathematical models of steam flood operation using
Beggs–Brill method show a good approach about pressure gradient in two-phase
flow. As shown in Figs. 2 and 4, the error of these models is relatively small (4.48%
for pressure and 0.98% for temperature). This error is because of different methods
between PIPESIM and manual calculation. In PIPESIM software, calculation per-
forms until the smallest segment/part (using numeric method). While we are using

Fig. 6 Steam pressure plot in
reservoir formation (normal
operating condition)

Fig. 7 Steam pressure plot in
production well (normal
operating condition)

Table 3 Revenue calculation before optimization

Parameter Quantity Subtotal

Daily energy needs 469251913.6 kJ/day −7011.69 USD/day

Oil volume produced per day 355.54 barrel/day 16012.82 USD/day

Wastewater volume produced per day 134.25 m3/day −1355.75 USD/day

PR 7645.37 USD/day
*Minus (−) in subtotal column mean as a cost
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manual method, segmentation ability of our calculation is limited (in this research,
segmentation in first and third models is 50 m). Therefore, manual calculation is
like lumped calculation. As mentioned above, the fluid properties in every segment
are different.

Darcy equation in second model shows excellent result when validated using
COMSOL. Mean error from Darcy equation (second model) to COMSOL

Fig. 8 Mechanism in genetic
algorithm

Fig. 9 Best fitness plot of
each generation in genetic
algorithm optimization of
steam flood operation

Table 4 Revenue calculation after optimization

Parameter Quantity Subtotal

Daily energy needs 1433,768,852 kJ/day −21609.55 USD/day

Oil volume produced per day 965.93 barrel/day 43502.79 USD/day

Wastewater volume produced per day 404.62 m3/day −4274.47 USD/day

PR 17618.75 USD/day
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simulation is 0.39% for pressure and 0.97% for temperature. The output of second
model, pressure gradient in reservoir formation, is used for change in oil saturation.

Both of these models are valid enough for further calculation. The next calcu-
lation is steam flood operation profit. In normal operating condition, steam flood
runs in 2 kg/s of mass steam injection rate, 600 psia of injection pressure, and 80%
of steam quality. Table 3 shows us that the value of water recycle in normal
operating condition is not optimum yet. Although the number of wastewater is
relatively small, profit (PR) is not at global optimum value. The value of PR is
7645.37 USD/day.

The result of genetic algorithm optimization could reach global optimum at
17618.75 USD/day. The optimum operation could be reached when steam flood
runs in 6.460 kg/s mass injection rate, 1408.53 psia injection pressure, and 87.86%
steam quality. The process GA optimizes this model which is shown in Fig. 8. In
Fig. 9, we can see the value of best fitness from each generation is increasing.

4 Conclusions

Model of steam flood operation can be derived using Beggs and Brill equation at
injection well head to reservoir formation and reservoir formation to production
well head, and using Darcy equation to obtain pressure gradient at reservoir for-
mation. Mean error from Beggs–Brill method (first and third models) to PIPESIM
software is 4.48% for pressure and 0.98% for temperature. Mean error from Darcy
equation (second model) to COMSOL simulation is 0.39% for pressure and 0.97%
for temperature. Pressure gradient value can be used to calculate sweep efficiency
and wastewater at production well.

Using genetic algorithm, models can be optimized to global optimum. Based on
the case in Hamaca field, global optimum of steam operation can be achieved at
6.460 kg/s mass injection rate, 1408.53 psia injection pressure, and 87.86% steam
quality. Then, the profit of steam flood operation will be 17,618.75 USD/day.
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Seismic Stimulation and Induced
Seismicity in Oil Reservoirs: A Review
of Applications to Enhanced Oil Recovery
(EOR)

Md. Irfan, Christopher Peter Lenn and Deva Ghosh

Abstract The objective of this paper is to review the literature on seismic stim-
ulation methods for improving efficiency of oil production in mature reservoirs.
Seismic stimulation has been reported via anecdotal field experience, analytical
studies, numerical simulations, laboratory experiments and oilfield investigations
over a 60-year period. New ideas include the mobilization of oil in porous media by
capillarity-induced resonance at the dominant frequency. On the basis of critical
interpretation of reported work, seismic stimulation appears capable of increasing
efficiency of oil production in depleted reservoirs without damaging seismicity
effects such as micro-earthquakes. Early pioneers of seismic stimulation techniques
were from Russia, and they have promoted it as an alternative technique to con-
ventional enhanced oil recovery (EOR) methods. This stimulation technique can
alter the production of oil in low-recovery mature reservoirs at the macroscopic
level.

Keywords Seismic stimulation � Enhanced oil recovery (EOR) � Mature reser-
voirs � Earth seismicity
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h Contact angle
Rpore Pore meniscus radius
goil; gwater Viscosity of oil and water, respectively
Fa;Fo Seismic force perturbation, background pressure gradient
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/ Porosity
qf Mass density of fluid
Ca Capillary number
r Surface tension
h; l Downstream length of a stuck oil bubble, hydraulic throat radius
S Stimulation number
T Dimensionless frequency number
k Permeability
R Reynolds number
gf Shear viscosity of fluid

1 Introduction

The United States Department of Energy (DOE) Office of Basic Energy Science
notes that the average primary recovery factor in world reservoirs is approximately
5–10% of the Original oil in place (OOIP) and overall recovery is about 35–45% of
the OOIP including primary and secondary recovery methods [1]. Using EOR
methods including thermal, gas and chemical techniques, the oil extraction can be
ultimately increased 30–60% of OOIP in favourable conditions [2]. In a number of
Russian reservoirs, it is reported that the proportion of residual hard-to-recover oil
constitutes over 60% of OOIP due to geological and physical factors [3]. The
principal causes of hard-to-recover oil are the presence of the higher interfacial
tension, low mobility ratios, low permeability, immobile patches of oil (ganglia) in
low permeability zones, complicated reservoir heterogeneity, higher capillary
pressure and low driving force (viscous force) in the pore constriction (throat) [3].

In order to fulfil growth in energy consumption, big oil companies are in need of
new technologies for oil production from low-recovery reservoirs [4]. The Interstate
Oil & Gas Compact Commission (1995) reported that 238 Billion Barrels immobile
oil from reservoirs in the USA could be recovered by a wave stimulation technique
[5]. The capillary saturation curve; the relative permeability curve; and apparent
thickening of polymer, CO2, or water flooding can be shifted favourably like
increased 0.2 MBPD oil in Daqing Oil Field by HPAM [6, 7].

1.1 Seismic Stimulation Historical Background

Seismic stimulation technology has played role in residual oil recovery from
marginal reservoirs since 1950. The researchers of USA (peaked in the 1970s) and
USSR (peaked in the 1970–1980s) have been working on seismic stimulation
technology for EOR [8]. During 1950–1987, the Russian workers observed that
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vibration generated by natural seismic events, such as earthquake, volcano eruption
and tectonic events, has transformed the extraction behaviour of oil wells even at
distances of about 200 km from the epicentre [9]. Artificial explosions such as
chemical, nuclear and continuously generating seismic vibrations such as railways
and highways have also played a role in oil production [10]. Important studies have
been done at notable Soviet institutes such as the Institute of Nuclear Geophysics &
Geochemistry (VNIIYaGG), the Krylov Institute of Oil & Gas (VNII) and the
Institute of Physics of the Earth of the USSR Academy of Sciences [11].

Over the past few years, seismic stimulation technology has been under scrutiny
by research laboratories in the USA, Europe, South Korea, China, Russia, Canada
and Norway [12, 13]. The laboratories have focused on elastic-wave vibration,
acoustic, ultrasound waves, pressure pulsing and vibro-seismic stimulation tech-
nology methods. A joint project on ‘Seismic Stimulation for Enhanced Production
of Oil Reservoirs’ was initiated by M. Robert at Los Alamos National Laboratory
(LANL) with University of California at Berkeley (UCB) and Lawrence Berkeley
National Laboratory (LBNL) researchers in 1995 [5]. The major oil companies such
as Philips Petroleum Co., Oil and Gas Consultants International and Occidental
Petroleum Corporation, in collaboration with the geophysical and service compa-
nies such as Halliburton and Seismic Recovery LLC have joined the consortium
under DOE [5, 14]. The United States Department of Energy (DOE) project is
directed towards innovative seismic stimulation technology for the recovery of the
approximate 890 Million barrels of oil and natural gas liquids on Native American
& Alaskan Native Corporation lands [5].

2 Significance of Studying Seismic Stimulation
for Enhanced Oil Recovery

Demand of energy for transportation and power consumption has increased sig-
nificantly throughout the world. However, there has been growing concern about
additional oil recovery from depleted mature reservoirs, noted in 2002 [15]. In
1986–87, the Russian oil company Nizhnevartovskneftegaz unprecedentedly
obtained an extra 300,000 tons of crude oil, attributed to the use of seismic wave
vibration. Yevgeny Kozlovsky, Vice-President, Russian Academy of Natural
Sciences, estimated that Russia is now losing about 150 million tons of oil pro-
duction per year due to difficulties in extracting oil from low-recovery reservoirs.
[3]. Various Russian oil companies have initiated steps to increase production using
‘wave oscillations’. Well flow rates are stated to have increased by at least 5–10%.
Moreover, it has additionally water cut by 5–10% [3]. In seismic wave stimulation,
the propagation of the waves depends on elasticity, compressibility factor, grain
size, viscosity and density of the rock [16]. The propagation of elastic waves is said
to create gravitational separation of gas, oil and water and reduce capillarity forces
in mature reservoirs.
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2.1 Anecdotal Evidences of Improved Oil Recovery
by Seismic Stimulation (Seismicity)

It has been noted through numerous anecdotal evidences that the generated seismic
waves from earthquakes, railway and highways may alter oil production [17]. The
result of generated seismic waves on permeability and mobility of saturated rocks
has been long-established in laboratory experiments [18]. The electrohydraulic,
electromagnetic, vibro-seismic and acoustic methods are very common for getting
wave oscillation effects on reservoirs [4]. The Soviet scientist S.M. Gadiyev
invented vibrowave method and the devices for its realization. The vibroseis-type
sources are used for producing seismic frequency waves at the earth’s surface [19].
It has been compared to the effects of teleseismic earthquakes to the effects of
vibroseis-type sources on aquifers [20]. The seismic effects of earthquakes on oil
extraction have been studied in great details with reference to extensive oilfield case
studies. It has been shown that earth seismicity can alter oil extraction [11].

2.2 Oil and Gas Extraction Has Triggered Earthquakes
of Damaging Magnitudes

On the basis of Stanford doctoral student’s reported work, the Oklahoma
Geological Survey (OGS) issued a statement that the injection of produced water
into disposal wells from nearby oil and gas operations is the prime cause of the
most of the state’s recent (low magnitude) earthquakes [21]. It has been revealed
that earth seismicity has increased dramatically over a 6-year period from 2009 to
2014. He states that it has increased from an average of 24 Mag. 3 earthquakes per
year in the years 1973–2008 to an average of 193 Mag. 3 earthquakes in 2009–
2014, with 688 occurring in 2014 alone [22].

2.3 Mechanism of Induced Seismicity (Earthquakes)

The human activities such as mining, fluid injection, reservoir impoundment and
fluid extraction can induce earthquakes. Many other factors that lead to apropos
cause include fluid injection parameters such as injection rate, injection depth,
injection pressure, fluid temperature and cumulative injected volume. The reservoir
conditions such as rock strength, pore pressure, pore temperature, the existence of
pre-existing faults and their positioning related to the local stress field and reservoir
permeability are also important for induced earthquakes [23]. Fluid injection can
induce earthquakes in four ways: (1) the injection of fluid that is colder than the
rock into which it is being injected: it causes thermoelastic deformation; (2) the
injection of fluids fills and compressed fluids within pore spaces: it causes
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defonnation (poro-elastic effects); (3) the injection of fluids: it raises pore-fluid
pressure within a fault; and (4) fluid stresses holding the fault dosed (the normal
stress). This results in a lower effective stress [22]. The following three primary
types of fluid injection used by the oil industry can induce earthquakes as given in
Table 1.

2.3.1 Hydraulic Fracturing (Fracking)

Hydraulic fracturing is the prime cause of a small percentage of the earth seismicity
(having low magnitudes) observed in the USA. The largest hydraulic fracturing
prompted earthquakes up to these dates are two M 4.4 earthquakes in central west
Alberta and northeast British Columbia in Canada (British Columbia Oil and Gas
Commission, 2014). Despite being invented in 1947, the first report of a felt
hydraulic fracturing induced earthquake was in 1991 [24]. Around one million
wells were hydraulically fractured in the USA between 1947 and 2010 [25]. Since
2011, several small earthquakes linked to hydraulic fracturing have been reported.
The horizontal drilling technology invented in the 1990s combined with hydraulic
fracturing, is the key driver for the recent increase in gas and oil extraction in the
USA. Hydraulic fracturing has triggered earthquakes, albeit very small often termed
as micro-seismic events and they can be used to monitor the fracturing process [26].
These earthquakes are typically on the order of—3.0 � M � 0 [27].

2.3.2 Wastewater Disposal

Most induced seismic activities in the USA are linked to the deep underground
disposal of fluids such as wastewater. The disposal of fluid underground is

Table 1 The primary causes of earth seismicity in oil and gas extraction from oilfields

Reference Earthquake site Year Magnitude
of
seismicity

Primary cause
of earthquakes

Zoback M & Walsh R (2015),
Rubinstein (2014)

Prague, Oklahoma 2011 5.6 Wastewater
disposal

Justin L. & Alireza M (2015) Trinidad. Colorado 2011 5.3 Wastewater
disposal

Horton (2012), Kim (2013),
Justin L. & Alireza M (2015)

Guy-Greenbrier,
Arkansas

2011 4.7 Waste water
disposal

Gail Atkinson (2015), H. Kao
(2015)

Central west
Alberta (Canada)

2014 4.4 Hydraulic
fracturing

Gail Atkinson (2015) H. Kao
(2015)

Northeast British
Columbia (Canada)

2014 4.4 Hydraulic
fracturing

Gan (2013) Frohlich (2013) Cogdell field Near
Snyder, Texas

2006–
2011

4.6 Enhanced oil
recovery

Seismic Stimulation and Induced Seismicity … 187



considered an economic and safe option [28]. These formation brines (also termed
produced water or wastewater) are often laden with dissolved salts, minerals and
occasionally other materials that make it unsuitable for other uses. The Denver
earthquakes of the 1960s were initiated by injection of chemical waste in deep
injection wells (Evans et al., 1966; Healy et al., 1968). Several injection-induced
earthquakes have been identified since these events. The largest ones are the
Trinidad, Colorado and Oklahoma earthquakes [29].

2.3.3 Enhanced Oil Recovery

The largest earthquake (2006–2011) known to be induced by enhanced oil recovery
(injection) processes was a 4.6 M earthquake in the Cogdell field near Snyder,
Texas [30].

3 Analytical Studies for Shaking the Struck Patches of Oil
(Ganglia/Blobs) in Pore Space

It has been stated that more than 30% by volume of the pore space might con-
siderably be occupied by the oil (ganglia/blobs) in mature reservoirs [31]. The oil
often gets trapped in a pore constriction (throat) by capillary pressure imbalance as
shown in Fig. 1 [32, 33].

RUpstreamcosh\Rpore ð1Þ

RDownstreamcosh\Rpore ð2Þ

The lattice Boltzmann (LB) model (2 Dimensional) is applied for pore-scale
numerical simulation. The two-phase flow can be simulated using easy form of the
LB model presented by Gunstensel et al. (1991, 1993). It has been simplified by
changing the multiple relaxation times in the lattice Boltzmann operator by only

Fig. 1 A ganglion of oil is usually get trapped in pore constriction (throat), Source
SPE179574MS
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relaxation time 1=k. That is why, lattice BGK algorithm (Qian et al., 1992) has been
used [33, 34].

Numerical analysis has been applied to understand the dynamics of the liquid
trapped in porous media. Seismic stimulation is a very interesting engineering
concept which offers the potential to improve ganglia mobilization and therefore
enhances residual oil extraction [35]. The energy of a seismic wave can be con-
verted into the energy of the dominant resonant frequency in the porous media,
which locally generate ultrasound. This dominant frequency depends on the fluid
saturation, the compactness and size of porous grains. It is independent of the
source of energy and frequency spectrum originating at source [9].

4 Methodology

Mature reservoirs often have low volumetric sweep efficiency and displacement
efficiency [36]. Lake et al. (1989) formulated recovery factor, i.e., Re = Ev * Ed.
The main reasons are immobile ganglia in low permeability zones, capillary physics
mechanisms and complexity in reservoir heterogeneity [37]. The seismic (me-
chanical) force is added through seismic stimulation in order to overcome capillary
barriers for enhanced oil production. Numerical simulation schemes that investigate
how to shake the stuck (trapped) oil patches (ganglia/blobs) through a pore con-
striction (throat) in mature reservoirs have been classified by the author and are
shown in Fig. 2. They will indicate if it is plausible to cause coalescence of patches
of oil ganglia that could be easily mobilized for production, well in late oilfield
development stages.

Selected Fields/Basins: The United States Department of Energy (DOE) funded
three large projects for feasibility studies of seismic stimulation as shown in
Table 2. Furthermore, Occidental Petroleum Corp. (Oxy) performed seismic stim-
ulation on Elk Hills field in Kern County of California and South Wasson Clear
Fork Unit in Permian Basin of Texas. The Garza field in Permian Basin of Texas
was also studied for improving oil cut in depleted reservoirs in the USA [14].

In the public domain of literature from Soviet times, the Russians performed
seismic vibration projects on Changirtash field in Kirgizstan, Jirnovskyi field in
Volgogradskiy region, Pravdinsk field in Siberia and Mortymya Teterevsky field in
Russia. All these field tests showed significant increase in oil production [14]. In
Indonesia field tests, Caltex Pacific Indonesia (CPI) tested the Russian developed
vibro-seismic impact technology (VSIT). This stimulation technique reported that
the total cumulative enhanced oil production reached 20.2% above the agreed
production baseline [5]. Additionally, the pressure pulsing technology termed cold
heavy oil production (CHOP) is being used in heavy oil sands of Alberta and
Saskatchewan in Canada. This technology is used for producing cold, heavy, high
viscosity oil in poorly consolidated young sandstones [38]. The PE Tech (Canadian
Service Company) executed pulse technology on sands of Morgan field in Alberta.
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Reservoir Characterization: In the flow chart in Fig. 2, it has been divided into
the reservoir lithology and reservoir core formation. The reservoirs can be clastic
(or non-clastic) or carbonate (or non-carbonate).
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Fig. 2 Flow chart of numerical simulation schemes of seismic stimulation
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For instances, Elk Hills fields, Lost Hills Fields and Permian Basin (Garza Field
and South Wasson Clear Fort Unit field) are sandstone, diatomite and dolomite
(carbonate) reservoirs, respectively. In reservoir cores, studies are taken for getting
data on pore type, pore size distribution, pore throat distribution and formation
thickness [39].

Installation of ASR Seismic Tool in Mature Reservoirs: Applied Seismic
Research (ASR) has manufactured seismic tool for seismic stimulation in reser-
voirs. The ASR tool comprises three main components [40]. One component
consists of the upper plunger (4 feet long having small diameter), 100 feet of sucker
rods and a lower plunger (4 feet long having larger diameter). The sucker rods and
lower plunger are equipped with travelling valves except upper plunger having no
valve. Second component consists of the upper barrel (10 feet long with small
diameter), compressional chamber (100 feet long) and lower barrel (10 feet long
having large diameter). Third component consists of a cement plug (100 feet long,
placed on the top of sand).

Working principle of ASR Tool: The seismic tool is installed at the bottom of
tubing and rod string in one of production wells in mature reservoir. In down stroke,
the travelling valve on the lower plunger is opened. Water is passed into the
compression chamber in the down stroke. The travelling valve is enclosed as the
both plungers move upward in upstroke. The water gets ‘compressed’ between the
plungers. The maximum water pressure of the compression chamber reaches 3–4 K
psi. The energy reaches around 100 kJ. The compressed water is released in a time
interval of 50 ms. The hydrodynamic shock waves propagate downward into the
reservoir in form of seismic wave. It would add a seismic-induced force to back-
ground pressure potential so that they would overcome the capillary barrier pres-
sure. It would result in favourable shaking of the stuck oil patches in pores in low
permeability reservoir zones. The permeability is effectively increased [41].
A seismic tool measures seismic wave amplitudes received by all wells from the
seismic stimulation in the source well.

Comprehensive 4D Reservoir Model: With modern well log data, seismic data
and production data, a comprehensive 4D reservoir model is numerically generated.
It is used for calculations of lithology, net pay, porosity, water saturation and

Table 2 Doe-funded seismic stimulation projects for improving efficiency of oil production

Selected
reservoir
field

Basin/field location Performers/consortiums Principle investigator
(P.I)/Co investigator

Lost hills Kern County near
Bakersfield, in
California

Joint collaboration of
LBNL & LANL

P.I—Steven R. Pride C. I—Peter
Robert at LANL & C.I—Ernie
Majorat LBNL

Upper
Burbank
field

Osage County in
Oklahoma

Oil and Gas
Consultants
International

P.I—Robert Westermark

Michigan
reservoir

Michigan Michigan Tech
University

P.I—Roger Turbening
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permeability. From static studies of the reservoir, 4D dynamic studies in terms of
multiphase fluid flow and wave models are further generated. Numerical simulation
is performed prior to, during and after installation of ASR seismic tool [42].

Dimensionless numbers for seismic stimulation to shake the stuck (trapped)
oil patches (ganglia/blobs) in depleted mature reservoir: In numerical simula-
tions, the dimensionless numbers that characterize seismic stimulation must be
identified for actual field experiments [31]. Two flows will be similar if the
dimensionless numbers are same irrespective of the fact that some of the material
properties or force would be different in two situations as shown in Table 3 [31].

5 Conclusions

The implementation of seismic stimulation for EOR is a very interesting reservoir
engineering concept. It offers great potential to improve ganglia mobilization from
pore constriction in low permeability zone reservoirs. It has also been shown in
published work that oil and gas extraction can trigger small-scale earthquakes,
further developing the link between seismicity and production. Therefore, extensive
studies are warranted for oil extraction through seismic stimulation methods.
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Controlling Gas Mobility
in Water-Alternating Gas Injection
by Surfactant Blend Formulations

Muhammad Khan Memon, Khaled Abdalla Elraies
and Mohammed Idrees Al-Mossawy

Abstract Controlling the viscous fingering in water-alternating gas injection,
addition of foam with injection water is more favorable. The use of foam surfactant
is one of the potential solutions for reducing the gas mobility. The main objective of
this study is to generate stable foam for gas mobility control using surfactant blend
formulations. Surfactant blend synergistically exhibit better foaming properties than
those of individual surfactant. The blend contains anionic as primary surfactant and
amphoteric as a foam stabilizer. Surfactant blend improves the foam stability and
reduces the destabilizing effect of crude oil. Alpha olefin sulfonate (AOSC14−16) is
selected as a primary surfactant. Amphoteric surfactant lauryl amido propyl amine
oxide (LMDO) is selected as an additive. The foam was generated in the absence of
crude oil in porous media by using Berea sandstone core samples at 96 °C and
1400 psi. The increase in differential pressure showed reduction in gas mobility.
The average mobility reduction factors of surfactant blend 0.6%AOS and 0.6%
AOS + 0.6%LMDO at reservoir conditions were resulted as 2.5 and 4.35,
respectively. The experimental results showed that the blend formulations play an
imperative role in minimizing gas mobility during water-alternating gas injection.

Keywords Foam � Mobility reduction factor � Porous media � Surfactant blend �
Surfactant-alternating gas

1 Introduction

Foam liquid is generally a surfactant solution with a good ability to sweep oil from
reservoirs. Foam surfactant flooding can not only improve macro-sweep volume but
also improve micro-displacement efficiency [1, 2]. In general, foam flooding can
increase the 10–25%of oil recovery [3]. Foam can improve gas injection conformance
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and gas mobility control and hence improve sweep efficiency in secondary or tertiary
recovery processes.

Mobility is a measure of the ability of a fluid to move through interconnected
pore spaces. Mobility reduction factor (MRF) is the ratio of pressure drop caused by
the simultaneous flow of gas and liquid through the rock (core sample) in the
presence or absence of surfactant [4–7].

Mathematically,

MRF ¼ DpðCO2 with foamÞ
DpðCO2 Without foamÞ

or

MRF ¼ DpFoam
Dpwithout foam

ð1Þ

The MRF mechanism was studied by Sanchez and Schechter in 1989. They
suggested MRF increase with increasing pressure. A high pressure increases the
number of snap-off sites that generate a higher number of lamellae. A lower sur-
factant concentration is required at high pressure [8]. Strong stable foam should be
needed for reducing CO2 mobility in the porous media. Several published literatures
suggested that the strong foam can be generated at relatively high oil saturations
[9–11]. This can be measured by MRF. Mobility reduction factor depends on the
following main factors:

• The composition of gas and brine,
• Nature of the surfactant and reservoir,
• The foam quality and low texture,
• The foam flow rate,
• The temperature and pressure at reservoir conditions.

The injection of foam surfactant has advantages as compared to other chemicals
because it reduces the injected gas mobility more than liquid mobility [12]. Further,
the maximum generated foam volume and foam half time are indications of strong
stability and better performance of surfactants [13]. In this study, four surfactants
were tested and evaluated based on the mobility reduction factor. The experiments
were performed by using sandstone core at reservoir conditions.

2 Literature Review

Addition of foam surfactant with water-alternating gas (WAG) injection can reduce
gas mobility. Mobility control is achieved by WAG and SWAG due to instanta-
neous flow of two phases (gas and surfactant) [14–16]. In these processes, foam is
generated by simultaneous injection of two phases that resulted an increase in the
gas apparent viscosity and therefore increases the gas saturation. The increase in gas

196 M.K. Memon et al.



saturation results in the decrease of oil saturation and relative permeability of oil.
Thus, the foam generation improves mobility control in the process [17]. Figure 1
presents the concept of reducing gas mobility. Gas bubbles are surrounded by thin
films of liquid (lamellae). These lamellae surrounded by foam bubbles may be
stationary or in motion. The ability of foam to reduce the gas mobility depends
strongly on its texture (bubble size or number of lamellae per unit volume). The gas
trapped by stationary lamellae is immobilized and reduces the gas saturation [18].
Stationary lamellae alter gas flow paths and block the movement of gas flow
resulting in the reduction of gas relative permeability. Lamellae in motion along the
pore walls increase the resistance to flow of the flowing gas. This cannot increase
the actual gas viscosity because only moving portion of gas increases resistance to
flow. The effect of moving lamellae resulted an increase in apparent gas viscosity.
Therefore, foam surfactant reduces the gas mobility by reducing the gas relative
permeability and increasing the apparent gas viscosity [19].

In the foam surfactant WAG injection process, the injected foam surfactant
controls the gas mobility using the following three techniques:

a. Minimizing gravity segregation,
b. Blocking gas flow,
c. Reducing the early breakthrough time.

Fig. 1 Gas-flowing and gas-trapped phenomena in porous media [20, 21]
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3 Methodology

3.1 Materials

3.1.1 Foam Surfactants

Alpha olefin sulfonate (AOSC14−16) and lauryl amido propyl amine oxide (LMDO)
were provided by Stepan Company, USA.

3.1.2 Composition of Injection Water

Sodium chloride (Nacl) was purchased from Fischer Company, UK, and magne-
sium chloride (MgCl2.6H2O), potassium chloride (KCL), sodium bicarbonate
(NaHCO3), sodium sulfate (Na2So4), and calcium chloride (CaCl2.2H2O) were
purchased from R & M Chemicals, UK. Table 1 presents the composition of
synthetic brine used as injection water.

3.1.3 CO2 Gas

Pure CO2 gas was selected. The density of CO2 at 96 °C and 1400 psia was
measured as 0.18 gm/cm3. Viscosity at 96 °C was measured as 0.018 cp.

3.1.4 Berea Sandstone

Berea sandstone is considered as excellent sandstone for the laboratory experi-
ments, particularly in enhanced oil recovery (EOR). Table 2 presents the properties
of Berea core samples.

Table 1 Composition of
injection water

Salt mg/L

Sodium 10603

Chloride 18807

Calcium 354

Magnesium 1219

Potassium 325

Bicarbonate 163

Sulfate 2636

Total salinity (ppm) 34107

198 M.K. Memon et al.



3.2 Mobility Reduction Factor

Mobility reduction factor (MRF) is the ratio of steady pressure drop across a core
sample with foam and brine flowing at the same rate. Higher differential pressure
indicates greater reduction in gas mobility by using surfactant formulations. MRF
measurement was taken by HTHP relative permeability system (RPS 8000–10000,
TEMCO, Inc., USA).

Figure 2 presents the equipment of RPS used for the MRF experiments.
All MRF measurements were taken at steady state with an injection flow rate of
0.8 cm3/min. To generate the foam in the Berea sandstone core samples, experi-
ments were performed at a reservoir temperature 96 °C and pressure 1400 psi.

Fig. 2 High-temperature high-pressure (HTHP) relative permeability system for the MRF
experiments

Table 2 Berea sandstone
properties

Properties Core A Core B

Diameter of core sample, cm 3.80 3.81

Length of core sample, cm 7.62 7.62

Area of core sample, cm2 11.40 11.40

Pore volume, ml 16.76 17

Porosity, % 19.3 20.3

Brine permeability, md 142 163.6
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4 Results and Discussions

The purpose of the MRF is to evaluate the blocking effect of selected formulations.
Two surfactant formulations were evaluated to determine the foam quality and its
flow behavior by using Berea sandstone core samples. Before the start of the MRF
experiments, core samples were vacuumed with brine for 48 h. After that, core
sample was settled in the core holder. Accumulators A, B, and C were filled with
CO2, brine, and surfactant solution. These all were settled inside the oven at tem-
perature 96 °C and pressure 1400 psi. Other required data were put in the software.
Figure 3 presents the schematic diagram of experiments performed at reservoir
conditions. First of all, core sample was saturated with brine. Surfactant solution was
injected before and after CO2 injection with an injection rate of 0.8 cm3/min. The
fluids (brine, CO2, and surfactant solution) were injected from the accumulators A,
B, and C to the core by using syringe-type pump. The effluent was collected in the
graduated cylinder. Each fluid was injected up to steady-state conditions.

Table 3 presents the MRF of tested foam surfactant formulations. Equation 1
was used for calculating the mobility reduction factor. Constant differential pressure
values were used from the foam flooding experiments by using Berea core samples.

Figure 4 presents the differential pressure profile of foam surfactant 0.6%AOS.
The average differential pressure (Dp) of the measured foam surfactant 0.6%AOS

Fig. 3 Schematic diagram of core flooding

Table 3 Mobility reduction factor and foam quality

Core ID Surfactant formulations Dp CO2 (no foam) Dp CO2 (with foam) MRF

1 0.6%AOS 21.8 56.3 2.5

2 0.6%AOS + 0.6%LMDO 23.8 103.4 4.35
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was 21.8 psi when CO2 was dissolved in brine. The value of average Dp was
increased as 56.3 psi when the second slug of CO2 was injected. MRF value was
increased due to the discontinuous gas phase created by snap-off inside a core that
resulted in the reduction of gas permeability. Figure 5 presents the differential
pressure profile of foam surfactant blend 0.6%AOS + 0.6%LMDO. The average Dp
was 23.8 psi when CO2 was dissolved in brine. The value of average Dp was
increased as 103.4 psi when the second slug of CO2 was injected. The increase in
Dp is due to the addition of cosurfactant that increases the foam and blocking gas
pathways to reduce the gas permeability. Further, high trapped gas saturation due to
foam generation inside core usually reduces gas mobility [22]. According to the
Sheng (2013), MRF value greater than one shows the presence of foam in the core
at reservoir conditions. MRF range is considered as 1–10000. If MRF is less than
one (MRF < 1), it means there is no foam generated by surfactant solution inside
the core [23].

The MRF value of blended surfactant formulation showed greater than single
surfactant tested in the porous media. Figure 6 presents the comparison of MRF
values of 0.6%AOS and surfactant blend formulation 0.6%AOS + 0.6%LMDO.
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5 Conclusions

• The MRF of foam surfactant formulations is measured at reservoir conditions
(96 °C and 1400 psi).

• The MRF of 0.6%AOS + 0.6%LMDO surfactant blend was found higher as
compared to 0.6%AOS single surfactant.

• Higher differential pressure (Dp) values by the MRF experiment indicated
greater reduction of gas mobility. Therefore, MRF result showed that the
maximum gas mobility was controlled by blend of 0.6%AOS + 0.6%LMDO
surfactant formulation.
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A Review on CO2 Foam for Mobility
Control: Enhanced Oil Recovery

Shehzad Ahmed, Khaled Abdalla Elraies, Isa M. Tan
and Mudassar Mumtaz

Abstract Injection of gas is increased nowadays, and among various kinds, themainly
used gas in past 30 years for EOR purpose is CO2. The recovery mechanisms associ-
atedwith CO2 flooding are oil viscosity reduction, oil swelling, and the phase transition
due to miscible displacement. On the other hand, high mobility of CO2 and reservoir
heterogeneities are the twomajor factors that are responsible for poor sweep efficiency.
CO2 is having low density, and it results in the gravity override and starts moving
toward the top of the reservoir causing an unfavorable mobility ratio. The combination
of surfactant with CO2 generates foam which is a promising and cost-effective method
in improving the sweep efficiency. The focus of research nowadays is to obtain foam
with high stability and low mobility because it is directly related to sweep efficiency.
Due to overwhelming interest in foamEOR, some new surfactants have been produced
with the objective to meet wide range of reservoir condition and for targeting difficult
reservoir design and operating conditions. In this paper, recent experimental research
for laboratory screening and evaluation of surfactant is highlighted and the foam
mobility in the porous media has been reviewed. The parameters important for the
generation of efficient foam for the purpose of EOR have also been reviewed.

Keywords Surfactant � CO2 flooding � CO2 foam flooding � Foam mobility

1 Introduction

In EOR process, the main objective is the economical enhancement of sweep
efficiency governed by mobility ratio which is the ratio of effective permeability and
viscosity of fluid [1]. The fluid mobility controls the relative ease with which fluid
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moves through a reservoir. In a case where the mobility of displacing fluid is more,
a stable interface will not be achieved causing the phenomenon of viscous fingering
[2, 3]. Such kind of oil displacement mechanism is called unfavorable or non-ideal
displacement.

High mobility of CO2 and reservoir heterogeneities are the two major factors that
are responsible for poor sweep efficiency. CO2 is having low density, and it results
in the gravity override [4] and starts moving toward the top of the reservoir
resulting in negative effect on sweep efficiency. The use of foam in EOR processes
can effectively improve the sweep efficiency [1–3, 5]. This is due to the reason that
the resistance to the flow of the individual phase is significantly higher than that of
individual phase that is making up foams [1, 6, 7].

Foam is a dispersion of gas in liquid, and it is produced when a liquid containing a
small concentration of surfactant solution comes in contact with a gas. Displacement
of foams gives relatively high resistance to flow in porous media, and due to this
reason, foams are very useful in EOR processes. Foam helps in flow restriction of the
injected fluids in fractures or high permeability streaks [1, 4]. It is also helpful in
diverting the flow from thicker fractures to thinner [4]. In displacement process, it
improves the mobility ratio by reducing injected phase mobility.

In this paper, concept of foam for the purpose of controlling the mobility of
injected CO2 and reducing the layering effect is studied. The proper designing of
foam is necessary to obtain the desired properties of foam, i.e., high stability, high
viscosity, and low mobility during its transport in porous media. Some commer-
cially used surfactants, their screening, and the evaluations at different scenarios are
described in detail, and also, their performance has been reviewed. This paper also
includes a brief literature review on foam mobility in porous media. Different
parameters controlling mobility of CO2 foam have been elaborated, and the works
of different authors have been summarized.

2 Foams and Foaming Agents

Surfactants are required to produce foams and are known as foaming agents.
Numerous surfactants are available and suitable for the generation of foam, and the
surfactant selection process depends on their specific application on the basis of
laboratory test and the empirical relationships. Foam for reservoir application is
defined as a gas–liquid mixture such that the liquid phase is continuous, whereas
some part of the gas is made discontinuous by a thin film called lamella [8]. There is
lack of theoretical quantitative relationship in literature that can help in detailed
prediction of properties of the foams [1, 9–11].

Designing a foaming agent is the most critical step of CO2 foam flooding pro-
cess. The promising surfactants have good solubility in water, for example, the
surfactants such as anionic and nonionic having high ethylene oxide (EO) groups
attached [12, 13]. Temperature is another factor that suppresses the solubility of
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surfactant in brine, and therefore, it requires special attention to evaluate CO2 foams
as the targeted reservoir conditions using reservoir fluid and its core samples [14].

One of the constraints associated with surfactant-based EOR process is surfac-
tant adsorption on reservoir rock, and it is very important to consider during the
design of chemical formulation for a particular reservoir. For sandstone reservoirs,
cationic surfactants should be avoided due to high adsorption on the negatively
charged surface of sandstone [15]. Due to this reason, the commonly used sur-
factants in sandstone reservoir are anionic, nonionic, and amphoteric. In case of
carbonate reservoirs, due to the positive charge on surface, the adsorption of anionic
surfactant is high and the cationic surfactants give good results [15, 16].

Numerous surfactants have been presented up till now for the generation of CO2

foam in laboratory with each one having unique properties. Based on the past
laboratory studies, Chaser CD 1045 and Alipal CD 128 performed excellently in
terms of foam generation [15, 17–21] and these surfactants have shown good results
in many pilot tests. Chaser CD 1045 is a blend that contains anionic alpha olefin
sulfonates, amphoterics, ethoxylates, and nonionic alkyl phenol. Beside this, there
are many other famous surfactants for EOR applications that include Chaser CD
1040 [17], Chaser CD 1050 [17], NES-25 [18], Shell Enordet X2001 [17, 18, 22],
Shell alpha olefin sulfonates (AOS) 14–16 [23], DOWFAX unethoxylated alkyl
biphenyl disulfonates [22], Neodol 25–9 [24], TRS 18 and 40 (a blend of Witco
petroleum sufonates), Witcolate 1247H and 1276, and Witconate AOS12 [25].

Another study concluded that alcohol ethoxy glyceryl sulfonate (AEGS), alcohol
ethoxy ethyl sulfonates (AESo) as the promising surfactants. The conclusion was
made after studying air-based foams using forty surfactants and testing them using
CO2 foam [26].

The branches of surfactants have prominent effect on the interfacial tension
(IFT) at the interface of CO2–water, and it has been studied in detail using different
surfactants [27]. Some of the new surfactants that are twin-tailed, water soluble,
nonionic, and ethoxylated surfactant were used for the stabilization of CO2 in water
emulsion for improving mobility ratio [28]. These surfactants were
dioctylglycerine-based consisting 9–12 EO groups and were found more effective at
reducing CO2–water interfacial tension. Ethomeen C12, a CO2 soluble ethoxylated
amines, was proved to a good CO2 foamer at high-pressure and high-temperature
conditions with low adsorption for carbonates [29].

The design of CO2 soluble surfactants for different reservoir conditions and their
identification is the focus of research nowadays. These could be single-tail or
twin-tailed ethoxylates, a hydrocarbon based that are slightly CO2 soluble (up to
0.5 wt%) and good soluble in aqueous phase. Surfactants with branched carbon
chain give better performance, and sometimes, the tails may also contain CO2–

philic oxygenated functional groups. The solution containing CO2–rich surfactant
solution has the ability to generate in situ foams upon mixing with the reservoir
brine and the different strategies for mobility, and conformance control can be
designed by introducing these surfactants to both CO2 and brine.

A Review on CO2 Foam for Mobility Control: Enhanced Oil Recovery 207



3 General Foam Properties

3.1 Foam Quality

Frictional flow of gas through porous media is termed as foam quality [30], and
mathematically, it is expressed as

f ¼ Vg= Vg þV l
� � ð1Þ

where ƒ is the foam quality, Vg is the gas volume in foam, and Vl is the liquid
volume in foam.

Foam quality affects the behavior of foam flow and is expressed in percentages.
Khatib et al. (1988) determined the mobility of the foam at fixed flow rate and
observed a slight decrease in foam mobility at increasing foam quality from 50 to
98% [31, 32]. They also noticed an increase in foam mobility at foam quality higher
than 98%. De Vries and Wit (1990) reported similar results; i.e., with the increase
of foam quality at a fixed flow rate, a decrease in foam mobility was observed until
a break point beyond which mobility was found increasing [33]. Patton et al.
(1983) [34] and Hirasaki and Lawson (1985) [35] found that mobility decreases as
foam quality increases [16, 36]. However, Lee and Heller (1991) [37] reported that
foam mobility increases with increasing the foam quality. Yaghoobi and Heller
(1994) observed a slight increase in foam mobility till 85% foam quality, and
afterward, the mobility of foam was found increasing rapidly [17]. Moradi et al.
(1997) found high resistance factor between 50 and 70% foam quality [38].

Foam quality in the sandstone has shown no dependence on shear rate at low
value of 60%, but for 60–80%, a slight shear thinning behavior was observed and the
distinct shear thinning behavior was noted for driest foam of 90% foam quality [38].
In one study performed using sandstone, it was shown that mobility of foam
decreases by a factor of two during the increase of foam quality from 20 to 80% [31].

3.2 Foam Texture

The texture of foam can be defined as the number of lamellae per unit volume.
Knowledge of foam texture is significant to study foam rheology, and there are
lack of reliable methods to obtain a direct measurements. However, it is common
to indirectly deduce the foam texture from apparent gas viscosity and pressure
profile. The dynamic mechanism of lamella creation and coalescence is very
important mechanism and must be considered to estimate the foam texture in
porous media [39].
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3.3 Foam Stability

Foam stability is the time taken during the collapse of half of the foam. There are
three methods to test the stability of the foam [40]. First method is the lifetime of a
single bubble, second is the steady-state foam volume under the given gas flow
condition and shearing/shaking, whereas the third method is the rate of collapse of
static foam. Rothmel et al. (1998) found that the foam stability is not dependent on
the inherent properties such as critical micelle concentration and hydrophile to
lipophile balance [41]. Mulligan and Eftekhari (2003) used ten commercial sur-
factants of different types, and stability was checked at different foam qualities [42].
It was found that Triton X-100 and JBR425 surfactant have shown better foam
stability [42]. Later, Wang and Mulligan (2004) performed series of experiments
with rhamnolipid solution at three different concentrations (i.e., 0.5, 1, and 1.5 wt
%) and came to the conclusion that the enough foam stability could be obtained for
injection purposes at low concentration of 0.5 wt% [43]. They also noticed that
concentration of surfactant and foam quality has a significant effect on foam sta-
bility [43]. Normally, the foam stability increases with increasing surfactant con-
centration, and the region with highest foam stability was found to be within 90–
99% foam quality [39].

4 CO2 Foam Behavior

Chang and Grigg (1999) concluded from their experimental study that the increase
of flow rate increases the foam mobility [31]. However, the increase of flow rate
decreases the foam resistance factor. Foam resistance factor tells about the mag-
nitude of mobility reduction during the foam tests in laboratory [14, 44]. Foam
resistance factor is the ratio of CO2/brine mobility and foam mobility. If there is no
foam generation in porous media, the mobility of CO2/surfactant solution is almost
the same as CO2/brine mobility, and hence, the foam resistance factor will be one
[31]. It was concluded that mobility of foam decreases as the foam quality increases.
With the increase of foam quality from 33 to 80%, the foam resistance factor was
found increasing. However, at foam quality of 20 and 33%, minimum value of foam
resistance factor was appeared [31].

5 Laboratory Screening and Evaluation of Surfactant
Formulations for Foam EOR

There are many studies that have focused on the laboratory screening of surfactant
formulation and their evaluation for the foam EOR process [12, 45, 46]. Most
studies targeted the foam stability, foam ability, and adsorption, and little literature

A Review on CO2 Foam for Mobility Control: Enhanced Oil Recovery 209



is available on systematic procedure for formulation screening and evaluation
during foam process. The systematic procedure that includes the solubility,
chemical and thermal stability, foam ability, foam stability, and surfactant
adsorption at various reservoir conditions was presented recently by Cui (2014)
[47]. Furthermore, the surfactant partition coefficients and IFT are also important
parameters for foam EOR [48, 49]. During the transport of foam in porous media,
surfactant must have good solubility at the reservoir conditions. The harsh reservoir
conditions, such as high salinity, high temperature, and high pH, are the major
constraints associated with this process, e.g., salting out of sodium dodecylsulfonate
surfactant at high salinity brine condition especially in the presence of cations (i.e.,
Ca ++ and Mg ++) [50].

The solubility of switchable cationic surfactants is dependent on the pH, e.g.,
solubility of surfactants in water is low at neutral and poor at high pH [12]. So it is
important to check the solubility of surfactant at the desired reservoir conditions
prior to the other evaluations, and for this purpose, a glass pipette method could be
utilized [51, 52]. For elevated temperature conditions, sulfonate surfactants are
preferred over sulfate surfactant because sulfates degrade at high-temperature
condition [53]. Adkins et al. synthesized carboxylate surfactant and was found to be
useful for high temperature and salinity conditions [54]. Talley (1988) [53] and
Adkins [54] performed phase behavior experiments for the investigation of sur-
factant stability at high salinity and high-temperature conditions.

Foam stability and foamability are of prime importance during surfactant eval-
uation for foam EOR. Bulk foam tests and porous media tests are the two main
experimental methods that are being used for the screening of surfactant formula-
tions. The bulk foam tests have the half-life of foam and column height as the
common parameters [12, 45]. In porous media foam tests, the parameters of
interests are pressure gradient, apparent viscosity, and mobility reduction factor
(MRF) [35].

6 Different Parameters Effecting CO2 Foam
Mobility Reduction

6.1 Surfactant Concentration

The concentration of surfactant is of prime importance, and the critical micelle
concentration (CMC) of surfactant is the common characteristic associated with
surfactant solution. CO2 foam can be obtained at surfactant concentration below
CMC, but the generated foam would be very weak. Adsorption of surfactant is low
when a surfactant having high CMC value is utilized at a concentration lower than
CMC, and this dilute concentration propagates slowly through the porous media
and weak foam for mobility control forms [55]. The maximum mobility reduction is

210 S. Ahmed et al.



obtained when the CO2 foam flooding is performed at a surfactant concentration
higher than CMC.

In short, the concentration of surfactant during CO2 foam ranges from 0.01 to
1 wt% and this is the range over which a significant reduction in the mobility of
CO2 was observed. The concentration of surfactant lower than 0.05 wt% does not
form the lamellae, whereas the concentration of surfactant higher than 0.5 wt% may
not add a prominent improvement in mobility reduction.

6.2 Permeability

The major aim of the CO2 foam flooding process is to divert the flow of CO2 from
high-permeable channel to low-permeable upswept zone that is oil rich. An exper-
imental study showed that the apparent viscosity of CO2 foam in high-permeable
(70–300mD) core is two to three times greater than the low-permeable core with
0.5–6mD [37]. It is proven that the reduction of mobility is large in higher perme-
ability core sample as compared to the low permeability [18]. Not all the surfactants
reduce the mobility of the foam to greater extent; therefore, proper assessment of
surfactant is required to obtain the desired results. Surfactants such as CD 1045 and
CD 1050 were found effective in reducing the mobility of foam in high-permeable
cores, whereas CD 1040 and CD 1050 surfactants have generated effective foam in
low-permeable cores. The concentration used was 500 ppm, and the injection was
performed at 0.4 ft/day Darcy velocity. Enordet X2001 showed the desired results in
achieving selective mobility reduction with the increase of permeability. However,
for the case of CD 1050 and CD 1045, an increase in mobility with the increase of
permeability was noted. Surfactant CD 1040 gave noticeably high mobility reduc-
tion in the low-permeable cores. The performance of surfactant is dependent on the
concentration and the injection rate [56].

6.3 Temperature

It is not possible to change the temperature of reservoir during CO2 foam flood;
therefore, the design of process at high temperature higher than 80 °C is a chal-
lenging job and it requires careful consideration. The favorable aspect of
high-temperature flood is the decrease in surfactant adsorption. In case of
high-temperature reservoir, the solubility of surfactant in brine decreases and the
degradation of surfactant takes place. The stability of foam decreases with the
increase of temperature especially above 60 °C, and the interfacial tension between
the brine and the CO2 decreases [57].
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6.4 Pressure

Increases of pressure help in increasing the stability of foam [57]. High pressure
gives a denser CO2 which increases the interaction with the carbon chain of sur-
factant. A micromodel explained that the sweep efficiency at a pressure just below
the minimum miscibility (MMP) is as high as it is in high-pressure foam flood
above MMP. It was proved that good sweep efficiency can be achieved by using
minimum CO2 if the foam flooding is performed at MMP instead of very high
pressure [58].

6.5 Brine Composition

Reservoir brine having high salinity and hardness destabilizes foam, and the
intensity of destabilization is dependent on the type of surfactant used. There are
some surfactants having good properties for the generation of efficient foam, e.g.,
Chaser CD 1045 that has good tolerance to hard brine [57]. When the surfactant is
dissolved in CO2 instead of brine, then the effect of salinity is more noticeable; such
kind of system basically contains low concentration of nonionic surfactants, and
dissolved solid in brine suppresses the surfactant solubility in brine and hence
drives the surfactant toward the CO2 phase [59].

7 Conclusion

CO2 flooding is the most widely used economical and effective EOR technique.
Combination of foam with CO2 helps in avoiding early breakthrough and con-
trolling the mobility of CO2 in reservoir by diverting CO2 to the less permeable
zone, reducing fingering and gravitational override, thus gives a stabilize front.
Foam with good stability, viscosity, and mobility in porous media at reservoir
conditions is mostly desired, and therefore, proper designing of foam is necessary to
obtain the desired foam properties.

There are various commercially available surfactants that act as main player in
foam mobility control process. Strength of the foam plays dominant role in con-
trolling the mobility and related directly with the sweep efficiency. Surfactant
adsorption and instability are the two major constraints associated with the transport
of surfactant in the porous media.

Foam mobility is sensitive to several factors, i.e., surfactant concentration,
permeability, foam quality, brine salinity, pressure, and temperature. These
parameters have major impact on foam mobility, and there is no substitute in foam
design for evaluating the mobility reduction of foam in cores using reservoir fluid
under different reservoir conditions and the commercially available surfactants.
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Palm Fatty Acid Methyl Ester
in Reducing Interfacial Tension
in CO2–Crude Oil Systems

Aminah Qayyimah Mohd Aji and Mariyamni Awang

Abstract The interfacial tension (IFT) is one of the most important parameters
affecting the ability of CO2 to become miscible with crude oil. The high IFT
difference between CO2 and crude oil resulted to more problems during the dis-
placement such as fingering and segregation. Extensive research on chemicals to be
used as additives in reducing the IFT between CO2 and crude oil has been done.
However, large amounts of chemical are required with field application. This paper
presents a preliminary study on the application of fatty acid methyl ester (FAME)
from palm to reduce the IFT with crude oil and CO2. In this work, FAME is used as
an additive in the mixture of CO2 and crude oil. Vanishing interfacial technique
(VIT) was used to determine the effect of the additive on CO2–crude oil system.
With this finding, an economical approach was obtained which is suitable for mass
application in the reservoir.

Keywords CO2 � Crude oil � Interfacial tension (IFT) � Palm fatty acid methyl
ester (FAME)

1 Introduction

One of the promising techniques widely applied to enhance oil recovery is the CO2

gas injection [1]. At high pressure and temperature, CO2 mixes with crude oil,
reducing the viscosity and density of the crude oil, improving the crude oil dis-
placement [2]. Higher recovery is achieved with CO2 miscible displacement than
the immiscible flooding [3, 4]. However, miscibility is difficult to attain thus, a
reduction in IFT found improving the miscibility. During CO2 flooding, the
interfacial interaction controls the flooding process behavior of crude oil, gas, and
brine [5, 6]. The absence of a barrier between CO2 and crude oil enables fluids to
mix and be recovered [7].
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The addition of semi-polar solvent, for example, alcohol, has proven to enhance
the miscibility between crude oil and CO2 [8–10]. Oil, which is nonpolar, will mix
with the nonpolar end of alcohol while CO2, which possessed a dipole moment, will
be mixed at the other end of alcohol, enhancing the solvating power and polarity of
CO2, thus reducing the IFT between crude oil and CO2 [11]. Alcohol also has been
used as additives together with the surfactant to achieve a lower IFT with crude oil
[12].

The economic factor is one of the main important keys to be considered in
chemical EOR. Expensive production of chemicals usually hinders the application
in the reservoir scales. One way of reducing the chemical production cost is to use
less expensive feedstock which contains fatty acids. A fatty acid is a type of a
carboxylic acid with a long aliphatic chain, which is either saturated or unsaturated
[13].

With long carbon chain and the presence of a carboxyl polar tail, the fatty acid is
capable undergone esterification and acid–base reaction. Carboxylic acid had pro-
ven to enhance miscibility between CO2 and crude oil when added to the system
[9, 14]. Regardless, the miscibility of supercritical CO2 with carboxylic acids
decreases with carboxylic acids that contain more than 10 carbon atoms [15]. The
solubility of CO2 is decreased with the chain length increment of a crude oil.
Esterification usually increases the solubility of carboxylic acids, both aromatic and
aliphatic with CO2 [16, 17].

In this project, the focus is on utilizing FAME from palm biomass as feedstock
for chemicals in reducing the IFT between CO2 and crude oil enhancing the mis-
cibility, thus improving the recovery.

1.1 Fatty Acid Methyl Ester (FAME)

FAME is a type of fatty acid ester that is produced from transesterification of fatty
acids. FAME has chemical characteristics closer to fossil fuels and a mixture of
different FAMEs commonly called as biodiesel. FAME also has a higher solubility
in CO2 compared to parent fatty acid [16].

In this paper, FAMEs from different parts of palm tree were used. First is palm
crude oil which extracted from the kernel of the palm fruit and palm-pressed fiber
(PPF) oil a by-product from oil extraction of oil palm fruits. The PPF oil has unique
characteristics resulting from the combination of palm mesocarp fiber, kernel shell,
and crushed kernel [18].

1.2 Alkoxy FAME

Naturally derived alcohols are produced from natural fats and oils by hydrogenation
of their fatty acids or FAME [19]. The most common process for manufacturing
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natural alcohol is the hydrogenation of FAME in the presence of a catalyst [19, 20].
In this study, the aliphatic FAME underwent alkoxylation with the addition of
propanol for branching purposes, to produce alkoxy FAME.

Branched alcohol propoxylated sulfates have emerged to be a good type of
surfactant for oil removal creating middle-phase micro-emulsions and presumably
achieve low interfacial tension [21]. Another study by Minana-Perez et al.
demonstrated that mixtures of ethoxylated and propoxylated formulated to provide
optimum performance for various types of oils and with different conditions [22].

Smith et al. have documented optimal condition for epoxification for the syn-
thesis of saturated fatty acid from the oleic acid of palm oil. Figure 1 below shows
an example of alkoxylation of FAME [23].

2 Materials and Methods

2.1 Material

There are two types of dead crude oil samples used in this study, where both were
obtained from Petronas Refinery, Melaka, Malaysia. The properties of crude oil
samples were measured at standard 15 °C, the properties of the sample measured
listed in Table 2. Industrial-grade CO2 with 99% purity is used in the experiment to
eliminate the impurities that may affect the experimental result.

Two types of FAMEs were used in this study. Palm-pressed fiber and palm crude
methyl esters were supplied by Felcra Berhad Nasaruddin Oil Palm Mill, Tronoh,
Perak. Palm crude methyl ester is then used to produce the alkoxy FAME.

2.2 Samples Preparation

The samples were prepared by based on the volumetric ratio [24, 25]. The samples
are listed in Table 1. The FAME was added to the crude oil and heated at 60 °C and
stirred for 15 min.

2.3 Apparatus and Procedure

2.3.1 Fatty Acid Methyl Ester to Alkoxy FAME Conversion

First, the palm crude FAME underwent epoxidation before the alkoxylation process
[23, 26]. The process is started with epoxide FAME heated to 60 °C in the reaction
glass. A mixture of H2SO4 and 10 mol of 2-propanol is added to the reaction glass
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with the temperature is maintained. The mixture was allowed to react for 2 h before
pouring into separation funnel to be settled overnight. Residual catalyst and
2-propanol were removed by repeated water washes and phase separation followed
by drying over anhydrous sodium sulfate and filtrated. (Tables 2 and 3)

Fig. 1 Reaction scheme for epoxidation (step 1) and alkoxylation (step 2) of methyl oleate
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2.3.2 Compositional Analysis

The gas chromatograph GC-2010 was used to analyze the composition of the
FAME and determine the amount of each component present based on AOCS
method [27].

2.3.3 Density Measurement

Before each experiment, the density of mixtures of crude oil and FAME at desired
temperature and pressure were measured by using Anton Paar DMA10 density
meter. The density of CO2 at determined pressure and temperature was calculated
by using the table from equations of state and PVT analysis [28]. The density of the
mixtures is listed in Table 4.

Table 1 Samples preparation based on the volumetric ratio concentration

Samples Crude oil A
(% by volume)

Crude oil B
(% by volume)

Methyl laurate
(% by volume)

Alkoxy FAME
(% by volume)

1 100 0 0 0

2 95 0 5 0

3 0 100 0 0

4 0 95 0 5

Table 2 The properties of
crude oil used in the test at
25 °C

Property Crude oil A Crude oil B

Value Value

Density (g/cm3) 0.8114 0.7998

Viscosity (cP) 3.9234 2.434

API gravity 42.9 45.2

Table 3 FAME’s
composition analysis

FAME Palm crude (%) Palm fiber (%)

Methyl laurate 0.41 66.36

Methyl myristate 1.12 12.89

Methyl palmitate 34.50 19.60

Methyl palmitoleate 0.18 0.25

Methyl stearate 6.30 0.11

Methyl oleate 41.30 0.01

Methyl linoleate 15.36 1.15

Table 4 Density of the
mixtures at 90 °C

Density (g/cm3)

Crude oil with methyl laurate 0.7718

Crude oil with alkoxyl methyl oleate 0.8346
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2.3.4 Viscosity Measurement

Viscosity was measured by using advanced AR-G2 rheometer (TA Instruments,
USA) equipped with zero gap geometry and measurement was conducted according
to the ASTM D-445 standard at standard 25 °C.

2.3.5 IFT Measurement

All the IFT measurements were done by using Vinci IFT 700 pendant drop mea-
suring equipment. The crude oil was injected into the CO2 pressure cell at deter-
mining pressure and temperature formed pendant drop shape. Once a well-shaped
pendant droplet was formed, sequential digital images were recorded and drop
analysis software (DAS) was used to measure and calculate the IFT from drop shape
produced [29]. The IFT measurement for each temperature and pressure were
repeated for pendant oil droplets produced. The IFT measurements were done at
constant temperature 90 °C and different pressures ranging from 463 up to 2000 psi.

3 Results and Discussions

3.1 Properties of Crude Oil

Table 2 shows that both the crude oils are light crude oils, which are suitable for
CO2 miscible flooding.

3.2 Compositional Analysis

Table 3 shows that the methyl oleate and methyl laurate are the highest composition
in both FAMEs tested. FAME is made up of a mixture of various methyl esters, the
methyl esters which has the highest percentage affecting the properties of each
FAME own.

3.3 Density Measurement

3.3.1 Effect of FAME Additives on IFT Between Crude Oils And CO2

The measured IFT of the CO2 and the additives are illustrated in Figs. 2 and 3 for
each case, respectively.
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For a clear comparison on the effectiveness of both additives with pressure
increases, the IFT values were then linearly extrapolated. The pressure taken for the
extrapolated IFT was at the pressures 500, 1000, 1500, and 2000 psi. The summary
of the IFT values obtained is listed in Table 5 and illustrated in Fig. 4.

Based on the results obtain, it was observed that with the addition of FAME as
additives in crude oil shows a great reduction on the IFT. It is also observed that
alkoxy methyl oleate reducing the IFT much better compared to methyl laurate.

Table 5 IFT reduction with pressures

Pressure
(psi)

Crude oil A
IFT (mN/m)

Error (%) With alkoxy methyl
oleate IFT (mN/m)

Error (%) IFT
difference
(%)

500 22.32 15.23 68.25

1000 15.92 5.38 10.13 0.87 63.65

1500 9.52 5.03 52.86

2000 3.12 −0.07 2.25

Pressure
(psi)

Crude oil B
IFT (mN/m)

Error (%) With methyl laurate
IFT (mN/m)

Error (%) IFT
difference
(%)

500 42.63 2.39 32.93 77.24

1000 30.83 22.48 72.90

1500 19.03 12.03 63.20

2000 7.23 1.58 0.50 21.82
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Fig. 4 IFT between CO2 and crude oils with FAME at different pressures
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Regardless, the difference in IFT obtained at lower pressure is much more obvious,
compared to high pressure where IFT difference becomes less significant. This is
directly related to the miscibility of CO2 at high pressure and temperature with
crude oil.

The results support the literature findings that the presence of branching [30] and
polar functional groups such as hydroxyl, carboxyl, and carbonyl helps in
enhancing the solubility of CO2 into crude oil [31]. The solubility enhancement
with additives causes by the special interactions between the solute and co-solvent
molecules [11, 32].

The polar functional group of the co-solvent interacts with CO2 via dipole-
induced dipole interaction while the hydrocarbon chain of the co-solvent interacts
with the hydrocarbon via London dispersion force (LDF) [33]. Without the addition
of polar chemicals that soluble in crude oil, there would only be LDF among CO2

and hydrocarbon molecules. With the presence of branches in the outermost layers
increased the contact area between CO2 and crude oil, enhancing the solubility if
CO2 and crude oil that may reduce the IFT [30, 34].

Alkoxyl methyl oleate which has both polar functional groups such as hydroxyl
and carbonyl shows a great IFT reduction compared to the methyl ester with only
carbonyl groups. The presence of branches in the alkoxyl methyl oleate enhancing
the solubility of CO2 with crude oil reducing the IFT, which allows the miscibility
to occur at lower pressure.

4 Conclusions

1. The test shows that addition of FAME to the crude oil enhancing the miscibility
by reducing the IFT between CO2 and crude oil.

2. Alkoxy FAME reducing the IFT much better than the methyl laurate.
3. The difference of IFT become less significant as the pressure increases.
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Part III
Unconventional Resources



Effect of Porosity to Methane Hydrate
Formation in Quartz Sand

Mazlin Idress, Mazuin Jasamai, Ismail M. Saaid, Bhajan Lal,
Behzad Partoon and Khalik M. Sabil

Abstract Natural gas hydrates are recognized as the potential source of methane
gas as the current estimates of the global methane hydrates inventory range between
1000 and 10000 Giga Tonnes of carbon. The behavior of methane hydrate for-
mation in porous media is investigated in the Tubular Hydrate Cell at 8 MPa and
276 K. The present work is focused on finding the optimum porosity of the quartz
sand with the grain sizes of 600–800 µm that could accelerate the methane hydrate
formation. The effect of different porosity (Ø of 0.32, 0.34, 0.37, and 0.4) on the
methane hydrate induction time, methane hydrate saturation, and the time taken for
methane hydrates to completely form in the unconsolidated sand is investigated.
The result shows that the optimum value for porosity is 32% based on the fastest
time taken for complete formation and largest value of methane hydrate saturation
which is 33.35 h and 6.34%, respectively, at the specified operating conditions.

Keywords Induction time � Gas uptakes �Methane hydrate � Formation � Porosity

1 Introduction

Natural gas hydrate (NGH) exists in geological formations and constitutes a
potentially large natural gas resource for future. The presence of marine gas hydrate
throughout the world has been inferred from geophysical, geochemical, and geo-
logical evidence mainly by bottom-simulating reflectors (BSRs), chemistry of
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sediment pore water, and direct sampling of gas hydrate [1]. Natural gas hydrates
are generally defined as insertion compounds formed from water and light hydro-
carbons, mainly methane [2]. The whole structure is stabilized by the interactions
between the water molecules forming a lattice and the gas molecules contained
within this lattice at high pressure and low temperature. Gas hydrate exists in
crystalline, ice-like solid molecule formed when the ‘guest’ molecules such as
carbon dioxide (CO2), methane (CH4), ethane (C2H6), and nitrogen (N2) are altered
by the addition or existence of water molecule in the system. Gas hydrates are
non-stoichiometric compounds, which denote quantities of reactants which are not
in a simple integral ratio or not in the ratio expected from an ideal formula or
equation.

CH4 þH2O ¼ nCH4 þH2O. . .. . .. . .. . .:: ð1Þ

Referring to Eq. (1), n is the number of moles of water per mole of gas in
hydrate. In natural conditions, when hydrate formed by biogenic methane in bottom
sediments, the value of n varies from 5.8 to 6.0. The value of n varies from 7 to 12
during hydrate formation by depth catagenetic gases [3]. The formation of hydrates
depends on several parameters such as pressure, temperature, gas composition,
salinity, and interfacial surface area which can be affected by the presence of porous
media. The different types of porous media will also affect the specific area, pore
volume, and pore size distribution of the methane hydrates formed [4]. The methods
for recovering natural gas hydrates are still in developing stage. The most practical
methods are thermal stimulation, depressurization, and chemical inhibitors [5]. One
of the most valuable information needed to reliably predict the production of natural
gas from hydrate deposits is the porosity effect on hydrate formation and dissoci-
ation within porous medium. Porosity is a measure of how much of a rock has open
space. This space can be between grains or within cracks or cavities of the rock.
Porosity increased as the particle size increased. It is known that as particle size
increases, the surface area decreases [6].

The kinetics of natural gas hydrate formation within geologic materials is limited
in current literature with characteristics related to their occurrence in nature. It
involves the nucleation mechanism and the induction time, distribution points of
these nuclei, and the rate at which hydrates grow within the sediment. This provides
a valuable insight into the formation history and mechanisms of natural gas hydrate
accumulations [7]. Linga et al. (2012) studied the formation kinetics of various
natural gas mixtures in silica sand using stirred vessel and fixed bed reactor and
found that the hydrate formation rate in fixed bed reactor is faster than that in the
stirred vessel and the percentage of water to hydrate conversion is higher [8]. Sun
et al. (2014) studied the phase stability of methane hydrate formation in silica sand
particles, and the result shows that phase stability is not affected by the
coarse-grained silica sand [9]. From experimental measurement of permeability in
partially hydrate-saturated glass beads’ pack which is compared with the measured
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value using Masuda model, it is suggested that when the hydrate saturation is less
than 35%, the hydrates tend to coat the glass bead, and filling up the pores with
minimal interaction with the glass bead when the saturation is more than 35% [10].
From the literature, it is suggested that the hydrate growth dwelled in smaller pore
spaces [11]. Clarke et al. (1999) developed a comprehensive predictive thermo-
dynamics model to determine the hydrate formation conditions in the granular
porous media. The models required the knowledge of surface energy, mean pore
radius, and wetting angle. According to McGrail et al. in 2007, one problem-
limiting data collection on gas hydrate properties in porous media is the experi-
mental difficulty associated with the measurement. A pore water freezing model
was developed, and it showed good agreement with the experimental measurement.
This proves that pore water chemistry is the most important factor that controls the
equilibrium of gas hydrate in porous medium [12]. Kleinberg et al. 2003 studied the
hydrate growth habit in porous media using nuclear magnetic resonance mea-
surements on hydrate-bearing formation. The samples were artificially formed
replicating the water-rich environment. The study discovered that the hydrate is
formed in the centers of the pores and suggests that when hydrates are formed from
free gas, they occupied the largest pores in consolidated rock due to the availability
and low solubility of methane in the water [13]. Other experiments were performed
by Garret and Marco to evaluate the methane production from hydrate-bearing
quartz sediment. Hydrate formation using a gas invasion technique showed that
hydrates tend to form from the top of the reactor and progress downward for
prepared sediment samples ranging between 10 and 30% pore space hydrate sat-
uration [14]. Chen et al. reported the synthesis of methane hydrate in porous media
and investigated the geochemical characteristics of pore water. The results show
that subcooling is one of the most important factors in affecting hydrate formation.
Larger subcooling provides more powerful driving force for hydrate formation [15].

The objective of this paper was to investigate the effect of hydrate formation at
different porosity settings ranging from 0.32 to 0.40. In this study, sand pack was
prepared as a porous medium for hydrate formation and dissociation using quartz
sand with the grain sizes of 600–800 µm in Hydrate Tubular Cell. The setting
temperature ranges from 20 to 3 °C for hydrate formation at pressure range from
8 MPa to 2 MPa. Methane gas is used as a hydrate former with 100% water
saturation in the sand pack. Knowing the physical properties of the rock and
existing interactions between the methane hydrate system and the formation is
essential for understanding and evaluating the performance of a given reservoir.
This study can contribute to increase understanding of gas hydrate formation and
dissociation in different sediment settings.
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2 Experiment

2.1 Material

The quartz sand with a 600–800 µm size range is used as porous medium in the
experiment. The quartz sand sample was categorized in the range of size using sieve
analysis. In the hydrate formation process, deionized water and methane gas with a
purity of 0.99 mass fractions were injected into the porous medium. The gas is
supplied by Linde Malaysia. Details of the sample are listed in Table 1.

2.2 Experimental Apparatus

The newly designed Tubular Hydrate Cell is used to simulate gas hydrate formation
and dissociation in porous medium via depressurization, thermal stimulation, and
inhibitor injection. The experimental apparatus used in this work is shown in Fig. 1.
The core component of the apparatus is a high-pressure tubular cell made of SS316

Table 1 Quartz sand sample

Sample Porosity (%) Dry weight (kg) Water required for 100% saturation (ml)

S100P32 32 3.64 644.65

S100P34 34 3.54 684.91

S100P37 37 3.34 745.35

S100P40 40 3.22 805.78

Fig. 1 Schematic diagram for experimental apparatus
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that can withstand a maximum pressure of 20 MPa with effective volume of 2.01 L.
The cell is fixed horizontally in an isothermal chamber with circulating water with
the temperature range of 268–323 K. Six thermocouples are inserted along the cell
to monitor the temperature changes during the hydrate formation and dissociation
as shown in Fig. 2. The system pressure is measured by two pressure transducers
located at the inlet and outlet of the tubular hydrate cell. The apparatus is equipped
with liquid syringe pump to inject liquid into the porous medium and gas booster to
charge in the methane gas to a pre-set pressure. The liquid syringe pump has a range
of injection rate up to 100 ml/min and the maximum pressure of up to 15 MPa. The
maximum pressure attained by the booster pump is 20 MPa. The two-phase sep-
arator with the capacity of 2.01 L is placed at the outlet of the tubular hydrate cell to
separate gas and water produced during the dissociation process. A gas flowmeter
and a electronic weighing balance are placed at the downstream of the equipment to
monitor the fluid flow rates. The experimental data obtained are logged using
Indusoftware at prespecified interval.

2.3 Experimental Procedures

The quartz sand is washed and dried in the oven for 24 h at 373 K to ensure zero
moisture inside the quartz sand. The sand was cooled and sieved to obtain the sand
with the required range. The sand density is measured to be 2.66 g/mL, and the
value is used as a basis to determine the pore volume and porosity of the quartz
sand. A total of 3.64 kg dry quartz sand with a size range of 600–800 µm was

Fig. 2 P-T profile for porosity of 32%
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tightly compacted in the tubular hydrate cell. Based on the sand density of
2.66 g/mL, and the volume of the cell, the porosity of the sand packed in the cell
was determined to be 32%. The cell was placed inside the isothermal chamber with
the circulating water at ambient temperature. The cell was vacuumed to remove the
air inside the cell. The deionized water was injected into the cell at a constant rate of
10 ml/min using liquid syringe pump until constant differential pressure was
observed. At this point, the pores were fully saturated with water. The temperature
inside the isothermal chamber was reduced by cooling down the circulating water
from the room temperature to the hydrate formation temperature of 276 K. After the
system is stabilized at the formation temperature, methane gas is charged from the
booster pump into the porous media to increase the system pressure to 8 MPa to
prepare for hydrate formation.

Temperature and pressure in the sand bed can be read from the control panel and
data acquisition system that are connected to the cell. Temperature and pressure
data are recoded at every 10-s interval. Methane hydrate formation was detected by
the sharp increase in temperature and a reduction in the cell pressure. As water is
denser than methane gas, it tends to accumulate at the bottom part of the sand and
gas at the upper part of the cell. This fact may result in more methane hydrates
formed at the gas–liquid interface inside the quartz sand. The hydrate formation
process lasted for a maximum of six days. The hydrate formation is said to be
completed when the system pressure stopped declining and become constant. The
experiment is then repeated using freshly packed quartz sand with a porosity of
0.34, 0.37, and 0.40, respectively.

3 Results and Discussion

Methane hydrate formation kinetics experiments in porous media are conducted in
deionized water using four types of porosity 0.32, 0.34, 0.37, and 0.4 of quartz sand
with the grain sizes of 600–800 µm to represent porous media. Tables 2 and 3
provide details of experiments carried out in this study. The effect of porosity of
quartz sand on deionized water is studied in detail, and their significance for gas
hydrate formation is related. The amount of the gas consumed during the experi-
ment is calculated using Eq. (2):

Table 2 Methane hydrate induction time for different sand samples

Sample Porosity
(%)

Water
saturation
(%)

Pressure of
hydrate
formation (MPa)

Temperature of
hydrate
formation (K)

Induction
time
(hour)

S100P32 32 100 6.70 273.20 24.1

S100P34 34 100 5.50 275.75 2.33

S100P37 37 100 7.83 275.72 1.47

S100P40 40 100 7.28 275.70 0.76
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where ðDnH;#Þt denotes the number of moles of gas consumed at time t. It is the
difference in initial number of gas at time t = 0 and number of moles of gas at time
t. z is the compressibility factor for a given temperature T and pressure PC which is
the cell pressure at given time t. z is computed by Pitzer’s correlations which is
being used widely by many researchers [9]. Vc is the volume of the cell which is
2.01 L. R is the universal gas constant.

3.1 The Effect of Porosity on CH4 Hydrate Formation

The formation kinetics study was conducted at 276 K at 8 MPa. From Fig. 2, the
dissolution phase was started at the beginning of the experiment as methane gas was
injected into the cell and diffuses into the liquid phase inside the pores of the sand
and becomes saturated. The methane hydrate nucleation starts at the interface of the
gas and liquid inside the pores as the gas diffuses into the sand. At this time, there is
a sudden increase in temperature due to the exothermic nature of hydrate formation
and simultaneous increase in the number of moles of methane gas consumed. The
result shows that the larger the porosity, the faster the methane hydrate nucleation
will be inside the sand translated by the faster induction time. The induction time
occurs as early as 0.76 h for the quartz sand with 40% porosity to 24.1 h for the
quartz sand with porosity of 32% as tabulated in Table 2. As the formation pro-
gresses, the hydrate crystals continue to grow and the gas uptake also increases
accordingly. Since nucleation can take place randomly at any point in the bed, the
time at which nucleation occurs can be identified from temperature profiles of the
sand bed. As the experiment progresses, there are several temperature spikes
observed indicating new nucleation sites within the sand bed.

The number of moles of water consumed at time, t, is determined from the
following equation for various experimental studies:

Table 3 Porosity reduction and methane hydrate saturation for different sand samples

Sample Porosity
after hydrate
formation
(%)

Porosity
reduction
(%)

Completion of
hydrate
formation time
(h)

Gas
uptake
(mol/mol)

Hydrate
saturation
(%)

Hydrate
conversion
(%)

S100P32 30 6.30 33.35 8.641 6.34 63.75

S100P34 32 5.90 142 4.484 3.27 33.09

S100P37 36 2.70 64.2 3.290 2.48 24.36

S100P40 40 1.00 216 5.361 0.77 39.55
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water to hydrate conversion ð%Þ
¼ DnH;# � hydration number

nH2O
� 100::. . .. . .. . .. . .. . .. . .

ð3Þ

where DnH:# is the number of moles of gas consumed at the end of the experiment
determined using Eq. (2). The hydration number used for the present study is 7.377
[3]. nH2O is the number of moles of water inside the cell. Table 3 lists the calculated
values of water to hydrate conversion at the end of the experimental work. In
general, the maximum hydrate conversion of 63.75% is discovered in smallest
porosity of 32%. The values decrease from 63.75 to 39.55% as the porosity
increased from 32 to 40%.

The observations for hydrate conversion are in agreement with Mekala et al.
2014 that stated as the size of silica sand increased; hydrate conversion decreased.
The minimum hydrate conversion is 39.55% using porous media with 40% of
porosity. From the literature studies, it is known that smaller particle size provides
more surface area for gas hydrate formation compared to larger particle size.
Smaller particle sizes lead to lower porosity. Therefore, in porous media with 32%
of porosity, it provides larger surface area for gas and liquid contacts to form
methane hydrate. This is also proven with the higher gas hydrate saturation value
and higher porosity reduction in the quartz sand. The hydrate saturation value
decreases as porosity increases, thus leading to higher porosity reduction as porosity
of the quartz sand increases. The porosity reduction values also indicated a suc-
cessful methane hydrate formation inside the pores.

The rate of hydrate formation is determined by the forward differentiation
method using Eq. (4). The average gas uptake was computed every minute and
reported. The methane gas uptake curves are shown in Fig. 3.

Fig. 3 Gas uptake at different porosity
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Porosity reduction is calculated using Eq. (5):

;t ¼ ;i 1� Shð Þ ð5Þ

where Øt is the total porosity of the system in the presence of hydrate, Øi is the
porosity of the system without hydrate, and Sh is the hydrate saturation in the
system. The hydrate saturation is calculated using Eq. (6):

Sh ¼ nMh

Vpqh
ð5Þ

where Sh is the hydrate saturation in the system, n is the number of gas consumed at
the end of the experiment, Mh is the hydrate molecular weight (g/mol), Vp is the
pore volume of the sample (cm3), and qh is the density of gas hydrate (g/cm3).

4 Conclusion

The result shows that for quartz sand of 600–800 µm, the smaller the porosity, the
faster the methane hydrates formation completion will be and the greater the
amount of methane hydrates formed inside the quartz sand. The fastest completion
time is 33.34 h for the quartz sand with porosity of 0.32, and the percentage of
methane hydrate saturation is 6.34%. This finding is essential to assist in deter-
mining the optimum sand properties for different types of sediments.
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Permeability Evaluation
in Hydrate-Bearing Sand Using Tubular
Cell Setup

Mazuin Jasamai, Ismail M. Saaid, Mazlin Idress, Bhajan Lal,
Behzad Partoon and Khalik M. Sabil

Abstract Production of natural gas from hydrate-bearing sediments is significantly
influenced by permeability variations in the presence of gas hydrate. The quan-
tification on how absolute permeability and relative permeability affect natural gas
production from hydrate-bearing sediments is one of the key interests for reservoir
engineering studies. This study focuses on the relationship between water satura-
tion, permeability, and porosity in unconsolidated quartz sand. Methane hydrate
was formed in quartz sand in high-pressure stainless steel cell using deionized water
at 276 K and 8 MPa. The sand pack with porosity of 40% was saturated with 35%
water. This study found that porosity of the sample reduced significantly as the sand
pack saturated with 35% of water. Porosity reduced from 40 to 37.4% due to the
increase of hydrate saturation. Absolute permeability is 108.72 mD, and it was
measured before gas hydrate formation. Relative permeability was measured after
gas hydrate formation, and results show that relative permeability is 0.49.
Formation of hydrate in pores significantly reduces the relative permeability and
porosity. Relative permeability from this work is compared with a theoretical
model, and the value shows that the relative permeability from this work is close to
the value from Masuda model with N = 10.
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1 Introduction

Natural gas hydrate (NGH) exists in geological formations and constitutes a
potentially large natural gas resource for future. In natural conditions, gas hydrate
forms in the presence of water and natural gas, mainly methane at low-temperature
and high-pressure environment. Gas hydrate is a solid substance that looks like ice.
Naturally occurring methane hydrate is distributed in pore space of sediments. Gas
hydrate has the ability to concentrate and store a large volume of natural
gas/methane within the water cage cavities where 1 m3 of methane hydrate can
produce approximately 164 m3 of methane gas at standard conditions. Current
estimates of the global methane hydrate inventory range more than 445 Gt of
carbon [1]. Motivated by these facts, gas hydrate research activities are centered on
the exploration of this potentially new energy resource. Research on extraction
method is still ongoing to understand the parameters that influence the formation
process, directly and indirectly, such as porosity, permeability, water saturation, and
lithology of the formation. Yet, many of the aforementioned parameters are not
fully investigated in order to show hydrate formation/dissociation mechanisms
within the sediments and parameters that influence the process.

The permeability of a rock is a measure of the ease in which the rock permits the
passage of fluids to flow. Therefore, permeability is an important key parameter to
determine the fluid flow capacity in order to ensure the successful production of
natural gas from natural gas hydrates [2]. The permeability of sediment is determined
by measuring gas or liquid flows, and it is affected by the type offluid flow, porosity,
grain size, and packing structure of the sand. Formation of gas hydrate in the pore or at
the grain surface will reduce the porosity and indirectly restrict the permeability. After
the pores are filled with gas, the flowing path for the fluid to flow will be reduced [3].
The present research on the effect of relative permeability progresses from theoretical
and empirical models to the experimental stage. It is an important parameter for
predicting natural gas production from gas hydrate reservoir. In 2006, Seol et al. from
Lawrence Berkeley National Laboratory, USA, estimate the relative permeability
parameters in hydrate-bearing sand using X-ray computed tomography
(CT) scanning. The experimental work is to quantify water and hydrate saturations in
the sample and estimate parameters related to relative permeability using inversion
simulation. Hydrate distribution was reported to be heterogeneous despite relatively
uniform initial water saturation and porosity distribution. CT scan results also showed
the first visualization of water flow through non-uniformity of hydrate formation in
porous media [4]. Sakamoto conducted an experiment at a laboratory scale to analyze
the permeability change due to methane hydrate dissociation using hot water injec-
tion. His experimental work shows that permeability decreased as methane hydrate
saturation increased. Relative permeability curvewas shifted to lowerwater saturation
as hydrate saturation increased [5]. It has been observed in nature that hydrate usually
exists in unconsolidated sediments. Johnson et al. [6] concluded that measurement of
relative permeability in unconsolidated samples would provide meaningful results.
Series of experimental results showed that hydrate saturation in the pores could reduce
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the permeability of porous media [7]. Kumar et al. performed series of experiments in
packed glass beads to test the models developed by Masuda and Kleinberg in mea-
suring gas permeability in the carbon dioxide hydrate sediment and found that
experimental results obtained agree with the results from the model. The result shows
that for initial water saturation of less than 35%, hydrates tend to form on the grain
surfaces, and for water saturation above 35%, the experimental results indicated a
hydrate formation in the center of the pore which will reduce permeability more
significantly [3]. Sakamoto et al. [5] in his work estimated permeability in methane
hydrate reservoir using the model of methane hydrate dissociation. The results
showed that methane hydrate derived from both irreducible water saturation and free
water will reduce the permeability in reservoirs, thus reducing the porosity as hydrate
occupied the pores [5]. It is important to understand the flow properties in
hydrate-bearing sediments as hydrate dissociation produces water and gas. The main
properties need to understand are relative permeability of aqueous solution, Kra,
relative permeability of the gas,Krg, and the relationship of capillary pressure, Pcap, to
the saturation offluid phases. Delli andGrozic [8] used a three-dimensional cubic pore
networkmodel to study the effect of hydrate particle formation and growth habit on the
permeability. A key prediction of the simulation is permeability will reduce expo-
nentially with the increase of hydrate saturation [9]. The prediction is consistent with
previously developed permeability models where the degree of permeability reduc-
tion depends on the growth habit of hydrates either coating the grains orfilling the pore
spaces [10]. This study focuses on the relationship between water saturation, per-
meability, and porosity in unconsolidated quartz sand. In this study, methane and
water acted as fluid phase flowing in the porous media. Hydrate formations in the
system form from initial water saturation at 276 K at 8 Mpa.

2 Experimental

2.1 Materials

The quartz sand with particle distribution is between 600 and 800 µm with an
average size of 700 µm range used as the porous medium in the experiment. The
coefficient of uniformity is 1.44. The sample is characterized as well sorted as the
uniformity coefficient is less than 3. The specific gravity is 2.66. Deionized water
and methane gas with a purity of 99.95 mol% are used for hydrate formation. The
gas is supplied by Linde Malaysia. Deionized water was prepared using
TKA-LabTower setup from Thermo Scientific.
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2.2 Experimental Apparatus

The newly designed high-pressure stainless steel cell was used to simulate the gas
hydrate formation and dissociation in the porous medium. The schematic of experi-
mental apparatus is shown in Fig. 1. The core component of the apparatus is a
high-pressure cell made of SS316 that can withstand a maximum pressure of 20 MPa
with an effective volume of 2.01 L. The cell is fixed horizontally in an isothermal
liquid bath chamber. The circulating coolant temperature can be controlled in a range
of 268–323 K. Six thermocouples are installed along the cell to monitor the tem-
perature changes during hydrate formation and dissociation. The temperature is
measured with ±0.05 K. The system pressure is measured by two pressure trans-
ducers with an accuracy of ± 0.05 MPa located at the inlet and outlet of the tubular
hydrate cell. The apparatus is equipped with a high-pressure liquid syringe pump to
inject liquid into the porous medium and gas booster to charge in the gas into the cell.
The liquid syringe pump has a range of injection rate up to 100 ml/min and the
maximum pressure of up to 15 MPa. The maximum attainable pressure of the booster
pump is 20 MPa. The two-phase separator with the capacity of 2.01 L is placed at the
outlet of the tubular hydrate cell to separate gas and water produced during the
dissociation process. A gas flowmeter and electronic weighing balance are placed at
the downstream of the equipment to monitor the fluid flow rates. The experimental
data obtained are logged using data logging system at a 1-s interval.

2.3 Experimental Procedure

The quartz sand is washed and dried in the oven for 24 h at 373 K to ensure zero
moisture inside the quartz sand. After cooling, the sand was sieved to obtain the

Fig. 1 Schematic diagram for experimental apparatus
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sand with the required range. Using ASTM D 6913, particle sand was sieved and
into the desired size range and the mass of each range was determined. The density
is 2.66 g/cm3. The sand mainly composed of silica.

The sand was packed in the tubular cell shown in Fig. 2. The cell was made of
316 stainless steel (SS316) with a maximum pressure of 20 MPa. The internal
diameter of the cell and its internal length are 8.5 cm and 35.5 cm that led to the
internal volume of 2.01 L. Six resistance temperature detectors (RTDs) are installed
at the top surface of the cell as shown in Fig. 2. The sand was filled gradually into
the cell with intermittent knocking outside of the cell surface using a rubber
hammer to ensure the decent compaction was achieved. Mass of the sand filled in
the cell was calculated knowing the volume of grain (Vg) and grain density (qg).
About 3 220 g of sand was packed into the tubular cell to achieve the porosity of
40%. Properties of the sand pack are summarized in Table 1. The average per-
meability of the sand pack was determined using Darcy’s equation with measured
data of pressure drop across the cell when gas was injected at constant pressure.

The cell was placed inside the isothermal chamber and put under vacuum for 1 h
to remove all the air trapped inside. The known amount of gas was injected into the
cell at a constant pressure of 3 MPa. Differential pressure was observed. The
absolute permeability to gas is calculated using modified Darcy’s equation for gas
as in Eq. (1).

Ka ¼ Q2lLP2

A P2
1 � P2

2

� � ð1Þ

Q is the gas flow rate (m3/s), L is the length of the cell (m), l is the viscosity of
gas (Pa�s), P1 is the inlet pressure, and P2 is the outlet pressure (Pa).

41 2 3 5 6
Fig. 2 Tubular cell and
location of thermocouples

Table 1 Properties of sand
pack

Properties Details

Mass of sand (g), m 3 220

Bulk volume (cm3), Vb 2014.45

Grain volume (cm3), Vg 1269.1

Grain density (g/cm3), qg 2.66

Pore volume (cm3), Vp 805.8

Porosity (fraction), Ø 0.40

Absolute permeability (mDarcy) 108.7

Grain size (µm) 600–800
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After the process of hydrate formation was completed, the pressure will stabilize
around 3 MPa. To ensure the complete formation of hydrate, the system pressure
slightly increases and the system left overnight to ensure the complete formation of
hydrate. For permeability measurement, the pressure drop across the cell was
measured after the complete formation of hydrate. Effective permeability to gas is
measured. The relative permeability at particular hydrate saturation was calculated
using Eq. (2). The relative permeability (Krg) is a useful dimensionless parameter
measure that quantifies the ability of a fluid to flow relative to another in the porous
media. It is the ratio of effective permeability of a fluid at given hydrate saturation
to the absolute permeability of the porous media.

Krg ¼ Kr

Ka
ð2Þ

3 Results and Discussion

3.1 Methane Hydrate Formation

From Fig. 3, constant pressure and temperature prior to hydrate formation validated
that there was no leakage in the system. The dissolution phase starts at the
beginning of the experiment as methane gas was injected into the cell and diffuses
into the liquid phase inside the pores of the sand and becomes saturated. The
methane hydrate nucleation starts at the interface of the gas and liquid inside the
pores as the gas diffuses into the sand. The stabilization starts at time t = 100 min.
The induction time of the formation process is at time t = 216 min. Taking into
account the stabilization time that starts at t = 100 min, the induction time starts
116 min after stabilization or 1.9 h for water saturation of 35%. Induction time
includes time taken for the crystal to form which is not visible at macroscopic
levels. In practice, induction time is defined as the time elapsed until the appearance
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of the detectable volume of the hydrate or can be observed as a detectable number
of moles of gas consumed in the system. From Fig. 3, after 1.9 h, a concurrent drop
in pressure and rise in temperature were observed, which indicates massive hydrate
formation. Sudden pressure drop happens as the gas in the system is being con-
sumed to form methane hydrate. Temperature spike indicates that heat has been
released as the formation of hydrate is an exothermic process. Figure 4 shows that
the number of moles of gas consumed during the formation process. As shown in
this figure at t = 216 min, sudden pressure drop is due to methane gas being
consumed. This indicate gas hydrate formation as the gas in the system is being
trapped with in the cage of water cavities. This observation is in agreement with a
description from Sloan and Koh in 2008, which mentioned earlier gas consumption
increases slowly as the formation occurs and reaches its maximum rate over time.
The temperature rise resulted from the latent heat produced during hydrate for-
mation as hydrate formation is an exothermic process. Hydrate formation is being
observed using the same indication for water saturation of 50 and 100%.

Table 2 shows the summary of the results for gas hydrate formation at 35%
water saturation. Hydrate formation pressure is at 7.34 Mpa. Hydrate formation
temperature was measured at 276.85 K. The induction time taken is 1.9 h after the
stabilization, 5.43 h to completely form gas hydrate inside the sand pack. The
porosity reduced due to the accumulation of gas hydrate in pores during gas hydrate
formation. This is one of the factors that can confirm the presence of hydrate in the
pores. Figure 5 shows results of porosity reduction for unconsolidated sample with
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Fig. 4 Gas consumption profile during hydrate formation at Sw = 35%

Table 2 Summary of results
after hydrate formation

Water saturation, Sw (%) 0.35

Initial porosity, Ø (%) 40

Porosity after hydrate formation 37.4

% of porosity reduction 6.5

Hydrate saturation, Sh (%) 6.35

Pressure of hydrate formation (Mpa) 7.34

Temperature of hydrate formation (°C) 276.85

Induction time (h) 3.6

Completion of hydrate formation time (h) 5.43
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35% water saturation. It is observed that porosity reduction is 6.5% during hydrate
formation with water saturation of 35%. This is due to the higher hydrate saturation
within the pores when unconsolidated sand was saturated with 35% water satura-
tion. Porosity reduction is calculated using Eq. (4)

;t ¼ ;i 1� Shð Þ ð4Þ

where Øt is the total porosity of the system in the presence of hydrate and Øi is the
porosity of the system without hydrate. Sh is the hydrate saturation in the system.
Hydrate saturation is calculated using Eq. (5).

Sh ¼ nMh

Vpqh
ð5Þ

where Sh is the hydrate saturation in the system, n is the amount of gas consumed at
the end of the experiment,Mh is the hydrate molecular weight (g/mol), Vp is the pore
volume of the sample (cm3), and qh is the density of gas hydrate (g/ cm3). Hydrate
saturation is highest with unconsolidated sample that saturated with 35% water
which is 6.5%. This result is in agreement with [5] which concluded that methane
hydrate derived from both irreducible water saturation and free water will reduce the
permeability in reservoirs, thus reducing the porosity as hydrate occupied the pores.

3.2 Permeability Evaluation Before and After Hydrate
Formation

Understanding on how the presence of hydrate in porous media influences water and
the gas flow is critical to predict gas recovery from hydrate deposits. Permeability is
the main property that needs to be evaluated in the hydrate-bearing sand. Table 3
shows the summary of results calculated from parameters measured during the
experiment. Absolute permeability does not show any significant change with
variation of water saturation. After hydrate formation, permeability was measured
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again. Effective permeability to gas is calculated using the information from the
experiment. From absolute permeability and effective permeability, relative per-
meability was calculated using Eq. (2). Relative permeability (Krg) is a useful
measure that quantified the ability of the fluid to flow relative to another in the
porous media. Relative permeability measured after gas hydrate formation is 0.49.
Relative permeability value from this work is compared with the value from the
theoretical model. From Fig. 6, the results from this work show that the value is
close to Masuda model with N = 10. N is the permeability reduction exponent which
depends on the pore structure. The value of N is taken as 3 and 10 in this work.

Table 3 Summary of
permeability before and after
hydrate formation

Water saturation, Sw (%) 0.35

Porosity (%), Ø 40

Permeability (D), K0 108.72

Effective permeability, Kg 53.59

Relative permeability, Krg 0.49

Parallel capillary model 0.87

Kozeny models (grain coating) 0.84

Kozeny models (pore filling) 0.80

Masuda models N = 3 0.82

Masuda models N = 10 0.51
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4 Conclusion

A newly designed high-pressure cell was found to be capable of forming gas
hydrates in the porous medium in this study. From the study, the average absolute
permeability calculated for the quartz sand of 600–800 µm particle size and the
porosity of 40% without methane hydrate is 108.7 mD. Water saturation at 35% in
unconsolidated sample affects hydrate saturation, porosity reduction, and relative
permeability. This study found that porosity of the sample reduced significantly as
the sand pack saturated with 35% of water. Porosity reduced from 40 to 37.4% due
to the increase of hydrate saturation. Relative permeability to gas is calculated from
the experimental data, and results show that relative permeability to gas increase is
0.49. This study found that water saturation gives high impact to porosity and
relative permeability reduction in porous media. Therefore, further study that varies
the water saturation from lower to higher needs to be conducted to investigate the
effect of water saturation variation on porosity and permeability reduction.
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Mineralogical and Petrographic
Characterization: An Indication
of Fractability of Shale Gas Reservoir
in the Blue Nile Basin, Sudan

Monera A. Shoieb, Nor Syazwani Zainal Abidin, Chow Weng Sum
and Yassir Ibrahim

Abstract The production of gas and oil that plays an unconventional role in the
world has affected the finances and the energy securities. The mineralogical char-
acterization of shale rocks has a significant effect on the efficiency of shale gas,
especially for drilling and production operations. This paper aims to study about the
qualitative and semiquantitative minerals present in the shale samples of the Blue
Nile and Dinder formations by using samples from two drilled wells. Twelve
samples were analyzed in detail with the following mineralogical techniques: X-ray
diffraction (XRD) and scanning electron microscopy (SEM) with energy dispersive
x-ray spectroscopy (EDS). The XRD and SEM results show that the shale samples
have clay minerals such as illite, kaolinite, and chlorite, as well as non-clay min-
erals such as quartz and pyrite. Other minerals compositions are feldspar, dolomite,
and calcite. Scanning electron microscope (SEM) provides a high-resolution image
of geometry, and EDS confirms the minerals that found in XRD. These types of
minerals will be used to aid the exploration and development of shale gas, espe-
cially in the fractability.

Keywords Shale gas � Blue Nile Basin � Clay mineral � Fractability
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1 Introduction

Shale gas is a natural unconventional gas that is produced from low-porosity and
low-permeability shale rich in organic matter [1]. Interestingly, the production of
shale gas has increased remarkably worldwide due to its potential for an essential
natural gas supply source. It is geographically widely distributed with major
capacities in the USA [2, 3], UK [4, 5], and other countries.

It is important to know about the mineralogy of a shale formation, especially for
drilling and production operations. Mineralogy can provide information about the
geological setting [6]. Shale has low matrix porosity and permeability, so in order to
take production in commercial quantities from this type of reservoir, we have to do
fracturing to increase the permeability, and mistrals give information about the
fractability [7]. High-productive shale gas wells in North America generally have
clay fractions less than 40% (wt%) and quartz fractions exceeding 40%. Sondhi and
Britt et al. [6, 8] concluded that fractures are more prevalent and are created more
easily in silica-rich and carbonate-rich shales than in clay-rich shales.

Blue Nile Basin is the area under investigation (Fig. 1), which is located in the
eastern part of North Sudan, and it is one of the several Mesozoic basins in Sudan
associated with the Central African Rift System (CARS) (Fig. 1).

According to the previous studies reviewed, no systematic mineralogical char-
acterization for fracturing has been carried out in this basin. Therefore, the major

Fig. 1 Regional tectonic map of central African rifted basins showing the Blue Nile Basin and
study area [9]
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goals of this work are to visually evaluate the mineralogy of the shale quantitatively
and qualitatively; their impact on the fractability; and, hence, the production of
shale gas in the Blue Nile Basin by integrating the mineralogical and petrographic
techniques such as X-ray diffraction (XRD), energy dispersive x-ray spectroscopy
(EDS) and scanning electron microscope (SEM). Knowing the mineral composition
of shale samples in the focused basin will provide a reference study for the future
unconventional resources.

2 Materials and Methods

For this study, a number of twelve shale samples were collected from two drilled
wells, namely FARASHA-1 (FR-1) and TAWAKUL-1(TW-1) which are located in
the east and west of Dinder-1 well (Fig. 2). Geological researchers show that the
Blue Nile Formation is the main source rock for the Blue Nile Basin with the

Fig. 2 Location map of the study area
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lacustrine and marginal marine environment. And the stratigraphy of the Blue Nile
Formation consists of gray-to-dark-gray claystone and fine sandstone, whereas the
Dinder Formation consists of interbedded claystone, siltstone, and sandstone
(Fig. 3). All cutting samples were assessed experimentally using X-ray diffraction
(XRD) analysis and scanning electron microscope (SEM) with energy dispersive
x-ray spectroscopy (EDS). XRD is the most prevalent tool in identifying the
unknown crystalline materials [7]. It was performed by grinding the shale sample
into powder. SEM is a known tool used for investigating and imaging the

Fig. 3 General stratigraphic column of the Blue Nile Basin, modified after [13]
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microstructure of rocks, including shale gas [10–12]. This depends on the interaction
of the electron as it moves through the material. EDS is a useful method, which gives
the estimate of the quantitative crystalline compound that is present in the shale
samples.

3 Result and Discussion

3.1 X-ray Diffraction (XRD)

The results of all samples show that the Blue Nile and Dinder formations have
different mineralogical compositions that consist of quartz, chlorite, calcite, and
kaolinite as the main mineral composition. The other constituents are feldspar,
dolomite, illite, goethite, and pyrite (Fig. 4). The clay minerals are the most primary
mineralogy of the Blue Nile and Dinder shale samples, and non-clay minerals such
as quartz and pyrite are the second most abundant phase. The minerals were
determined by the combination of d-space and 2 theta data. Clay minerals were also
favorable for the development of the shale gas reservoir. In addition, pyrite indi-
cates the existence of organic matter. Illite and chlorite are non-swelling clay

Fig. 4 XRD spectrum of samples from Blue Nile and Dinder formations
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minerals, and they improve the brittleness of the shale. However, the presence of
brittle minerals such as quartz will be easier in hydraulic fracture.

3.2 Scanning Electron Microscope (SEM) and Energy
Dispersive X-ray Spectroscopy (EDS)

To image the mineral morphology and determine the chemical composition of the
samples, scanning electron microscope (SEM) equipped with energy dispersive
x-ray spectroscopy (EDS) analysis was used. Figure 5 shows the SEM images of
typical shale sample for TW-1 and FR-1 wells. With increasing magnification, the
grain structure can be clearly visualized. Energy dispersive x-ray spectroscopy
(EDS) results showed that the elemental composition of shale is dominated by silica,

Fig. 5 SEM images of shale specimen in high magnification from FR-1 and TW-1
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oxygen, and with similar amounts of ferrous, calcium (ca), and potassium (k). Heavy
minerals included strontium (Sr), barium (Ba), and rubidium (Rb). Si and oxygen
normally indicate the presence of silica, while Fe, Ca, and potassium indicate the
presence of clay minerals as well as mica (Fig. 6).

SEM also could provide information on mineralogy as well as morphology.
Mineralogic composition of the shale from SEM is represented by dominant clay
mineral (illite) of elongated and crenulated flakes. Potash feldspar is identified by its
relatively large irregular shaped grains. Quartz of silt size also present in minor
quantity (Fig. 7).

Fig. 6 3 EDS spectrum analyses of shale sample

Fig. 7 a Illite of elongated and crenulated flakes and b quartz has large irregular shaped grains
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4 Conclusion

This paper investigated the mineralogical and petrographic characteristics of the
shale gas in the Blue Nile and Dinder formations to indicate the fractability of such
shale. The shale contained large amounts of different minerals. Clay minerals (illite,
kaolinite, and chlorite) and non-clay minerals (quartz and pyrite) were identified in
the samples by SEM and EDS, and then confirmed by XRD. From the petrographic
characterization, shale was found to compose elongated and crenellated flakes of
illite with pores up to 10 microns in size. All results were integrated to provide an
indication of shale fractability. Compared to fractability scales in the literature, this
shale can be classified as one of the low-to-medium fractal shales. Therefore, to take
production in commercial quantities from this type of reservoirs, fracturing is rec-
ommended to increase the permeability, because shale has low matrix permeability.

Acknowledgements The authors thank Universiti Teknologi PETRONAS for the graduate
assistantship of this research project under the “Graduate Assistantship Scheme,” and also thank
Ministry of Petroleum in Sudan for providing the samples.
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Effect of Surfactant on Wettability Change
and Enhanced Shale Gas Recovery

Muhammad Ayoub, Syed M. Mahmood, Mysara E. Mohyaldinn,
Shiferaw Regassa Jufar and Mudassar Mumtaz

Abstract Shale gas is one of the unconventional gas reservoirs with high potential
in the future. One of challenges of shale gas extraction is most of the gas remains
adsorbed in the shale reservoirs Thus, the production of adsorbed gas is very
difficult to extract. The purpose of this project is to carry out a comparative analysis
on the effect of various surfactants consisting of anionic, cationic, nonionic, and
amphoteric surfactants for increasing the productivity of shale gas recovery. This
study is based on experimental methodology. Surfactant plays an important role in
IFT reduction and changing wettability, thus increasing the gas production. This
study has been carried out by using BET machine in order to obtain methane
adsorption and desorption isotherm. So, the results of methane adsorption and
desorption isotherm without surfactant and with various surfactants were compared.
Although the results of adsorption and desorption isotherm after injecting different
types of surfactant do not go along with expected trend, adsorption can be
decreased since surfactants can encourage methane gas to be desorbed. Anionic,
cationic, and amphoteric surfactants can change wettability in shale gas that
increases gas adsorption. Amphoteric surfactant can improve the adsorption iso-
therm of methane gas most effectively; thus, the productivity of shale gas recovery
will be maximized.

Keywords Adsorption isotherm � BET � Methane � Surfactant � Shale gas

1 Introduction

Shale is a fine-grained, rich-clay formation which has been deposited in low-energy
environment [13]. In unconventional gas reservoir, shale can entrap the gas in the
matrix pore spaces that can carry large amount of gas. Free gas is flowing in the shale
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porous media at equilibrium stage. As the free gas passes through the pores or
fracture, the gas is absorbed into the pores. The adsorbed gas approaches the organic
matter and dissolved gas is generated in kerogen body. Once the drilling operation
interferes into the equilibrium stage, gas naturally flows from high pressure to low
pressure as free gas, adsorbed gas, and dissolved gas, respectively [9]. In order to
introduce the storage mechanism in shale gas, [13] defined the ability of gas to
release from or through the surface as desorption. This is the opposite of adsorption
which occurs when gas comes in contact with organic matter. Desorption is now
noticeable as an important parameter in the natural gas recovery for adsorbed gas in
shale [2]. Large amount of shale formation consists of organic matter in the form of
kerogen, methane gas to be produced from shale formation (Fig. 1).

Extracting gas from shale formation deals with wettability. Wettability is an
important factor controlling the fluid behavior in hydrocarbon recovery process [3].
Wettability is defined as the preferential tendency of one fluid to wet the porous media
of the rock in the presence of immiscible fluid. There are four states of wettability such
as oil wet, water wet, frictionally wet, and mixed wet. Additionally, [10] defined gas
wettability as the displacement capability of gas phase influencing to solid phase
under solid–gas–liquid system. Thismay reduceGibbs free energy of surface (Fig. 2).

However, to clarify the wettability of shale gas is still under research. [11] stated
that one of the methods that can quantify the wettability of shale is to measure
spontaneous imbibition of aqueous phase. However, inhibition in shale can cause
the connectivity reduction in the fracture after injecting the hydraulic fracturing
fluid as the fracturing fluid gets imbibe in the interstitial pores. Industry always uses
hydraulic fracturing to increase the production in shale gas process by freshwater.
[6] stated that hydraulic fracturing job by injecting water into shale reservoir can
cause water to be trapped inside the reservoir. This affects to reduce the relative

Fig. 1 Isotherm of normally
pressured shale at 3,000 ft
[12]
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permeability of gas. By reducing the interfacial tension between water and
hydrocarbon, more water can be recovered, thus increasing overall gas production.
[6] also supported that surfactants do reduce the IFT between water and hydro-
carbon after proving from experiment that surfactants with more than 10 EO groups
can reduce interfacial tension between pentane and water from 70 mN/m to
approximately 5 mN/m.

Surfactant is an organic compound with chemical structure. It consists of two
different components such as hydrophobic group and hydrophilic group. Each
group has specific characteristics, for instance, hydrophobic is water-hating or tail
and hydrophilic is water-loving or head. Hydrophobic always drives water off and
attaches with organic solvent, while hydrophilic likes to attach itself with water
molecule. With different interaction, surfactant plays an important role in attacking
the interface of two immiscible mediums with decreasing interfacial tension.
Anionic surfactant is commonly used in industry and contains approximately half of
global production. This surfactant is disassociated in water as affinity of anion and
cation forms alkaline metal. Amphoteric surfactant properties are existed when
surfactant shows dissociation of both anionic and cationic surfactants. This sur-
factant is generally expensive. Cationic surfactant is disassociated in water as
affinity of anion with cationic polar. Most of cationic surfactants consist of halogen
group. Nitrogen compound is very significant part in cationic surfactant. Nonionic
surfactant properties are represented obviously by name since the surfactants do not
ionize in aqueous solution, because hydrophilic group of nonionic surfactant is
dissociable.

Surfactants play an important role to reduce interfacial tension between solid and
gas; thus, gas can be released easier. Wettability change by surfactant with
increasing in production relates to adsorption and desorption isotherm as the shale
gas is generated by adsorption. Therefore, adsorption and desorption of isotherm is
possible to evaluate the wettability change in shale gas production.

Fig. 2 a Nongas wet. b Intermediately gas wet. c Preferentially gas wet [10]

Effect of Surfactant on Wettability Change… 261



2 Materials and Methods

Sodium dodecyl sulfate-SDS (C12H24NaSO4) is anionic surfactant. Polyethylene
glycol tert-octylphenyl ether, Triton X100, is nonionic surfactant. BETAINE
(C5H11NO2) is an amphoteric surfactant. CTAB (C19H42BrN) is cationic surfactant.
All chemicals were used as received. Surfactant is used to decrease the surface
tension and acts as detergents. Their physical and chemical properties make them
possible to increase the desorption capacity and decrease the sorption capacity of
organic matters, i.e., kerogens has large surface area and more sorption capacity.
The properties are summarized in Table 1.

Shale gas sample was collected from local shale formation in Malaysia as the
shale gas outcrop. Sample was crushed by hammer and screened through sieve to
obtain particles lesser than 63 l.

Surfactant solutions were prepared in 1000-mL volumetric flasks. Original
surfactants were weighed and mixed with distilled water to get 1 wt% concentra-
tion. After preparing each surfactant in 1% wt concentration, crushed shale samples
were put in the tube and treated with different categories of surfactants. After 24 h
of surfactant treatment, shale samples were centrifuged to separate solution and
crushed shale sample. Crushed shale samples were dried in oven for 24 h.

Before proceeding for adsorption and desorption isotherm measurement, the
crushed shale samples were dried at 100 °C under vacuum condition for 6 hours.
Then, samples were weighed. Adsorption and desorption isotherm was determined
by BET Machine (BELSORP MINI-II). Samples after pretreatment were weighed
and added in sample cell with one-third of sample cell volume. Sample cells were
installed in BET machine. Methane gas was fed into the system under pressure at
101.3 kPa with temperature at 298.2 K (Fig. 3).

3 Results and Discussions

This part presents and discusses the experimental results of adsorption and des-
orption isotherm without surfactant and various surfactants.

Figure 4 represents the methane adsorption decrease along with the increase in
pressure ratio. This isotherm was used as the reference compared with adsorption
and desorption isotherm after treating with various surfactants (Figs. 5 and 6).

Surfactants play an important role to reduce the interfacial tension between solid
and gas; thus, gas can be released easier. Most of surfactants show the reduction in
adsorption and desorption isotherm except anionic surfactant and amphoteric sur-
factant. Adsorption of gas onto shale gas at particular surfactant concentration can
be determined by comparing the performance of methane adsorption and desorption
isotherm as illustrated in Figs. 7 and 8.

Ionized surfactant can increase the ability of adsorption and desorption com-
pared to nonionic surfactant and without surfactant. From the range of graph in each
case, including no surfactant injection and different types of surfactants, amphoteric
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surfactant performs effectively to improve methane adsorption isotherm followed
by anionic surfactant and cationic surfactant, respectively. It can be observed that
amphoteric surfactant can change the wettability by reducing interfacial tension to
produce more gas.

Fig. 3 Install sample cell in BET machine
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Fig. 4 CH4 adsorption and desorption isotherm without surfactant
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Fig. 5 a represents CH4 adsorption and desorption isotherm of shale sample after treating with
anionic surfactant. b represents CH4 adsorption and desorption isotherm of shale sample after
treating with cationic surfactant. c represents CH4 adsorption and desorption isotherm of shale
sample after injecting nonionic surfactant
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Fig. 6 CH4 adsorption and desorption isotherm after injecting a anionic b cationic c nonionic
d amphoteric surfactant
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Fig. 7 Comparison between each surfactant’s performance of methane adsorption isotherm
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4 Conclusion

This project has been conducted to improve the difficulty of adsorbed gas extraction
since most of the gas remains adsorbed in the shale reservoirs. Therefore, the
experiment has been demonstrated to analyze various surfactants influencing wet-
tability of gas behavior in shale gas and to investigate the potential of injected
surfactants to increase the productivity of adsorbed gas recovery in shale gas for-
mation. Adsorption and desorption isotherm without surfactant is tested. Surfactants
were used to compare with adsorption and desorption isotherm after treating with
different classifications of surfactants. Lastly, the result can be analyzed in accor-
dance with the BET graph in adsorption and desorption isotherm. In conclusion,
there is an improvement in methane adsorption isotherm after treating with sur-
factant. In this experiment, amphoteric surfactant can significantly improve the
adsorption isotherm of methane. Wettability can be changed due to the reduction in
interfacial tension from surfactant function; thus, shale gas recovery can be
increased.

5 Recommendation

• This research can be improved by including other classification of surfactants on
shale gas formation.

• With the study of wettability, measuring interfacial tension is recommended as
the direct method to evaluate wettability change of shale gas.

• This experiment should be extended by using actual shale gas core sample from
the field.

• The experiment can be improved by increasing surfactant solution concentration
to obtain more visible result.
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A Diagenetic Facies Model
for Characterizing Yanan Formation,
Ordos Basin, North Central China

Ahmed Mohamed Ahmed Salim, Berihun Mamo Negash
and Abubaker Mohamed Ahmed Alansari

Abstract Low-resistivity pay is a popular phenomenon in many sedimentary
formations, and is present in clastic reservoirs of Yanan formation, Ordos Basin of
North Central China. The reservoir quality of the studied sandstones is affected
positively and negatively by several diagenetic processes, our classification is based
on precipitation of pyrite and feldspar and clay minerals authigenesis. The main
objective of this study is to integrate lithologic and diagentic information of facies
to correctly quantify the reservoir quality. Fifteen sedimentary lithofacies were
described based on core description, thin section, and SEM analysis. The quantity
and type of clay minerals are examined, using X-ray diffraction technique
(XRD) and geochemical analysis using X-ray fluorescence technique (XRF), within
the hydrocarbon bearing reservoirs. Facies are lumped together to create a com-
posite database containing eight lithofacies associations. The calibration of log
shapes and values by the core is used to establish the suite of logs that would be
most suitable for the recognition and discrimination of the various types of facies
and facies associations seen in cores before quantitative electro-facies analysis is
carried out. Facies association model in the cored intervals is used to predict them in
the un-cored intervals. BP-ANN has the most facies prediction power than dis-
criminant function. In particular, with regard to the kaolinite- and pyrite-bearing
facies Associations (FA8 and FA6), there is a >90% success rate at predicting the
occurrence of them. Facies classification and clustering scheme used in this study
are highly successful in prediction of porosity of reservoir rocks. The quality of the
reservoirs is generally controlled by the lithologic and diagenetic behavior of rocks
forming them.
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1 Introduction

The Ordos basin, with an area of 320,000 km2, is situated in the western part of the
North China block, within the Yellow River drainage basin. The maximum
thickness of the stratigraphic section in the Ordos Basin is in excess of 10 km [1].

The study area is near to the western margin of the fold-thrust belt of Ordos
Basin. It covers an area of 848.88 km2 and tectonically it can be divided into
structurally stable eastern part; synclinal form central part and western thrust
fault-fold zone. Delta front mouth bar and delta plain distributary channel sand-
stones in the Yanchang and Yanan Formations, of upper Triassic and Lower
Jurassic respectively, are economic oil reservoirs in the area. The risk for successful
hydrocarbon exploitation is extremely high because of complex stratigraphic rela-
tionships within the formations as well as local variability in reservoir-sandstone
thickness, distribution, and quality.

Uplift of the Ordos Basin resulting from an isostatic rebound after the cessation
of thrusting and rifting during the last stage of the Late Triassic produced a regional
unconformity between Triassic and Jurassic formations. The overlying Lower
Jurassic Fuxian Formation was deposited in local depressions developed on the
pre-Jurassic erosional surface [2]. Deposition of the Yanan Formation over the
western Ordos Basin after a period of uplift during the latest Early Jurassic com-
menced with the deposition of coarse-grained fluvial sediments at the base of the
Yanan Formation. At the upper part of the Yanan Formation, the Ordos Lake of the
Yanan period gradually dried and infilled with several parasequences consisting of
fluvial and large, gentle-sloped lacustrine deltaic coal-bearing deposits sourced
from the uplifted western flanks of the basin.

Yanan formation is well exposed in the central and northern parts of the basin.
At the type locality, the formation is composed of two members and ten lithos-
tratigraphic units comprising Yan10 through Yan1 from bottom to top. The lower
member consists of fine–to coarse-grained sandstone with a basal conglomerate,
and interbedded siltstone and shale in the upper part. The upper member consists of
interbeded sandstone, mudstone, shale, and locally, coal and oil shale. In the
southernmost part of the basin, Yanan is more complex. The reservoirs have good
properties, with an average porosity of 18–20% and an average permeability of
50 md and a maximum permeability of 3000 md [3]. The shallow-lacustrine and
swamp mudstones of the upper part of the Yanan Formation serve as a regional seal
of the Lower Jurassic oil reservoirs, and the flood-plain mudstones that
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superimposed above the sandstones provide direct seals. Stratigraphic traps are the
principal trap types of the Jurassic oil accumulations. These traps include the
unconformity onlap and pinch-out traps.

Many oil and gas reservoirs are contained in rocks formed by ancient deltas.
Deltaic reservoirs often have complex internal architecture and properties [4].
Shales are the fundamental geologic control of the delta reservoir heterogeneity.
Shales have variable effects in controlling reservoir behavior [5]. They may affect
vertical permeability [6].

The term electrofacies was originally defined as a set of log responses that
characterize a bed and permits it to be distinguished from the others [9].

Some efforts have been made to use statistical methods such as discriminant
analysis to identify facies from well logs [7]. The past decade has also seen
applications of Artificial Neural Network (ANN) [8] and fuzzy logic in facies
classification [2]. All methods use a training data set consisting of observed cases
with full information about both predictors (in our application, well-log readings)
and groups (in our case, facies). Based on the training data set, one creates a rule
(called a classifier) by which future observations of predictors can be used to infer
probable group memberships.

Chemical processes in shales begin at an intermediate diagenetic level
(80–140 °C), including the transformation of smectite to illite and liberation of
organic acids from organic matter [9].

2 Methodology

The full core was taken from each of four cored wells for sedimentologic and
petrophysical analysis. Core plugs (about 10 cm long) were taken at 0.4 + 0.24 m
intervals from each cored section for porosity, and permeability measurements.

The detailed petrographical analysis is conducted on 24 thin sections using
transmitted light optical microscopy, cathodoluminescence (CL), scanning electron
microscopy (SEM) with energy dispersive X-ray spectroscopy (EDS).

Clay mineral analysis using X-ray diffraction technique (XRD) and geochemical
analysis using X-ray fluorescence technique (XRF) are also conducted on selected
samples from the reservoir intervals.

Well logs used for this study include calipers, induction logs (ILD, ILM) and
LL8, dual laterolog (LLD, LLS) and MSFL, Gamma ray (GR), Spontaneous
Potential (SP), Acoustic (AC) and borehole-corrected neutron log (CNL), and bulk
density (DEN).
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The depth shift, standardization, and normalization of logs from different wells is
carried out using multi-well histogram and cross-plot displays of various logs as a
routine data quality work.

Log readings calibrated by core observations is used for the recognition and
discrimination of the various types of facies (F) and facies associations
(FA) (training and validation) before quantitative electro-facies analysis is carried
out within the whole study area.

Electrofacies analysis in this study is based on the discriminant function analysis
and ANN approaches which involve two steps for facies classification and pre-
diction: (1) creation of an electrofacies database with reference to the core-defined
facies; and (2) assigning electrofacies to the unknown depth levels with reference to
the electrofacies database and a linear discriminant function and pattern-processing
of ANN functions.

3 Results

Fifteen electrofacies (F1, F2, F3, F4, F5, F6, F7, F9, F12, F13, F14, F15, F16, clay
and coal) could be created corresponding to fifteen core-defined facies using the
same set of cross-plots (Fig. 1).

Pyritization is more effective than kaolinitization on DEN and AC (Fig. 2). This
made the former affect petrophysical properties more than the latter i.e. kaolinitic
sandstone is more porous than pyretic one.

Facies are lumped into facies associations including gravelly sub-litharenite
(FA16), medium- to coarse-grained sedimentary sub-litharenite (FA15), fine-grained

Fig. 1 3D scatter plot of the
study area facies
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sedimentary sub-litharenite (FA14), arkose sandstone (FA12), kaolinitic sandstone
(FA8), pyritic greywacke (FA6), mudstone (FA4) and coal (FA0).

3.1 Facies Association Prediction from ANN Approach

All facies associations, except FA14, are classified with 100% accuracy Fig. 3.
18.5% of FA14 is misclassified as FA12 because the igneous fragments can be
changed to detritus feldspar of the arkose sandstone. The overall accuracy of this
method was 98.9%.

Fig. 2 The effect of
pyritization and kaolinization
on AC-DEN logs

Fig. 3 3D barplot of 8 FA
using ANN method for
training data sets

A Diagenetic Facies Model for Characterizing Yanan Formation … 275



3.2 Discrimination Analysis of the Reservoir
Zone Testing Data Set

The best measure of a predictive discrimination power is a classification of
observations in the testing dataset. In the discussed example, the result of such a
classification is given in Table 1. All facies associations are correctly classified with
100% accuracy percentage.

3.3 Porosity Estimation

Estimation of porosity in this work based on facies association (FA) concept.
A multiple regression analysis of core porosity with a suit of well logs, GR, DEN,
AC, and CNL, was applied based on acceptable correlation coefficient so as to
predict porosities in uncored intervals of cored wells and other uncored wells.

Porosity estimation in different depth intervals for different wells, including both
training and test data sets, was good (Fig. 4). The accuracy was increasing from
fractured lithologies of porous facies, FA15, in A3 and A5 areas, the upper part of
the figure, to FA16, FA4, FA8, FA6, and FA14 in A2 and A3 areas lower part of
the figure.

Table 1 Five facies associations’ classification results of the testing dataset

Facies association (FA) Predicted facies association membership No. of
samplesFA15 FA8 FA14 FA16 FA6

Core
facies

Count FA15 38 0 0 0 0 38

FA8 0 31 0 0 0 31

FA14 0 0 21 0 0 21

FA16 0 0 0 55 0 55

FA6 0 0 0 0 25 25

% FA15 100 0 0 0 0 100

FA8 0 100 0 0 0 100

FA14 0 0 100 0 0 100

A16 0 0 0 100 0 100

FA6 0 0 0 0 100 100

276 A.M.A. Salim et al.



4 Conclusion

Well logs and core data; including detailed lithologic and diagentic information; are
integrated to classify facies of reservoir rocks in the study area.

Discrimination of those facies and their associations using back-propagation
artificial neural networks (BP-ANN) and discriminant function analysis and a
comparison between those techniques has been done.

The prediction accuracy of the eight facies association (FA), for the whole study
area, in training dataset by ANN is 98.9%, and the prediction accuracy of the five
reservoir sands facies association (FA) by discriminant function analysis using only
four well logs, for both training and testing datasets, is 100.0%.

Fig. 4 Core and calculated Porosities for different facies associations
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Facies association prediction helped in determining valid porosities for different
units of the studied formation.

The above mentioned diagenetic transformations can be considered as some of
the causes of low resistivity pays, increasing conductivity by pyrite and forming
micro-resistivity by kaolinite.
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Core Lithofacies Analysis of Reservoir
Interval (Albian—Cenomanian) Bentiu
Formation of SE Muglad Basin, Sudan

Ahmed Ali Hassan Taha, Abdel Hadi Abd Rahman, Wan Yusoff Wan
Ismail, Ahmed Mohamed Ahmed Salim and Jamal Rajab

Abstract This study presents the analysis of lithofacies of the subsurface reservoir
horizon of Bentiu Formation (Late Albian—Cenomanian) from the SEMuglad basin
in Sudan. A detailed core description to analyze and study the different lithofacies,
facies association, andarchitectural elements and to infer thedepositional environment
is conducted. The study reveals the presence of seven sedimentary lithofacies (massive
sandstone, horizontal or parallel-laminated sandstone, planar cross-laminated sand-
stone, trough cross-laminated sandstone, ripple-laminated sandstone mudstone and
sandy mudstone, and conglomerate.) they can be grouped into two major facies as
sandstones and conglomerates, and one minor mudstone and sandy mudstone facies.
These facies are grouped into five facies associations, which represent the elements of
fluvial depositional systems. They can be distinguished from their different stacking
patterns. Sandstone which is ranging in grain size from fine to coarse is characterized
by massive, cross-laminated, ripple-laminated, parallel-laminated structures, and
some bioturbation sedimentary features. These sandstones are also characterized by
fining-upward sequence indicating fluvial braided stream depositional environment.

Keywords Muglad Basin � Bentiu Formation � Facies analysis � Depositional
environment

1 Introduction

Muglad Basin is the largest among the Central African Rift System (CARS), and it
hosts most of the Sudan and South Sudan proved oil. It extends over a surface area
of approximately 120.000 Sq km—trending NW–SE. The northwest end of this
basin terminates at the Central African Shear Zone (CASZ), [1]. To the south, the
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Sudanese rift structures tend to funnel together and their extension further is
obscured by later Cenozoic volcanic rocks [2]. Volcanic activities in the Muglad
Basin are minor compared with a Tertiary rift of East Africa, [3].

The main prolific horizon in this basin is Bentiu Formation followed by Darfur
Group Formations. These reservoirs are sourced from Sharaf to Abu Gabra for-
mations. The stratigraphic succession of the Muglad Basin is shown in Fig. 1.

The Bentiu Formation which is the main reservoir interval in the Muglad Basin
consists predominantly of thick sandstone sequences interbedded with thin siltstone
and claystone facies of continental fluvial environment mainly of braided and
meandering streams. This formation which overlies the Abu Gabra Formation
terminated at the oldest rifting episode in southwest Sudanese basins. The top of the
formation is marked by an unconformity separated by the formation from the
overlying Darfur group. On the ground of subsurface lithofacies detailed exami-
nation, cores and wire-line logs, [4] subdivided the Bentiu Formation into a lower,
middle, and upper part in the Heglig and Unity fields. The lower Bentiu Formation
is characterized by interbedded channel/bar sandstone and overbank/floodplain
facies, deposited in stacked fining-upward sequences. These sequences seem to
have been deposited in moderately deep mixed load high sinuosity streams with
limited or no lateral movements. The high sinuosity meandering stream may rep-
resent the possible depositional model of this part with the channel, point bar, and

Massive 

Sandstone

Cross 

stratified

Trough 
stratified

Horizontal 
stratified

Ripple
stratified

Mudstone

Conglomerate

Fig. 1 Shows detailed core description from the well (A) Heglig oil field SE Muglad Basin SW
Sudan
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minor channel elements. The middle Bentiu facies indicates deposition in low
sinuosity braided stream environment. The fluvial environment represents sand-bed
streams, which are intermediate between braided and meandering rivers. This
region is characterized by the domination of cylindrical and bell gamma-ray shapes,
with the prevalence of the latter. Sandstone facies, especially coarse-grained
sandstone, which can be cross-bedded, dominate other facies. The upper Bentiu
Formation is characterized by the domination of stacked bell and cylindrical shapes.
The bell shapes dominate and are more compact than those found in the middle
section. The upper Bentiu was deposited in braided stream environments. This is
indicated by the presence of thick stacked sandstone bodies, with interbedded, thin
mudstone facies. The most dominant facies consists of coarse-grained sandstone
[4]. The Bentiu Sandstone consists of a series of sandstones interbedded with
claystone. Sandstones are medium to coarse grained and less consolidated than the
overlying formations, generally deposited in a braided stream environment with
high Rw (RRI, 1991).

The reservoir qualities are good according to the petrophysical evaluation and
adjacent productive fields both Lower and Upper Cretaceous non-marine sand-
stones are the principal reservoirs in the Muglad Basin. Channel delta and fan sands
of the Abu Gabra Formation and floodplain, braided stream, and alluvial fan sands
of the Bentiu formation form a good-quality reservoir. The latter provides the
reservoirs in the major Heglig, Unity, and Thar Jath accumulations. Upper
Cretaceous non-marine clastic reservoirs are present in the Aradeiba, Zarqa, and
Ghazal formations, all of which contribute to fields including Heglig, Unity, Talih
West, and Thar Jath. Tertiary non-marine clastic reservoirs are restricted to the
Upper Eocene lacustrine–floodplain sediments of the Tendi Formation, which,
however, are only of minor importance.

The geological evolution of the basin can be divided into a pre-rift phase, three
rift phases, and a sag phase. By the end of the Pan-African Orogeny
(550 Ma ± 100 My), this region had become a consolidated platform. During the
rest of the Paleozoic and Early Mesozoic time, this highland platform provided
sediments to adjacent subsiding areas. The nearest preserved Paleozoic rocks are
continental sediments in northwestern Sudan, near Chad and Libyan borders. The
following three rifting phases have occurred in response to crustal extension, which
provided the isostatic mechanism for subsidence. Rifting is thought to have started
in the Early Cretaceous. Seismic and well data indicate that this initial and strongest
rift phase lasted until almost the end of the Albian. The result of the early rift is
stratigraphically marked by the basinwide deposition of the thick sandstones of the
Bentiu Formation. The second rifting phase occurred during the Turonian–Late
Senonian. Stratigraphically, this phase is determined in the widespread deposition
of lacustrine and floodplain claystone and siltstones, which abruptly terminated the
Bentiu Formation. This phase was characterized by minor volcanism. The end of
this phase is marked by the deposition of the thick sandstone of the Paleocene Amal
Formation. Final rifting began in the Late Eocene–Oligocene and is reflected in the
sediments by a thick sequence of lacustrine and floodplain claystone and siltstones.
The only evidence of volcanism in wells is the occurrence of thin Late Eocene
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basalt flows in the southern Melut Basin, near Ethiopia. In the Middle Miocene, the
basinal areas entered an intracratonic sag phase of very gentle subsidence accom-
panied by little or no faulting.

2 Methodology

The core of about 29.19 ms (*96 ft) from well A on the Heglig oil field was
studied at the Data Centre, Ministry of Energy of the Sudan warehouse, and it
provides good opportunities for studying the facies of the sedimentary record of the
Bentiu Formation. Bentiu Formation is the main reservoir horizon in the SE Muglad
Basin.

The main criteria used for defining the facies follow those of [5, 6] which have
been adopted by many authors. These criteria mainly look for grain sizes, colors,
sedimentary structures, the geometry of sedimentary bodies, and the presence or
absence of identifiable plant remains. The codes used for the facies also agree with
those used in the study [6]. The core where described carefully in 1:20 scale to
insure detail features recognition.

3 Result and Discussion

Detailed lithological core logging of about 29.19 m (*96 ft.) coupled with sedi-
mentological studies, the core from selected well from the Heglig oil field in the SE
Muglad Basin, Sudan, reveals the presence of seven lithofacies, all are of fluvial
environment deposited in braided and meandering stream, and they can be distin-
guished as shown in Fig. 2:

1. Massive sandstone facies (Sm).
2. Horizontal or parallel-laminated sandstone (Sh).
3. Planar cross-laminated sandstones (Sp).
4. Trough cross-laminated sandstone (St).
5. Ripple-laminated sandstone (Sr).
6. Mudstones and sandy mudstones (Fm).
7. Conglomerate (Gh).

3.1 Sedimentary Facies Analysis

Seven facies were recognized in the studied intervals of the Bentiu Formation
(Table 1), (core one, core two, and core three of the well A. Most of them are
sandstone- to conglomerate-dominated. Mudstone-dominated facies are less.
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3.2 Massive Sandstone Facies (Sm)

3.2.1 Description

These facies type was observed in core intervals (1640.25–1640.30) as in Table 2,
and the graphic representation is shown in Fig. 1. It ranges in color from brown to
dark brown, and light gray to dark gray. Grain size ranges from very coarse to
coarse grains, with a gradual fining upward. The grains are sub-rounded to rounded
and moderately sorted. Some iron oxides, quartz, and traces of carbonate are
occurring as cement as in Fig. 2.

3.2.2 Interpretation

Massive sandstone as shown in Fig. 2 is believed to have been developed in fluvial
braided channel bar confirmed the presence of fluvial channel bar and association of
trough cross-stratification. Very coarse grained is shown on core one of the wells.
These sandstones are cemented with iron oxides and carbonates. This facies shows
a cylindrical shape and it can be interpreted as deposited in high energy, low
sinuosity braided stream.

Fig. 2 Massive sandstone from core one well HE 28 at depth 1639.32–1639.37 m (a) and
1642.92–1643.12 m (b)
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Table 1 Stratigraphic units of the Muglad Basin, SW Sudan, lithology, and deposition
environment [8]

Formation Lithology Environment Age

Kordofan
group

Zaraf fm Predominantly
iron-stained
sand and silts
with minor
claystone
interbeds

Braided
stream/alluvial fans

Recent—
Middle
Miocene
Oligocene–
Late Eocene
Paleocene

Tertiary

Adoke
fm

Tendi fm Predominantly
claystone/shale
interbedded
with sandstones

Fluvial/floodplain
and lacustrineNayil fm

Amal fm Predominantly
massive
medium to
coarse
sandstone
sequences

Braided
stream/alluvial fans

Darfur
group

Baraka
fm

Predominantly
sandstones with
minor shale and
clay stones
interbeds

Fluvial/alluvial fans. Late
Senonian—
Turonian

Creteacous

Ghazal
fm

Zarga fm Predominantly
sandstones,
shales with
interbeds of
siltstones and
sandstones

Floodplain/lacustrine
with fluvial/deltaic
channel sands.

Arabeiba
fm

Bentiu fm Predominantly
thick sandstone
sequences.

Braided/meandering
streams.

Cenomanian
Late Albian

Abugabra fm Predominantly
claystone and
shale with fine
sandstones and
siltstones

Lacustrine/deltaic Albian—
Aptian

Sharaf fm. Predominantly
claystone and
shale with fine
sandstones and
siltstones

Lacustrine/fluvial
floodplain

Barremian—
Neocomian

Basement
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3.3 Horizontal- or Parallel-Laminated Sandstone (Sh)

3.3.1 Description

This facies encountered at a depth is shown in Table 1. Figure 3 is the core picture
of this facies. It shows grain size range from fine- to very coarse sand size and it
shows the ranges in color from gray light brown to creamy brown and red-brown to
dark brown. Variably carbonate cemented with scattered small carbonate spherules,
contains abundant continuous planar, wavy or convolute argillaceous to silty
laminae; phyllosilicates are dominated matrix materials, and mud clasts are also
present.

3.3.2 Interpretation

Horizontal- or parallel-laminated sandstone is seen in core one, core two, and core
three as shown in Fig. 3. It is very fine to very coarse and it might have deposited in
the high energy channel. In core 2, this facies is intercalated with mudstone indi-
cating a change in climate and fluctuation in channel flow. The deposition of this
facies with reference to [5] classification may have taken place in the fluvial
channel.

Table 2 Different facies at different depths in different core intervals

Facies Core 1 interval Core 2 interval Core 3 interval

Massive sandstone facies
(Sm)

1640.25–1640.30 – 1656.00–1656.20

Horizontal- or
parallel-laminated sandstone
(Sh)

1637.60–1638.30
1640.30–1641.10

Planar cross-laminated
sandstones (Sp)

1644.00–1646.00 1654.00–1654.60

Trough cross-laminated
sandstone (St)

1646.20–1646.86,
1649.08–1649.30

Ripple-laminated sandstone
(Sr)

1655.00–1655.90,
1656.20–1658.00

Mudstones and sandy
mudstones (Fm)

1639.00–1639.24,
1639.80–1639.90

Conglomerate (Gh) 1639.00 1646.00
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3.4 Planar Cross-Laminated Sandstones (Sc)

3.4.1 Description

This facies observed at depth intervals is shown in Table 1 and Fig. 2. It ranges in
color from brownish to gray, and the grain size range is from fine to coarse grained;
at the upper interval, it is poorly sorted and well cemented, whereas at the lower
interval it is well cemented. Blocky with parallel to sub-horizontal to a tangential
low angle to moderate high angle contain scattered coarse quartz grains and mud
clasts.

3.4.2 Interpretation

Planar cross-laminated sandstones (Sc) appear in all the three cores of the well A as
in Fig. 4, and it ranges in grain size from fine to very coarse. It is probably
deposited on a fluvial channel bar or delta distributary channel.

Fig. 3 Parallel- or planar-stratified sandstone, a core one well HE 28 at depth 1638.82–1639.22,
b core two well HE 38 at depth 1641.50–1642.30
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3.5 Trough Cross-Laminated Sandstone (St)

3.5.1 Description

This facies encountered at a depth range as shown in Table 1, it represents fine to
medium grain size and it shows gray to brown color. The grains are well rounded to
rounded in shape, poorly sorted and well cemented, some mud clasts are present.
The matrix is dominant by phyllosilicate minerals.

3.5.2 Interpretation

Trough cross-laminated sandstone (St) is a coarse-grained facies observed in core
two of well A as in Fig. 5. As per [5] classification, this facies could be deposited in
a migrating 3-D dune in a fluvial channel of a braided stream (Fig. 6).

(a) (b)

Fig. 4 Planar cross-stratified sandstone, a core one well HE 38 at depth 1633.72– 634.12, b core
3 well HE 38 at depth 1658.60–1658.80
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3.6 Ripple-Laminated Sandstone (Sr)

3.6.1 Description

This facies found at depth intervals range as shown in the Table 1, light gray to gray
in color, very fine to coarse grain sand size, blocky with parallel to sub-parallel to
tangential low angle to moderate high angle cross–stratification as in Fig. 6. Partly
unevenly carbonate cemented with creamy white laminae. Contain scattered coarse
quartz grains and mud clasts.

Fig. 5 Trough cross-stratified sandstone, a core three well HE 28 at depth (1660.30–1660.40)
b core two well HE 38 at depth (1645.20–1645.50)
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3.6.2 Interpretation

Ripple-laminated facies are seen in core three of the well A, as shown in Fig. 1. It
ranges in grain size from fine to very coarse indicating bedform channel deposit in a
braided river as in Fig. 6.

3.7 Mudstones and Sandy Mudstones (Fm)

3.7.1 Description

This facies found at depth interval shown in the Table 1. Gray in color, blocky
massive to locally faintly laminated, sometimes contains white and brown mud
clasts and/or fine scattered quartz grains, sometimes bioturbated. Figure 2 resem-
bles FCf facies of [7] classification.

Fig. 6 Ripple-laminated sandstone a core 1 well HE 28 depth interval 1640.87–1640.97, and
b core 3 well HE 28 depth interval 1657.70–1657.85
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3.7.2 Interpretation

This facies is seen in minor ranges of core one and core two of the well A as shown
in Fig. 2. It might deposit in a flood plain in a reduced environment (Fig. 7).

3.8 Conglomerate (Gm)

3.8.1 Description

Seen at the base of different layers at interval 1639.20 core one and interval 1646.00
core two as shown in Fig. 2 and Table 1 of well A. Characterized with light brown
and brown to gray in color, fine to coarse sand size conglomeratic, generally
homogeneous and massive. Contains scattered large elongated mud clasts.

Fig. 7 Mudstone facies: layered mudstone a well HE 28 core 1 depth 1638.25 and massive
mudstone b well HE core 3 depth 1654.55–1655.00
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3.8.2 Interpretation

This facies is seen in a small range of interval in core one of the well A as shown in
Fig. 2. It might have deposited in alluvial fan environment of as a lag deposit along
the fluvial braided stream channel (Fig. 8).

3.9 Facies Association

Five facies association were recognized in this study FA1, FA2, FA3, FA4, and
FA5. Facies association FA1 is about 2.5 m, grain size range is from coarse to fine,
it is brown to light brown sometimes gray, sedimentary structure range from trough
cross- to planar cross-stratification at top some pebbly shale conglomerate is also
present, and this indicates bank erosion during high flood time gives rise to
deposition in channel bar.

Facies association FA2 is about 2 m thick, it represents flood plain association
start with conglomerate flowed by ripple lamination and planar tabular
cross-stratification and is topped by horizontal stratification, massive mud is seen on
top of the ripple stratification. This association indicates that the stream was
overflowing; it is bank forming splay giving rise to crevasse splay association.

(a) (b) (c)

Fig. 8 Conglomerate facies, basal lag conglomerate, well HE 28 core 2 at depth 1647.60 m
(a) and 1648.30 m (b) and pebbly shale conglomerate (c) well HE 28 core 1 depth 1636.60 m.
white arrows show coal clasts
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FA3 facies association about 2 m thick, the cycle started with deposition of
planar cross-stratification, ripple cross-stratification, low angle cross-stratification
massive sandstone and topped with mudstone. It ranges in grain size from a coarse
to very fine and clay, it has a brown color, to gray to light gray. Deposition is
thought to take place in channel bar.

FA4 is the fourth facies association range in thickness from less than 1 m to
about 5 m average 3 m. It represents the most prominent facies association
encountered the study area, it begins with trough cross-stratification followed by
planar tabular cross-stratification. In some places, horizontal stratification tops this
association, whereas in some other locations this association is topped by mudstone
it shows fining-upward trend, the grain size range from very coarse to fine, color
ranges from dark brown to brown sometimes gray or black. This association clearly
indicates deposition of meander point bar.

FA5 is facies association begins with the deposition of conglomerate followed
trough cross-stratification. This represents a repeated cycles of a strong flood.

Based on Miall’s classification of architectural element (1987), three main
architectural elements were identified:

• Channel deposits.
• Crevasse splay deposits.
• Floodplain deposits.

Based on the core analysis, facies, and facies association interpretation and
deposition element, the depositional environment can be braided and meander
fluvial system.

4 Conclusion

The sedimentological characterization of the core intervals from the Heglig well A,
in Muglad Basin, Sudan, has been described at a vertical scale of 1:20 as shown in
sedimentological core log as shown in Fig. 2. Seven sedimentary facies are
observed and described in detail, consisting of continentally derived clastics
dominated by sandy lithofacies with interbedded mudstone and siltstone and minor
pebbly to conglomeratic intervals. They can be grouped into four main categories
based mainly on their lithology, color, grain sizes, grain sorting, and sedimentary
structures. They are sandstone facies, mudstone–siltstone facies, and conglomerate
facies. Five facies association were interpreted and three depositional architectural
elements were inferred. These elements were considered to be deposited in braided
and meandering fluvial stream systems which in part its interval shows intermittent
strong flood activity. Core one of well A mainly consists of sandstone with massive,
planar-laminated, and cross-laminated structures with conglomeratic units and
muddy intervals. Core two of well A is conclusively sandstone shows
cross-laminated, trough cross-laminated, planar-laminated structures, with a small
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conglomerate interval. Core three of well A shows sandstone which is massive,
parallel lamination, cross-ripple laminated structures with silt interval. These facies
mostly show fining-upward sequences, and these sequences do not match any of [4]
classification for Bentiu Formation. Therefore, we can propose Bentiu Formation as
a name for the whole interval from the well A of Heglig oil field.

Acknowledgements The author is thankful to Ministry of Petroleum formally Ministry of Energy
of the Sudan for supplying data for this study and also thankful to Universiti
Teknologi PETRONAS (UTP) for giving the opportunity for this study to be published.
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Geology of the Bertam Valley to Pos
Betau—Focusing on Geomechanical
Properties of Andesite

Pua Ming Jia and Askury Abd Kadir

Abstract This chapter reviews the first geomechanical analysis on exposed
andesite along Bertam Valley to Pos Betau, Pahang. This project aims to perform
geological analysis by applying geological mapping technique; structural analysis
by relating the observed features in the field with the regional tectonic history of
Peninsular Malaysia and the formation of Bentong–Raub suture through the con-
struction of rose diagram and stereonet; and finally, the geomechanical analysis to
identify the geomechanical properties of andesite. The geological analysis sug-
gested that the study areas are part of an oceanic crust due to the presence of
serpentinite and ribbon-bedded chert which are parts of ophiolite. A major com-
pressional force acted along the NNW–SSE direction indicates the major force
involved during the tectonic evolution of Peninsular Malaysia This closely was
related to the subduction of Paleo-Tethys Ocean and collision between Sibumasu
and Indochina and has resulted in the formation of Bentong–Raub suture zone. In
the geomechanical analysis, the unconfined compressive strength (UCS) obtained
through the laboratory testing shows similar trends in andesite rock strength which
is classified as “high rock strength value.”

Keywords Bentong–Raub suture � Andesite � Rock strength

1 Introduction

The study area is located near the Pos Betau, Pahang. The road cut is a part of a
newly developed road link from Ringlet (Cameron Highlands) to Sg. Koyan (Kuala
Lipis) with 20-m wide double-carriage ways. Besides andesite, the study area
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consists of granites, phyllite, and serpentinite. The general geology of the area is
delineated from geological mapping, petrographic studies, and tectonic history.
Meanwhile, the structural analysis is carried out through the construction of rose
diagram and stereographic projection. Finally, the geomechanical analysis with an
emphasis on the properties of andesite was carried out to review the rock strength
and failure envelope of rocks from the Mohr’s circle.

During the tectonic evolution, the Bentong–Raub suture zone has been predicted
in several publications by describing and illustrating the major tectonic event
involved. However, the geomechanical properties of rock, particularly the andesite,
have yet to be discussed and studied. Thus, this study is used to discuss the
geomechanical properties of andesite with respect to tectonic and structural
deformation which is mainly attributed to the Bentong–Raub suture zone.

The objective of the study is to prepare a detailed geological map of the transect
area. Besides, the structural features of the andesite were discussed and further
relating them to the regional tectonic history of the area. The main aim of this
project is to identify the geomechanical properties of andesite.

2 Bentong–Raub Suture Zone

Bentong–Raub suture is a north–south suture along the eastern foothills of the Main
Range that extends from Thailand through Raub and Bentong to the east of
Malacca, Peninsular Malaysia. This suture is exposed as an approximately
20-km-wide zone bordering the eastern limit of the Main Range granitoids in
Peninsular Malaysia. It comprises mélange, oceanic ribbon-bedded cherts, schists,
and discontinuous, narrow, and elongated bodies of serpentinized mafic–ultramafic
rock that is interpreted as ophiolite [1]. The Bentong–Raub suture consists of
lithologies from both the Indochina and Sibumasu as illustrated in Fig. 1.

The Bentong–Raub suture is significant because it represents the main
Paleo-Tethys Ocean which opened in the Devonian when the Indochina, Tarim,
South China and North China continental terranes separated from Gondwana.
Besides, the Paleo-Tethys Ocean was also destroyed as a result of collision between
the Sibumasu and Indochina continental terranes of Southeast Asia. It acts as an
important dividing line between the terranes of diversified geology.

Tjia [2] also stated that it is an island arc environment because there are dom-
inant volcanic materials observed. Besides, further observation of crustal–super-
crustal rocks and serpentinite lens is observed in the tectonic units of the area,
indicating that it is an oceanic environment between the two continental terranes.
He also stated that the lithologies that located around the Bentong–Raub suture are
well-bedded chert, subparallel-to-parallel olistostrome, weathered massive mud-
stone, schist and schist-phyllite (Table 1). The olistostrome contains tuffaceous
mudstone matrix, tuffaceous phyllite matrix, or phyllite matrix, and they also make
up the bedding parallel mylonite zone.

296 P.M. Jia and A.A. Kadir



The primary goal of the structural geology is to use measurements of the
present-day rock geometries to uncover information about the history of defor-
mation in the rocks. Depending on the lithospheric condition at the time of
deformation, rocks may respond to stress in a brittle or ductile manner. During
brittle deformation, rocks fracture with strain localized along a plane, while the
rocks to either side remaining unaffected. This can be best shown in faults and
joints. This will then ultimately enable us to understand the stress field that resulted
in the observed strains and geometries. This understanding of the dynamics of the
stress field can be linked to important events in historical geology.

Fig. 1 Conceptual cross sections illustrating the formation of the Bentong–Raub suture by the
subduction of the Paleo-Tethys ocean and collision of the Sibumasu and Indochina terranes [3]

Table 1 Summary of lithology observed and their respective interpretation

Author Lithology observed Interpretation

Hutchison,
1975 [1]

Mélange, oceanic ribbon-bedded cherts, schists, and
serpentinized mafic–ultramafic rocks

Ophiolite

Tjia, 1996 [2] Dominant volcanic material, crustal–supercrustal rocks,
serpentinite lens, well-bedded chert, subparallel–parallel
olistostrome, schist, and schist-phyllite

Island arc
environment

Tjia, 1996 [2] Eastern: bedded chert with low angle thrust
Western: igneous injection complex from eastern Titiwangsa
granitoid intruded schist–phyllite sequence

Subduction
zone
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3 Methodology

To identify the lithological features, geological field trip was carried out in the study
area. Data and rock specimens are collected with the aid of GPS, compass, hand
lens, geological hammer, and measuring tapes. The base map is also one of the most
essential information to ensure precise location. The macroscopic and microscopic
identifications of rocks are crucial to confirm the lithological types.

3.1 Discontinuity Data Survey

A discontinuity survey is done by using scan-line method to collect all the nec-
essary fractured data for rock mass classification. Instead of fractured orientation,
the physical properties of fractured plane are noted and described.

3.2 Petrographic Analysis

Petrographic study is conducted to identify the texture and mineralogy of rock
under the polarized microscope. The rock type is being confirmed with the mineral
assemblages, which display their remarkable optical properties under plane and
cross-polarized light.

3.3 Rose Diagram and Stereonet

Rose diagram and stereonet are very useful tools for structural analysis. Rose
diagram is a method of displaying the relative statistical prevalence of various
directional trends such as strike direction of fracture and lineaments and illustrates
them as a histogram drawn in a circle. We are then able to interpret the maximum
and minimum principal compressive stresses. On the other hand, a stereonet is a
lower hemisphere plot. A stereographic projection involves plotting 3D data onto a
2D stereonet where it can be manipulated and interpreted. It is then used to rep-
resent the orientation of geological planar surfaces.

3.4 Geomechanical Tests

Core samples were prepared for geomechanical tests, such as point load, Schmidt
Rebound Hammer, uniaxial, and triaxial tests. The strength properties of the
andesite can be deduced form the testing, viz. unconfined compressive strength,
IS50, friction angle, and cohesion.

298 P.M. Jia and A.A. Kadir



4 Results and Discussions

Based on the previous studies, the main lithology observed in this area consists of
crustal–supercrustal rocks, subparallel–parallel olistostrome, schist and
schist-phyllite, mélange, oceanic ribbon-bedded cherts, and serpentinized
mafic-ultramafic rocks which are the rocks generally found at the subduction zone
[2]. Structural analysis shows the maximum stresses that are coming from NE–SW
direction. The geomechanical properties of andesite which has no published doc-
umentation available for reference will be further studied and discussed in the latter
part of this paper.

4.1 Lithological Map

Based on the geological map that had been constructed (Fig. 2), we are able to
match the observed geological feature with several publications [1, 3] and
cross-checking them with the findings of this project. The observed granite which is
the youngest rock is due to the granite intrusion occurring during the Early Jurassic
where the collision between Sibumasu and Indochina ends. The oldest rock such as
serpentinite has the most significant features observed in the field. This is because,
Hutchison [3] interpreted that Bentong-Raub suture consists of a part of an oceanic
crust which had been uplifted due to the collision and overthrusting. Serpentinite is
one of the important indicators in identifying package of ophiolites, giving indi-
cation of the paleo-ocean. The andesite which is Permian in age undergoes 2
episodic deformations which was firstly caused by the collision and followed by the
granite intrusion. This will be further discussed in the structural analysis section.

4.2 Structural Analysis

After compiling the r1 and r3 values, we are able to observe the major compressional
force acting on our area of study that is coming from NNW–SSE direction (Fig. 3).
These results are correlatable with the regional tectonic history of Peninsular
Malaysia. During the formation of the Bentong–Raub suture, the Paleo-Tethys Ocean
undergoes subduction and causing the collision between the Sibumasu and Indochina
terranes. This process which takes place throughout the Late Permian to Late Triassic
affected all the rocks within the study area. Besides, we are also able to observe
second episodic deformation of andesite which are Permian in age, and this defor-
mation could be interpreted relating to the intrusion of younger granite which results
in minor compressional force acting on the andesite, causing secondary deformation
which has much smaller scale and more minor effect compared to the tectonic forces
that acting on them during the subduction period.
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Fig. 2 Geological map of transect along Bertam Valley to Pos Betau
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4.3 Geomechanical Analysis

Based on the correlated UCS value, we are able to observe a similar rock strength
value of andesite for all three different rock strength testings. The trends fall in the
“very high rock strength” classification [4] as shown in Table 2. This matches with
the typical rock strength profile for an igneous rock. Besides, we are able to observe
higher UCS value in triaxial compressive strength test. This is due to the confining
pressure applied on the rock sample which causes the rock being able to withstand
higher axial load. The higher the confining pressure applied on our rock sample, the
greater it exhibits ductile behavior which causes the rock being able to withstand
greater load before reaching the point of failure.

After constructing the Mohr’s circle, we are able to determine the failure envelope
for the andesite in our study area (Fig. 4). Therefore, we are able to predict the stress
that the andesite can take before its point of failure in different confining pressures.
This is particularly important as we are going to relate the properties of the andesite
with naturally fractured reservoir that is usually deep within the subsurface with high
confining pressure. The andesite is able to withstand a very high friction angle of
about 64.6° and has a cohesive strength of 27.17 Mpa.

To delineate the geomechanical properties of andesite and relate them with
fractured reservoir, one of the best case studies would be the Anding Field in Malay
Basin. According to Mohamad Kadir [5], the rock age and type of Anding Field
which located at the southwestern margin of the Malay Basin are suggested to be
Permo-Carboniferous metasediments and volcanics, Cretaceous granites, and pos-
sible Cretaceous rift fill which match with the age of the andesite in the study area,
i.e., Permian in age.

Besides, based on our structural analysis of fractures which trends along the
NNW–SSE direction matches with the finding of Mohamad Kadir [5], in which the
test results from the wells drilled in the fractured basement within Anding area
indicates that most open fracture are trending NNE–SSW and ENE–WSW which
same trend with the Principle Stress in Malay Basin while for the closed fractures,
they trend along the NW–SE.

Fig. 3 Rose diagram and stereographic projection for fractures in andesite
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To further justify our interpretation and correlation with Anding Field, more
studies need to be carried out in the eastern part of an onshore Peninsular Malaysia
to obtain more data and documentation and to fill up the missing links which exist
between this study and the fractured reservoir in Anding area.

Table 2 UCS comparison between respective geomechanical testings

No. Sample
no.

UCS from
point load
Test, r (Mpa)

UCS from uniaxial
compressive strength
test, test, r (Mpa)

UCS from triaxial
compressive strength
test, test, r (Mpa)

1 Andesite1 219.1 205.7 236.9

2 Andesite2 213.3 212.3 288.7

Fig. 4 Mohr’s circle for andesite
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5 Conclusion

Based on the findings throughout this project, we are able to achieve our objectives
through geological analysis, structural analysis, and geomechanical analysis. For
geological analysis, the serpentinite and ribbon-bedded chert that we observed in
our outcrop further marks the boundary in our geological map, and we are able to
confirm that our study area is a part of an oceanic crust which matches with the
geological features observed by Hutchison [1], indicating a part of an ophiolite.

The structural analysis shows a major compressional force acting in our area of
study which may be related with the subduction on Paleo-Tethys Ocean causing
collision of Sibumasu and Indochina terranes, which results in the formation of
Bentong–Raub suture zone. This interpretation was further supported by the tec-
tonic evolution model proposed by Metcalfe [3] regarding the formation of
Bentong–Raub suture zone and regional tectonic history of Peninsular Malaysia.

Last but not least, the geomechanical properties of andesite enable us to predict
the maximum stress of rock able to withstand under different confining pressures.
This is important in predicting a naturally fractured reservoir that may have
potential to allow accumulation of oil and gas. Although due to lack of docu-
mentation, by integrating the findings, we are able to make an initial prediction to
relate the geomechanical properties of andesite with the offshore-fractured reservoir
in Anding area.

6 Recommendation

Further study needs to be performed for andesite samples obtained from Anding
Field to compare their geomechanical properties. It will reveal any uncertainties and
better understanding on fractured reservoir in the future.

Acknowledgements The author would like to thank Universiti Teknologi PETRONAS (UTP) for
funding the project.
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Fractures of Gunung Ledang Granite:
Insight to Post-Cretaceous Structural
Event

Choong Chee Meng, Askury Abdul Kadir,
Muhammad Noor Amin Zakariah, Abdul Ghani Rafek,
Chow Weng Sum and Nurul Syafiqah Harun

Abstract Based on the deformations in the Cretaceous rocks and also the results of
the radiometric dating of the fault zones [Zaiton Harun, Late Mesozoic—Early
Tertiary faults of Peninsular Malaysia, 9], it is proven that tectonics of onshore
Peninsular Malaysia was still active during post-Cretaceous. These deformations
may contribute to the basin formation/inversion during Tertiary period in
Sundaland. The study area is Cretaceous granite, Gunung Ledang, which is situated
in North Johor. The objective of this study is to determine the major fracture sets at
regional scales and outcrop scales and reconstruct the structural events. In this
study, the focus is on the negative lineaments of Gunung Ledang at a regional scale
and the fractures of the Puteri Waterfall at outcrop scale. During site visit, the
details of the fracture, e.g., infilling and sense of motions, are recorded. From the
observations and analysis, there are 3 negative lineament sets at regional scale: N-S,
NE-SW, and ESE-WNW; four fractures sets found at the outcrop scale: N-S,
NE-SW, E-W, and NW-SE. The outcrop-scale fractures are all steeply dipping to
almost vertically dipping. The crosscutting relationships show that the chronology
of the fractures is N-S, NE-SW/E-W, and NW-SE, from oldest to youngest. NE-SW
fracture displaces a N-S mega-crystal quartz dyke in left-lateral motion, which
deduces a * N-S compression. Another possible Riedel system (right-lateral
strike-slip) formed on the same NE-SW fractures, which deduce a * E-W com-
pression. The chronology of these two events is hard to define because of lack of
clear field evidences.

Keywords Fractures � Post-Cretaceous � Granite � Gunung Ledang � Puteri
Waterfall
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1 Introduction

The radiometric dating on the three faults (1. Bukit Berapit area, north Perak; 2.
Bukit Tinggi area, Pahang; and 3. Kuala Kelawang area, Negeri Sembilan) in
different parts of the Peninsular Malaysia by [9] has given a Late Cretaceous–
Tertiary age and it indicated that tectonics was still active in the region during this
period. Gunung Ledang or Mount Ophir is one of the granitic intrusions in
Peninsular Malaysia which has a relatively younger geological age, i.e., Late
Cretaceous. Due to the younger age (Late Cretaceous) of this granite, the structural
events and their induced fractures can only be post-Cretaceous. No detail structural
analysis has been conducted in this area so far, and thus, the Tertiary structural
history remains unclear.

Tertiary geological event is crucial to oil and gas industry because of the
hydrocarbon basins of this region mainly developed in this period. Onshore Tertiary
(post-Cretaceous) basins of Peninsular Malaysia have been summarized and
reviewed by Raj et al. [5] in terms of their tectonic evolution. Among the reviewed
Tertiary basins, three of them are located in Johor, i.e., Layang-Layang Basin,
Kluang-Niyor Basin, and Kg. Durian Chondong Basin. The formation of these
basins is known to be structurally controlled, and it has been verified in
Layang-Layang Basin by gravity study [7]. Kg. Durian Chondong Basin is located
10 km to the east of Gunung Ledang. It is postulated that the fractures and fault
systems of the Gunung Ledang area are likely to continue into the Kg. Durian
Chondong Basin due to the short distance, which could lead to a structurally
controlled basin formation.

2 Geological Setting of Gunung Ledang Area

The lithological distribution of the Gunung Ledang area is presented in Fig. 1.
Gunung Ledang area is composed of rocks from Paleozoic to Quaternary age.
Schist is located at the northeastern part of the Gunung Ledang which is believed to
be of Paleozoic age. Gemas Formation is widespread in this area. This formation is
Triassic in age and composed of interbedded tuffaceous sandstone and shale.
Ma’Okil Formation overlies unconformably on the top of Gemas Formation. The
dominant facies of Ma’Okil Formation are interbedded argillite and arenite units,
rudite and volcanic rocks. Abundant plant and pollen have been encountered in this
formation and suggest a Cretaceous age. Segamat Basalt is believed to be formed
due to shallow intrusion of dykes and flows [3] during Early Tertiary. Kg. Durian
Chondong Basin is of Tertiary age and composed of interbedded coal and sand, silt,
clay, and volcanic ash layers. The rest of the area is covered by alluvium.

The granite of the Gunung Ledang is pink in color, medium to coarse grained
(i.e., grain sizes range from 10 to 40 mm, average about 20 mm) and equigranular
[4]. Based on the petrography, the granite is composed predominantly of quartz,
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orthoclase, plagioclase, and biotite with subordinate muscovite, apatite, zircon,
sphene, rutile, and magnetite [4]. Askury Abd Kadir [1] has categorized two units
of granitoids in Gunung Ledang: (1) Ledang type (dominant type): pinkish colored,
equigranular, medium-grained biotite granite and (2) Bekok type: microgranite
which occurs in diameter of few meters to 100 m, with rounded and oval shape that
is trapped in the Ledang-type granite.

The radiometric dating of granite samples in Gunung Ledang gave a K-Ar date
of 52 ± 2 Ma(biotites) and Rb-Sr date of 81 ± 2 Ma (whole rock mineral iso-
chron), the lower K-Ar ages assumed to be due to argon loss from the biotite [2].
An average radiometric age of 69 Ma has been determined from 5 granite samples
by [8]. Hence, the granite of the Gunung Ledang generally is Late Cretaceous in
age based on these datings.

The Bekoh Valley at the eastern part of the Gunung Ledang is a fault zone at the
boundary of granite metamorphic rocks, and is a dominant set of N-S striking faults

Fig. 1 Lithological map of the Gunung Ledang and surrounding area (Modified from [4]; [6]).
Negative lineaments (which are fractures/faults in this case) have been traced and they are
presented in the rose diagram at the right. N-S, NE-SW, and ESE-WNW lineaments are the major
sets in Gunung Ledang
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and a less prominent set of SE striking faults [4]. In the aerial photograph, a vertical
fault scrap striking in N-S direction can be observed at the eastern edge of the
Bekoh Valley. Two sets of faults can be found in the Gunung Ledang granite such
as*NNW and*NE striking faults [4]. Kilometer-scale*NNW striking faults are
cutting through the middle of the mountain, whereas the *NE striking faults are
dominant at the northeastern part. Fault indications such as brecciated/sheared
granite, cataclasites, and mylonites are present in these fault zones. Those
fracture/fault zones are also infilled by granitic materials.

Four sets of joints have been identified in granitic area, which are *360°–
020°, *040°–060°, and *320°–340° with steeply/vertical dipping, and another
set striking in 080°–100° [4].

3 Methodology

There are two scales of fracture analysis: regional scale and outcrop scale. At the
regional scale, negative lineaments (major fractures) of the Gunung Ledang are
traced and analyzed. They provide an overview of the fracture trends in this area.

At the outcrop scale, the study is conducted in the Puteri Waterfall located at the
south of the Gunung Ledang. This locality has been chosen because of
well-exposed fresh rock, existence of systematic fractures, and easy accessibility.
The orientations of the fractures were measured, and every fracture planes were
described in terms of fracture type, sense of motion, and infilling. At the same time,
their crosscutting relationships and interpretation of their relative chronology of the
fracture formation were determined. Finally, we will propose a history of the
fracture development in this area based on the analysis on regional lineaments and
outcrop fractures.

4 Results and Discussion

Fracture analysis was conducted at two scales (regional scale and outcrop scale).
The results of these two analyses are integrated to construct the structural events of
the area.

A. Regional-scale Lineament Analysis A total of 30 negative lineaments
(fractures/faults) have been traced on the SRTM digital elevation model of the
Gunung Ledang (Fig. 1). The major sets of lineament are N-S (000°–009°), NE-SW
(050°–059°), and ESE-WNW (290°–299°). The N-S lineaments are clearly trun-
cated along the NE-SW lineaments which are located at the northern and southern
foothills of the Gunung Ledang. It may indicate that N-S lineaments were formed
prior to NE-SW set.
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B. Outcrop-scale Fracture Analysis Four localities have been visited from the
bottom to the peak of the waterfall (Fig. 2) to collect fracture data. All localities are
in the granitic area.

Four sets of fractures have been identified in the waterfall, and they are striking
in NE-SW, N-S, E-W, and NW-SE directions (Fig. 3). These fracture sets are
similar to the joint sets that were recorded by Ong [4]. Nearly all fractures are
nearly vertically dipping (>75°), commonly 85°–90°. Senses of motion of the
fractures would rarely be observed.

The 1st fracture set is NE-SW fractures which are the most dominant and
striking in ranges of 035°–065°, often in 045°. The fractures were formed in all
localities, however, less occurrence in locality D. The 2nd fracture set is trending in
N-S direction and striking varies from 340° to 020° which is found in the locality C
and D. A mega-crystal quartz dyke has been observed which is trending in the same
direction (N-S) at locality C. At the same locality, few N-S fractures are dipping
around 60° toward east and dip toward the downstream of the waterfall. These 60°
dipping fractures are not plotted in the stereonet, because they may be exfoliation
joints, which are not tectonic induced.

Fig. 2 Stereonets present the distribution of the fractures in the different localities, Puteri
Waterfall, Gunung Ledang
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The 3rd fracture set is E-W striking and ranging from 075° to 105°. The fractures
mostly occur in 085°–095° and were found in all localities except locality C. The
last fracture set (NW-SE) has the lowest occurrence, and they are trending in 130°–
150°. This fracture set only occurs at locality B.

Fig. 3 a Locality C2. N-S
quartz dyke in locality C2 has
been cut by NE-SW
left-lateral strike-slip (or
probably oblique-slip) fault.
Compass as scale, *20 cm
long. b Locality C1. NE-SW
fractures cut the N-S
fractures. The orientation of
the steeply dipping (*60°)
N-S fractures generally
followed the trend of the
waterfall. c Locality B. The
possible E-W Riedel fractures
associated with the main
NE-SW fracture which
deduced a * E-W
compression. NW-SE
fractures cut the NE-SW
fractures, which indicated that
NW-SE fractures formed later
than NE-SW set. d A possible
Riedel system (left lateral)
along * E-W fractures at
locality D1
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C. Crosscutting Relationship of the Fracture Sets and Its Structural Interpretation The
N-S quartz dyke in locality C has been cut by NE-SW left-lateral strike-slip (or
probably oblique-slip) fault (Fig. 3a); it indicates that the quartz dykes are older
than NE-SW fractures. The same relationship can be observed in the rest of the
locality C (Fig. 3b). The evidences inferred a * N-S compression.

At locality A, B, and C, E-W fractures commonly end at the NE-SW fractures,
which may indicate that the E-W fractures are formed earlier than NE-SW set.
However, some of the E-W fractures in locality B show curvy profile that resembles
Riedel fractures and sometimes crosscut NE-SW set (Fig. 3c). These “possible”
Riedel fractures (E-W) have a slight deviation of the strikes compared to the
NE-SW fractures (possible primary fractures). Based on the orientations of E-W
and NE-SW fracture sets, the Riedel system can be worked when NE-SW fractures
have right-lateral motion. This model indicates a * E-W compression.

E-W fractures (N = 21) at the locality D can be subdivided into 2 groups which
are trending in 072° and another 100°. The fractures are steeply dipping, which is
75°–80°. It clearly shows a Riedel fracture system (Fig. 3d), where 072° fractures
are Riedel fractures and 100° fractures are the primary fractures. The Riedel system
can deduce a *ENE-WSW compression.

NW-SE fractures cut the NE-SW fractures in the locality B. It clearly shows that
NW-SE fractures formed later than NE-SW fractures. It is probably the last set of
fractures that formed in this area, since no other fractures crosscut them.

D. History of the Fracture Formation of the Gunung Ledang area Four set of
fractures found here such as N-S, NE-SW, NW-SE, and N-S, and all are steeply
dipping. N-S fracture set is the oldest fracture set which is deduced from the
crosscutting relationship, because it is always crosscut by other fractures. The same
relationship can be observed in the digital elevation model, and the N-S lineament
set is commonly cut by NE-SW lineament set. At least one N-S fracture has been
filled by quartz and formed mega-crystal quartz dyke.

NE-SW fractures have the highest occurrence at Puteri Waterfall. A possible
right-lateral and also left-lateral motion has occurred along the NE-SW fractures
which deduced a * E-W compression and * N-S compression, respectively. The
crosscutting relationship of NE-SW fractures and E-W fractures is not consistent.
E-W fractures may act as secondary/Riedel fractures to NE-SW fractures.

The NW-SE fractures only occur at locality B. This fracture set often crosscuts
other fractures, which shows that it is a late fracture.

5 Conclusion

In Gunung Ledang, the regional-scale negative lineaments (fractures) are trending in
N-S, NE-SW, and ESE-WNW direction. The outcrop-scale fracture sets of the Puteri
Waterfall are striking in N-S, NE-SW, E-W, and NW-SE direction, with steeply to
nearly vertical dips. Based on the crosscutting relationship of the fractures in the
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outcrop, their relative chronology is N-S set (oldest), followed by NE-SW set and
E-W set, and lastly NW-SE set. There is a left-lateral movement, which occurred
along the NE-SW fracture, which displaced the N-S quartz dyke and which deduced
a * N-S compression. The same NE-SW fractures are likely to form a Riedel system
together with E-W fracture set, indicating a right-lateral movement. The NE-SW
fractures are reactivated before; however no clear indication/evidence was found to
determine the relative chronology of those two events (N-S and E-W compression).
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Sedimentology of Potential Tertiary
Fluvial Deposits in Kluang, Johor,
Malaysia

Choong Chee Meng, Nur Huda M. Jamin,
Muhammad Azfar Mohamed and Chin Soon Mun

Abstract The occurrences of Tertiary basins in Peninsular Malaysia are localized
and limited. Commonly, their boundaries are difficult to define due to limited
exposure. They are sometimes difficult to be differentiated from the younger
Quaternary alluvium. Hence, the geological knowledge for the most Tertiary basins
of the Peninsular Malaysia is not well developed. In this study, two new outcrops
with potential Tertiary formation were visited and described in terms of sedimen-
tology. These two outcrops are located at Taman Sri Permai and Taman Saujana,
few kms east and west of the Kluang town, respectively. The main lithology of the
outcrops is light-coloured poorly sorted medium- to very coarse-grained sandstone
or conglomerate which is often not completely consolidated. The dominant min-
erals present are quartz followed by feldspar. Feldspar is commonly weathered and
altered to soft kaolinite. The beds have sharp contact and their thickness varies
(*15 to *150 cm) due to the occurrences of intensive symmetrical channel
structures. At the bottom of the channel, the very coarse sands to pebbly grains are
commonly aligned and followed the shape of the channel. The very coarse to
pebbly sandstones often have a fining upward sequence, which gradually change to
finer grains and better sorting sandstones. These fining upward sequences are
repeated few times within a bed. The channel structures are symmetrical and consist
of fining upward sequences from very coarse sandstone–conglomerate to
medium-grained sandstone, which indicates that it was deposited in a braided river
environment. However, the cross-bedding (common in fluvial system) was not
observed. This palaeo-fluvial system may continue till present day, which incises
into the nearby area, e.g. Sg. Mengkibol and Sg. Melantai.
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1 Introduction

Kluang is located at the central of Johor. This area is composed of different
lithologies ranging from Palaeozoic to Recent ages. In terms of geography, Kluang
is a low-land area surrounded by hilly/mountainous areas with different elevations
(Fig. 1). Two outcrops of sedimentary rocks (probably Tertiary age or even
younger), namely Taman Sri Permai and Taman Saujana were discovered few kms
to the east and west of the Kluang town. Those are new outcrops and no detailed
documented sedimentological study so far. The study aims to determine its depo-
sitional environment and its relationship with present nearby river development.
This study contributes to sedimentology of this region during Tertiary period
because Tertiary deposits here are rarely exposed to the surface and hence lack of
documentary and study.

Fig. 1 Digital elevation model around Kluang area. In the model, light pink-coloured area
is *35 m in elevation and dark pink is *50 m. It shows that Kluang is generally a flat low-land
area and mostly covered by alluvium. Two outcrops are located in the area with the elevation of
around 50 m
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Both outcrops are exposed at the slope-cut on top of a hilly area. As both
exposures are continuous; few metres in height and about tens of metres in length.
The deposits are quite well-bedded and gently/horizontal dipping, and the thickness
is quite even in the lateral extension except the channelized deposit features. The
lithology is mainly light-coloured, not fully consolidated sandstone with a wide
range of grain sizes. Although the exposure of the beds is only a few metres, the
grain sizes of the sandstone changed rapidly. Sedimentological logging in different
parts of the outcrop was conducted in one of the outcrop (Taman Sri Permai) in
order to understand the lateral variation of the depositional environment.

2 Tertiary Sedimentary Rock in Johor

Three Tertiary basins were identified in Johor, namely Kg. Durian Chondong Basin,
Kluang–Niyor Basin (Fig. 2) and Layang-layang Basin, which are located at the
northern, middle and southern parts of this state, respectively. Since the visited
outcrops are located in Kluang, these not fully consolidated sandstones have
potential to be correlated with Kluang–Niyor Basin. These respective basins will be
reviewed in detail as followed.

Fig. 2 Lithological map of the Kluang area (modified from [4])
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From the previous geological studies, the occurrence of Kluang–Niyor Basin
ranges from Niyor south to Kluang (*8 km) and from Kluang to the west and
south-west (over 9.5 km). Stauffer [3] suggested it was probably several kilometres
across. This interpretation is based on the field evidences such as variable dip
directions of the sediments, rapid lateral thickness changes and depth to older rock
(granite and volcanic rocks).

Several exposures were observed and described along the Niyor and Kluang rail
stations. Near to Niyor rail station, from milepost (railway) 413.25–417.25, the
lithologies are mainly grey and pink, slightly iron-stained alluvium consists of
mainly of sub-angular quartz grains. In milepost 414.25, pale grey shale of a
compact, fine-grained nature containing numerous concretions of similar materials
was exposed beneath alluvium. Poor-quality lignite with NE dipping was seen
bedded with alluvium which was observed in milepost 471.75 [2].

In the Kluang rail station area, several borehole drillings were conducted since
the 1930s. The shallow depth sediments encountered from drilling were sandy clay,
clay, sands and shale. One of the boreholes discovered a 4.5-m-thick shale con-
taining fossil vegetations and little oil indication at the deeper part of the borehole
(10.7 m) [2]. Lignite is occasionally found in the sedimentary sequence. The bot-
tom of the wells encountered granite, volcanic rocks and quartzite/tuff at the depth
more than 20 m.

Similar sediments were found at Batu Arang and other Tertiary basins of west
Malaysia, and thus, it is likely to be Tertiary age [3]. Burton [1], however, mentioned
the possibility of a Quaternary age for these sediments, though he considers the
unconformity overlying alluvium to be of an Early Pleistocene or even Pliocene age.

3 Methodology

The study begun with sedimentary logging in 3 different sections of the Taman Sri
Permai outcrop to identify the variation of the lithology in terms of the lateral
extension. During logging, the details of the sediments were carefully recorded in
detailed, i.e. colour, consolidation state, mineral types, grain sizes, shapes and
sorting. The logs were correlated with the outcrop (photopanel) to identify the major
trend of lithological changes laterally. In Taman Saujana outcrop, detailed obser-
vation on sedimentation was conducted and compared with previous outcrop of
Taman Sri Permai. Based on the rock textures/properties, the facies were identified
to the sedimentary sequences and their depositional environment was proposed.

4 Results and Discussion

This section composed of outcrop descriptions and sedimentary facies of Taman Sri
Permai and Taman Saujana. These facies were identified based on the observations,
and the deposition environment was proposed.
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A. Outcrop Descriptions

Two outcrops were described, i.e. Taman Sri Permai and Taman Saujana.

(a) Taman Sri Permai
An extensive exposure is located in the Taman Sri Permai approximately 2 km east
of Kluang Town. The hill-cut is occurred in L-shaped pattern with about 4 m height
and extended about 30–40 m (Fig. 3). The thicknesses of the beds vary from 15 to
150 cm. The channel feature at the outcrop will be the focus for this research. This
sand-rich succession is characterized by thick- to medium-bedded sandstone facies
and partially consolidated. The sandstone is coarse- to medium-grained, light grey
in colour, composed of mainly quartz and feldspar grains in various sizes with
sub-rounded to sub-angular shaped, poorly sorted and exists as a normal grading
bed (Figs. 4 and 5).

(b) Taman Saujana
A hill side exposed a horizontal bedded sequence. This outcrop is located
approximately 3 km west of Kluang Town. The total exposure of the outcrop is
about 100 m, part of the exposure is shown in Fig. 6. The rocks have the similar
texture as the outcrop in Taman Sri Permai, i.e., is not completely consolidated,
light-coloured due to high percentage of quartz and feldspar grains, various sizes
and shapes of grains (poorly sorted). The beds are 50–100 cm thick, but they
pinched out to the sides. At the bottom of the channel feature, quartz and feldspar

Fig. 3 Field photograph (top) showing general outcrop view of Taman Sri Permai section and its
outcrop sketch (bottom)
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Fig. 4 Sedimentary logs of Taman Sri Permai outcrop shows fining upward trend

Fig. 5 The quartz grains of the conglomerate or very coarse-grained sandstone (F1a, pointed by
white arrows) are aligned and sandwiched between medium-grained sandstone (F1b). The
photograph taken at *1.2 m of Log B
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made up 50% of the total grains of the rock. The grain size of quartz is 0.3–5 mm,
commonly 0.5 mm; whereas the grain size of feldspar ranging from 0.5 to 3 mm.
The symmetrical in channel feature can be easily recognized and its bottom always
filled with aligned pebble-sized grains. Fining upward sequence was observed
within channel structure (Fig. 7).

B. Sedimentary Facies

The main facies that can be observed in both outcrops, i.e. pebble sandstone to
medium-grained sandstone fining upward sequence (F1). This facies are divided
into two sub-facies: pebbly sandstone/conglomerate (F1a) and medium-grained
sandstone (F1b). The fining upward sequence (F1) can be clearly observed in the
channel structure. The same sequence can be repeated several times in a single bed.

(a) Pebbly Sandstone/Conglomerate (F1a)
This facies commonly formed at the bottom of the bed. The rock is light grey to
whitish in colour. The rock is often consolidated. The rock is made up of 85%
grains and 15% of matrix. The grains of the rocks are mainly quartz and feldspar
(partially to totally weathered into kaolinite). Colourless or translucent quartz grains
are commonly in size of 1–3 mm, the grain size can be up to 10 mm. Feldspar
grains are also often weathered to whitish kaolinite, and its sizes are mostly in the

Fig. 6 Field photograph (top) and the sketch (bottom) for part of the Taman Saujana outcrop
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range of 1–2 mm. Occasionally, the coarse feldspar grains remain unweathered and
its cleavages are preserved. The range of the grains is ranging from 1 to 3 mm,
which indicates that the rocks are very coarse sandstone to conglomerate. The
grains are sub-rounded and the sorting of the rock is poor. Weak alignment of the
coarse quartz grain can be observed particularly at the bottom of the bed.

(b) Medium-Grained Sandstone (F1b)
The sandstone is mud poor, light grey to milky white in colour and characterized by
medium- to coarse-grained sandstone with good to moderate sorting. This
sub-facies is partially consolidated and made up of 80–90% grains. The grains
composed dominantly of quartz and feldspar minerals. Quartz grains size varies
from 0.2 to 0.3 mm but may be up to 5 mm. The grains are sub-rounded in
common. The coarser grains are sometimes found embedded in the rock.

C. Depositional Environment

The two exposures in Kluang area shown fining upward sequence (F1) which
composed of pebbly sandstone/conglomerate (F1a) changing to medium-grained
sandstone (F1b). The sequence can be clearly observed in the channel structure in
the rock succession. It indicates that the deposition is under a fluvial environment;
however, the common braided river’s sedimentary structure (cross-bedding) is not
observed. This fluvial system may be developed at late Tertiary and continue till
Recent. The rivers incised and migrated to the current lower position in nearby area,
e.g. Sg. Mengkibol and Sg. Melantai.

Based on the lithological information of these two exposures, it is correlatable to
the alluvium unit (horizontal bedded unconsolidated fluvial sands) of Kluang–Niyor
Basin summarized by Raj [2].

Fig. 7 Alignment of light-coloured pebbles (mainly quartz) in the channel sandstone bed. Part of
the hammer as scale, *20 cm long is shown at the bottom of the figure. Black box is the close-up
view of the grains (mainly quartz) alignment
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5 Conclusion

Two exposures of potential Tertiary sequences of Kluang (Taman Sri Permai and
Taman Saujana) were visited and studied. They are composed of well-bedded, not
fully consolidated sandstone ranging from medium-grained to coarse-grained or
conglomerate. Those exposures have clear channel features with alignment of coarse
sand- or pebble-size grains at its bottom. The sandstone with coarse-grained sand
grains commonly has fining upward pattern and changes to medium-grained sand-
stone. This sequence is named as “pebble sandstone to medium-grained sandstone
fining upward sequence (F1)”, with 2 sub-facies, pebbly sandstone/conglomerate
(F1a) and medium-grained sandstone (F1b). This facies shows a braided river
deposition environment. Since the tectonics are quite stable from Tertiary to Recent,
the rivers may have begun to develop at late Tertiary and gradually incised to nearby
area till present day, e.g. Sg. Mengkibol and Sg. Melantai, and the remnant of river
deposits is now exposed at these two outcrops.
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3D Reservoir Characterization of Field
Deta, Termit Basin, Niger

Eevon Chang and Lo Shyh Zung

Abstract Field Deta is located in the south–west area of Agadem Block. Agadem
Block (27516.2 km2) covers main part of Termit basin. The Termit basin is
believed to be rifting basin (Genik, 1992, Tectonophysics, 213(1–2): 169–185) [1]
with graben structures. The total studied surface area of Field Deta covered by 3D
seismic is about 945 km2. There are total of 12 wells drilled in the area of study
mentioned above. The hydrocarbon is discovered from Alter Sokor formation
which is divided into 6 sand groups: E0, E1, E2, E3, E4, and E5. The average
thickness of sand groups ranges from 80 to 140 m. E2–E4 is the major oil zone;
meanwhile, partly of the E5 sands had found some compartmentalized gas. Hence,
this study aims to understand the highly faulted horst and graben structurally
controlled reservoirs. Besides this study also reviews the radioactive sand thickness
and low-resistivity pay interval that will affect the hydrocarbon assessment.
Radioactive sand can be differentiated and studied using SGR log by plotting Th/K
crossplot and density–neutron crossplot. The Shaly-sand intervals interpretation and
petrophysical characterization are carried out taking into account the radioactive
sand. Aware about the potential low-resistivity pay, resistivity index of deep
resistivity log is compared. 3D seismic volume is interpreted with regard to different
seismic attributes to enhance structural interpretation.

Keywords Rifting basin Radioactive sands Low-resistivity pay Density–neutron
crossplot
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1 Introduction

Niger is a landlocked country bordered in the north by Libya, Chad to the east, and
Nigeria in the south. A portion of Lake Chad is situated in the eastern part of the
country. The hydrocarbon potential of Niger is mainly located in the two large
sedimentary basins (the Iullemeden basin in the west and the eastern (Chad) basin
in the east) [2] that cover about 90% of the national territory. The Agadem Block is
part of the Termit-Ténéré Rift formation [3]. The Cretaceous–Tertiary rift basins are
filled with Lower Cretaceous to Neogene sedimentary rocks, sediments ranging in
thickness from about 3000 m to more than 12,000 m. Sediments mostly were
deposited in fluvial, lacustrine, and marine environment [1, 4]. A total of seven
discoveries/fields have been found, including this project study area, Field Deta.

Termit basin is an asymmetrical semi-graben, steep in the west and gentle in the
east. The study area is filled with high dense of NW–SE-trending normal faults
resulting from the several cycles of rifting activities (multiphase) from Lower
Cretaceous–Tertiary. Hydrocarbon can be found from the sand package up to 2 km
depth of the reservoir (Fig. 1).

Fig. 1 The study area, Field Deta location map
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Geophysical interpretation had been carried out to investigate the
structure-controlled prospect. The main focus of this project is to access the
potential of undiscovered and technically recoverable oil and natural gas resources
in Field Deta, Agadem Block, Niger.

The general geology had fulfilled the total petroleum system (TPS) concept which
includes hydrocarbon source rocks, reservoir rocks, and traps for hydrocarbon
accumulation [1]. Reservoir currently producing are from shallow Palaeogene
Sokors 1 and 2 sands. The petroleum geology focuses on the source rock and
reservoir rock in the field. Hydrocarbon is believed to be generated in the marine
shales/mudstone and migrated to be stored in the Eocene sandstone reservoir rock as
shown in Fig. 2. The sedimentary rocks ranging in age from Early Cretaceous to
Neogene in the east Niger grabens had accumulated up to 10,000 m thick. It consists
of mainly siliciclastic with some Late Cretaceous carbonates (Fig. 3).

1.1 Radioactive Sand

Aïr Mountains aged from Precambrian to Cenozoic is the nearest granite mountain
to Termit basin. This granite mountain that consists of alkaline granite intrusions
might be the source of radioactive sediments deposited in Termit basin. Radioactive
sand is sediments sourced from nearby granitic highlands which have not under-
gone sufficient transportation and weathering. Radioactive sand contains parent

Fig. 2 The sedimentary fill map of Termit basin showing the relationship of source rock and
reservoir rock [9]
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minerals (i.e., zircon, highly arkosic (high feldspar content), micas, glauconite, or
uranium-rich water). Sand supposed to give low gamma ray (GR) value, but
radioactive sand gives high GR value like shale. Sand intervals interpreted using
GR log will be inaccurate.

1.2 Low-Resistivity Pay

Low-resistivity pay can be referred as resistivity range of 0.5–5 Xm in deep
resistivity logs or low contrast in resistivity logs characteristic between pay zone
and adjacent shale-bed or water zone [5]. There are mainly two causes of
low-contrast resistivity characteristic: conductivity of clay mineral and high irre-
ducible water saturation [5]. Clay mineral gives high cation exchange capacity and
therefore results in low resistivity; sandstone with medium-to-high shale content
might have clay coating and bridging in pores and have shown low-resistivity value
in log test.

Fig. 3 The location map of Aïr Mountains
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2 Methodology

3 Results and Discussion

3.1 Petrophysical Well Log Interpretation

3.1.1 Radioactive Sandstone

Radioactive sand had been reviewed in all wells to determine the accurate reservoir
sand thickness. The possible radioactive sand is interpreted into zones. Two types
of crossplot, Th/K crossplot and density–neutron crossplot, include only the data
from the selected potential radioactive sand zones which are plotted. The results
show that there is a percentage of radioactive sand in the data.

Density–neutron crossplot is used to test the existence of radioactive heavy
minerals. Apparently, the matrix density from density–neutron crossplot in Fig. 4a is
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Fig. 4 a The conventional density–neutron crossplot with data from the suspected radioactive
sand zones in Deta-1. b The density–neutron crossplot with data from non-radioactive sand zones
in Deta-1
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higher due to denser minerals present in radioactive sand. As compared to the
non-radioactive (normal) sand, the density–neutron crossplot in Fig. 4b data shows
less dense sandstone where all the points of data fall around Rhofluid sandstone line.

The GR log is not reliable for lithology differentiation due to the radioactive
substances in the sand, and the separate SGR log is used to help in identifying the
exact sand shale interval. In shales, the potassium value indicates the presences of
micaceous clay minerals—illite; high uranium concentration indicates organic
shales. In sandstone, the thorium value is related as clay content; high potassium
concentration is due to the abundance of mica and potassium feldspars [6] in
radioactive sandstone. Thorium concentration versus potassium concentration
crossplot in Fig. 5 is used to study the presence of radioactive sand. Th/K < 3.5
or >12 will be considered as radioactive substances in the sand zone data.

3.1.2 Low-Resistivity Pay Reservoir

Low-contrast characteristic in resistivity is always overlooked by interpreter. The
low-resistivity pay with deep resistivity log readings from 7 to 12 Xm exhibits a
resistivity index of 1–1.7 compared with water zone section. Oil had been proven
and produced from the well Deta-E1 low-resistivity pay section in Fig. 6. This
low-contrast resistivity pay was also found in some other wells within the Termit
basin. The possible lithology reason that leads to this type of low-contrast response
is still being investigated, and two high possibilities are low water salinity of the
water zone and high clay substances in sandstone.

Fig. 5 The Th (ppm) versus K (%) crossplot for the suspected radioactive sand zones in Deta-4
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3.2 Well Correlation and Lithofacies

After the sand interval reviewed, well correlation is carried out from the direction of
southwest to northeast. The main focus reservoir is the Sokor 1 with E0–E5 sand
groups (refer to Fig. 8). The Sokor 1 reservoir can be differentiated into two
compartmentalized reservoirs: west reservoir (depth range: 1180–1280 m) and east
reservoir (depth range: 1800–2500 m). The two reservoir compartments are sepa-
rated by huge fault—Fault L1, between Deta-5 and Deta E-1. Sokor 1 sedimentary
facies are characterized as fluvial delta environment moving into lacustrine envi-
ronment as shown in Fig. 7 [7].

Basic observation from the GR log pattern shows sand column is blocky and
cleaning upwards or dirtying upwards signatures in sand package, indicating pos-
sible interchange in depositional environment through time between tidal/fluvial

Fig. 6 Well section of Deta-E1 showing low contrast of resistivity log between reservoir and
non-reservoir interval
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Fig. 7 The analogy of depositional environment for Sokor 1 sand groups

Fig. 8 Sokor 1 reservoir well correlation in direction: (SW) Deta-W1, Deta-1, Deta-5, Deta E-1,
Deta E-2, Deta NE-1, and Deta-EX1 (NE)
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channel fills and coastal barrier bar environment [8]. The high serrated GR log
pattern at shale zones showed muddy/mudstone characteristic for the lacustrine
environment [8]. Core samples of the area are studied and described in Table 1.

3.3 Fault Interpretation

The major faults are interpreted to identify reservoir compartments and stratigraphy
correlation. The fault strikes are all in northwest–southeast direction following the
rifting geological direction and are either dipping in the direction of southwest or
northeast. The normal fault results from rifting activities are generally presented
with big displacement as observed in the seismic (Table 2).

Table 1 The summary of
lithology description studies
from the core samples of E2–
E5 sands

Sand Lithology

E2 Gray mudstone
Shaly SS–green fine SS
Dark gray–gray SS

E3 Light gray fine SS
Gray SS
Dark gray SS–gray coarse SS with gravel

E4 Dark gray fine SS
Sandstone (SS)
Muddy shaly SS

E5 Gray matured SS
Gray matured SS interbedded with gray mudstone
Dark gray–gray matured SS

SS Sandstone

Table 2 Fault strike
orientation, dipping direction,
and type of fault

Fault Strike Dipping Type

L4 NW–SE SW Normal

L3 NW–SE SW Normal

L2 NW–SE NE Normal

L1 NW–SE NE Normal

R1 NW–SE SW Normal

R1a NW–SE NE Normal

R1b NW–SE SW Normal

R2 NW–SE SW Normal

R3 NW–SE NE Normal

R4 NW–SE NE Normal
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3.4 Horizon Interpretation

Horizon interpretation is focused at Sokor 1 east reservoir. 4 surfaces are inter-
preted: E2, E3, E4, and E5. The Sokor 1 reservoir found in Deta E-1 and Deta E-2
is mainly controlled by Fault R1 (Refer to Fig. 9). Fault R1 is highly possible
sealing that had formed a closure for the two-way dipping E2 top surface towards
the northeast direction. As observed, Deta-E1 and Deta-E2 are drilled on the same
fault block and Deta NE-1 and Deta EX-1 are drilled on another fault block. The
interpreted two-way-time (TWT) maps are converted into depth map by using
single function (generated from checkshot) method. The pressure data will be
crossploted to identify the hydrocarbon contact in order to do volumetric calcula-
tion (Fig. 10).

Fig. 9 Interpreted faults on variance time slice (–2000 ms) overlay by east reservoir E2 top map
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4 Conclusion

The review on possibility of radioactive sand had increased the net pay thickness of
reservoir and the other petrophysical values such as porosity and permeability. The
seismic interpretation is carried out to generate the output gross bulk volume
(GBV) and study of reservoir connectivity between wells as well as sand distri-
bution. Based on the increase in GBV, the volumetric calculation will show an
increase in reserves initial in place. This project had proved that radioactive sands
and low-resistivity pay should not be overlooked in reservoir characterization.

Fig. 10 TWT maps of E2, E3, E4, and E5 interpreted and shown with 4 wells in the reservoir area
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Reservoir Characterization of Lacustrine
Environment, Doba Basin, Southern
Chad: Radioactive Sand Delineation

M.S. Nur Fathiha, S.Z. Lo and A.S. Ahmed Mohamed

Abstract The contribution of lacustrine environment as the hydrocarbon reservoir
has been widely known. However, despite of its growing importance, the lacustrine
petroleum geology has received far less attention than marine due to its sedimen-
tological complexity [3]. This study therefore aims at developing an understanding
of the unique aspects of lacustrine reservoirs which eventually impact the future
exploration decisions. Hydrocarbon production in Doba Basin, particularly the
northern boundary, for instance, has not yet succeeded due to the unawareness of its
depositional environment. The drilling results show that the problems were due to
the presence of radioactive sand that will lead to the overlooked reservoir, bad
cementing, and failed DST. More advanced detailed interpretations comprising of
integration study between geological and petrophysical data are required to further
explain the characteristics and features of the lacustrine sand body environment,
thus solving the problem encountered in this area.

Keywords Reservoir characterization � Lacustrine environment � Doba Basin

1 Introduction

Lacustrine-dominated basin is a standing water surrounded by land that mostly feed
and drained by river and streams. The water depth, size, salinity, and sedimentation
vary from one lake to another. Some lake deposit can act as both source and
reservoir. The lacustrine reservoir may have high porosity and permeability values,
thus making it known as one of the prolific areas for hydrocarbon exploration where
much fields in the world have been produced from this type of environment.

Doba Basin, particularly, has high potential of being a good lacustrine reservoir.
It is a Late Mesozoic basin situated in Southern Chad of the Central Africa. The
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appraisal wells have been drilled in the northern block of Doba Basin; however, no
hydrocarbon has been produced yet even though the exploration well proves the
presence of it. The drilling results show that the problems were related to the
radioactive sand occurrence in the lacustrine depositional environment. Relatively
short-distance sedimentation (incomplete weathering cycle) and granitic hill
provenance are the ground cause of arkosic and subarkosic sand deposition. This
highly radioactive sand content leads to the:

(i) Misinterpretation reservoir or overlooked reservoir as more radioactive sand
being mistaken as shale due to the high gamma ray value (fail differentiation
of reservoir and non-reservoir),

(ii) Bad cementing which eventually affects the DST result (fail or inconclusive).

This radioactive sand has some unique character of the wireline logging as com-
pared to the conventional logs. A progressive investigation of the geological and
petrophysical characteristics may help in recalibrating the data, thus leading to a better
calculation of hydrocarbon volume in Doba Basin which significantly impacts the
exploration concept measures. Therefore, to address this issue, an integrated reservoir
study on wireline logs, mud logs, thin sections, cores/side wall cores, and the DST
results is needed to reveal the more detailed reservoir model for future exploration.

2 Geological Setting

2.1 Regional Geology of Africa, Chad, and Its West
and Central African Rift System (WCARS)

Regional tectonic study revealed that the lithosphere of African continent, which
was affected by the separation of Gondwana land and the staged expansion of
Southern Atlantic Ocean in Early Cretaceous, has experienced drift motion in the
direction of northeast under the action of mantle convection. Moreover, Atlantic
plate compressed and wedged in the middle of the continent plate which forms the
West and Central African Rift System (WCARS) [2]. The strong dextral strike-slip
tension of WCARS then developed a series of Late Mesozoic–Cenozoic passive rift
basins. The rift is divided into two systems: the West African Rift System
(WAS) and the Central African Rift System (CAS) [6–8, 13, 15].

The Republic of Chad comprise of series of Cretaceous-to-Cenozoic sedimentary
basins unconformably underlain by Lower Paleozoic and Precambrian basement.
These basins are part of WCARS, having a sediment thickness ranging from 7.5 to
14 km with a combined length exceeding 7 km of linked rift system [6]. In the
Republic of Chad, only four out of six main basins have the hydrocarbon discoveries,
namely Bongor, Chad, Doseo, andDoba. Doba Basin, however, is the primary area of
the oil and gas exploration and development where over 50% of the country’s wells
have been drilled, becoming the current oil production of the country [14] (Fig. 1).
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2.2 Doba Basin

Doba Basin is located in the northwest of Central African Rift System. This
asymmetric basin trends northeast-to-southwest direction that was formed and
evolved under the control of movements of Central Africa faults with obvious
strike-slip characteristics. For stratigraphic sedimentary characteristics, the base-
ment of all rift basins is composed of Precambrian metamorphic rocks. Doba Basin
met the tension and rifted depression with thinner Lower Cretaceous formations,
but thicker Upper Cretaceous formations (Fig. 2).

In view of sedimentary environment, the Lower Cretaceous formations mainly
contain lacustrine sediments, the sandstone and mudstone interbeds are major
reservoir strata, and especially a large set of thick shales are developed at the top
Lower Cretaceous, acting as the good regional caprocks. Upper Cretaceous is dom-
inated by abundant fluvial sandstones, with alluvial plain mudstones at the
top. Cenozoic formations contain fluvial coarse-grained clastic sediments. In Doba
Basin, the total thickness offormation is atmost over 7,500 m, and the key exploration
target is Lower Cretaceous strata, followed by Upper Cretaceous strata [8].

The petroleum geology of Doba Basin is as follows [1]:

• Reservoir rock—Lower Cretaceous (porosity ranges from 35% down to 2%,
normally 15–20%) and Upper Cretaceous (porosities range 25–32%) varyingly
arkosic sandstones.

Fig. 1 Simplified tectonic map of Central African Shear Zone (also called as Central African Rift
System) and its major features that form under strong dextral strike-slip tension of Central African
Shear Zone (modified from [5] and [12])
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• Source Rock—Lower Cretaceous early rift lacustrine shales with the TOC
content of typically 1–4% (type I and III organic matters)

• Seal—Lower Cretaceous (lacustrine) Mangara shale and Upper Cretaceous
(flood plain and interdistributary to lacustrine) Miandoum shale.

• Hydrocarbon Quality—Medium-to-high gravity crudes of similar quality in
the Lower Cretaceous. The oils are paraffinic with wax content up to 25%.

3 Lacustrine Radioactive Sandstone and Cement Bond
Logging

3.1 Lacustrine Radioactive Reservoir

The hydrocarbon reservoir potential within lacustrine basins is partially impacted
by the overall tectonic setting [10, 11] where within extensional settings, there are
(i) limited transport distance and (ii) poorly sorted and immature sedimentation
(commonly resulting in poor reservoirs due to both primary properties and their
susceptibility to diagenesis).

The radioactive sand, resulted from the limited transport distance, is
coarse-grained detrital rocks that have high affinity of radioactive minerals. In
principle, sand is usually composed of quartz which give low gamma ray
(GR) reading, but the high concentration of radioactive minerals in clean sand
causes the increase of GR value. Radioactive sand can be classified into 6 types
which are (i) feldspathic sandstone or arkose, (ii) micaceous sandstones, (iii) mixed
feldspathic–micaceous sandstone, (iv) greensand or glauconitic sandstones,
(v) heavy mineral within sandstones, and (vi) shaly sand and sandstone [4]. This
radioactive sand comes from near-by granitic highlands, implying that the detrital
materials from the sedimentary source have not undergone sufficient transportation
and weathering, and then, the parent minerals such as feldspar (K), micas, glau-
conite, and heavy minerals would be retained in the sedimentary rock. In this case,

Fig. 2 Maps studied location, Doba Basin of Southern Chad which is a part of Central African
Rift System, CAS (after Aremu n.d)
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the sands and gravel may be highly arkosic (high feldspar content) with a high
content of K40 or may contain zircon enriched with thorium.

3.2 Cement Bond Logging

The purpose of cement bond loggings is to determine the quality of the cement
bond to the production casing and to evaluate cement fill-up between the casing and
the reservoir rock. Poor fill-up of cement leaves large channels behind the pipe that,
likewise, allow the flow of unwanted fluids, such as gas or water into an oil well.
Both poor bond and poor fill-up problems can also allow fluids to flow to other
reservoirs behind casing. This can cause failed or inconclusive DST, thus leading to
the serious loss of potential oil and gas reserves.

The interpretation shows that this poor cementing happened at the area of highly
radioactive sandstones. The arkosic sandstones cause the cement to be
non-solidified and leave spaces between the borehole and casing. The scales range
from 0 to 100 where 100 indicates no cement is present (Fig. 3).

Fig. 3 Cement bond logging shows that the poor cementing occurs at the high gamma ray value,
and according to the core sample, it is sand
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4 Methodology

The methodology used in this study is comprised of (i) integrated study of wireline
logging, mud logging, DST, and rock matric analysis and (ii) core and petrography
thin section analysis.

And these are done by using the following steps;

• (M1) Literature review of the geological study area
• (M2) Data collection

1. Wireline Logging (conventional logging, shear wave, and FMI data)
2. Mud Logging
3. Thin Sections and Cores
4. DST Results

• (M3) Analyzing and interpreting data of the study area based on the regional
geology, reservoir geology, and petrophysics aspect (By the application of
log-based technique and core analysis interpretation, the occurrence and type of
radioactive sand can be recognized)

1. Natural Gamma Ray Spectroscopy: To study thorium and uranium
(ppm) and potassium (%) content.

2. Wireline Log Response and Cross-plot: To recognize the reservoir and
non-reservoir, thus conducting the petrophysical evaluation.

3. Petrography Thin Section: To study the detailed information about min-
eralogy of detrital matrix and cement composition.

• (M4) Evaluation of the applied potential of the methodology depicted above for
its integration in exploration (and production) routines.

5 Results and Discussion

Based on the problems listed (overlooked reservoir and bad cementing), there are
needs in finding the real reasons of the cause of failure (which later causes the
production wells to fail). After the analysis and interpretation, it is confirmed that
the prime factor is due to the occurrence of radioactive sand in Doba Basin.
Therefore, it is necessary for the geologist to know the presence of it as it will be
affecting the whole well, in fact whole block volumetric hydrocarbon exploration
decision. Here are the interpretation results of the radioactive sand existence based
on the methodologies mentioned earlier.
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5.1 Natural Gamma Ray Spectroscopy

By using the natural gamma ray spectroscopy, the individual sources’ gamma ray can
be determined, thus helping in interpreting the type of sand in the reservoir. In general,
in shales, high potassium indicates micaceous clay, while high uranium indicates
organic shale. As for the sandstones, high potassium means arkosic sand, and high
thorium and uranium suggest more heavy minerals within the sandstone matrix.

In Doba Basin, one of the wells shows high gamma ray value, but there is a
formation of mud cake which is usually associated with sand interval. To refine
further, the amount of potassium element in that interval is the highest compared to the
uranium and thorium and this concludes that the interval has arkosic sand (Fig. 4).

5.2 Wireline Log Response and Cross-Plot

5.2.1 Integration of the Wireline Logs and Cross-Plot

The integration of wireline logs including the FMI and mud log is capable of
determining the reservoir interval. Neutron density (NPHI vs. RHOB) on the other

Fig. 4 Using gamma ray spectroscopy to determine the type of radioactive sand
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Fig. 5 Formation of mud cake, high resistivity value, and distinct features of neutron density
pattern (crossover) show that the interval is the reservoir zone even though it had high gamma ray
value

Fig. 6 The integration with FMI log shows that the high gamma ray value is actually sandstone
interval (sandstone has bright color, while shale is darker)
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hand shows that the radioactive sand has lower neutron but higher density com-
pared to the normal sandstone (Figs. 5, 6, and 7).

5.2.2 Failure of DST Due to Poor Cementation

Few DSTs have been run; however, most of them are either failed or inconclusive.
After the analysis, the problem is due to the poor cementation as the DST interval
and this zone is actually the arkosic interval (Figs. 8 and 9).

Fig. 7 NPHI versus RHOB cross-plot for sandstone (a) and radioactive sandstone (b) in Well B
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Fig. 8 The occurrence of feldspathic sand in the formation causes the bad or poor cementation
(marked by black and white strips)

Fig. 9 The bright color of FMI data shows that there is bad or poor cementation at the radioactive
sand zone (arkosic interval)
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5.2.3 Rho Matrix Analysis

Based on the sonic log, there is no distinct change in its value (which probably
means same lithology); however, by using the rho matrix, the sand and shale bed
gave totally a different value (Fig. 10).

5.3 Petrography Thin Section

Petrographic analysis of thin sections provides the detailed information about the
mineralogy of detrital matrix and cement composition. By using the classification
system from Petti [9], sandstones are divided into arenites (less than 15% matrix)
and wackes (more than 15% matric). These classes are then subdivided on the basis
of a ternary quartz–feldspar–rock fragment diagram. Sandstones with more than
25% feldspar or rock fragment are arkosic or lithic, respectively, whereas rocks
with 5–25% feldspar or rock fragment are subarkosic or sublithic. After the
point-counting analysis, the results show that sandstone with high gamma ray
interval has a high amount of feldspathic mineral (Figs. 11 and 12).

Fig. 10 Sand and shale can be easily identified using rho matrix technique
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6 Conclusion

Radioactivity is the major feature of the lacustrine environment that will give
serious impacts to the exploration evaluation;

• The identification of true net pay thickness including radioactive sands is
essential in determining the volumetric calculation.

• The drill string test result is unreliable due to the poor cementing along the
borehole.

Overall, the integration study between regional and reservoir geology and
petrophysics data will lead to the understanding of the lacustrine sand reservoir

Fig. 12 Thin section sample XPL. Within one sample, few types of twinning can be seen in
which most of them indicate the feldspar mineral

Fig. 11 Thin section sample under PPL (a) and XPL (b). Sample under XPL shows obvious
polysynthetic twinning indicating feldspar mineral
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characteristics. It is expected that after the evaluation of these integrations, a better
volumetric calculation of the reservoir and pay zone can be achieved resulting in a
new economic value of the studied area.

References

1. Aremu, M. (n.d) Chad Prepares to Be an Oil Producers. Oil and Gas Online. Retrieved on
September, 29th 2015 from http://www.oilandgasonline.com/doc/chad-prepares-to-be-an-oil-
producer-0001.

2. Binks, R.M. and Fairhead, J.D. (1992). A Plate Tectonic Setting for Mesozoic Rifts of West
and Central Africa. Department of Earth Sciences, University of Leeds, UK. Elsevier Science
Publishers B.V.

3. Caroll, A.R. and Bohacs, K.M. (2001). Lake-type Controls on Petroleum Source Rock
Potential in Nonmarine Basins. The AAPG Bulletin, Volume 85, No. 6, PP. 1033–1053.

4. Chudi, O., Simon, Roya., SPE, and Warri, SPDC. (2012) Petrophysical Characterisation of
Radioactive Sands—Intergrating Well Logs and core Information: A Case Study in niger
Delta. Nigeria Annual International Conference and Exhibition, Abuja, Nigeria, August 6–8,
2012.

5. Fairhead, J. D. (1988). Mesozoic plate tectonic reconstructions of the central South Atlantic
Ocean: the role of the West and Central African rift system. Tectonophysics, 155(1–4),
181–191.

6. Fairhead, J. D. (2009) The Mesozoic West and Central African Rift System: Qualitative
Evaluation. AAPG International Conference and Exhibition, Cape Town, South Africa,
October 26–29, 2008. Search and Discovery Article #30077.

7. Fairhead, J. D., Green, C. M., Masterton, S. M., and Guiraud, R. (2013) The Role That Plate
Tectonics, Inferred Stress Changes and Stratigraphic Unconformities Have on The Evolution
of The West and Central African Rift System and The Atlantic Continental Margins. Science
Direct, Tectonophysics 594, 118–127.

8. Genik, G.J. (1993) Petroleum Geology of Cretaceous-Tertiary Rift Basins in Niger, Chad, and
Central African Republic. The AAPG Bulletin, Volume, No. 8, PP. 1405–1434.

9. John, M. K., VanLaerhoven, C. J., & Chuah, H. H. (1972). Factors affecting plant uptake and
phytotoxicity of cadmium added to soils. Environmental Science & Technology, 6(12),
1005–1009.

10. Katz, B. J. (1995) Factors Controlling The Development of Lacustrine Petroleum Source
Rocks - An Update. In Huc, A. Y. (ed.), Paleogeography, Paleoclimate, and Source Rocks.
Am. Assoc. Petrol. Geol. Studies in Geology 40: PP. 61–79.

11. Katz, B. J. (2001) Lacustrine Basin Hydrocarbon Exploration – Current Thoughts. Journal of
Paleolimnology 26: 161–179, Kluwer Academic Publishers. Netherlands.

12. Mchargue, T. R., Heidrick, T. L., & Livingston, J. E. (1992). Tectonostratigraphic
development of the interior Sudan rifts, Central Africa. Tectonophysics, 213(1–2), 187–202.

13. Pan, X.H., Yuan, S.Q., Ji, Z.F., Hu, G.C., and Liu, L. (2013). Forming Mechanism and
Petroleum Geological Features of Western-Central African Rift Basins (WCARBs). IPTC
17116, Paper Presentation.

14. United Hydrocarbon International Corp. (2013) Geology. Why Chad. Retrieved on
September, 30th 2015 from http://unitedhydrocarbon.com/cms/why-chad/.

15. Warren, M.J. (2009). Tectonic Inversion and Petroleum System Implications in the Rifts of
Central Africa. Jenner GeoConsulting, Suite 2008, 1235 17th Ave SW, Calgary, Alberta,
Canada, T2T 0C2. Frontiers + Innovation, CSPG SCEG CWLS Convention.

Reservoir Characterization of Lacustrine Environment … 349

http://www.oilandgasonline.com/doc/chad-prepares-to-be-an-oil-producer-0001
http://www.oilandgasonline.com/doc/chad-prepares-to-be-an-oil-producer-0001
http://unitedhydrocarbon.com/cms/why-chad/


Application of Seismic Imaging
for Shallow Crustal Structure Delineation

H. Haiqal Hazreeq and M.N. Khairul Ariffin

Abstract Two lines of 2D seismic reflection survey were conducted in Lenggong
area to study and delineate the geological contact between the recent alluvium
sediments and the meteorite impact crater. Apart from that, the survey was also
conducted to understand the seismic response of the impacted rocks in the deeper
part of the subsurface in relation to its attributes. Recent studies have only focused
on the shallow part of the subsurface and still lacking deeper subsurface geo-
physical information. The survey uses a 36-kg accelerated weight drop system as
well as a 48 channel receivers and 100 m offsets at each receiver end. With 5-m
receiver spacing, source is fired at 10-m interval. Two lines of seismic raw data are
processed using GeoGiga Seismic Pro, and final stacked data are produced.

Keywords Seismic imaging � Seismic reflection � Bukit Bunuh � Impact crater

1 Introduction

Bukit Bunuh is one of the most important sites in Malaysia. It is situated in
Lenggong Valley, in the upper part of Perak, with a longitude of 100o 58.5’ east and
5o 4.5’ north of latitude. Situated in one of the most prehistoric sites in the country,
Bukit Bunuh is not only famous for the existence of a prehistoric population which
existed 40,000 years ago, but recent studies have suggested that Bukit Bunuh may
have experience a meteorite impact which dated back approximately 1.74 million
years ago.

During the archaeological excavation at Bukit Bunuh in 2001, the excavation
team had discovered clusters of cobbles and pebbles of suevite which are also
known as impact breccia. The discoveries of suevite and other shock minerals,
however, have led to the hypothesis that the area had once been affected by a high
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velocity impact, most probably a meteorite, which has caused shock metamorphism
in the region. This hypothesis of hypervelocity impact is further supported by other
evidence such as geophysical anomalies and different geomorphologies in the area
which will be discussed later.

1.1 Regional Geology

General geology of Lenggong Valley is mostly dominated by three main lithologies,
namely granitic rock, alluvium and tefra dust with the granitic rock being the most
dominant. According to Mokhtar [2], the dominant granitic rock in Lenggong Valley
is formed during the Late Jurassic–Early Carbonaceous era. While the granitic body
covers vast area of Lenggong Valley, granitic rock in Bukit Bunuh area is found to be
a relatively older unit. The vast granitic body is believed to have been formed during
granite intrusions which occurred in Malaysia approximately during Mesozoic era
which is around 200 million years ago [1].

1.2 Seismic Reflection

Seismic reflection method makes use of the seismic wave traveling downward to
the geological interface and bounces back to the surface due to acoustic impedance
contrast and get recorded by receivers, also known as geophones or hydrophones
(Fig. 1). The receivers record the two-way travel time of the wave. After velocity
determination, the depth of the interface can be determined and delineated.

Fig. 1 General seismic reflection survey layout used in the acquisition process for this study
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Seismic reflection is preferable in the acquisition, when compared with refraction.
This is due to the fact that reflection method requires smaller geophone array
dimensions compared to refraction method to image the density contrast of interest
(impact crater boundary). In addition, seismic refraction method can only be opti-
mized if the target boundary is more or less near horizontal in geometry. The complex
geometry of the impact crater in Lenggong would demand the use of reflection
method which could cater to this and produce a more reliable result.

2 Methodology

2.1 Acquisition

Two lines of seismic reflection survey were done in the area of study. The first line
is located at a limestone hill in Kg. Batu Berdinding, while the second line is in Kg.
Banggol Berdinding south of Lenggong town. Each line utilizes 48 channel geo-
phones with 5-m spacing. About 100-m offset is added on each receiver end except
for the second line with just 50-m offset due to dimension limitations.

The source used in the survey is Propelled Energy Generators (PEGs) acceler-
ated weight drop system which is mounted on a SUV. The 36 kg weight is dropped
from 43 cm height onto a steel plate. The source is powered by a 12 v electric
supply and a motor. Upon impact, the source would generate a source wave with
the frequency band of 10–250 Hz.

The acquisition makes use of end-on shooting layout. The shot point is set to be
at an interval of 10 m starting from the beginning of the offset. In total, there are 44
shot points except for the last survey which only had 34 shot points. Each data
acquired for every shot is then stacked to improve the quality using Terraloc Mk8
Seismograph (Figs. 2 and 3).

In general, these are the key parameters of the survey:

• Maximum offset: 335 m;
• Minimum offset: 0 m;
• Shot interval: 10 m;
• Number of recording channel: 48;
• Direction of shooting: east–west; and
• Geophone spacing: 5 m.

2.2 Seismic Data Processing

The processing procedure was conducted by using GeoGiga Seismic Pro Reflector
software. The main aim for the processing step is to increase S/N ratio and produce
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stacked migrated seismic section for interpretation. For velocity analysis, velocity
from the previous rock physics studies from core data is used for reference (Figs 4
and 5).

Fig. 3 Survey location. The two red lines indicate the seismic acquisition lines

Fig. 2 Seismic acquisition design for this research
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geological survey of the area. Arbitrary cross-sectional line is taken crossing the area of interest
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3 Result and Discussion

3.1 Geological Map

3.2 Rock Physics Properties

To study the rock physical properties, 4 samples of granite are collected. Two
samples are from Bukit Bunuh, while the other two are from the foothill of Bintang
Range. Four rock properties have been measured in the laboratory. They are Vp,
Vs, point load strength index (I), and the density. Subsequently, the data are used to
calculate the properties such as Poisson’s ratio (r), bulk modulus (K), shear
modulus (µ), and the acoustic impedance (AI) (Tables 1 and 2).

The main objective of this study is to obtain velocity to guide velocity picking
during processing. Although the samples are taken relatively shallow, it is still
applicable to be used since the depth of interest in the study is also relatively
shallow.

Based on the measured rock property table, there is no significant velocity
difference between all the granite samples from both localities. The velocity of
primary wave ranges from 4700 to 4600 m/s, while the shear wave velocity is
around 2800 m/s in general. In terms of point load index, the granite sample BR2 is
having the highest value of I which is 5.62 Mpa compared to 3.95 Mpa of point
load index of BB1 sample from Bukit Bunuh. The density however does not vary
significantly for all the granite samples. This is probably due to the face that all the
samples are taken at a relatively shallow depth.

The way reflection seismic wave responds to a geological interface or boundary
is mostly affected by the acoustic impedance contrast between the overlying and
underlying rocks. Basically, increasing AI contrast will give positive amplitude

Table 1 Granite sample
measured rock physics
properties

Sample Vp (m/s) Vs (m/s) I (Mpa) P (G/cm3)

BB1 4775 2847 3.95 2.65

BB2 4657 2754 4.47 2.73

BR1 4769 2854 4.95 2.77

BR2 4660 2824 5.62 2.74

Table 2 Granite sample
calculated rock physis
properties

Sample SM (µ)
(Gpa)

BM (K)
(Gpa)

PR (r) AI

BB1 21.48 31.78 0.2242 12,653,750

BB2 20.71 31.60 0.2311 12,713,610

BR1 22.56 32.92 0.2210 13,210,130

BR2 21.85 30.36 0.2098 12,768,400
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(mostly based on convention) and vice versa. The magnitude however depends on
the value of contrast between the two AI values. The bigger the difference, the
higher the wave energy recorded.

Having said that, if we were to delineate the boundary between the weathered
granite and the impacted granite or the boundary of impacted and non-impacted
granite, we want to look for the positive (peak) response in the seismic section.
Since AI value depends on the density of the rock itself, those boundaries can be
detected because weathered rocks tend to have lower density compared to the
non-weathered granite. The same case should apply to impacted and non-impacted
granite in which the impacted granite has slight lesser density.

The rock physics study supports the theory where the samples from the Bintang
Range (non-impacted granite) are having slightly higher density as well as the AI
value, probably because the hypervelocity impact might have altered the rock
physical properties such as developing fractures that have reduced the density of the
rocks. Apart from that, the mineral content, such as biotite, could also affect the
density of the samples and the possibilities are also taken into consideration during
the study.

These rock physics values will affect the final seismic data later on.
Nevertheless, due to the small variations in the Vp and AI values between the
impacted and non-impacted granite, distinguishing those two from each other in
seismic section is quite tricky.

3.3 Seismic Section

The interpretation of the seismic section begins with the interpretation to the top of
bedrock. From Fig. 6, we can see the high impedance contrast between the recent
sediments and the top of bedrock that suggests the impact crater. The recent sed-
iments which fill up the crater will have very low density and thus will result in low
seismic wave velocity compared to the top of bedrock. Due to this, we can expect
hard kick response or peak response which indicates increase in acoustic impedance
from the overlying sediments and the underlying bedrock. The boundary between
the top of bedrock and the recent sediment fill is denoted by the dashed green line
which delineates the blue color reflector.

From the delineation of the top of bedrock as well, we can see that the top of
bedrock is somehow dipping toward the east direction. This could very well be the
indication of the nature of the crater itself. The dipping direction should point to the
likely center of the crater since the impact crater will develop radial pushed down
pattern. If we interpolate the dipping direction between the two seismic lines, we
could in fact determine the center of the crater where the central uplifting of a
complex crater should develop. Nevertheless, it is needed to bear in mind that the
bedrock dipping based on the seismic section is an apparent dip and may not
represent the actual dipping direction since we only acquire it in 2D.
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There are also some displacements in the bedrock reflectors in both of the
seismic lines. These fractures could represent the radial fractures that were devel-
oped during the hypervelocity impact event. The fractures are position toward the
east direction as well, where they are likely to be in the event of hypervelocity
impact.

In addition to that, the seismic section also revealed the low-velocity region
going down the seismic line depicted by the black box in both sections. The
low-velocity region is suspected to be generated by the fault or fractures that
occurred in the subsurface. In Fig. 6 (left) which is Line 1 survey, the low-velocity
region (low amplitude) only extends until about 550 ms, whereas in Fig. 6 (right),
which is Line 2 survey, the low-velocity region extends up to 900 ms. This suggests
that the fault radius is larger in Line 2 and suggests that whatever force that give rise
to these faults is greater at Line 2. In hypervelocity impact, the force is greater at the

Fig. 6 (Left) Line 1 Post-stack time migration. (Right) Line 2 Post-stack time migration
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center of the crater and is reduced going out from the center radially. Thus, this
suggests that Line 2 survey is closer to the center of the crater than Line 1 which
could possibly be at the outer rim of the crater. This is depicted by Fig. 7, which
illustrates the likely position of the two survey lines in the complex crater
morphology.

4 Conclusion

To delineate and map the impact crater of the meteorite impact in Bukit Bunuh, the
use of seismic reflection is proved to be reliable since the acoustic impedance
contrast between upper sediments and impacted country rock is significantly large.
Delineating the contact between the impacted and fresh granite however is bit
complicated since the boundary is not very clear and having low AI contrast.
Perhaps, the use of longer survey line and different seismic sources that can produce
a higher frequency could help in delineating the interface between the impacted and
fresh granite.

Acknowledgements The author would like to express his utmost appreciation to his supervisor,
Mr. Khairul Ariffin Mohd Noh, who was very motivative, inspiring, and helpful during the project.
Highest gratitude also goes to the General Assistance of Geoscience Department who was willing
to assist in fieldwork and acquisition works; last but not least, to my parents who were very
generous to support the study not only by giving support and encouragement but also for some
ideas and insights. Thank You.

Line 1

Line 2

Fig. 7 Likely position of the two survey lines in the complex crater morphology

360 H. Haiqal Hazreeq and M.N. Khairul Ariffin



References

1. Alexander J.B. (1962). A short outline of the geology of Malaya with special reference to
Mesozoic orogeny: Crust of the Pacific Basin. Geophysical Monograph. 6, 81–86.

2. Carpenter, B.N. & Carlson, R. (1992). The Ames impact crater. Oklahoma Geology Notes
52(6), 208–223.

3. Hamm, H. & Olsen, R.E. (1992). Oklahoma Arbuckle lime exploration centered on buried
astrobleme structure. Oil and Gas Journal. 90, 113–116.

4. Jinmin, M., Rosli, S., Saidin, M, Kiu, Bery, A.A. (2013). Electrical Resistivity Survey in
Bukit Bunuh, Malaysia for Subsurface of Meteorite Impact Study. Open Journal of
Geology. 3, 34–37. Retrieved February 8, 2014, from http://www.scirp.org/journal/
PaperDownload.aspx?paperID=38347.

5. Jinmin, M., Rosli, S., Saidin, M.M., Kiu, Y.C. (2013). Bukit Bunuh Alluvium Thickness With
The Effect Of Meteorite Impact Using 2-D Resistivity Method—Second Stage
Study. EJGE. 18, 1719–1725. Retrieved February 8, 2014, from http://www.ejge.com/
2013/Ppr2013.151alr.pdf.

6. Majid, Z. (2003). Archaeology in Malaysia. Universiti Sains Malaysia: Centre for
Archaeological Heritage of Malaysia.

7. Mokhtar, Saidin. 2004. Bukit Bunuh, Lenggong, Malaysia: A new evidence of late
Pleistocene culture in Malaysia and Southeast Asia. 10th European Association of Southeast
Asian Archaeological Conference, London. pp. 14–17.

8. Nick, K.E. (1994). Lithologic and stratigraphic evidence for the impact origin of a buried
Ordovician age crater and reservoir near Ames, Major County, Oklahoma. American
Association of Petroleum Geologists 1994 Annual Convention Official Program. p. 224.

9. Samsudin, A.R., Harun, A.R., Arifin, M.H., Hamzah, U., Saidin, M., Karamah., M.S.S.
(2012). Gravity Investigation of the Bukit Bunuh Impact Crater at Lenggong, Perak,
Malaysia. Sains Malaysiana. 41(12), 1629–1634. Retrieved February 8, 2014, from http://
www.ukm.my/jsm/pdf_files/SM-PDF-41-12-2012/18%20Abdul%20Rahim.pdf.

10. Saidin M. (1993). Kajian perbandingan tapak Paleolitik Kampung Temelong dengan Kota
Tampan dan sumbangannya terhadap kebudayaan zaman Pleistosein akhir di Asia Tenggara.
Malaysia Museum Journal. Vol. 32.

11. Saidin M. (1998). Kota Tampan dan Kampung Temelong: Kajian Perbandingan Tapak-tapak
Paleolitik di Lembah Lenggong. Malaysia Museums Journal. 34, 131–153.

12. Saidin, M. (2007). Archaeological Heritage of Malaysia. Universiti Sains Malaysia: Centre
for Archaeological Heritage of Malaysia.

Application of Seismic Imaging for Shallow Crustal … 361

http://www.scirp.org/journal/PaperDownload.aspx?paperID=38347
http://www.scirp.org/journal/PaperDownload.aspx?paperID=38347
http://www.ejge.com/2013/Ppr2013.151alr.pdf
http://www.ejge.com/2013/Ppr2013.151alr.pdf
http://www.ukm.my/jsm/pdf_files/SM-PDF-41-12-2012/18%20Abdul%20Rahim.pdf
http://www.ukm.my/jsm/pdf_files/SM-PDF-41-12-2012/18%20Abdul%20Rahim.pdf


Hydrocarbon Bond Variation in Some
Shales from Batu Gajah, Malaysia

Syed Muhammad Ibad Mahmoodi and Eswaran Padmanabhan

Abstract This study demonstrates the variation in aliphatic hydrocarbons in shales
by Fourier transform infrared (FTIR) spectroscopic characterization from an iso-
lated outcrop of Batu Gajah area, Malaysia. IR spectra of analyzed sample indicate
alkanes, alkenes and alkynes groups of aliphatic hydrocarbon. The spectra indicated
the variation in the distribution of the aliphatic hydrocarbon groups. =C–H bonds
occur as dominant peaks in the spectra. The main peaks in the infrared spectra
reflected alkane methyl symmetric C–H stretching, Alkyne C=C stretching,
alkene =C–H stretching bonds. Alkyne and alkene aliphatic hydrocarbons have
higher peak intensities in samples B1 and B8, respectively. The Presence and
absence of alkene aliphatic hydrocarbon in samples of units 2 and 3 also have been
observed. Total organic carbon content also has been measured for ten samples. All
sample had a variation in TOC values, while B1 sample of unit 1 had an exceptional
(3.501%) value of TOC.

Keywords Fourier transform infrared spectroscopic � Shales � Aliphatic hydro-
carbon � Total organic carbon content � Source rock

1 Introduction

The Malay Peninsula is characterized by three north–south belts, the western,
central, and eastern belts [1]. Western belt (comprising the “Northwest Domain”)
was the part of the NW Australian Gondwana margin through Cambrian–Early
Permian times as the Meso-Tethys opened [2–4]. The present study focused on an
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isolated outcrop of Batu Gajah area comprises shales [4], which is found in the
Western belt of peninsula Malaysia (Fig. 1).

Influx of low clastic material (low dilution), high primary production of coastal
waters, supply of high terrestrial organic matter, a stratified water column, and
anoxic bottom waters may increase the formation of organic carbon-rich sediments
[5, 6]. Organic carbon-rich, argillaceous sedimentary rocks or so-called black shales
[7, 8], are metamorphosed during Carboniferous period.

Geological evidence showed that until the Early Paleozoic period, organic-rich
sediments might be deposited in an open shelf [9]. The presence of organic matter
in higher amount is also one of the basic criteria for the identification of oil and gas
source rocks [10]. The aim of the present study was to see the hydrocarbon presence
and variation in shales.

There is a lack of information on the hydrocarbon distribution in these shales at
the molecular level. Therefore, the aim of this study was to carry out an evaluation
using FTIR on the variability of hydrocarbon distribution in the shales, Batu Gajah
area, Malaysia.

Fig. 1 Location of Batu Gajah area, Perak, Malaysia
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2 Methodology

The study area focused on isolated outcrops of Batu Gajah area, in northwest
Peninsular Malaysia (Fig. 2). Three main units were recognized on the basis of
color, texture, joints, hardness, presence and absence of quartz vein, orientation of
quartz vein, and presumable competency of the bed (Fig. 3).

FTIR and TOC analyses have been done for the presence of and to see the
variation in hydrocarbon in shales. The total organic carbon content was determined
by using a Shimadzu total carbon analyzer. For TOC concentrates, ten rock samples
were analyzed. The residual constituents were used for TOC through combustion
analysis of temperatures in surplus of 850 °C. The evolved gas (CO2) was mea-
sured simultaneously and quantitatively by infrared detectors and noted down as
percentage of carbon. FTIR analysis was done using Agilent FTIR–ATR spec-
trometer to evaluate the distribution of aliphatic hydrocarbon bonds. The spectra
range from 400 cm−1 to 4500 cm−1. Peaks were reported based on % transmittance
to given wavelengths. The peaks have been identified from [11].

Fig. 2 Photograph showing shale outcrop of Batu Gajah. a Total thickness of outcrop, b close-up
picture of unit 1 in sample B1, c close-up picture of unit 2 in sample B4, d close-up picture of unit
3 sample B10
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3 Results and Discussions

3.1 TOC Analysis

The total organic carbon analyses in the present study consist of 10 shale samples
from the outcrop of Batu Gajah area. The shales are characterized by
medium-to-high weight percent of TOC (from 1 to >3%). Quantity of organic
matter is variable from unit to unit according to the type of shales and their char-
acteristic attributes (Fig. 4). The shales from unit 1 recorded TOC value of 3.501%.

Fig. 3 Lithology of the outcrop studied in Batu Gajah
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The shale samples from unit 1 gave the highest TOC value of 3.501%. The shale
samples from unit 2 recorded TOC values of 0.9571, 1.131, 1.175, 1.066, 1.679,
and 1.059%, respectively. Unit 3 also shows variable TOC values of 1.003, 1.301,
and 0.466%, respectively. Shales have shown drastic variation in TOC values.
Units 1, 2, and 3 show high, low-to-intermediate, and very low-to-intermediate
TOC values, respectively. Sharp change in TOC vales within a same unit can also
be observed, e.g., unit 2 has shown low (0.9571%), intermediate (1.175%), and
high (1.679%) TOC values. Same variation within similar unit is also present in unit
3. Unit 3 also possesses very low (0.466%) and intermediate (1.301%) TOC values.
The possible reason of this drastic change in TOC values may be due to the
deposition rates, bottom-water circulation rates, terrestrial organic matter supply
rate from the continents, surface water productivity, and degree of oxygenation of
bottom water. Changes in these factors may create variation in the quantities of
organic carbon [12–15].

3.2 FTIR Analysis

Infrared (IR) spectroscopy has been for decades a frequently used method to
investigate the structure and bonding properties of the clay minerals [16–23]. IR
spectra of six analyzed samples contain three groups of aliphatic hydrocarbon, i.e.,
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Fig. 4 Variation and abundance in TOC values of shale sample from Batu Gajah
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alkanes, alkenes, and alkynes (Table 1). The spectra were identified by [11]. C–
H-stretching bands in an aliphatic hydrocarbon are visible in the 3000–2800 cm−1

range, due to C–H-stretching vibrations. The correct position of the absorption is
disturbed by the hybridization of the carbon. All six analyzed samples contain
methyl symmetric C–H-stretching bonds at 2960 cm−1 band, representing the
presence of alkane aliphatic hydrocarbon in all samples. Alkene aliphatic hydro-
carbon can be seen at 1600, 797.13, 777.89, and 910 cm−1 bands in all six IR
spectra. 1600 cm−1 indicates C = C-stretching bond, and 797.13, 777.89, and
910 cm−1 indicate = C–H out-of-plane bending. Sample B8 contains the higher
transmittance value at 1600 and 910 cm−1 as compared to other five samples.
2260 and 694.74 cm−1 bands also present in all samples, indicating the
C = C-stretching bond and =C–H-bending of alkyne aliphatic hydrocarbon. B1
samples contain higher transmittance values of 694.74 cm−1 bands as compared to
other five samples, which shows the higher presence of alkyne aliphatic hydro-
carbons in sample B1 (Fig. 5).

All three samples from unit 2 comprise alkane and alkyne aliphatic hydrocar-
bons at 2960, 2260, and 695 cm−1, respectively. Variation within unit 2 can be seen
in alkene aliphatic hydrocarbons. 1600, 1030, 910, and 797 cm−1 bands are present
in all three analyzed samples from unit 2, while 1007.02 cm−1 band is only present
in B6 sample of unit 2. The absence of 1007.02 cm−1 band in samples B2 and B4
indicates that there is no = C–H out-of-plane bending. All shale samples from unit
3 also contain alkane and alkyne aliphatic hydrocarbon, and variation within unit 3
can be observed in alkene aliphatic hydrocarbon, e.g., 769 cm−1 is present in
sample B10 of unit 3, while B8 sample from same unit does not have 769 cm−1

(Table 1).

Table 1 Characteristic of infrared bands of aliphatic hydrocarbon present in shale samples

Wavenumber
(cm−1)

B1 B2 B4 B6 B8 B10 Assignment

2960 2960.54 2960.23 2960.56 2960.35 2960.95 2960.67 Alkanes
Methyl
symmetric
C–H
stretching

1600 1600.25 1600.45 1600.54 1600.70 1600.78 1600.35 Alkenes
C=C
stretching
¼C–H
out-of-plane
bending

1000–600 1030.82 1030.11 1030.50 1030.29 1030.43 1030.93

– – – 1007.02 1007.09 –

910.32 910.82 910.64 910.84 910.82 911.61

797.13 798.23 797.48 797.02 796.90 –

2260 777.89 – – – – 769.90 Alkynes
C=C
stretching
¼C–H
bending

700–600 2260.25 2260.45 2260.82 2260.73 2260.65 2260.57

694.65 695.76 695.49 695.04 695.76 694.74
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The toughest bands in the alkenes spectra are those assigned to the carbon–
hydrogen-bending vibrations of the =C–H group. These bands are shown in the
region 1000–600 cm−1. The presence and absence of these bonds in units 2 and 3
indicate the effect of chemical changes present in a same unit sample such as
induced electronic-, spatial-, or entropy-related effects.

4 Conclusions

The present study comprises insights in the hydrocarbon variation in shales from
three different units of an isolated outcrop of Batu Gajah area, Malaysia.

1. All analyzed samples are dominated by aliphatic compounds. The Batu Gajah
shales had alkane methyl symmetric C–H-stretching, alkene =C–H-stretching,
alkene C=C-stretching, alkyne C=C-stretching, and alkyne =C–H-bending
bonds.

2. Variation in intensities of aliphatic hydrocarbon can be seen in FTIR results of
different units. Result shows that the presence of alkyne aliphatic hydrocarbons
is higher in B1 sample of unit 1, while alkene aliphatic hydrocarbon shows
higher occurrence in sample B8 of unit 3.

Fig. 5 FTIR spectra showing the distribution of aliphatic hydrocarbons
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3. Variations within unit 2 and unit 3 also have been seen in FTIR data. Alkene
aliphatic hydrocarbon is present and absent in some samples of units 2 and 3,
respectively.

4. All samples from 3 different units have shown different (low-to-high) values of
TOC. Variation in TOC also has been seen within a same unit. Higher (3.501%)
and lower (0.466%) values of TOC are found in samples B1 and B10,
respectively.
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Heterogeneity in Hydrocarbon
and Organic Mater Distribution Patterns
in the Offshore West Baram Delta,
Sarawak Basin

J. Ben-Awuah and E. Padmanabhan

Abstract The objective of this paper was to evaluate heterogeneities in hydro-
carbon and organic matter distribution patterns in the offshore West Baram Delta.
A total of 170 samples from seven subsurface wells in the delta have been analyzed
using FTIR and UV–Vis spectroscopy, and total organic carbon analyzer. Samples
from wells W1, W6, and W3 show the lowest TOC values with averages of <1%
indicating organic matter oxidation in these wells. The plot of E4 against E6 for
samples from the four different fields shows a strong linear correlation between the
two parameters. Such linear relationship between E4 and E6 suggests a fairly
consistent supply of organic carbon into the environment during deposition.
Generally, the farthest field offshore, i.e., Field C, has the highest E4/E6 ratios
averaging 1.37 and decreasing to the most proximal field, i.e., Field A with an
average of 1.24 suggesting a depositional environment control on the quality of the
organic matter as well. The relative amount of aromatic functional groups generally
increases from the samples nearest to the shoreline to the samples farther offshore,
whereas the amount of aliphatic functional groups decreases from the nearshore to
farther offshore samples. An overlay of the distribution of E5 across the wells
shows similar distribution pattern to the aliphatic functional groups. Since a good
relationship exists between these two parameters, it indicates that with knowledge
on E5 values, hydrocarbon functional groups distribution can be predicted with a
good degree of accuracy.
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1 Introduction

All the fields in the West Baram Delta are matured fields with declining production
and therefore being produced through enhanced oil recovery processes (EOR).
According to [1], the two main criteria for selecting appropriate EOR method for a
particular field are reservoir characteristics (porosity, permeability, hydrocarbon
distribution, net thickness, depth, and temperature) and crude oil characteristics
(gravity, viscosity, and composition). Knowledge on the distribution and compo-
sition of hydrocarbons is therefore essential for the successful implementation of
EOR techniques in the West Baram Delta. The current knowledge on hydrocarbon
distribution in the West Baram Delta is limited to basin scale studies [2, 3] and do
not account for variations in localized distribution of hydrocarbons.

Particularly for the West Baram Delta, the literature on hydrocarbon distribution
is very rare. Ingram et al. [3] noted differences in migration patterns of hydrocar-
bons in NW Borneo and attributed it to tectonic activity and deformation. Ramli
et al. [4] identified tremendous spatial and temporal variations in hydrocarbon
distribution in the Belait and Lambir Formations from onshore West Baram Delta
but failed to properly account for the reasons for such variations.

As petroleum consists of compounds in which carbon is the principal compo-
nent, determination of the carbon content of sedimentary rocks plays an important
role in analyzing petroleum plays [5]. The preservation of organic matter is con-
trolled by various conditions including bottom-water circulation rates, degree of
oxygenation of bottom water, organic matter supply rate from the continent,
deposition rates, and surface water productivity [6, 7]. The UV–Vis experiment has
been used to determine the E4/E6 ratio of organic extracts from the samples. The
E4/E6 ratio is an indicator of the type and quality of humic matter [8]. FTIR has
been used to determine the compositional variation of hydrocarbon functional
groups in the studied samples.

The Baram Delta is one of the seven geological provinces found offshore
Sarawak Basin and is the most prolific province of all the geological provinces in
the basin [9]. The delta which was discovered in 1969 is estimated to have more
than 400 million stock barrels of oil in place with multiple stacked sandstone
reservoirs in a shallow offshore environment and has been in production for the past
30 years [10]. Extensive synsedimentary growth faulting with very large throws
forms the principal petroleum traps in this area [11]. The offshore stratigraphy of the
Baram Delta is characterized by the occurrence of coastal to coastal-fluviomarine
sands which have been deposited in a northwestward prograding delta since the
Middle Miocene (from Cycle IV onwards) with the Cycle V (Middle-to-Upper
Miocene) to Cycle VII (Upper Pliocene) being well developed [9, 12, 13].
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2 Materials and Methods

About 170 core samples from seven wells in four offshore fields in the West Baram
Delta have been used in this study (Fig. 1). The studied reservoir sandstone
intervals all belong to the cycles V and VI, Upper-to-Middle Miocene sandstones
[9]. Core logging was carried out for all wells. FTIR spectroscopy, UV–Vis
spectroscopy, and total organic carbon measurements have been carried out on the
samples.

FTIR spectroscopy has been used to determine variations in the composition and
distribution of hydrocarbon functional groups in the studied samples. An Agilent
Technologies Cary 660 Series FTIR spectrometer equipped with a PIKE MIRACLE
diamond attenuated total reflectance spectroscopy (ATR) and mid-infrared
(MIR = 4000–400 cm−1) source has been used. The limit of detection in the
instrument is 0.08%. The spectra obtained are processed and analyzed using the
Agilent Resolutions Pro software. The settings used in this study include 16 sample
scans, 4 cm−1 resolution, and aperture.

UV–Vis spectroscopy has been used to analyze extracts from the samples to
determine their E4/46 ratios. Two standard wavelengths widely employed for
one-dimensional UV–Vis characterization of humic matter are measured at 465–
665 nm [15–17]. The optical absorbencies measured at these wavelengths are
represented by a E4/E6 ratio where E4 is absorbencies at 465 nm and E6 is
absorbencies at 665 nm. 0.1 g of each sample uniformly crushed with a rock

Fig. 1 Location map of study area. Modified after [14]
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pulverisette was soaked in 10 ml of solvent for 48 h to extract the organic matter,
and the supernatant solutions were analyzed using a PerkinElmer Lambda 750
UV/Vis/NIR spectrophotometer.

In this study, the total organic carbon (TOC) content was measured in order to
determine the organic carbon content of the studied samples. The TOC measure-
ment was carried out using the direct method proposed by [18]. Weighed crushed
samples were treated with 10% hydrochloric acid to remove the inorganic carbon.
The samples were dried in an oven for 3.5 h at a temperature of 110 °C and
analyzed for organic carbon by combustion using Analytikjena HT 1300 solids
carbon analyzer module at a maximum combustion temperature of 1200 °C.

3 Results and Discussion

3.1 Organic Matter Input and Preservation

The TOC content in the samples varies a lot possibly due to the numerous factors
that affect organic matter deposition and preservation as enumerated above. The
maximum TOC value of 6.99% is recorded in W5, whereas the lowest TOC value
of 0.19% is recorded in W1 (Table 1). Samples from wells W1, W6, and W3 show
the lowest TOC values with averages of <1% (Table 1). The fine-grained litholo-
gies such as the siltstones, mudstones, and very fine-grained sandstones generally
have a higher TOC content than the coarse-grained lithologies. This is reflected in
the fact that wells with larger intervals of coarse-grained sandstones such as W1 and
W6 have lower average TOC values than wells with larger fine-grained intervals
such as W5 and W7 (Table 1). This can be attributed to the relatively buoyant
nature of organic matter which makes it settle to the sea floor as slowly as fine
particles, and therefore, conditions which allow the deposition of fine particles also
favor deposition of organic matter [5]. The samples with low TOC may have been
deposited in the suboxic conditions where there is oxygen, albeit very low, leading
to some organic matter oxidation, whereas the samples with high TOC may have
been deposited under reducing/anoxic conditions.

Table 1 Summary of TOC (wt%) data of samples in the studied wells

Well ID. Min TOC (wt%) Max TOC (wt%) Avg. TOC (wt%)

W1 (n = 12) 0.19 2.21 0.79

W2 (n = 24) 0.87 4.28 1.65

W3 (n = 27) 0.19 2.76 0.95

W4 (n = 24) 0.27 3.58 1.13

W5 (n = 23) 0.64 6.99 1.88

W6 (n = 47) 0.18 2.04 0.67

W7 (n = 13) 0.28 5.07 1.61
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3.2 E4, E6, and E4/E6 Ratio

The E4/E6 ratio of extracts from the samples has been calculated to determine the
ratio of aliphatic to aromatic compounds in the rocks. The plot of E4 against E6 for
samples from the four different fields shows a strong linear correlation between the
two parameters with correlation coefficient (R2) values of 0.86, 0.84, 0.97, and 0.81
in Fields D, C, B, and A, respectively (Fig. 2a–d). Such linear relationship between
E4 and E6 suggests a fairly consistent supply of organic carbon into the environ-
ment during the deposition and similar subsequent organic matter diagenesis. The
E4/E6 values for the studied samples range between 1.15–1.72, 1.24–1.6, 1.04–
1.49, and 1.03–1.4 for Fields D, C, A, and B, respectively (Table 2). E4/E6 ratios of
more than 1.0 generally indicate a dominance of aromatics over aliphatics [16]. The
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extracts from the samples are therefore dominated by aromatic compounds.
Generally, the farthest field offshore, i.e., the Field C, has the highest E4/E6 ratios
averaging 1.37 followed by the next farthest field, i.e., Field D, with an average of
1.32 (Table 2). Average E4/E6 ratios therefore seem to follow a definite pattern
increasing from the most proximal fields, i.e., Field A (1.24) and Field B (1.25) to
the intermediate Field D (1.32) and the most distal Field C (1.37). This suggests a
depositional environment control not only in the organic matter content but also in
the organic matter quality of the samples. Higher E4/E6 ratios of Field C extracts
(Table 2) indicate a dominance of aromatic compounds within these samples.

3.3 Variation in Hydrocarbon Functional Groups Across
Wells

The relative amount of aromatic functional groups generally increases from the
samples nearest to the shoreline to the samples farther offshore (Fig. 3), whereas the
amount of aliphatic functional groups decreases from the nearshore to farther off-
shore samples (Fig. 4). This observation may give credence to the concept of
differential migration on the onshore West Baram Delta, which is initially suggested
by Ramli and Padmanabhan (2012). The higher molecular weight aromatic bonds
have relatively slower migration rate (Ramli and Padmanabhan 2012) and are more
concentrated close to the source compared to the lighter weight aliphatic bonds that
can migrate much farther from the source rock. The dominance of aromatic bonds
in Field C compared to the other fields suggests that Field C may be closer to the
source rocks in the offshore West Baram Delta with reference to the current
Sarawak shoreline. The heterogeneity in the distribution of hydrocarbons in the
delta could also be due to the presence of multiple source rocks or possible

Table 2 Summary of E4/E6
ratio for studied fields

E4/E6 ratio

Field Name Minimum Maximum Mean

Field D 1.15 1.72 1.32

Field C 1.24 1.60 1.37

Field B 1.04 1.49 1.25

Field A 1.03 1.40 1.24
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diagenesis of kerogen in the reservoir rocks. Further study is needed to confirm the
possible contribution of these factors to the heterogeneity.

An overlay of the distribution of E5 across the wells shows similar distribution
pattern to the aliphatic functional groups (Fig. 5). The E5 values decreases from the
nearshore wells to the wells farther offshore with reference to the current Sarawak
shoreline. Figure 6 shows a plot of the absorbance of hydrocarbon functional
groups from FTIR against the absorbance of hydrocarbons at the standard

Fig. 3 Profile of studied wells across the West Baram Delta showing increasing amount of
aromatic C = C–C bond from nearshore to offshore

Heterogeneity in Hydrocarbon and Organic Mater Distribution … 379



wavelength, 550 nm (E5), for color coding of organics (Stevenson 1994) from UV–
Vis. The plot shows a strong correlation (R2 = 0.87) between FTIR bond absor-
bance and E5. Since a good relationship exists between these two parameters, it
indicates that with knowledge on E5 values, hydrocarbon bond distribution can be
predicted with a good degree of accuracy.

Fig. 4 Profile of studied wells across the West Baram Delta showing decreasing amount of
aliphatic C–H bond from near shore to offshore
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Fig. 5 Profile of studied wells across the West Baram Delta showing decreasing E5 values from
nearshore to offshore
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4 Conclusions

The E4/E6 values for the studied samples range between 1.15–1.72, 1.24–1.6,
1.04–1.49, and 1.03–1.4 for Fields D, C, A, and B, respectively. The plot of E4
against E6 for samples from the four different fields shows a strong linear corre-
lation between the two parameters with correlation coefficient (R2) values of 0.86,
0.84, 0.97, and 0.81 in Fields D, C, B, and A, respectively. Such linear relationship
between E4 and E6 suggests a fairly consistent supply of organic carbon into the
environment during deposition. Generally, the farthest field offshore, i.e., Field C,
has the highest E4/E6 ratios averaging 1.37 and decreasing to the most proximal
field, i.e., Field A, with an average of 1.24, suggesting a depositional environment
control on the quality of the organic matter as well. The suboxic to anoxic pale-
oenvironment of deposition may account for the preservation of significant amount
of organic matter in these samples.

Higher E4/E6 ratios of Field C extracts indicate a dominance of aromatic
compounds within these samples compared to samples from the other fields.
The TOC content in the samples varies a lot possibly due to the numerous factors
that affect organic matter deposition and preservation. The maximum TOC value of
6.99% is recorded in well W3, whereas the lowest TOC value of 0.19% is recorded
in W1. Samples from wells W1, W4, and W7 show the lowest TOC values with
averages of <1% indicating organic matter oxidation in these wells. The
fine-grained lithologies such as the siltstones, mudstones, and very fine-grained
sandstones generally have a higher TOC content than the coarse-grained lithologies.
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Characteristics of Pore Pressure
and Effective Stress Changes in Sandstone
Reservoir Through Velocity Analysis
Approach Due to Hydrocarbon
Production

Adha Kurniawan, Wan Yusoff Wan Ismail, Lubis Luluan Almanna
and Mhd Hanapiah Nurhajeerah

Abstract This paper focuses on the use of velocity analysis to identify and
characterize the pore pressure and effective stress changes during oil field pro-
duction since the pore pressure estimation takes an important role in oil and gas
industry. Pore pressure estimation is a substantial prerequisite to start drilling and
production. Moreover, the precise pore pressure estimation will determine the
safety, profits and success in both production and recovery. In order to accomplish
the objective of this study, the methodology is composed of several broad stages. It
consisted of field mapping to create stratigraphy model, coring/sampling, velocity
measurement with saturation and pressure (i.e., pore and confining) variations,
velocity analysis for constructing the empirical equation of pressure, saturation, and
pore pressure relationship in each facies, pore pressure and effective stress changes
estimation model from interval velocity and transit time analysis. The result shows
that pore pressure value was reduced due to the decrease in fluid content to rep-
resent the production history. The decreasing in pore pressure might soften the
elastic mineral frame and has the tendency to possess high velocity. Regarding
depth, the pore pressure was slightly increasing where the effective stress decreased
gradually; the enhancement of pore pressure values was due to the increasing
overburden pressure. In consistent depth or constant overburden pressure (confining
pressure), increasing of pore pressure would decrease the velocity gradually. This
occurs due to the increase in inflicted interval time (ti) as a consequence of reduced
medium (samples) velocity. The alteration in pore pressure by the changes in fluid
content or saturation resulted in the alteration of velocity value that had propor-
tionate trend with the effective stress.
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1 Introduction

This paper presents the study of pore pressure and effective stress analysis through
velocity model analysis for carrying out the significant impact of hydrocarbon
production inducing pore pressure changes. The samples are carried from one
outcrop which represents the Miri formation. The analysis was conducted using 5
samples representing 5 facies of the outcrop and analyzing the velocity trend as the
function of saturation variance.

The Miri field is located in South China Sea as a part of West Baram Delta in
Tertiary Age. It was deposited in rapid sedimentation yield which produced thick
low permeability sediment leading to the development of overpressure. Disequili-
brium compaction is the most widely used mechanism, which generates an over-
pressure zone in this study area. This study used core sample from Miri Field. As the
birthplace of Malaysian petroleum industry, the oil exploration began in 1910 in
Miri field. The Miri formation consists of sand members that are very important in
oil and gas reservoirs, especially in early production in Malaysia. The formation
consists of siliciclastic sequence of a succession of clay–sand packages that are
coarsening upwards. The age of the formation is Middle Miocene and exposed
around Miri city, Serawak, Malaysia, which uplifted part of subsurface, oil-bearing
sedimentary strata of the Miri Field, and possibly also for the offshore fields [8, 9].

1.1 Problem Statement and Objective

Pore pressure is the pressure which is exerted by the fluid contained inside the pore
space of the sediment at particular depth. Without any process or normal conditions,
the pore pressure is equal to the hydrostatic pressure. However, in certain sedi-
mentary formation, the pore pressure is not hydrostatic, especially in deep reservoir
where the pore pressure increases above the hydrostatic pressure called overpres-
sure zone [2].

The most crucial of the correct pore pressure information is useful for drilling
well management, reservoir (hydrocarbon) monitoring (before and during produc-
tion), geological and geomechanical analysis. Besides preventing geohazards (i.e.,
Blowout and well collapse), accurate pore pressure estimation is crucial to be
successful in both drilling and production.

Hottman and Johnson [13] is probably the first one to define pore pressure
prediction from shale properties which is derived from well-log data (acoustic travel
time and resistivity) followed by Gardner et al. [14] that proposed an equation
combining the normal fluid gradient and overburden stress gradient. The research
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on pore pressure prediction is slightly increasing from time to time; many empirical
equations for pore pressure prediction were presented based on sonic transit time
(P-Wave velocity), resistivity and other well-log or seismic data [1, 2, 3].

Nowadays, interval velocity or sonic transit time approach i.e., Eaton Method
(1975) and Bowers Method (1995) are constantly used for pore pressure prediction
or overpressure detection. The velocities eternally increase with effective pressure
and have negative relation with pore pressure. These velocities are tending to be
sensitive with the pore fluid contents and pressure [1, 4, 12].

Most of the conventional methods are unique and used widely, yet very complex
with many assumptions and hypothesis that have been made to estimate the true
pore pressure. However, as the assumptions made focusing on complex data
analysis, some basic properties are being neglected which may have significant
impact on the estimation model. After all, the velocity analysis is a widely used and
the most appropriate method.

From time to time, the hydrocarbon reserves have continuously been produced
for answering world’s energy demands. As the primary energy in the world, oil and
gas industry always carries out methods like enhance oil recovery (EOR) for the
potential existing oil wells. There are several parameters that would be changed
during production, including pore pressure and effective stress.

This study focused on laboratory experiment for analyzing the interval velocity
and transit times changes due to different pressure and different fluid saturation for
representing hydrocarbon production. The velocity changes were the mandatory
parameters which used for determining and analyzing the changes of pore pressure
and effective stress.

1.2 Pore Pressure and Effective Stress Changes Due
to Depletion and Velocity Laboratory Analysis

Pore pressure is the pressure which is formed by the fluid contained in the pores
space of rocks maintained at depths. When there is equilibrium, the pore pressure is
simply equal to the weight of the overlying fluid, and the total of vertical stress is
equal to the weight of the overlying fluid and rock. This pressure is often referred to
as “hydrostatic pressure (Ph)”. In this study, the hydrostatic pressure referred
freshwater (0.443 psi/ft). Whereby, the overburden pressure (Po) that of function of
density (p), thickness (hi), and gravity (g) is given below:

Po : pwghw þ pghi ð1Þ

However, there are several conditions that can cause the pore pressure to be
different from hydrostatic pressure. Pore pressure is defined by Eaton formula [5]
where function of overburden pressure (Po) and hydrostatic pressure (Ph) with
acoustic transit time from the normal compaction trend at depth of investigation
(tn) and travel time (ti)), which can be written as follows:
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Pp : Po� Po� Phð Þ � ti
tn

� �y

ð2Þ
where the difference between the overburden pressure (Po) pore pressure (Pp) is
effective stress (r), which can be written as following Eq. 3 [6].

r ¼ Po� PP ð3Þ

Due to production, the changes of stress in reservoir were modeled using
poroelasticity. Changes in both vertical and lateral stress vary as the pore pressure
in reservoir reduces. In reservoir, the changes of the in situ stress are function
geometry, elastic properties, grain compressibility of reservoir, and surrounding
material [6]. However, in thin tabular reservoir the lateral strain and the vertical
stress were assumed constant, since the lateral distribution was much more pre-
ponderant than its thickness. By following the linear poroelasticity relationship,
where v (poisson ration) and a are Biot’s pore elastic constants [5, 10, 11].

r=Pp ¼ abð1=2vÞ=ð1� vÞ ð4Þ

Equation 4 is applied by performing laboratory experiment to determine v and a.
Since the pore pressure and effective stress are interrelated, changes in pore pressure
also cause the changes in effective stress in contravention. The mathematical
relationship between stress and pore pressure is defined in terms of the effective
stress. Implicitly, the effective stress is that portion of the external load from total
stress that is carried by the rock itself. Effective stress (r) controls sediment
compaction process, in the case the reduction in the effective pressure at certain
depth means a reduction in the product of rock compaction pressure.

As mention in introduction, the P-Wave velocity, S-Wave velocity, and velocity
derivative (i.e., P-wave, S-Wave, Vp/Vs, AI, and v) are the mandatory parameters
used in this study. Those parameters will be substituted into stratigraphic sequence
and correlate with rock properties (i.e., porosity and permeability) for characterizing
the pore pressure and effective stress changes due to hydrocarbon production.
Although, the timescale of the laboratory experiment is much smaller compared to
geologic timescale of the true sedimentation, the laboratory model and analysis are
very useful for characterizing the pore pressure changes and overpressure mecha-
nism with better accuracy [3, 6].

2 Methodology

There were several stages in the procedures that were conducted in this experiment.
The stages involved were collecting data, preparation of samples including coring
and cutting of samples, determination of rock properties of samples, velocity
determination and analysis, and the development of pore pressure and effective
stress model (Fig. 1).
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The procedure in this analysis was initiated with data collection, whereas this
process involved field study and the building stratigraphy sequence model based on
outcrop study followed by coring and cutting sample in 1.5 in. diameter. The
samples were cleaned to remove the remaining oil and/or salt before performs
porosity and permeability analysis.

The velocity changes were the main parameters that were used for determining
and identifying pore pressure and effective stress changes during production. To
obtain parameters that were needed to build the model, there were several methods
need to be performed.

Direct measurements or laboratory analyses were divided into two main cate-
gories: First, laboratory analysis using SONIC OYO equipment was carried out to
determine the velocity of the facies in room temperature and pressure. The second
analysis was carried out using AutoLab 500 for investigating velocity yield from
various confining pressure and different saturation used for perfume production
scenario. In this study, the saturation was divided into water saturation, partial oil
saturation, full oil saturation, and dry saturation with assumed gas saturation. The
oil used was Tapis crude oil, and its properties are shown in Table 1.

The main results from this analysis were velocity variations, which is a product
of consistent changes in confining pressure, saturation and pore pressure variation.
The velocity variations were derived from alteration values of confining pressure
which were used for estimating the pore pressure variation along the sequence
model.

Fig. 1 General procedure of study area
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3 Result and Discussion

3.1 Facies Studies and Rock Properties

In order to accommodate the laboratory analysis to investigate the changes in pore
pressure and effective stress due to hydrocarbon production, a number of reservoir
rock samples with different porosity and permeability were selected for this study.

This study used core sample from outcrops within Miri Field. As the birthplace
of Malaysian petroleum industry, the oil exploration began in 1910 in Miri field.
The core samples from Miri field from Sarawak, Malaysia, were used in this study
(Fig. 2), where the formation consists of sandstone reservoir [7]. The study area
was divided into sixteen (16) layers and encompassed six facies (A–F) from the
outcrop that was used for stratigraphy sequence model (Fig. 3), but this study only
conducted experiment to five samples (Facies A to Facies E).

Facies A: Wavy-Bedded Fine-Grained Sandstone. These facies were presented at
0, 4.2, and 5 m depth and were characterized by dark gray color with moderately
short and very fine-grained sandstone. In addition, asymmetrical-to-symmetrical
wavy bedding sediment structures were discovered in this facies. These facies were
diffused in several layers, approximately at 0.4–2.3 m. This layer might be laterally
up to few to several meters. Based on the observation, the dark color was caused by
mud or shale contained in these rocks; the formation of wavy bedding may involve
the conditions where the deposition and preservation of both sand and mud were
probably formed. Noticing the characteristic of this facies, wavy-bedded facies
could be formed in mixed tidal setting (middle-to-upper shore face).

Facies B: Bioturbated Fine-Grained Sandstone. These facies were distributed in
several layers at below part of this sequence, characterized by the moderate bio-
turbation activity of vertical to subvertical ophimorpha. Facies had light grey color,
moderately sorted, slightly rounded shape of grains (subrounded), and absence of
carbonates. The thickness of sand varies from 30 cm to several meters. Bioturbation
term refers to the condition where the sediment contains irregular disruption of
plants and/or animal. The presence of sediment structure (parallel lamination) and
grains of this facies (very fine) indicated the periods of low-energy deposition.

Table 1 Fluid properties for
study purposes

Properties Unit Tapis oil Miri oil

Density g/m3 0.82 0.88

Pour point °C 18 14

Cloud point °C 27 25

Viscosity Cp 4.012 4.01

API API 39.39 31.33

Wax content % 17.1 4.7
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Facies C: High Bioturbated Cross-Bedding Fine-Grained Sandstone. These facies
often appeared in this sequence and were distributed in several layers. The thick-
nesses of this facies vary from 40 cm to 3 m. The main characterization of this
facies was the presence of high bioturbation activity of ophimorpha in
vertical-to-subvertical circumstance. Facies had moderately light grey color, mod-
erately sorted, slightly rounded shape of grains (subrounded), and absence of car-
bonates. These facies were interpreted in lower-to-middle shoreface.

Facies D: Parallel Inter-bedded Mud and Fine-Grained Sandstone. These facies
come up at several depths, consisting of the interval layers of sandstone and
mudstone (shale). But in this facies, mudstone was more dominant compared to
sandstone. At this depth, rock mud had parallel laminated light and dark,
fine-grained sandstone combined with mud laminations. Moderate grained, light
gray sandstone was discovered, which had a medium shorting with subrounded
shapes; the depositional processes are interpreted by the condition where storm

Fig. 2 Stratigraphy of study area
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deposit sequence may be disrupted to varying degrees of bioturbation (gradual
changes in bioturbated sandstone and mudstone) during post-storm. Facies D
possibly have been formed in shoreface. Moreover, the occurrence of inter-bedding

Fig. 3 Velocity trend changes due to saturation and pressure, Facies A with 14.6% porosity (left)
and Facies D with 26.1% porosity (right)
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sandstone and mudstone was indicated by a fair-weather circumstance. Thus, these
facies ware interpreted as having been formed in middle shoreface.

Facies E: Cross Inter-bedded Silt and Fine-Grained Sandstone. Generally,
Facies F had similar characteristic with Facies E, where inter-bedded silt with
sandstone was encountered. In this facies, existence of silt was dominant than
sandstone. These facies were at the top of this model. Facies F had light gray color
with good sorted and subrounded shapes; moreover, the alternation of parallel-
bedded sandstone in which, burrows rarely disappeared and parallel-stratified
sandstone observed, generally indicate a moderate energy environment. And the
presence of mudstone laminae indicates that the sediment was deposited in
low-to-medium dispositional energy. These facies consisted of alternating thin layers
which are different in composition, texture, and color. The reason for repetition is the
regular changes in the transport or production material. These regular changes could
be caused by short duration processes, i.e., tidal changes, or by long-term changes,
i.e., seasonal changes due to transformation in weather or wave conditions. These
suggest the considerable variations in sedimentation rates, probably associated with
storm or fair-weather deposition. Because of those evidences, facies Ewas interpreted
as having been formed at upper-to-middle shore face environment.

Facies F: Mud Stone. These facies had dark colour, very fine grained, good sorted,
and subrounded shapes. These facies show parallel lamination with high-to-low
depositional energy. Based on the fact, these facies were interpreted in upper shore
face.

The Miri formation consists of sand members that are very important in
hydrocarbon reservoirs, during early production in Malaysia. The formation con-
sists of siliciclastic sequence of a succession of clays and packages that are
coarsening upwards. The age of formation is Middle Miocene and is exposed
around Miri city. The grain density shows that the samples were sandstone reservoir
with quart minerals. In addition, the samples were representing hydrocarbon
reservoirs which show good porosity and permeability with little percentage of
fines.

The samples were cut and shaped into cylindrical form with 1.5 inch in diam-
eter. The core samples were cleaned to remove the remaining oil and/or salt before
conducting porosity, permeability measurements. Rock property data are given in
Table 1.

The samples were saturated with 3 types of fluids, including water, oil and gas,
with the intention of performing hydrocarbon reservoir. For oil saturated, the sat-
uration was divided into three types of saturation (i.e., 2, 4, and 6 days of satura-
tion) in 2500 psi pressure saturation.

The result shows that the density and weight of samples were having positive
relationship; an increase in saturation would increase both of weight and density,
since the fluid filled the pore space with bulk volume of medium. The increase in
density was the only alteration in the weight of sample, where the transformation of
weight was the product of fluid substitution and total of pore volumes. The more the
number of pores, the more possibility of fluid to fill the pores of the medium
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(samples), and the difference in pore volume of each facies would distinguish the
density of each facies.

Table 2 shows that the D facies had the highest pore volume followed by facies
E, C, B, and A in the last position. This result proves the statement where the
samples having more pore volume would produce higher density compared to
samples with low pore volume when the samples were filled by similar fluid type
(Table 3). Furthermore, in the same condition of pore volume (Facies), the variation
in density was the function of density of fluids and total saturation of fluids into
samples. Sample which was saturated with water had the highest density and
weight, followed by oil and gas. In addition, the porosity and permeability had
parallel relationship for all samples (Table 3).

By carrying the final model of velocity, the empirical equations (Table 4) were
developed for each condition (i.e., Facies and saturation) in different saturation.
Those empirical equations would be used for the synthetic model (stratigraphic
models).

3.2 Velocity Trend Changes Due to Saturation and Pressure

Generally, all samples (Facies A with 14.8% porosity and Facies E with 24.5%
porosity) indicate both P-Wave and S-Wave increased due to the increasing of
effective pressure (confining pressure) in constant pore pressure. Thus, the velocity
was the function of the total time through the medium (samples), by increasing the
pressure yielded the closing of grain boundaries, cracked and flowed and made time
was going fast. However, in terms of saturation changes P-Wave and S-Wave
showed different scenery; P-Wave velocity indicated significant changes from gas
to oil and water saturation compared to S-Wave. Full saturated water had the

Table 2 Rock properties of samples

Facies A B C D E

Core porosity (%) 14.8 16.7 17.3 26.1 24.5

Permeability (Md) 124.74 172.48 175.24 287.4 242.2

Grain volume (cc) 44.5 60.9 62.4 78.9 75.3

Bulk density (g/cc) 2.261 2.604 2.506 2.431 2.591

Pore volume (cc) 6.579 10.182 10.78 20.43 19.38

Pore volume (%) 11.45 12.44 12.76 24.70 23.13

Grain density (g/cc) 2.654 2.67 2.64 2.68 2.72

Bulk volume (cc) 52.24 81.85 84.43 82.7 83.8

Weight (g) 122.18 217.10 217.13 217.93 217.36

Length (mm) 50.03 72.82 72.98 73.77 74.55

Diameter (mm) 36.47 37.84 38.39 37.79 37.84

Volume of fine (cc) 6.4 10.2 10.5 10.7 10.7
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highest P-Wave velocities then followed by oil and gas saturation. This outcome
indicates that P-Wave tended to be more sensitive with saturation compared to
S-wave that had less sensitivity with the saturation. Since the S-Wave is a function
of shear modulus and density, the shear modulus was not affected by the fluids. This
contradicted with the P-Wave velocities where the wave is function of both bulk
and shear moduli. When shear modulus is constant, increasing the velocity only
affects bulk modulus which is influenced by the density of the fluids. Water had the
highest fluid density followed by oil and gas (Fig. 3).

In constant confining pressure or overburden pressure (500 psi), the effective
stress (r) was going down aligned with the decrease in P-Wave velocity due to
parallel increase in pore pressure. In Eq. 4 it is mentioned that the pore pressure and
effective stress had contradicted relationship; however, the effective stress had
positive relation with P-Wave velocities. The decrease was influenced by the
expanded spacing of grain-to-grain contact or opening of pore spacing (increasing

Table 3 Saturation with density, weight, bulk volume, and bulk density of samples

Facies Condition Condition Weight (gr) Volume (cm3) Density (g/cm3)

Days (%)

a Dry 100 122.18 54.06 2.261

2 days 40 128.67 54.06 2.380

4 days 58 131.91 54.06 2.440

6 days 74 148.12 54.06 2.740

Water 100 152.14 54.06 2.814

b Dry 100 217.10 85.01 2.604

2 days 38 221.52 85.01 2.606

4 days 56 224.32 85.01 2.639

6 days 73 231.72 85.01 2.726

Water 100 232.26 85.01 2.732

c Dry 100 217.13 88.02 2.506

2 days 42 222.71 88.02 2.530

4 days 62 224.22 88.02 2.547

6 days 73 230.26 88.02 2.616

Water 100 232.60 88.02 2.643

d Dry 100 217.93 89.64 2.431

2 days 42 220.78 89.64 2.463

4 days 59 226.61 89.64 2.528

6 days 73 237.05 89.64 2.644

Water 100 237.82 89.64 2.653

E Dry 100 217.36 87.04 2.591

2 days 41 225.17 87.04 2.587

4 days 58 230.36 87.04 2.647

6 days 75 232.42 87.04 2.670

Water 100 234.78 87.04 2.697
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crack porosity). This phenomenon led to the slowness of time through the medium
(samples).

There are several parameters which must be taken into consideration, such as
porosity, pore volume, type of fluid, and rate of saturation. In comparison, Facies A
and Facies D had porosity difference of 11.3% and more than 100 mD difference in
permeability but in both facies the effective stress and P-Wave velocities were
reducing gradually due to the increasing of pore pressure. However, there were
different values of P-Wave velocity in the same level of effective stress, saturation,
and pore pressure, as in Facies A (oil saturation) with 300 psi effective stress and
200 psi pore pressure; the P-Wave velocity was 1544 ft/s when facies D in same
condition was 1608 ft/s (Fig. 4).

In addition, pore volume and rate of saturation were giving crucial influences for
the variation of P-Wave velocity in constant confining pore pressure. The saturation
was giving significance to the total density (bulk density) where the total density
was a combination of grain density and fluid density, and the bulk density was

Table 4 Empirical equation for each facies and saturation condition

Facies Condition P-wave (Ft/s) S-wave (Ft/s)

A Gas y = 0.218x + 8838.1 Y = 0.0837x + 5929.3

40% oil y = 0.5352x + 8779.3 y = 0.287x + 5215.5

60% oil y = 0.5391x + 8839.2 y = 0.2947x + 5167.9

80% oil y = 0.543x + 8913.2 y = 0.278x + 5107.3

Water Y = 0.7761x + 8726.7 y = 0.1347x + 4931.6

B Gas y = 0.2647x + 8684.6 y = 0.1402x + 5825

40% oil y = 0.4781x + 8570 y = 0.2482x + 5103.1

60% oil y = 0.5342x + 8585.1 y = 0.2891x + 5011

80% oil y = 0.5951x + 8638.9 y = 0.323x + 4906.8

Water y = 0.6599x + 8805.5 y = 0.3537x + 4864.4

C Gas y = 0.2676x + 8719.5 y = 0.0723x + 5861.7

40% oil y = 0.3662x + 8757.7 y = 0.1819x + 5213.6

60% oil y = 0.3879x + 8839.3 y = 0.204x + 5159.9

80% oil y = 0.4166x + 8886.7 y = 0.1918x + 5158.7

Water y = 0.4369x + 9042 y = 0.2086x + 5069.6

D Gas y = 0.223x + 8137.9 y = 0.1405x + 5182.7

40% oil y = 0.537x + 8403.3 y = 0.2954x + 4969.3

60% oil y = 0.5431x + 8462.6 y = 0.2781x + 4999.3

80% oil y = 0.5391x + 8547.2 y = 0.2416x + 5007.1

Water y = 0.5722x + 8631 y = 0.2833x + 4820.6

E Gas y = 0.2305x + 8117.7 y = 0.136x + 5204.6

40% oil y = 0.537x + 8386.9 y = 0.2884x + 4988.4

60% oil y = 0.5506x + 8442.4 y = 0.2866x + 4982.2

80% oil y = 0.5516x + 8520.9 y = 0.2563x + 4966.7

Water y = 0.5752x + 8633.3 y = 0.2425x + 4971.4
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Fig. 4 Pore pressure profile, effective stress, and velocity variation in constant confining pressure
(Po) 500 psi, Facies A 14.6% porosity (above), Facies D 26.1% porosity (below)
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required for Po and Ph determination. Thus, in constant overburden pressure, the
rate of saturation was not considered for overburden pressure (Po) but highly
crucial for hydrostatic pressure determination, since the different hydrostatic pres-
sure was giving particular different in P-Wave velocities.

In both of facies (Facies A and Facies D), the high velocities were led by water
saturation, followed by oil water saturation, oil saturation, and oil and gas satura-
tion, and closed by full gas saturation. The conditions were particularly caused by a
change in pore pressure that would change the saturation. The total time to pass
through the medium become lower as the fluid density increases. In addition, the
high pore was persisting over long periods and might prevent diagenesis and pre-
serve to keep the P-Wave velocities getting lower.

Another derivative parameter, such as vp/vs and Poisson’s ratio, pointed out the
same trends. Saturated water stood in highest place followed by 80–40 oil satura-
tion and gas saturation in the last place.

In Facies A sample, both Vp/Vs and Poisson’s ratio show significant changes
from gas to oil and from water to oil. This was a little bit difference in Facies E
sample (24.5% porosity and 242 mD permeability), where water and oil saturation
showed parallel changes and significant changes from gas to oil saturation.

In hydrocarbon production, the fluids (i.e., oil or gas) were carried out from
reservoir to be produced. Mostly for continuity of the reservoir condition, the fluids
were substituted with water. During production, the pore pressure changed due to
the activity of fluid substitution in reservoirs followed by changes in other
parameters. Many approaches were done by previous researchers to determine and
study the changes in pore pressure during the hydrocarbon production. Although,
the timescale of laboratory analysis and experiments was much smaller than real
geological timescales, the sensitivity of P-wave velocities due to changes saturation
can be one of the advantages of this study (models) for application in reservoirs
scales.

3.3 Pore Pressure Changes in Different Saturation

This study characterizes the pore pressure based on its function of overburden
pressure, hydrostatic pressure, and sonic time velocities. The various saturation
illustrated the general production history with no mineral changes assumption
during production where only applied changes in fluid were present. The pore
pressure was carried out from Eaton equation with exponent 3.

The result shows the pore pressure increased with respect to the increasing of the
depth which contradicted with effective stress where it was decreasing gradually to
depth. The pore pressure reduced due to production or reservoir depletion.

Reservoir depletion is one of the processes that decreasing of pore pressure and
reduction in volume would bring down the pore pressure over time. During oil
and/or gas production, the pore pressure within the reservoir reduced. The rates of
pore pressure drop were controlled by the rate from the surrounding rocks. The
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trend in pore pressure line would reduce, and effective stress was increasing due to
production.

Decreasing of pore pressure softened the elastic mineral frame and tended to
have high velocity. Changes in pore pressure due to change in contained fluid type
or saturation might change the velocity since velocity could be sensitive to satu-
ration and had parallel trend with effective stress.

The values of pore pressure were decreasing gradually with respect to the
reduction in fluids (i.e., oil and gas) in these reservoirs. The changes in pore
pressure and effective stress were in respect of the depth where the amount of pore
pressure and effective stress changes was getting high due to depth (Table 3). In
addition, these synthetic reservoirs show that changes in pore pressure and effective
stress values were not significant (+10%) as the influence of small laboratory
samples. However, these results highly prove that during production the pore
pressure was reducing gradually.

The pore pressure was not tied with hydrostatic pressure and going to over-
burden pressure which this condition was representing abnormal pressure (i.e.
overpressure). This phenomenon occurred since this syntactic model (stratigraphic
model) is a part of Miri Cycle 5, which is below part of the general stratigraphic
sequence that exposing on the surface. Derivative parameters of velocity (i.e. Vp/Vs
and Poisson’s ratio) show the similar results where the reducing fluids’ contents
would reduce the values of them. Vp/Vs shows more clear changes from oil to gas
saturation (Fig. 5).

4 Conclusion

Velocity analysis is an essential parameter in pore pressure prediction or pore
pressure and effective stress characterization prior or during production. The main
reason of essential from velocity is that the velocity can be sensitive with burial
mechanism, rate of sedimentation, porosity, and rock type. In addition, the velocity
is sensitive or influenced by saturation and density. Those characters are interrelated.

When confining pressure is increasing, velocities and effective stress (r) are
increasing parallel while the pore pressure is reducing gradually. But when over-
burden pressure is constant, the effective stress (r) is going down aligned with
decreasing of P-Wave velocity due to parallel increase in pore pressure. The
effective stress has positive relation with P-Wave velocity and negative relation
with pore pressure. The decrease was influenced of the expanded spacing of
grain-to-grain contact or opening of pore spacing (increasing crack porosity).

The empirical formula from velocity, saturation, and pressure were useful for
upscaling the data from core scale to outcrop scale. The benefit of the upscaling was
for identifying the characteristics of pore pressure changes with respect to depth and
production. The changes from different fluids did not show significant changes.

The pore pressure characterization of the outcrop model was influenced by
sedimentary environment of deposition. The characteristic of the model shows
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parallel line near to overburden using exponent 3, but with exponent 1, the trend
line was parallel and near to hydrostatic pressure. Since the model was the outcrop
model of Miri Cycle 5, most likely the reason of overpressure in model was caused
by the type of rock and the stratigraphy (Fig. 5).

The pore pressure was decreasing with hydrocarbon production and, respec-
tively, increasing the effective stress. In general, during the production, the

Oil

Psi 

Gas Mix

Fig. 5 Pore pressure profile from stratigraphic model (above), pore pressure profile from well AK
(5) depth (7841) ft top of Miri cycle 5(left below), pore pressure changes due to changes in
hydrocarbon (right below)
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reduction in fluid content or fluid substitution in this case was the horizontal scheme
change, and the pore pressure had tendency to get lower. But if the changes were
vertical, when the gas came out and the place or the depth where the gas existed
before were replaced by oil or water, the pore pressure most probably would be
going up.

Acknowledgements The authors express their gratitude to Universiti Teknologi Petronas
(UTP) for providing laboratory facilities and financial assistance on this study.
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Taking Seismic Acquisition Artifacts
Beyond Mitigation

Mohamed Mahgoub, Deva Ghosh, Abdul Halim Abdullatif
and Fernando Neves

Abstract Seismic acquisition footprint is an irritating noise type on the seismic
data. This footprint noise is the dominated noise on the seismic stacked data;
however, the common practice nowadays is removing them by filtering using 3D
FKxKy frequency slice notch filter in pre-stack stage on OVT (offset vector tile)
minimal data set in the orthogonal acquisition geometry in particular. Any acqui-
sition footprint noise remnants will definitely hinder the accurate fault and fractures
lineament seismic interpretation, since any discontinuities in the seismic might be
treated as fractures or faults. Elimination, attenuation, or mitigation of this noise is
some sort of compromise in this noise removal. Taking acquisition footprint beyond
mitigation to be fully suppressed by applying alternative cascaded processing
approach is the main goal of this study.

Keywords Acquisition footprints � 3D FKxKy � OVT � Cascaded � Mitigation

1 Introduction

Seismic data have different types of noise, such as seismic source generated noise,
surface waves, mud roll or ground roll linear coherent noise, scattered noise, and
acquisition geometry spread layout noise, which is well known as seismic
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acquisition footprints. The acquisition footprint is defined as any phase or ampli-
tude anomaly that is closely correlated with the surface acquisition geometry rather
than with the subsurface geology [1]. Two main types of noise could be distin-
guished; the major familiar one is caused by the sparseness in acquisition geometry
in which the source/receiver line spacing is too large. The main cause of acquiring
sparse geometry surveys is due to economic constraints where dense sampling
acquisition geometry has a higher cost. That sparseness gives rise to spatially
periodic changes in the seismic data fold, offsets, and azimuth which in turn
resulted a spatial periodicity in signal-to-noise-ratio, AVO response, and normal
move out errors [1]. The conventional way in seismic processing industry by
conducing limited QCing through looking at only time slices or vertical seismic
sections is not accurate any longer to verify the footprints filtering outcome. Many
other tools such as amplitude maps, time samples in the wave number domain and
times slices in seismic coherency attributes could pave the way to proper
parametrization of the and could specify at which time window that filter should be
applied and stop the filter application downward that window. Three seismic sur-
veys have been selected from Abu Dhabi, UAE: The first case is 3D offshore OBC,
the second one is 3D marine towed streamer, and the third one is 3D onshore data
set. The legacy seismic data sets of those three cases have had sparse acquisition
geometry types. Those surveys have been selected in particular because they have
been reprocessed more than one time because of the existence of strong residual
footprints.

The tested processing workflow in this study was the definite solution to get rid
of those acquisitions artifacts and to end up the endless loop of reprocessing and
establishing a post-stack sensible processing workflow for similar sparser legacy
seismic surveys.

2 Acquisition Footprint Types

The noise due to the sparseness in acquisition geometry does look like a mirror of
surface acquisition spread layout that appears as vertical amplitude stripes on the
time slice (Fig. 1), while it is short wave length jitters on the vertical seismic
sections (inline and cross-line) (Fig. 2a). The second type of footprints could be
processing artifacts caused if any residual aliased noise is not fully attenuated and
crept into the seismic data, where multi-channel processing such as stacking, DMO,
and migration do usually accentuate those types of noises and give rise to footprints
steeply dipping cross-hatching noise induced into the seismic stacked data [1]
(Fig. 2b).

In one of the cases selected for this study, a strong acquisition gridded pattern
was induced by processing through applying erroneous carving with bad overlap-
ping tapering during the gathering of different adjacent OVTs after pre-stack time
migration (Fig. 3). In some cases, the footprints are not prominent on either the

404 M. Mahgoub et al.



vertical or the horizontal seismic sections as they are usually being used as routine
type of QCing tools while they are pronounced on seismic coherency or curvatures
attributes (Fig. 4); therefore, seismic attributes are powerful tools to help, assist,
and verify the effectiveness of alternative footprint suppression workflows [2].

Fig. 1 a Acquisition geometry and b acquisition footprints mirrors

Fig. 2 Vertical seismic section showing a short wavelength acquisition footprints jitters on
shallower data, b cross-hatching noise at deeper seismic data, and c periodic spikes in shallow
100-ms time slice in Kx-Ky wave number domain

Fig. 3 Carving gridded pattern induced in the seismic data by processing artifacts
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3 Cascaded Reprocessing Workflow

The legacy seismic data of this study because of its sparse acquisition geometry
design the single filter approach FKF3D that was not able to fully get rid of the
seismic acquisition footprints despite its iterative seismic reprocessing. Extensive
optimum quality control methods with reviewing the acquisition spread geometry
layout to find out the root cause of footprints derive us to come up with the new
cascaded reprocessing workflow (Fig. 5).

3.1 3D Kx-Ky Frequency Slice Wave Number Notch Filter

Since the seismic acquisition footprint noise signature is not stationary in timely
manner and it is stronger in the shallower data while it does heal with depth,
filtering them out in time domain is eventually impossible. Footprints have spatial

Fig. 4 a Acquisition footprints noises are not so prominent on 1400-ms time slice, b while it is
pronounced on the corresponding seismic coherency attribute

1- 3D FKxKy Frequency Slice wavenumber Notch Filter:  
• The footprints are periodic in the wave number domain while the geology is not periodic. 
• The filter takes care of the acquisi on footprints spikes.  

2- Geo-sta s cal De-stripping:  
• removes the troublsome gridded pa ern and swath edges.   
• In which averaging amplitude me slices , edi ng any abnormal amplitudes and the input data is mul plied by a computed amp litude scalar to 

remove the gridded ar facts. 

3- 3D  Median filtering: 
• The filter removed the residual footprints exis ng on seismic coherency cubes. 
• Reducing noise when it has  large amplitude tails,  periodic pa ern and cross hatching noise. 

4- Spectral whitening  for structural interpreta on farmework if needed. 
• Removing the appearace of the acquisi on footprints .  
• Enhancing the signal to noise ra o by filtering out the short wavelength low frequency stretches. 

Diagnos c QCing is a must: 
• Horizon mapping and seismic a ributes are acquisi on artefacts removal  verifiers.  
• Extensive user QCing is the way to having a successful processing outcome. 

Fig. 5 Cascaded reprocessing workflow

406 M. Mahgoub et al.



periodicity in the form of spikes in the wave number domain which can be clearly
separated from the signal wave numbers. That was the main reason for the appli-
cation of the frequency slice wave number notch filtering method on an average
Kx-Ky frequency spectrum of the time slice which is called FKF3D method [3].
Nowadays, the 3D FKxKy is a commonplace processing practice of attenuating
those footprints noise either pre-stack or post-stack. The fundamental QCing
diagnostic plot of the filter is the time slices in the wave number domains (Fig. 6a)
on which the footprint periodic spikes will be completely suppressed leaving only
the signal with Kx-Ky around the zero value (Fig. 6b). The difference section in this
step has shown that the signal of the seismic data has been retained while removing
the acquisition footprints noise (Fig. 6e).

3.2 Geostatistical De-Stripping

The acquisition footprint filters are basically workingwhen the footprints are spikes in
the wave number domains not as the gridded pattern artifacts imposed by processing
artifacts in the OBC case study of this paper. Geostatistical methods are becoming
widely used in the exploration and reservoir geophysics [4]. Factorial kriging has
been extensively applied to seismic data in various noise reduction contexts [5], and
modeled factorial kriging is a simply additive model where the spatial variable is
modeled by a random function, ZðxÞ, segregated as independent factors:

Fig. 6 Time slice 100 ms in wave number domain; a before and b after 3D FKF3D in which the
periodic spikes (pointed out) have been knocked down significantly. Vertical seismic section;
c before, d after 3D FKF3D application and e the difference section is showing the removed noise
while there is no signal leak
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ZðxÞ ¼ Z1ðxÞþ Z2ðxÞþ ZnðxÞ

Noise reduction issues can be easily handled by the framework of this model as
far as the noise part of a data set can be considered a signal part independent:

ZðxÞ ¼ ZNOISEðxÞþ ZSIGNALðxÞ

A factorial kriging, by estimating ZSIGNALðxÞ, allows filtering out the noisy
component of a data set. In the same context following this modeled factorial
kriging, the geostatistical de-stripping was applied through running a processing
patch job scheme. Firstly, by computing average amplitude maps every 100-ms
time slice, maps will be edited and the abnormal amplitude will be filtered out and
eventually computes a time slice compute scalar to be multiplied by the raw input
data. The results show that the gridded pattern processing artifacts have been
successfully removed by applying geostatistical de-stripping filter (Fig. 7).

3.3 3D Median Filter

It is well known that median filtering is useful for reducing random noise with large
amplitude tails and periodic patterns [6], median filters might be used to attenuate
coherent wave field [7], and the median filter has the advantage over the mean filter
of rejecting outliers and preserving edges [2]. Theoretically, 1D stationary median
filtering approach was selected and the median filter is expressed as follows:

(a) (b)

(c) (d)

Fig. 7 a RMS amplitude map decomposed into b high-frequency (structured noise) and
c low-frequency component (structured geology) d RMS amplitude of the final PSR outcome
(seismic acquisition artifacts free)
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xi; jði ¼ 1; m; ; Nx; Ny; j ¼ 1; n; ;NtÞ; where i is the spatial sample index, j is the
temporal sample, Nx&Ny are the numbers of spatial samples in cross-lines and
inline directions, and Nt the numbers of temporal samples. When filter window
length, C, is normally odd [8], for each nth sample within the nth time samples and
spatial window length C, the output trace is constructed by taking the median
sample between the samples around. Applying the median [xi, j] on all traces
achieved the 1D stationary median filtering of the whole seismic cube. In this case
study, a 3D temporal and spatial median filtering was tested to remove residual
coherent periodic noise. The median filter has definitely filtered out the residual
noise as is clearly illustrated in time slice 1300 ms of 3D viewer (Fig. 8).

3.4 3D Time-Variant Spectral Whitening

Time-variant spectral whitening involves passing the input data through a narrow
band-pass filters and determining the decay rates for every single frequency band,
and the amplitude spectrum for the output data has been whitened [9]. The con-
volution model of the seismic traces is as follows:

S tð Þ ¼ r tð Þ � w tð Þþ nðtÞ;

where s(t): seismic trace, r(t): reflectivity function, w(t): source wavelet, and n(t):
noise. The objective of the deconvolution is to remove the wavelet effect from the
seismic trace and recover the reflectivity function [9], and the deconvolution

operator is depending on the amplitude spectrum; ~AðwÞ
w derived from the

Fig. 8 3D viewer (inline, cross-line, and time slice) a before and b after 3D median filter
application
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autocorrelation of the seismic trace and the phase spectrum of the source
H
w ðwÞ can

be expressed as follows:

FðwÞ ~¼ e�i
H
w
ðwÞ

~AðwÞ
w

ð1Þ

On the other hand, the spectral whitening in the frequency domain and under the
random reflectivity assumption, its operator could be expressed as follows:

lim
a!0

F wð Þ ¼ 1
~AðwÞ
w

ð2Þ

From the comparison of the Eqs. (1) and (2), it can be seen that the spectral
whitening is similar to the spiking deconvolution; however, it is operating on
amplitude spectrum only when the parameter a is being small. Spectral whitening
has compressed the wavelet reducing the ringing side lobes as it is clearly shown in
the autocorrelation window (Fig. 9c) and removing the frequency stretching of the
acquisition footprint as it is depicted in the shallower 300-ms time slice (Fig. 9e).

Fig. 9 Autocorrelation of vertical seismic section a raw data, b after median filter c after spectral
whitening, time slice 300 ms d before spectral whitening e after spectral whitening
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4 Result and Discussion

The innovative cascaded approach has got rid of the remaining noise of those
legacy seismic data definitely and taking the acquisition artifacts beyond mitigation
on these three case studies. The most irritating acquisition artifacts noise type that
was processing erroneous artifacts has been entirely removed by the cascading
processing workflow as it is clearly illustrated in 3D OBC (Fig. 10a, b). On the
onshore data case, the cascaded approach has removed the residual footprints
revealing the faults definitions clearly (Fig. 10c, d). Moreover, for the 3D towed
streamer case, the cascaded seismic reprocessing approach has made uplift in the
data quality improvements through unveiling all the faults and fractures details
(Fig. 10e, f). The improved seismic data resolution through the application of the
cascaded approach workflow has revealed the structure details without any seismic
data smearing and it will help seismic interpreters to extract trustable seismic
attributes of faults/fractures lineament interpretation.

Fig. 10 3D OBC case; a legacy data, b after cascaded approach. 3D onshore case; c legacy,
d after cascaded reprocessing approach. 3D towed streamer case; e legacy f after cascaded
approach
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An Innovative Low-Cost Approach
for Discontinuity Roughness
Quantification of Sandstone at Bukit
Merah, Perak, Malaysia

Salimun Norsyafiqah and Abdul Rafek Ghani

Abstract An alternative low-cost approach in quantifying the discontinuity
roughness of the Semanggol Formation Sandstone at Bukit Merah, Perak, is pre-
sented here. In engineering geology, the discontinuity roughness is very important
as discontinuities influence the rock mass stability for cut rock slopes, tunnel, and
underground excavation. However, limited geomechanical studies have been done
on sedimentary rocks, e.g., sandstones in Peninsular Malaysia. Here, the tilt test
method is applied in evaluating the correlation between joint roughness coefficient
(JRC) and peak friction angle, /peak, of discontinuities of the Semanggol Formation
Sandstone. The tilt test experiment successfully generated a polynomial approxi-
mation /peak = 0.0424 JRC2 + 1.1286 JRC + 29.179 with coefficient of determi-
nation R2 = 0.97 for the correlation of JRC values with the friction angle of the
sandstone discontinuity surfaces. This polynomial approximation provides a
low-cost alternative for peak friction angle, /peak, determination of sandstone.

Keywords Joint roughness coefficient � Friction angle � Tilt test

1 Introduction

Rock materials have physical and mechanical characteristics. Physically, the color
of rocks, textures, and grain sizes can be seen. Meanwhile, the mechanical char-
acteristics are described by the strength of the rock material as well as the roughness
and behavior of fractures. The stability of rock masses is influenced significantly by
surface roughness of geological discontinuities [3].
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2 Literature Review

Previous studies published by Ghani et al. [3, 4] use the tilt test approach that
mainly focuses on igneous and metamorphic rocks, i.e., Malaysian granites and
schists, for either fresh or slight weathered samples. Barton and Choubey [1]
defined two main parameters to predict the discontinuity shear strength accurately:
joint wall roughness coefficient (JRC) and joint wall compressive strength (JCS).
The JCS or uniaxial compressive strength can be measured using rock mechanics
tests, while the JRC is measured by using Barton comb profilometer (see Fig. 1),
where typical roughness profile for JRC range (see Fig. 2) can be obtained directly
from visual estimation [7].

Fecker and Rengers [2] estimate large-scale discontinuity surface roughness
using a disk clinometer and geological compass. Previously, Patton [6] used direct
shear testing to determine the basic friction angle (/b) and dilation angle (i) of
sawtooth samples. Patton established that the first-order roughness of the samples is
the dilation angle itself. The basic friction angle is referred as the angle of friction of
smooth planar sliding surfaces. Besides Patton, Goh et al. [3, 6] also used direct
shear test using artificially sawn granite discontinuity plane surfaces to determine
/b.

Moreover, Barton and Choubey [1] recommended a method to estimate the peak
friction angle, /peak, from joint roughness coefficient (JRC), joint wall compressive
strength, the basic friction angle, and normal stress. However, all these mentioned
methods involve tedious sample preparation, complex testing procedures, and
expensive laboratory testing apparatus. An alternative presented in this study is
simpler and low-cost approach using the comb profiler to determine the JRC and tilt
test for /peak determination for the corresponding JRC. The polynomial approxi-
mation generated can then be applied for the direct determination of the /peak from
JRC measurement.

Several researchers have quantified the effects of roughness, filling materials,
joint alteration on strength of discontinuity, e.g., Ghani and Goh [3] where the JRC

Fig. 1 Barton comb profiler
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is correlated with the peak friction angle of discontinuities of Malaysian schist.
Recently, Hoek [5] also recommended this method since large number of tests can
be conducted and hence improved the results’ interpretation and reliability.

3 Material and Methodology

The tilt test has been employed to determine the angle of friction of natural dis-
continuities of slightly weathered sandstone from the Bukit Merah outcrops.
Sandstone blocks were collected from the outcrop with different JRC value as
defined by Barton and Choubey [1]. The rock samples were then separated along
the natural discontinuities, into upper and lower block. The comb profiler (Fig. 1) is
the main tool used to measure the surface roughness of the samples. The

Fig. 2 Typical roughness profile
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Fig. 3 Tilt test apparatus

measurement as recommended by Barton and Choubey [1] was repeated on four
different directions on plane surfaces.

Next, the joint roughness coefficient values are determined using the typical
roughness profile as shown in Fig. 2. To measure the peak friction angle, /peak, of
these discontinuity plane surfaces, samples were then tested on a self-fabricated tilt
testing apparatus. The pair of sandstone blocks were positioned in the apparatus as
shown in Fig. 3. The inclination angle is obtained when the upper blocks slide as
the apparatus slowly inclined from horizontal position is the peak value.

4 Results and Discussion

A total of 140 reading were recorded during the testing and are tabulated in Table 1.
From the data tabulated, a histogram is constructed to analyze the relationship of
JRC values with peak friction angles. For JRC value (2–4), the peak friction angle
is 31°–33°. Meanwhile, the angle for JRC (4–6) and (6–8) is equivalent which is
37°–39°. JRC (8–10) until (12–14) shows increasing range of angle: 40°–42°, 49°–
51°, and 58°–60°, respectively. The distribution of the angle measured is not
uniform for each class of JRC.

The tilt test results were analyzed using the statistical software package SPSS at
a 95% confidence level. Figure 4 shows the box plots of tilt tests corresponding to
their respective JRC values. A polynomial approximation was determined in
equation given by /peak = 0.0424 JRC2 + 1.1286 JRC + 29.179 with coefficient of
determination R2 = 0.97 as shown in Fig. 5. The JRC value was taken from the
midpoint of the respective JRC range. Thus, using this approximation, the peak
friction angle, /peak, of the discontinuity surface can be estimated without con-
ducting tilt test. Moreover, the basic friction angle for sandstone can be obtained
which is the intercept of the polynomial line with a value 29.2°. This basic friction
angle for this sandstone is lower compared to basic friction angle of metamorphic
and igneous rocks [3].
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Table 2 presents a comparison of the calculated values based on the equation
with mean values from actual tilt test results. Clearly, the percentage difference
obtained is less than 5.0%. Therefore, the equation offers tolerable and valid means
to estimate the peak friction angle of the same lithology of sedimentary rock, e.g.,
sandstone.

Table 1 JRC value and angle measured in tilt test

No. JRC Sample Angle No. of reading Average

1 (2–4) J5 36, 40, 38, 36, 39, 32, 32, 34, 36, 35 20 31–33

J7 29, 27, 25, 29, 23, 39, 38, 39, 36, 37

2 (4–6) J2 40, 37, 43, 42, 36, 40, 44, 40, 40, 40 30 37–39

J5 36, 40, 38, 36, 39, 32, 32, 34, 36, 35

J7 38, 39, 39, 39, 39, 33, 29, 33, 31, 31

3 (6–8) J2 36, 38, 39, 37, 39, 46, 40, 44, 40, 41 20 37–39

J3 37, 38, 42, 40, 40, 36, 34, 39, 37, 36

4 (8–10) J1 36, 34, 36, 34, 35, 42, 50, 56, 48, 44 30 40–42

J3 40, 48, 43, 45, 49, 47, 48, 50, 48, 50

J4 39, 36, 34, 38, 39, 44, 40, 42, 48, 40

5 (10–12) J1 36, 34, 36, 34, 35, 42, 50, 56, 48, 44 30 49–51

J4 54, 55, 48, 50, 54, 50, 50, 51, 50, 53

J6 39, 40, 42, 39, 39, 49, 55, 52, 55, 48

6 (12–14) J6 42, 43, 39, 40, 39, 58, 60, 60, 58, 60 10 58–60

Fig. 4 Box plot of tilt test results for respective JRC
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5 Conclusion

This study successfully established the equation /peak = 0.0424 JRC2 +
1.1286 JRC + 29.179 with the coefficient of determination R2 = 0.97. This equa-
tion can be employed for estimating the peak friction angle of discontinuities of
sandstones from JRC measurements obtained at the field. This will help disconti-
nuity surface roughness quantification without the need of sampling and testing at
early stage of engineering geological investigations.
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Tilt test 32.5 37 39 41 48.5 50.5
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Difference (%) −1.36 3.07 −0.40 −4.23 3.73 −1.02
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Bilinear Extrapolation for Geocellular
Reservoir Connectivity and Flow
Simulation

Numair Ahmed Siddiqui, Abdul Hadi A. Rahman
and Chow Weng Sum

Abstract Reservoir connectivity is one of the main subsurface uncertainties in the
assessment and improvement of many oil and gas fields. The main objective of this
paper is to analyze the static and dynamic connectivity of the selected
shallow-marine sandstone facies through construction of gridded-based units for
flow behavior/patterns. Prior to the generation of the sandstone facies connectivity
and flow simulation, outcrop log data are input into the modeling software. The
exposer used for the facies connectivity and flow simulation was ranging from 1 to
500 cm. The measurements of permeability values were taken on each of the grid,
which were bilinear extrapolated, to populate the surface with permeability varia-
tion. Detailed analysis of the sedimentology and interpretation of three major
sandstone facies is used as a framework to build the geocellular facies connectivity
and flow simulation. The sandstone facies of HCSS shows more uniform and have
linear connectivity, fallow by sub-layer gridding. In case of HBCBS, horizontal
sweep is more effective as compared to vertical, because of thin mudstone deposited
at the base of each layer boundaries which resist to sweep vertically.
Whereas TCBS, WFBS, and BS show the distribution of different qualities of
sandstones and bioturbation in the grid block model, burrows filled with mud which
acts as impermeable pathways within moderate to low-quality sandstone.

Keywords Bilinear extrapolation � Permeability � Sandstone facies �
Connectivity � Flow simulation
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1 Introduction

Characterization and modeling of siliciclastic shallow-marine sandstone reservoirs
are challenging because of the various scales of heterogeneity that exist between and
within shallow-marine deposits [1–5]. Outcrop analogs are more commonly used to
improve the understanding of the geological system that has controlled production
and are used as a quality check on dynamic models which reveal variance in
reservoir flow behavior [6, 7]. Sedimentary rocks usually have complex internal
architecture caused by genetic depositional processes and alteration during burial
and diagenesis [8–13]. Where heterogeneities are complex and occur at multiple
scales, it is difficult to discern a priori which features exert the greatest influence on
reservoir flow behavior or to define averaging rules for flow properties [12]. Flow
simulations of high-resolution outcrop data quantify effects and interactions of
different types and scales of heterogeneity [14]. A variety of both commercial and
freely available software can be used to visualize the virtual outcrop. Visual
inspection of the data allows improved understanding of bedforms and bedform
geometries; the correlation of key surfaces (depending upon the resolution)
improved the understanding of facies geometries and transitions. In addition to the
qualitative visual inspection, a key utility of the virtual outcrop is the ability to
extract quantitative spatial data in either a manual or an automated fashion [15]. This
study focuses on reservoir sandstone facies connectivity and flow simulation in some
siliciclastic sandstone facies by bilinear extrapolation of permeability.

2 Materials and Methods

Measurements in different sandstone facies at each of the outcrops were taken on
several rectangular regular grids on outcrop facies wall in dry conditions (Fig. 1).
Mostly all irregularities and weathered or loose material are removed prior to

Fig. 1 Example of outcrop
facies grid marking for air
permeability measurements
for the facies flow modeling
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constructing the grids. The measurement spacing was adjusted to the thickness of
lamina, so that the vertical and horizontal spacing is between 2 and 5 cm, and total
grid dimension is between 500 cm and 1 m. A total of approximately 100–400 air
permeability measurements are made (depending on the surface exposure, weath-
ering, and accessibility of surface) on each sandstone facies and outcrop with
different orientation. All permeability data are analyzed and gridded into Petro
Mod® 2D builder, which bilinear interpolated the value to entire grid blocks. For
example (Fig. 2), the intensity value at the pixel is computed to be at row 15,
column 8 can be calculated by first linearly interpolating between the values at
columns 5 and 10 on each of the rows 10 and 20, giving:

Ið10; 8Þ ¼ 10� 8
10� 5

� 9:50þ 8� 5
10� 5

� 10:80 ¼ 10:28

Ið20; 8Þ ¼ 10� 8
10� 5

� 10:20þ 8� 5
10� 5

� 11:30 ¼ 10:86

and then interpolating linearly between these values, giving:

Ið15; 8Þ ¼ 20� 15
20� 10

� 10:28þ 15� 10
20� 10

� 10:86 ¼ 10:57

Fig. 2 Example of bilinear
interpolation for grid
population of permeability
values in flow modeling
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3 Results and Discussion

The variation in sandstone quality was marked with high-quality sandstone (HQS),
moderate-quality sandstone (MQS), and low-quality sandstone (LQS) within the
permeability ranges. Detailed analysis of the sedimentology and interpretation of
three major sandstone facies is used as a framework to build the geocellular facies
connectivity and flow model.

3.1 Hummocky Cross-Stratified Sandstone (HCSS)

This facies (HCSS) represents the most laterally extensive and high-quality sand-
stone reservoir in terms of porosity and permeability. The exposer use for facies
connectivity and flow model is clean sandstone with coal lamination of 100 cm
60 cm (Fig. 3a, b). The first-stage model is the distribution and connectivity of
sandstone and mudstone within the boundaries marked in each grid in yellow
(sandstone) and gray (mudstone), whereas the weathered surface is marked by
green (Fig. 3b). It has been absorbed that percentage of sand in each sub-layer grid
block is almost more than 70% in all HCSS facies. The second stage of connectivity
modeling is the population of permeability limits for high-quality sandstone (HQS),
moderate-quality sandstone (MQS) and low-quality sandstone (LQS) (Fig. 3c). It
has been absorbed that the top and bottom sandstone is interfinger with HQS and
MQS, whereas the middle section is of HQS mostly. The grids were also marked
with bioturbation and coal laminate sandstone which acts as a flow baffles, which is
not the severe case in HCSS facies. By simulating the flow through this type of
sandstone at centimeter scale (in this case water), the sweep is uniform with less
dispersion in HQS and MQS, but rock heterogeneities in terms of mud and coal
lamination effect the flow path patterns which allow to move fluid through
down-dip or up-dip sub-layers (Fig. 3d). Overall in case of HCSS, the flow is
uniform and liner, followed by sub-layer gridding.

3.2 Herringbone Cross-Bedded Sandstone (HBCBS)

This type of sandstone facies is among the high- to moderate-quality reservoir
sandstone. This facies is well marked in Nyalau Formation, Outcrop 1. The exposer
use for facies connectivity and flow model is bidirectional stratification, due to tidal
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Fig. 3 An example of outcrop sandstone facies of hummocky cross-stratified sandstone (HCSS).
a Photomosaic of HCSS facies used for mapping of connectivity and heterogeneity. b Distribution
of sandstone and mudstone with percentages in each layer and sub-layer grids. c Distribution of
different qualities of sandstones (HQS, MQS, and LQS) and coal lamination with different internal
heterogeneity and permeability distribution. d Connectivity and flow heterogeneity with the effect
of different lithologies and flow baffles
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influence with mud lamination and of 50 cm � 30 cm (Fig. 4a, b). The first-stage
model shows the marked layers with bedding which connected laterally either
down-dip or up-dip, depending upon the stratification. Each layer show sub-layers
with gridding to mark the distribution of sandstone and mudstone lithology. The
mudstone is deposited at the bottom of the sub-layers which act baffle in later case
for flow model (Fig. 4b). The model shows that the percentage of sand is more than
70% in most cases. After extrapolating the permeability in each grid, it has been
seen that the HQS is abundant in distribution, whereas MQS and LQS is distributed
mostly down-dip to the stratification (Fig. 4c). The sweep and flow behavior in this
case is influenced by heterogeneities in sandstone quality and some bioturbation. At
the thickness of 24–30 cm, the water sweeps linearly parallel to the gridding surface
from HQS to MQS and LQS. The deflection occurs at bioturbated zonation gridded
in red color. In the middle layers (8–23 cm), the sweep direction is moved
down-dip to the bedding plain and mostly follows the HQS which drifts back to
other bedding plane (Fig. 4d) because of the mudstone and LQS (very fine grained)
immediately beneath the HQS, which served as baffles to fluid flow, causing fluids
to focus and migrate laterally along the good-quality sandstone. In case of vertical
and horizontal movement of fluid, it has been observed that horizontal sweep is
more effective as compared to vertical, because of thin mudstone deposited at the
base of each layer boundaries which resist to sweep vertically.

3.3 Wavy- to Flaser-Bedded Sandstone (WFBS)

The facies grid base model of WFBS allows qualitative analysis of the architecture
and connectivity of the sandstone and mudstone layers. The exposer use for this
type of facies is either of discontinuous sandstone–mudstone sections or of con-
tinuous, which reveals large variations in lateral continuity and vertical connectivity
of the lithologies (Fig. 5a). Two conditional scenarios can be possible: either the
drapes are commonly bifurcated and connect vertically forming double-mud drapes
(Fig. 5b) or they can be continued as a single drape. The percentage of sand–mud
randomly distributes, i.e., 50% sand and 50% mud, depending upon the lithological
contrast. In terms of sandstone quality and permeability variations, the sandstone is
of mostly LQS with some isolated MQS (Fig. 5c). While performing the flow
sweep, it has been observed that the vertical flow performance is almost zero due to
the discontinuity in layer caking whereas the horizontal sweep is linear to the
bedding surface, which only affected by double-mud drapes or bioturbation
(Fig. 5d). This heterogeneity can be visualized by individual sandstone and mud-
stone layers in exposed section that how lateral sandstone and mudstone layers’
continuity/connectivity varies with the fraction of sandstone (net-to-gross).
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Fig. 4 An example of herringbone cross-bedded sandstone (HBCBS). a Photomosaic of HBCBS
facies used for mapping of connectivity and heterogeneity. b Distribution of sandstone and
mudstone with percentages in each layer and sub-layer grids with bedding which connected
laterally either down-dip or up-dip, depending upon the stratification. c Distribution of different
qualities of sandstones (HQS, MQS, and LQS) and with internal connectivity and heterogeneity.
d Connectivity and flow heterogeneity with the effect of different lithologies and bedding
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Fig. 5 An example of wavy- to flaser-bedded sandstone (WFBS) facies. a Photomosaic of WFBS
facies use for mapping. b Drapes a commonly bifurcated; they connect vertically forming
double-mud drapes with percentages of sand–mud in each layer and sub-layer grids. c Distribution
of different qualities of sandstones with variations in lateral continuity and vertical connectivity,
sandstone is of mostly LQS with some isolated MQS. d Connectivity and flow heterogeneity, with
zero vertical flow performance and some unsweep isolated sandstone
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4 Conclusion

HCSS shows more uniform and linear connectivity, followed by sub-layer gridding.
In case of HBCBS, horizontal sweep is more effective as compared to vertical,
because of thin mudstone deposited at the base of each layer boundaries which
resist to sweep vertically. Whereas TCBS, WFBS, and BS shows distribution of
different qualities of sandstones and bioturbation in the grid block model, burrows
filled with mud which acts as impermeable pathways within moderate- to
low-quality sandstone. Finally, the flow models can be constructed and analyzed by
response surface methods to synthesize the results, which is simpler and cheaper
than fine-grid simulations and is more reasonable than using the same
pseudo-function for different scenarios.
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Triaxial Compression Test Characteristics
of Limestone from Gunung Lang,
Malaysia

T.L. Goh, A.S. Serasa, A.G. Rafek, A. Abd Kadir, N. Simon, N. Surip,
A. Hussin and K.E. Lee

Abstract The shear characteristics of rock materials are input parameters for
reservoir geomechanics, wellbore stability, subsidence prediction, and underground
structure numerical modeling. One of the most important shear characteristics of
rock material is the significant increase in rock material strength with increasing
confining pressure. This can be described from the triaxial compression test where
rock material samples were subjected to increasing confining pressure in order to
investigate the stress–strain relationship that the rock experienced and thus the
failure strength envelope. For many years, multistage triaxial compressive strength

A.S. Serasa (&) � N. Surip
Chemical and Petroleum Engineering Department, Faculty of Engineering and Built
Environment, UCSI University, 56000 Kuala Lumpur, Malaysia
e-mail: Ailie@ucsiuniversity.edu.my

N. Surip
e-mail: Noraini@ucsiuniversity.edu.my

T.L. Goh � A.S. Serasa � N. Simon � A. Hussin
Geology Program, School of Environment and Natural Resource Sciences, Faculty of Science
and Technology, Universiti Kebangsaan Malaysia, 43600 Bangi, Malaysia
e-mail: gohthianlai@ukm.edu.my

N. Simon
e-mail: norbsn@ukm.edu.my

A. Hussin
e-mail: haqqim@ukm.edu.my

A.G. Rafek � A. Abd Kadir
Department of Geosciences, Universiti Teknologi PETRONAS, Bandar Seri Iskandar, 31750
Perak, Malaysia
e-mail: ghani.rafek@utp.edu.my

A. Abd Kadir
e-mail: askury_akadir@utp.edu.my

K.E. Lee
Institute for Environment and Development (LESTARI), Universiti Kebangsaan Malaysia,
43600 Bangi, Malaysia
e-mail: khaiernlee@ukm.my

© Springer Nature Singapore Pte Ltd. 2017
M. Awang et al. (eds.), ICIPEG 2016,
DOI 10.1007/978-981-10-3650-7_37

431



has been increasingly used by rock mechanics engineers to determine the Mohr–
Coulomb failure envelope of rock material. The literature study revealed that there
was less publication emphasizing on shear strength of Malaysian limestone using
triaxial compression test. With that, this paper presents the result of four sets of
multistage triaxial testing with confining pressures ranging from 1 to 15 MPa,
conducted on limestone sample from Gunung Lang, Malaysia. From the Mohr–
Coulomb failure envelope, the range and mean of friction angle, /, and cohesion, C,
range from 46° to 54.2° with mean of 49.6° and 12–28 MPa and with mean of
14.5 MPa, respectively. With regard to the information presented in this paper, it
was anticipated that the presented result will provide important rock strength
characteristics for subsequent use in rock strength analysis in Malaysia.

1 Introduction

Limestone bedrock has always been a challenge for engineers in Kuala Lumpur
[1, 2]. During the past decade or so, the development in Malaysia has becoming
very rapid, especially in the development of high-rise buildings, tunnels, and dams.
A large number of geotechnical problems have occurred during the construction of
the earlier engineering projects in the limestone formation, and this rapid devel-
opment is anticipated to further grow at an escalated rate in the near future. As
larger and taller buildings are being planned and constructed, site investigations for
the foundations are becoming more crucial, and it involves a thorough geome-
chanical analysis as limestone is known for causing serious problems such as
sinkhole, surface subsidence, cavities, and underground solution channels.

The shear strength parameters which include cohesion, C, and friction angle, /,
are used to predict how the rock material will behave in large-scale engineering
applications. Examples of such application associated from large-scale interaction
with surface engineering structures would be prediction of sliding stability of
concrete dams and cut slopes, and design of tunnel support and foundation. The
frictional characteristic of rock materials is also used in subsurface reservoir
geomechanical modeling to simulate the response of reservoir rock and cap rock
that undergo stress changes. In investigating the shear properties of limestone, the
application of triaxial compression test is gradually increasing as it captures the
entire stress stages of material deformation up to failure, seeing shear stress as the
main factor causing failure. Despite the relevance of the triaxial compression test,
there have been very few studies conducted on the triaxial compression charac-
teristics of rock material in Malaysia due to lack of equipment, cost, and the
complexity of the test. With that, this research took the opportunity to conduct and
to present the result of triaxial compression strength characteristics of limestone to
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guide subsequent rock strength analysis and geotechnical engineering-related
problems in Malaysia.

The study of the behavior of rock under stress in applied engineering has been
studied from many different points of view. To this end, a number of methods have
been developed to investigate the variation of peak stress with confining pressure in
describing the deformations of rock material. Among others, the triaxial com-
pression test is recommended as it captures the deformability of rock material for
the entire stages of confining pressures. This deformability can be observed in the
stress–strain curve used to indicate rock strength limits whereby the parameters are
further defined in the Mohr–Coulomb failure envelope. The Mohr–Coulomb failure
envelope is a mathematical model commonly used to predict failure when stresses
surpass both the cohesion and friction angle of a rock. In a triaxial compression test,
the Mohr–Coulomb failure envelope is expressed as a function of major principal
stress (r1) and minor principal stress (r3). The advantages of Mohr–Coulomb
failure envelope lie on its numerical simplicity, flexibility of input parameters, and
general level of acceptance.

The study area is within the vicinity of the Kinta Valley, Ipoh, Malaysia. Raj
et al. [3] have reported that the valley floor of Kinta is made up of the Simpang
Formation (Old Alluvium) overlain by the Beruas Formation (Young Alluvium).
Kinta Valley area is surrounded by the Main Range on the east side that reaches up
to 867 m heights above sea level. Kinta Valley has many limestone hill distribu-
tions covering an average of 1.08 km2 area. Based on topographic maps, elevation
of the limestone hills is within 161–546 m above sea level. Kinta limestone for-
mation was proposed by Foo [4] based on the abundance of scattered limestone
rocks in the vicinity of Kinta Valley. Early researchers had recorded these forma-
tions by different names such as Kanthan limestone [5], HS Lee beds, Nam Long
beds, Kuan On beds, Thye On beds, and Kim Loong No. 1 beds [6]. Ingham and
Bradford [7] have characterized the lithological facies rocks into three main facies
rocks: chalk facies, argillaceous facies, and arenite facies. The Kinta limestone
formation is generally made up of calcareous facies rocks (limestone sequence),
comprising dominantly of calcite and dolomite. Foo [4] reported that the age of
Kinta limestone ranges from Silurian to Permian with the deposition of the clastic
sediment in a relatively deep marine setting followed by the deposition of limestone
following the progressive shallowing of the sea. Figure 1 shows the location of
study area.
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Fig. 1 Location of study area
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2 Methods

The multistage triaxial compression test provides a measure of the compressive
strength and stress–strain characteristics by simulating in situ confining pressures
and measuring the corresponding deformation characteristics of the samples. In this
study, the test was performed over a range of confining pressures between 1 and
15 MPa to define the limestone material’s strength envelope according to the rec-
ommendation of ASTM D7012-14 Method B [8].

Figure 2 shows the apparatus RT-1000 manufactured by IPC Global used to
conduct the triaxial test. Samples were prepared in regular geometry cored to a
dimension ratio of 2:1 (height:diameter) with both ends of the surface trimmed to
flat and smooth surfaces. During the test, the confining pressures were set constant,
while the axial stress was increased gradually until the sample approached its
maximum peak strength and failed.

3 Result and Discussion

A total of four multistage triaxial compression tests were conducted over the range
of confining pressures of 1–15 MPa as shown in Table 1. From the results of
triaxial compression test, the stress–strain curve was plotted to maximum peak

Fig. 2 The apparatus
RT-1000 was used to conduct
the triaxial compression test.
The rock sample was located
inside the Hoek cell

Table 1 Summary of parameters and shear strength results from the triaxial compression test

Sample Multistage confining pressure
(MPa)

Cohesion,
C (MPa)

Friction angle, / (°)

GL1 4, 8, 12 12 49.3

GL2 1, 5, 10 17 54.2

GL3 3, 7, 11 16 46.0

GL4 5, 10, 15 13 49.0
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loads against corresponding values of confining pressure to build the complete
Mohr–Coulomb failure envelope. The result shows that the range of friction angle /
of limestone was 46°–54.2° with mean of 49.6°, with the respective cohesion
C ranging from 12 to 28 MPa with mean of 14.5 MPa.

Figure 3 shows the Mohr–Coulomb failure envelope for sample GL1. The
cohesion and friction angle were 12 MPa and 49.3°, respectively.

Figure 4 shows the Mohr–Coulomb failure envelope for sample GL2. The
cohesion and friction angle were 17 MPa and 54.2°, respectively.

Figure 5 shows the Mohr–Coulomb failure envelope for sample GL3. The
cohesion and friction angle were 16 MPa and 46.0°, respectively.

Figure 6 shows the Mohr–Coulomb failure envelope for sample GL4. The
cohesion and friction angle were 13 MPa and 49.0°, respectively.

The study revealed that the mean values of friction angle of limestone reported in
this study are higher than the range of 35°–42° as reported by Goodman [9] and
35°–45° as reported by Hoek and Bray [10]. This could be due to the reason that the
confining pressures applied in this study only range from 1 to 15 MPa, while the
confining pressures reported by Goodman [9] ranges from 0 to 203 MPa. The mean
values of cohesion for limestone reported in this study are within the range of 7–
24 MPa as reported by Hoek and Bray [10] and of 10–30 MPa as reported by
Goodman [9].

Fig. 3 Mohr–Coulomb failure envelope for sample GL1

436 T.L. Goh et al.



Fig. 5 Mohr–Coulomb failure envelope for sample GL3

Fig. 4 Mohr–Coulomb failure envelope for sample GL2
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4 Conclusions

A total of four sets of multistage triaxial compression test were conducted on
limestone sample over the range of confining pressure of 1–15 MPa. From the
Mohr–Coulomb failure envelope, the range of friction angle / of limestone was
46°–54.2° with mean of 49.6°. The respective cohesion C ranges from 12 to
28 MPa with mean of 14.5 MPa. The result presented is expected to be useful in
subsequent geotechnical and rock strength analysis of limestone in Malaysia.
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Analysis on the Trend of Pore Pressure
in Miri Area, Baram Delta

M.H. Nurhajeerah, W.Y. Wan Ismail, A.Z. Muhammad Noor
and A. Kurniawan

Abstract Studies of overpressure characterization are carried out in oil and gas
exploration and production such as to avoid the drilling problem such as blowout,
stuck pipe, and gas kick. These concerns can be addressed by enhancing the
understanding of overpressure characterization in the field. This research empha-
sizes in determining the pore pressure trend in the Miri area to assist pore pressure
prediction for future hydrocarbon exploration and production. The general pore
pressure trends are related to mechanisms that contribute to the overpressure gen-
eration. The predominant overpressure mechanism in the region is disequilibrium
compaction within the prodelta shales in outer shelf. The other mechanism is the
fluid expansion in deltaic sequence of inner shelf area. The objective of this
research is to analyze the pore pressure profile of wells for determining vertical and
lateral pore pressure trends for various depositional environment facies of Miri area.
The techniques such as rock physics analysis and pore pressure are part of the
methodology of this research. The relation between the depositional environment
facies and pore pressure profile were integrated with the help of seismic attribute
and sequence of wells. The characterizations of overpressure trend and hard
overpressure depths of selected area are related to the well location within delta
setting of depositional environment facies and compaction factor.

Keywords Overpressure � Deep overpressure � Hard overpressure � Overpressure
mechanism � Baram Delta

1 Introduction

The Miri field was located in the South China Sea at the southwestern part of the
Peninsular Malaysia in between Kalimantan and Brunei. Miri field is known to be
one of the Sarawak Basins, and petroleum in Sarawak is produced from Neogene
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rocks that occur mostly in the offshore areas of Sarawak Basin [4–6]. Some author
(James, 1984, p. 38: Agostinelli et. 1990) claimed that the Sarawak Basin continues
westward into Indonesia as the East Natuna Basin and is separated from the Sabah
Basin to the east by a major tectonic discontinuity called West Baram Line as a
major transform fault [2]. Evidence shows that this fault has significantly influenced
the sedimentary evolution of the NW Borneo margin, as separating evolution of the
carbonate sedimentation (Central Luconia Province) from deltaic siliclastic sedi-
mentation (Baram Delta Province) [8].

The study of overpressure is compulsory in order to do the pore pressure esti-
mation on the reservoir. The study of overpressure profile based on the well
location is significant since the analysis done can be used to set the trend of
overpressure in Miri field. Overpressure zone can also be used as the indicator of
seal recognition. It will be useful for the study of petroleum system and the trend of
overpressure zone which in turn can be used for future finding of reservoir in Miri
field. Besides, overpressure zone can be further divided into three different zones
which are transition zone, hard overpressure zone, and deep overpressure zone.

In this study, field-scale distribution of overpressure trend is conducted in Miri
field and basic analysis of pore pressure characteristic is demonstrated as a first step
in pore pressure estimation. Then, the research is continued by investigating the
origin of overpressure mechanism generated at other wells in Miri area. This is to
provide the essential foundation for subsequent vertical and lateral overpressure
trend useful for pore pressure estimation.

1.1 Problem Statement and Objective

The study of pore pressure and overpressure of the Miri area, Baram Delta is still in
progress. High pore pressure is mainly induced when excess pressure is present in
that particular zone due to density changes. There is specific mechanism definition
to characterize for high55 overpressure zone. This project was performed in high
rate of sedimentation in order to acquire the basic understanding of the pore
pressure mechanism that causes the overpressure.

The concern of the research is there is lack in the relationship between over-
pressure intervals to the environment of deposition. Based on the pore pressure
trend, this research tries to correlate the rate of sedimentation, overburden pressure,
and volume of shale facies in order to identify the tectonic history experienced in
the study area. Thus, these trends can be the indicator to differentiate the deposi-
tional environment of the well.

The main objective of this study is to analyze the trend of overpressure profile
with respect to depositional environment facies as well as to study the effect of
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overburden on the pore pressure at varies stratigraphic and structural styles based
on the wells located in Miri area.

1.2 Study Area

The location of this research is located at northeastern part of Sarawak, Malaysia.
The study area of this project can be divided into two wells which are offshore of
Miri area. The wells are known as MA-1 and MA-2. These wells are located
proximal to the shelf area of Baram Delta. The distance between these two wells is
around 180 km apart as shown in Fig. 1.

Fig. 1 A map of location of Baram Delta and the well location of MA-1 (blue circle) and MA-2
(red circle) in the Miri area. Modified from (Peter, Derek & Robert, 2015)
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Offshore area of Miri field emphasize on understanding and predicting of
overpressure zone using well log motif approach. This research will be stressed on
the well log, rock physics, and seismic reflection analysis based on log motif.

1.3 Scope of Study

The research will begin with overview structural sequence and rock physics data on
the outcrops that are located in the Miri area. Subsequently, well log analysis will
be done based on gamma ray log, sonic velocity log, density log, resistivity log, and
neutron log from wells. Significant crossplot will be created in order to analyze the
pore pressure trend. Further analysis will be conducted on the pore pressure analysis
for the well located in the Miri area. Hydrostatic, lithostatic, and normal compaction
model will be created from well log data collected. Pore pressure analysis will be
conducted to see the trend of pore pressure in Miri area. The report on the pore
pressure trend that comprises of all the significant analysis will be produced at the
end of the research.

2 Methodology

See Figure 2.

Fig. 2 The methodology of this research study begins with data collection to pore pressure
analysis and continues to rock physics analysis in order to achieve the pore pressure trend
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3 Result and Discussion

3.1 Pore Pressure Characterization

Pore pressure is the essential parameters for physical properties and for geome-
chanical and geological analyses. Pore pressure is defined as fluid pressure in the
pore spaces in the porous formation. Hydrostatic (normal) pressure is associated
with a column of water from surface to depth of interest. Generally, the range of
hydrostatic pressure for average density used in sedimentary basin varies from 1.00
to 1.08 g/cm3. Hydrostatic pressure in this reservoir shows increases in depth at the
rate of 10 MPa/km or 0.44 psi/ft [11, 12].

Meanwhile, lithostatic pressure happens when the pore pressure exceeds the
hydrostatic values in a confined pore volume at depth. It means that the pressure in
the pores of the rock is equivalent to the weight of the overburden stress.
Overburden pressure in this reservoir shows increase in depth at the rate of 0.9
psi/ft.

Figure 3 for MA-1 shows the variation of pore pressure with depth in Miri area.
At the shallow depth (about 1000–6000 ft), the hydrostatic pressure is essentially
imply continuous. Transition overpressure zone present at 7500–8000 ft is
increased gently with depth. At the depth of 8500 ft, the hard overpressure con-
tinues with the gentle change in pressure with depth until reach 9200 ft.

MA-2 shows the variation of pore pressure with depth in Miri area. At the
shallow depth (about 100–8500 ft), the hydrostatic pressure is essentially contin-
uous. Transition overpressure zone present at 8700–10,300 ft is increased gradu-
ally with depth. Hard overpressure present at depth 10,400 ft continues with the
sudden change in pressure with depth until it reaches 10,600 ft.
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Fig. 3 Pore pressure profile of MA-1(left) and MA-2 (right). Green line is to indicate the
hydrostatic pressure and red line is to indicate the lithostatic pressure
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Even though MA-1 and MA-2 are located proximal in the shelf area (inner shelf)
and overpressure mechanisms were both controlled by disequilibrium compaction,
they actually show the different trend of pore pressure. This means that there are
some anomalous zones that lead to deviation of the overpressure generation in the
well at certain depth. This might be upon to the different lithology and structural
style of the well. By having trend of pore pressure, studies can improve the
overpressure prediction of the wells for other oil and gas fields.

3.2 Facies Characterization

Facies characterization is necessary in order to distinguish the trend of the over-
pressure in the different sand packages. It gives us better correlation that shows the
depositional environment could respond to the pore pressure trend in Miri area.
Besides, it enhances the visualization of pore pressure variation on that particular
depth interval.

Firstly, facies characterization is done in these studies by identifying the cutoff of
gamma ray log for different lithology such as sand, silt, and shale. The cutoff
gamma ray for shale, silt, and sand was calculated based on these formulas [1], [2]
and [3]. Facies were then further divided based on the log motif as shown in
Table 1. Here, log motif is categorized into different trends such as funnel, bell,
boxcar, and irregular and symmetrical shape [7, 9, and 10].

Shale ¼ GRmax� DGR
3

� �
ð1Þ

Silt ¼ GRmax� 2
DGR
3

� �� �
ð2Þ

Sand ¼ GRmin ð3Þ

Generally, sequence stratigraphy shows the geometry of the sediment change by
depth, and each well experiences different sequence stratigraphy. So, identifying
log motif is important to recognize the depositional environment of the well. Thus,
log motif is useful for the depositional environment analysis of the well located in
Miri area.

Based on Appendix 1 and Appendix 2, the result from MA-1 expresses that it
dominated with channel and point bar since MA-1 shows mostly fining upward
section (FUS). Based on the location of the MA-1 in Fig. 1, it shows that MA-1 was
actually located near the provenance. Meanwhile, MA-2 expresses that it dominated
with the delta and mouth bar since the observation from the log motif of MA-2
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mostly shows coarsening upward section (CUS). Thus, MA-2 actually located quiet
far from the provenance.

Since MA-1 and MA-2 experienced different depositional environment facies, the
location of the well from provenance itself influences the trend of pore pressure [13].
So, sequence stratigraphy studies are important in order to enhance the under-
standing of the pore pressure for future hydrocarbon discovery.

3.3 Porosity Analysis

Porosity gives the meaning of void volume against the total volume. Porosity acts
as important role in geology as it can control the fluid storage. Besides, porosity has
the relation to the fluid transport and rock properties. Thus, it can be used for pore
pressure analysis in the reservoir.

Porosity can further divided into: (1) total porosity is identified by using density
log and (2) effective porosity is identified by using sonic log.

Primary porosity is formed by crystallization. Besides, secondary porosity is
caused by the variety processes such as deformation (including fracture), meta-
morphism, hydrothermal alteration, diagenesis, and weathering [3]. Since porosity

Table 1 Table of log motif that been used as reference for depositional environment analysis

Log motif Sequence
stratigraphy

Depositional
environment

Gamma
ray gr->

Coarsening
upward section
(CUS)

Funnel

Prograding • Crevasse splay
• River mouth bar
• Delta front
Shore faces

Fining upward
section (FUS) Bell

Retrograding • Fluvial point bar
• Tidal point bar
• Tidal flat
Marine channel

Cylindrical
Boxcar

Aggrading • Braided fluvial
• Distributary
channel fill

• Eolian sand

Serrated
Irregular

Aggrading • Fluvial floodplain
• Storm-dominated
Shelf

• Distal deep marine

Hour glass

Symmetrical

Prograding
&
Retrograding

• Regressive to
transgressive shore
face delta

• Offshore shoal
Marsh

Picture taken from www.researchgate.net. For the sand package of MA-1 and MA-2, refer
Appendix 1 and Appendix 2
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influences on the overpressure generation, porosity parameter is reliable in deter-
mining the trend of pore pressure in Miri area.

Referring to Appendix 1 and Appendix 2, the result from porosity of density and
sonic logs shows the variations based on different facies characterization. Porosity
analysis was further analyzed by identifying the compaction factor for sand and
shale package for MA-1 and MA-2.

Compaction factor for MA-1 is shown in Fig. 4, sandstone Cp: 0.02 and shale
Cp: 0.03. This shows that shale experiences more compaction compare to sand-
stone. Compaction factor for MA-2 is shown in Fig. 5, sandstone Cp: 0.006 and
shale Cp: 0.008. Observation from both wells shows that shale experiences more
compaction compare to sandstone.
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Fig. 4 Compaction factor for MA-1 sandstone (left) and shale (right)
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Fig. 5 Compaction factor for MA-2 sandstone (left) and shale (right)
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4 Conclusion

As the conclusion for the research studies:

• Depositional environment facies and the location of the well to the provenance
influence the trend of the pore pressure.

• Compaction factor shows that shale experienced more compaction compared to
sandstone.

• Porosity of sonic and porosity of density show the changes in the log motif and
pore pressure trend; however, other parameter is needed to support the changes
in the trend of pore pressure.

5 Appendix

Appendix 1.
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Fracture Network Analysis
of Metasedimentary Rock in East Coast
Terengganu—An Analogue to Fractured
Basement in Malay Basin

P.C. Ooi, S.N.F. Jamaludin and A.H.A. Latif

Abstract Oil and gas explorations have now moved to the basement rocks.
Basements are rocks with low matrix porosity and permeability; therefore, fractures
provide a path for hydrocarbon flow and storage. The research aims to establish an
outcrop that could possibly be an analogue to the fractured basement of the Malay
Basin and to apply seismic attributes to enhance the seismic images, thereby
reducing the uncertainty of interpretation. Kuala Abang outcrop in Terengganu has
been chosen to be an example of exposed basement in the Malay Basin. The
metasediments in Kuala Abang are 21 m wide and 8 m tall, with beds dipping at
340°/60°. Fracture measurements were recorded and analysed using rose diagram.
Results show the Shear1Left is positioned at 340°, whereas the Shear1 Right I
positioned at 270°. Therefore, the maximum stress r1 is located at NNW-SSE,
while the minimum stress r3 is at ENE-WSW. 3D seismic data of Puteri Field in
the Malay Basin were utilized for fracture characterization of the reservoir base-
ment. Seismic interpretation is first done, followed by the interpretation of fractures
using seismic attributes as image enhancer. The attributes used are structural
smoothing, variance and curvature attributes. Seismic interpretation shows one
major fault and four seismic units whereby the lithology is generally sandstone and
siltstone in a fluvial environment. The basement is not metasediment due to the
presence of feldspar. Fractures are beyond the resolution of seismic data; therefore,
the approach to this problem is by analysing the azimuth of the major fault. The
stress orientation of the fault is relatable to the stress direction of fractures, as both
are within the same stress field. The fault analysis results in a NNW-SSE maximum
stress direction. Although it is correlatable with the stress measurements of Kuala
Abang, the difficulties faced are the difference in lithology, age and scale of the
outcrop and Puteri Field. Nonetheless, the seismic attributes are excellent methods
to assist in the study of fractured basement.
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1 Introduction

The world has been largely dependent on fossil fuels that account for 80% of the
world energy consumption [11]. Experts have forecast a steady increase in demand
of oil and gas consumption, and yet, there is no strong assurance of hydrocarbon
discoveries to keep up with the high demand. The oil and gas industries have thus
begun applying technologies such as deepwater exploration and enhanced oil
recovery, and the recent interest of explorationist is the fractured basement reser-
voir. Fractured basement has been proven productive at several basins around the
world, with the latest neighbouring discovery being the Cuu Long Basin, Vietnam.
Basement is a combination of metamorphic and igneous rocks, with little or no
matrix porosity [5]. However, extensive fractures in the basement enhance the
reservoir permeability, hence producing a basement reservoir.

As part of this study, fractures on the metasedimentary rocks along the East
Coast of Terengganu are studied in Kuala Abang outcrop (Fig. 1) and will act as an
analogue to the fractured basement in the Malay Basin. The seismic data of Puteri
Field in the Malay Basin are studied for its fractures, with the application of seismic
attributes such as structural smoothing, curvature, coherence, dip and azimuth.
Seismic attributes, especially the curvature and coherence, improve the seismic
image for interpreters to distinguish fractures in a basement [3]. Seismic data may
provide a good view of the reservoir structure; however, there are certain limitations
to fine details such as identification of the extent of fractures and their connectivity
[2]. While studying reservoir analogues, the stress state is also studied, which will
characterize the fracture for its ability to conduct fluid. The lithology, structure and
stratigraphy of the outcrop, in addition to the stress regimes, will help in the
construction of the conceptual fracture models.

2 Field Background

2.1 Kuala Abang in Terengganu

Kuala Abang is located about 63.6 km to the south of Kuala Terengganu as shown
in Fig. 1. Kuala Abang rock formation is Carboniferous of age with sandstone and
siltstone interbedding metasediments. In the Kuala Abang area, studies by Abdullah
[1] show the existence of refolding in a recumbent fold, resulting in an open upright
fold (Fig. 2), with the folding limb plunging towards the NE direction. This
structural orientation is due to compression from the NNE direction and, after that,
through the E-W compression, finally forming the conjugate lateral fault system or
also known as the strike-slip fault.

The outcrop is also shown to possess brittle deformation. Recumbent fold is also
shown to have double or more overlapping fold with both the axial planes of the
fold lying parallel and horizontally, with the angle of dipping less than 45o. It is
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Fig. 1 Locations of Kuala Abang outcrop and the Malay Basin where Puteri Field is located.
Puteri field is approximately 236 km from Kuala Abang outcrop

Fig. 2 Kuala Abang outcrop sketch showing the outcrop is 21 m wide and 8 m tall. The lithology
is metasandstone and phyllite with bed measurements at 340°/60°
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formed during events of high tectonic stress. Open folds have limbs that gently dip
away from the crest; naturally, it is a broad fold. It was formed at minimal tectonic
stress [9].

2.2 Puteri Field in Malay Basin

Puteri Field is located in Block PM318 of the Malay Basin, offshore Terengganu.
The Block PM318 covers an area of 1600 km2 and is situated approximately
263 km offshore Kuala Abang. The water depth ranges from 60 to 80 m. The 3D
seismic data of Puteri Field obtained is the raw migrated full-stack whereby the
seismic attributes will be applied to obtain clearer fracture images.

The tectonic history of the Malay Basin began with the movement of India into
Eurasia, causing displacement of the Malaya continental blocks, leading to
transtensional shear and crustal extension close to the pre-Tertiary period. Due to
the extension of crust began during the Late Eocene–Oligocene to Miocene period,
the basin formed a rift-sag structure [7]. Rift-sag basin has led to active faulting, and
when sedimentation occurs, the weight of the sediment load causes gravitational
loading, in addition to the crustal cooling which causes the crusts to become denser,
thus putting more weight on the sediments. This has led to the basin to sag broadly.
Through the Early-to-Middle Miocene is when the basin inversion occurred,
leading to the formation of axial shear zone.

Generally, the Malay Basin was formed during the Tertiary period, but the
basement composes of a combination of metasediments, igneous rocks and car-
bonates that were deposited during the Mesozoic and Palaeozoic era. After the
Late–Middle Miocene tectonic uplift and deformation, the pre-Tertiary basement
was uplifted to shallow depth trending southeast. The uplifting tectonic had also
produced compressional anticlines which are bounded by normal faults at the south
of the basement. The faulting trend in two-thirds of the Southern Malay Basin is
showing faults trending towards E-W and NW-SE [10].

3 Methodology

3.1 Kuala Abang Outcrop Study

The study of outcrop (Fig. 3) is first done by mapping whereby GPS readings are
taken, and then cross-sectional sketch of the outcrop is made to display the folds,
faults and fractures. Then, the lithology is studied by plotting the sedimentary log
and formalized using the SedLog software. Fracture analysis is the next step where
fracture measurements are first taken by utilizing the Scan-line Method. A total of
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156 measurements were taken and tabulated into the rose diagram using the Rose.
net software to obtain the principal stress direction (Fig. 4).

3.2 Puteri Field Fracture Analysis

Upon the completion of the first part of the fieldwork analysis, the 3D seismic data
are then loaded into Petrel software for structural and horizon interpretation. Quality
control of the data was done.

The Puteri Field is a 3D data with inline ranging from 2721 to 3589, totalling
869 lines. The crossline on the other hand ranges from 2938 to 3852 with a total of
915 lines. It has been observed that the depth of the basement top is on line
−2000 ms. Below −3000 ms, it is also observed that the data are filled with low
frequency that distorts the quality of the seismic data; therefore, it is virtually
cropped below −3000 ms and realized. Realizing and cropping the data ease the
effort of working with seismic data in large volumes.

Fig. 3 Geological map showing the location of Kuala Abang outcrop in the East Coast of
Terengganu
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Upon identifying the seismic unit below the basement and also the major
downthrown fault, the fault polygons and time structure map are produced. Seismic
attributes such as structural smoothing, curvature and variance are applied to the
surface maps to generate surface attributes and volume attributes. Structural
smoothing is applied on the data to enhance the contrast on the seismic lines as
stated in the work by Mohammad et al. [8]. Variance attributes or also known as
coherence attribute is a measure of discontinuity of waveforms (Fig. 5). Variance
attribute is coloured in black, reddish-yellow and white. The waveforms that are
coherent indicate lithological homogeneity, which means that the lithology of the
rock is similar throughout. However, a non-continuous waveform proves a dis-
placement in the subsurface structure due to faults or fractures and can be better
observed in the coherence map [6].

Curvature attribute measures structural deformation [4] and deduce stress
regimes that are correlatable with the density and orientation of fractures in the
basement. Curvature attribute (Fig. 6) describes the extent of bending at a point on
the curve. The parameters are adjusted respectively to obtain the most enhanced
image using these attributes. The attributes reduce the uncertainty while measuring
fault azimuth along the major downthrown fault that extends from the east to the
west. Manual measurements are done using printed surface maps at aerial view
using protractor; then, the azimuth values are tabulated into the rose diagram to
identify the principal stress direction. Finally, the stress direction from both Kuala
Abang outcrop and Puteri Field basement is compared to conclude the project
(Fig. 7).

Fig. 4 Puteri Field is located in Block PM318 of the Malay Basin. PM318 covers an area of
1600 km2 and located approximately 263 km from Kuala Abang outcrop
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Fig. 5 Timeslice at Z-1800 ms is applied with variance attribute, also known as coherence
attribute. Structural features are enhanced to assist in the interpretation process

Fig. 6 Blue-coloured timeslice is applied with the curvature attribute. Curvature attribute displays
the extent of the bending at a point on the curve, which can be due to channel features, bed
foldings or faults. Therefore, by comparing the timeslice and 2D seismic line, the exact structural
features can be confirmed
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4 Results and Discussion

4.1 Kuala Abang Outcrop Study

The sedimentary log (Fig. 8) shows that the outcrop is approximately 8 m high,
with an open upright folding. The bedding of the outcrop alternates with
metasandstone (quartzite) that is interbedded or infilled with quartz vein as shown
in the bottommost bed. The bed alternates with the metashale (phyllite) bed that is
interbedded with metasandstone (quartzite) layer.

Generally, it is also observed that the bottom half of the outcrop has highly
folded beds as shown in number 1 of Table 1. According to Abdullah [1], the Kuala
Abang has undergone secondary deformation, thus the evidence of crenulations that
were observed on the shaley beds as well as at the top of the outcrop. The other
evidence that supports the secondary deformation hypothesis is the recumbent fold
found at the SW part of the outcrop, as shown in number 4 of Table 1.

The rose diagram for Kuala Abang has 156 fracture measurements that were
recorded using the Scan-line method. The fractures measured were all of
non-extensional fractures. Generally, the rose diagram has two petals of the highest
density as shown in Fig. 9. The area is interpreted to have a shear fracture labelled
Shear1. Shear1 Left is positioned at 340°, whereas the Shear2 Right is positioned at

Fig. 7 Methodology/workflow of project
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270°. Therefore, the maximum stress r1 is located at NNW-SSE, whereas the
minimum stress r3 is at ENE-WSW.

Fig. 8 Sedimentary log shows the interbed of metasandstone and metashale. The bottom
beddings are foldings and crenulations, with quartz vein vertically and horizontally infilled
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Table 1 Kuala Abang field study shows deformational and structural features that were formed
due to stress

Kuala Abang field observations

No. Image Description

1 Wave-folded bed

2 Quartz infill perpendicular to the folded beds

3 Crenulations

4 Recumbent fold

Fig. 9 Rose diagram of
fractures measured in Kuala
Abang outcrop. The
maximum stress is at
NNW-SSE direction
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4.2 Seismic Interpretation

Puteri field seismic data were interpreted to four (4) horizons, namely the Water
Bottom (WB), Seismic Horizon 1, Seismic Horizon 2, and Basement Horizon. The
regions between the horizons are labelled starting from the deepest section. The
bottommost section is the Seismic Unit 1 (SU 1) followed by Seismic Unit 2 (SU
2), Seismic Unit 3 (SU 3) and Seismic Unit 4 (SU 4). SU 1 is the seismic section
below the Basement Horizon, whereas the SU 4 is the region beneath the Water
Bottom as shown in Fig. 10, Table 2.

Fig. 10 2D inline seismic
shows four seismic units that
were interpreted. Seismic Unit
1 is the basement
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4.3 Fracture Analysis on Seismic Attributes

Seismic attributes are the geophysical data which are obtain via computation,
calculation and other techniques to ease the geological and geophysical

Table 2 Comparison of data from seismic unit 1–4

Seismic unit 1 2 3 4

Age Oligocene–lower
Miocene

Lower Miocene Lower–middle
Miocene

Middle Miocene

Amplitude
strength

Weak Moderate Moderate–strong Strong

Reflection
patterns

Chaotic Parallel,
disrupted and
chaotic

Parallel, contorted Parallel

Faults One major and
15

One major 1 major and 1 minor 1 major and 1 minor

Lithology Shale and
sandstone,
metamorphosed

Claystone,
siltstone and
sandstone

Claystone, sandstone,
siltstone and some
coal

Claystone,
sandstone, siltstone
and some coal

Depositional
environment

Fluvial–
lacustrine

Fluvial–
estuarine

Fluvial Fluvial

Fig. 11 Variance attribute on the basement surface map with the red dotted line showing the
major fault in the E-W direction
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interpretation by enhancing specific structural features especially the faults or folds.
Fractures are not subtle lineaments on seismic data that are not easily delineated as
it is beyond the seismic resolution. The method applied in this project for identi-
fying the principal stress is by measuring fault azimuth on the printed surface map
in its aerial view. Measurements are made at several points, depending on its
orientation and its length. Finally, the measurements are tabulated into the rose
diagram to obtain its principal stress direction.

The basement is measured for the azimuth of the major downthrown fault. The
analysis has been separated into the west basement and east basement (Figs. 11 and
12). A total of 40 measurements were taken along the fault, and the results are as
shown in Fig. 13. The maximum stresses coincide with each other whereby all are
at the NNW-SSE direction. The minimum stresses are located at approximately
ENE-WSW. For the East Basement region, the Shear1 Left is at 285°, while the
Shear1Right is at 180°. The maximum stress also coincides with the principle
direction of Kuala Abang fractures.

Fig. 12 Curvature attribute is applied on the timeslice at Z-1800 ms. The green and blue dotted
lines are the fracture on the west and east side of the basement, respectively. These two sections are
where fault azimuth is measured to input into the rose diagram
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5 Conclusion

The objective of the project study is met whereby the number of events that gen-
erate the fractures in onshore and offshore is measured. Seismic attributes are also
applied effectively to enhance the seismic data for better analysis of fracture net-
works through the major faults interpreted in the seismic section. A relationship
between Kuala Abang outcrop and offshore Puteri Field basement is also estab-
lished; however, although the principal stress direction or the maximum stress
coincides between basement and outcrop, the results show they are still incom-
patible due to a large difference in scale and age and a slight difference in its
lithology.

Therefore, further works will be focused on studying a more suitable outcrop,
applying more seismic attributes during the study, applying the shear wave splitting
technique during seismic acquisition, and also studying fractures through the FMI
well logs by Schlumberger.

Acknowledgements I am grateful to my supervisor, Mdm. Siti Nur Fathiyah, for her utmost
guidance in conducting my FYP. I also extend my thanks to AP Askury Abdul Kadir, Mr Lo
Shyh-Zung and Pn Suhaileen Shahar for their guidance and kind assistance throughout the journey
of completing my project.

Fig. 13 Two rose diagrams were generated through the fault azimuths measured on the west and
east side of the fault on the basement
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Full Waveform Inversion: A Multiscale
Approach to Tackle Gas Cloud Problem

Srichand Prajapati

Abstract Acoustic and elastic wave equations are computationally efficient and
accurate simulation of complex wave propagation in heterogeneous environments.
Both acoustic and elastic FWI with Q-absorption on synthetic gas cloud model have
been used in this study. Inversion results and misfit analysis show the effectiveness
of both equations. In the analysis, the elastic FWI results have not significantly
changed, even with wrong assumption of Q-values within the gas cloud. A detailed
Q model is not needed for a successful elastic FWI, as long as appropriates passive
long wavelength background Q model is in cooperated.

Keywords Inversion � Acoustic � Elastic � Q-attenuation

1 Introduction

Getting subsurface properties is very critical and challenging especially in complex
environment such as low-velocity overburden area. The presence of gas cloud has
long been recognized as a significant problem in the seismic data around the world
(North Sea, offshore Southeast Asia). In SE Asia, major hydrocarbon-bearing fields
are affected by shallow gas clouds, and therefore, data quality often suffers from
serious wipeouts due to shallow gas or gas leaking from a deep reservoir. Gas
clouds are easily identified by the low P-wave velocities, whereas their signature is
much weaker in the Vs model (Fig. 1).

Joint inversion for velocity and Q with viscoacoustic FWI has attracted a lot of
interests from the industry; however, it remains a very challenging topic as the joint
inversion for both Vp and Q is an ill-posed problem, as they are coupled. Based on
wave equation, the first imaging through FWI was proposed in the 1980s by [12]
using least-squares approach in time domain and later by [10] in frequency domain.
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The basic idea of FWI is to minimize the misfit between observed and calculated
dataset after each optimization during inversion. FWI technique is very sensitive to
the initial velocity model especially when real data are considered. In the absence or
poor starting velocity model, FWI will trend to converse to one of the many local
minima due to the wrapping around the nature of phase in the frequency domain or
cyclic-skipping problem in the time domain [3, 11].

Earlier, some studies have been done on low velocity or gas cloud using first
arrival tomography [13] and using l2 norm [2]. Kohn et al. [6] discuss the elastic
isotropic FWI and conclude that P- and S-velocities and densities are better than
using impedances. In the present study, I approached this problem in 2D format
using acoustic and elastic wave equations with and without considering the
Q-absorption value in gas cloud.

2 Theory

2.1 Acoustic Full Waveform Inversion

For 2D acoustic FWI approach, I follow the approach proposed by [8] in frequency
domain as follows:

Ai mð Þui ¼ qi ð1Þ

This equation defines a relation between the vector parameters m, Ai mð Þ is the
discretized Helmholtz operator, and the wavefield u ¼ u1; u2. . .½ � and the qi rep-
resent the discretized source vectors. Starting with the initial model m0, assuming
that this is closed to the true model with misfit of data.

Fig. 1 Gas masking effect: a dense shallow gas cloud masking with poor imaging and b poor
imaging with gas leakage due to poor sealing of hydrocarbon reservoir
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Dd ¼ dobs � dcalðmÞ ð2Þ

where dobs is the observed seismic data, dcal is the model seismic data with a
function of m, and Dd is the residual. The misfit function is updated with pertur-
bation model m ¼ m0 þDm at every iteration given by

Misfit mð Þ ¼ 1
2
DdtDd ð3Þ

where t denotes the transpose of matrix.

2.2 Elastic Full Waveform Inversion

The propagation of waves in an elastic medium can be described by coupled linear
partial differential equations. In the isotropic elastic case, a second-order partial
differential equation of motion in the time domain can be written as

q
@vi
@t

¼ @rij
@xi

þ fi

rij ¼ khdij þ 2leij

eij ¼ 1
2

@vi
@xi

þ @vj
@xi

� � ð4Þ

where vi is known as the displacement velocity vector, rij is known as the stress
tensor, k and l are the Lamé parameters, eij is the strain tensor, vi is the particle
displacement vector, and fi is the body forces.

Since the Lamé parameters, k and l, do not depend on time, Eq. 4 can be written
as

q
@vi
@t

¼ @rij
@xi

þ fi

@rij
@t

¼ k
@h
@t

dij þ 2l
@eij
@t

eij ¼ 1
2

@vi
@xi

þ @vj
@xi

� � ð5Þ

For this work, time domain is used to minimize the misfit function (Tarantola
1987) as follows:

@u ¼ uobs � umod ð6Þ
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where umod is the synthetic data and uobs is the observed data calculated using
elastic wave equation.

The model is updated using the conjugate gradient method as:

mnþ 1 ¼ mn � adm ð7Þ

where a is the step length.

2.3 Numerical Examples Using Acoustic FWI

We use a realistic synthetic gas cloud model which closely represents the shallow
gas cloud environments of SE Asia basin (Fig. 2). This model is used to image the
overburden properties of horizon or layer of media where the acoustic velocity (Vp)
is significantly low as the reflection underneath the gas exhibit a ‘push-down’ effect
due to localization of the anomaly.
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We first solve Helmholtz 9-point stencil [5]. In the second step, the Vp velocity
model is reconstructed, which has 5-km long offset and 0.7-km as depth and
populates the model with Gaussian anomaly to make data more complex; note that
due to Gaussian anomaly, the effect of attenuation and scattering phenomenon is
very dominant; however, the adjoint velocity perturbation is less affected. Finally,
initial velocity model is used. We use the multiplicative l2-norm regularization
throughout the inversion process. A number of initial realizations are constructed by
adding random variation around the model. For source wavelet, full bandwidth
wavelet with 55 Hz is used. The synthetic data are generated at a constant spread
length with all the receivers at the same location with 125 shots at offset 40:40:5000
at 50 m depth and with 250 receivers at lateral positions 20:20:5000 m at 20 m
depth.

To solve nonlinear optimization problem, we used steepest decent (i.e., gradient)
as penalty with l-BFGS (limited-memory Broyden Fletcher Goldfarb Shanno)
method, which is a popular quasi-Newton method for solving nonlinear opti-
mization problems. We invert the data in 12 frequency bands from 3 to 33 Hz where
each frequency band contains a group of three frequencies. We use 20 iterations per
frequency band. Figure 3 shows the inversion results at some selected frequency
band. Due to ill-posed and nonlinear relationship between data and model, inver-
sion needs to be iterated several times to converge toward the local minima of misfit

Fig. 2 a True velocity model enriched with Gaussian anomaly to make model more complex and
b initial velocity model for FWI
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function. This is particularly true, when working on low-frequency model. In this
paper, we implement different ways of full waveform inversion for low-frequency
model with minimum number of iterations providing a better resolution of inversion
results. To mitigate some challenges related to local minima, the appropriate way is
to invert the data from low frequencies and gradually to higher frequencies [9].

2.4 Numerical Examples Using Elastic FWI

We use elastic wave equation in time domain to study the role of attenuation for
weakly and strongly attentive media in marine environments. We can account
attenuation into two ways. Firstly, attenuation may be used as a passive parameter,
i.e., as modeling parameter only.

Fig. 3 From the inversion results at different frequency bands, it is clear from inversion results
that moving toward high frequency, inversion results are more promising
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The main aim is to improve the accuracy of the inversion results [1]. Secondly, a
multiparameter inversion involves attenuation as an additional inversion parameter
[7]. We investigate the impact of attenuation in application of elastic FWI with a
passive Qp model (Fig. 5). The true Qp model is derived from the velocity model
(Fig. 4a) by applying Vp − Qp relation [4]:

1
Qp

¼ ap
vp

pf � a2pv
2
p

4pf

ð8Þ

where ap is the intrinsic attenuation of the velocity model. Using a realistic gas
cloud model (Fig. 4), we performed acquisition geometry with number of sources
and receivers. The source time function is a Ricker wavelet with a peak frequency
12 Hz. Figure 6 is used for initial model for elastic inversion. Based on true model,
their residuals are shown for shot 1 located at x = 0 m (Fig. 7). In the case of two

Fig. 4 True velocity and density model for elastic FWI
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layers with overburden model, the velocity and density are assumed as per fol-
lowing: Qp = 1000 for top layer (i.e., water layer), Qp = 100 in the sediment and
Qp = 40 in the low velocity zone. Shear wave velocity has been estimated using
empirical relation Vs ¼ Vp=

ffiffiffi
3

p
, and the density model is estimated using Gardner’s

relation.

Fig. 5 True Q model

Fig. 6 Initial velocity and density model

476 S. Prajapati



Using elastic approach with Q model, inversion results are very promising as
shown in Fig. 8. P-wave inversion is more effective as compared to S-wave and
inverted density parameters. Exact Q model (Fig. 5) is used for elastic inversion.
However, if uniform Q model is used, there are much significant effects of atten-
uation on S-wave and density parameter.

3 Discussion and Conclusions

Acoustic inversion shows promising results with complex model. Inversion from
low to high frequency shows that the acoustic full waveform inversion is very
effective and it explains well the structural properties of subsurface. In spite of
incorporating attenuation, the result is very similar to the velocity model. In
practice, a good Qp model is usually unknown. Empirical relations can be used to
derive a Qp model from the initial velocity model. However, in general, they do not
account for all rock types and physical conditions occurring in the given subsurface.
As mentioned above, a certain choice of a homogeneous passive Qp model might
cause unsatisfactory results. The availability of a sufficiently good passive quality
factor model allows the reconstruction of a reliable velocity model by applying the
acoustic inversion scheme. However, such an appropriate good model does not
necessarily have to be characterized by a high complexity being close to the true
model.

Fig. 7 Shot gathers and corresponding residual plot
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Feasibility Study of Various Litho-Fluid
Indicators for Better Hydrocarbon
Prediction in Malay and Adjacent Basin

Syaza Zuhaira Shamsuddin, Maman Hermana, D.P. Ghosh
and Ahmed Mohamed Ahmed Salim

Abstract The application of lithology and fluid indicators has helped the geo-
physicists to discriminate reservoirs to non-reservoirs from a field. This analysis is
conducted to select the most suitable lithology and fluid indicator for the Malay
basin that could lead to better eliminate pitfalls of amplitude. This paper uses
different rock physics analyses such as Poisson’s impedance, acoustic impedance,
shear impedance, elastic impedance, LambdaMuRho (LMR), and SQp–SQs attri-
bute. Poisson’s impedance (PI) log is generated by using the method by deter-
mining the constant from AI–SI gradient. Then, litho-elastic impedance log is
generated by correlating the gamma ray log with extended elastic impedance
(EEI) log. The same application is used for fluid-elastic impedance by correlation of
EEI log with water saturation or resistivity. The work is done on several well log
data collected from different fields in Malay basin and its neighboring basin.
Preliminary observations are done for three wells: Well 1, Well 2, and Well 3. The
constant c in PI log for Well 2 is 1.305 and 1.58 for Well 3. There is an excellent
separation between hydrocarbon sand and background shale for Well 3 from dif-
ferent cross-plot analyses. The similar method done on the Well 2 shows fair
separation of silty sand and gas sand using SQp–SQs attribute which can be cor-
related with well log data. Meanwhile, the third well shows good separation in
LMR plot. Based on the point distribution histogram plot, different lithology and
fluid can be separated clearly. There are many attributes available in the industry
used to separate the lithology and fluid; however, some of the methods are not
suitable for the application to the basins in Malaysia.
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1 Introduction

Malaysia has been producing hydrocarbons from various fields since the early
1900s, with the first field found in onshore Miri, Sarawak. The following major
discoveries were made offshore in Sarawak, Sabah, and Malay Basins. The location
of Malay Basin is at the eastern side of Peninsular Malaysia and surrounded by
Pattani Basin at north, West Natuna Basin at south, Sarawak and Sabah basins at its
southeastern part. Malay basin is known to be an extensional pull-apart basin with
anticlines trending from east to west direction including series of half-grabens.
Primarily, the basin is formed during the late Eocene to early Oligocene, followed
by thermal subsidence leading to sedimentation in the Early Miocene. Later in the
Middle Miocene, regional stress fields changed and the basin inverted forming
east–west anticlines trend [6].

One of the geophysical issues faced by the interpreters is the pitfalls of ampli-
tude, for example, coal, soft shale, and high-porosity brine sand. Coal has been the
excellent source rock for Malay basin reservoirs and good horizon markers; how-
ever, the presence of coal masks interferes with the reservoirs underneath by
forming strong soft negative impedance. This is due to the acoustic properties of
coal that are low density and low velocity [1], which show similar acoustic
impedance response to the gas sand. Another issue is that good porosity brine sand
shows similar amplitude versus offset (AVO) response to hydrocarbon sand. In the
case of poor quality gas sand, the reflectivity shows positive impedance which
might be misguided as non-reservoir [2]. In addition, soft shale that composed of
unconsolidated rocks (especially younger sediments) produces lower acoustic
impedance than the surrounding rocks, similar response as hydrocarbon sand. It is
difficult to differentiate the amplitude anomalies based on acoustic impedance
alone, whether they are caused by the lithology or fluid content. Therefore, it is
important to determine which elastic parameters are able to separate hydrocarbon
sand from the background lithology.

The main objective of this paper was to choose the best or the most suitable
lithology and fluid indicator for Malay basin and its adjacent basin that could lead
to better interpretation of its hydrocarbon reservoirs.

2 Methodology

This paper addresses different applications of rock physics analysis such as acoustic
and shear impedance, Poisson’s impedance, extended elastic impedance, Poisson
ratio, SQp–SQs attribute, and Lambda-Mu-Rho (LMR). The work is done on sev-
eral well log data collected from different fields in Malay basin and its adjacent
basin. In the beginning, various elastic properties are generated using different rock
physics from the well log data, and the interest zones are identified for each well.
Later, cross-plot analyses are done using logs to observe which attributes can
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separate lithology and fluid better. The cross-plotting analysis and EEI correlation is
done at a certain depth (including reservoir target) to omit the effect of depth trend
(Fig. 1).

2.1 Poisson Impedance

The Poisson impedance (PI) analysis is adopted from the method introduced by
Quakenbush et al. [3]. PI practices the rotation of axis in AI–SI cross-plot to
maximize the separation of litho–fluid. The method uses constant c derived from
the gradient of AI versus SI plot in order to obtain Poisson impedance value based
on Eq. (1).

AI� cSI ¼ PI ð1Þ

The Poisson impedance log is generated for two constant values; (1) 1.41
(theoretical) and (2) derived from well to compare the suitable Poisson impedance
for the well.

2.2 Extended Elastic Impedance

Whitcombe [4] extended the elastic impedance (EI) theory to maximize the sepa-
ration of fluid or lithologies by introducing the angle chi, v. The normalization of
elastic impedance equation, where the angle h is replaced by v, is shown in Eq. (2).

Fig. 1 Workflow of the project
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EEI vð Þ ¼ Vp0q0
Vp

Vp0

� �p Vs

Vs0

� �q q
q0

� �r

; ð2Þ

where p ¼ cos vþ sin v, q ¼ �8K sin v, r ¼ cos v� 4K sin v
The EEI logs are correlated with gamma ray log to produce EEI_litho log and

resistivity or water saturation log to obtain EEI_fluid log.

2.3 SQp–SQs

These attributes are derived based on attenuation concept—rock physics
approximation:

SQp ¼
5
6q

M=Gð Þ � 2½ �2
M=Gð Þ � 1½ � ð3Þ

SQs ¼
10
3q

M=G
3 M=Gð Þ � 2½ � ð4Þ

SQp is defined as scaled inverse quality factor of p-wave which is used as
lithology indicator, while SQs is used as pore fill indicator [5]. From Eqs. (3) and
(4), the M, G, and q represent bulk modulus, shear modulus, and density,

respectively. The M/G is approximated as Vp=Vs
� �2

.

3 Results

Three wells are used for the observations, namely Well 1, Well 2, and Well 3.
Overall, PI SQp; SQs and EEI logs are the logs which are not affected by depth
trend as shown in Fig. 2; as the depth increases, the compaction trend affects the
rock properties. If the reservoir target is at shallow depth, it would be easier to
distinguish the lithology; however, most of the reservoirs are present at deeper
formation. The example from Well 3 shows that the attribute SQp manages to
imitate the gamma ray log but with high value of coal, while attribute SQs is similar
to the true resistivity log (Fig. 3). In case of PI log, Well 2 has constant value of
1.305, which is almost similar constant value to the theoretical value, 1.41. On the
other hand, Well 3 shows better impedance contrast when “c” value is 1.58.

There is an excellent separation between hydrocarbon sand and background
shale from several cross-plots generated. The first well, the lithology in Well 1, is
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Fig. 2 Logs from Well 2 showing that PI, EI, and SQs do not have the presence of compaction
trend

Fig. 3 Comparison of SQp

and SQs logs in Well 3 with
gamma ray log and resistivity
log, respectively
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distinguished the best in LMR plot as it manages to separate clearly the gas sand
from the brine sand and shale (Fig. 4). The gas sand cluster is represented by the
low-to-high values of Mu-Rho and low values of Lambda-Rho. SQp�SQs attributes
are able to discriminate the lithology for Well 2 lithology, where in Fig. 5, the
hydrocarbon sand cluster is deviated away from the wet trend. The correlated EEI
cross-plot in Fig. 6 shows good separation of gas sand from shale, which can be
difficult to differentiate from logs only. The gas sand cluster is represented by the
combination of low EI_litho and EI_fluid values from Well 3.

The occurrence of different lithology can be determined much clearer using the
histogram plot. Figure 7 shows a summary of the point distribution constructed
from four different elastic properties at Well 2. Each lithology can be defined based
on the distribution curves trends by assuming the points are normally distributed. In

Fig. 4 Cross-plot of Lambda-Rho from Well 1 manages to differentiate three lithology
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the case of Poisson ratio, the curves can be grouped into three different lithology:
gas sand, silty sand, and shale (Fig. 7a). This case is applicable for Lambda-Rho
(kq) and elastic impedance (EI) distributions (B and C, respectively) with three
lithology types can be defined. However, both EI and kq do not show distinct
separation between silty sand (yellow) and shale (green), as silty sand and shale
curves might overlap with each other. Hence, it is possible for other interpreters to
group the lithology into two classes only. Meanwhile, SQs attribute presents four
clear distribution curves. From the well display on its right, lithology can be cat-
egorized separated into shale (gray), poor silty sand (yellow), silty sand (green), and
gas sand.

Fig. 5 Cross-plot of SQp and SQs attributes. Color key is represented by water saturation values
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Fig. 6 Cross-plot of elastic impedance based on Connolly (1999). Color key represents the water
saturation values

Fig. 7 Plot a represents the frequency of Poisson ratio distribution, b represents Lambda-Rho,
c displays the plot of elastic impedance at 20˚ angle, and d shows the distribution of SQs points.
On the right side of each histogram shows the lithology type at well location with GR, resistivity,
and elastic parameters log (from left to right in order)
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4 Conclusions

Various methods are available in the industry to delineate reservoir from
non-reservoir. However, the methods are not applicable to all fields worldwide. For
the shale-dominated well or well that has distinct lithology variables, it would be
convenient to use conventional rock physics methods to separate the lithology and
fluid. On the other hand, if the well is dominated by silty sand, it is difficult to
distinguish the pay sand based on the available rock physics methods only. The
analyses suggest that the most suitable method for the silty sand-dominated for-
mation is the SQp–SQs attribute as they manage to display clear separation of
hydrocarbon sand from the background trend and different lithology. The LMR
method is able to distinguish clearly the gas and brine sand from shale-dominated
formation. This analysis explained in this paper is based on a well domain only.
However, implementation of inversion of pre-stack seismic data could further
analyze the effect of selected methods on larger scale.
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Growth Timing of Southern Field High
Carbonates, Central Luconia Province

W.K. Chung and D. Ghosh

Abstract The growth timing of the studied carbonate platform at Central Luconia
Province is approximately 4 million years governed by series of third-order
sea-level fluctuations and syndepositional tectonics. The prevalent sea-level fluc-
tuations during the Miocene developed a flat-topped limestone interval, capped by a
relatively thin dolomitic interval. The first karstification period occurred during the
sea-level drop in the Burdigalian stage, over a complex horst and graben setting.
The complex surfaces were believed to be predominantly configured by the seafloor
expansion of the South China Sea, prior to the carbonate initiation and growth. The
second subaerial exposure stage was highlighted as the most prominent karstifi-
cation period during the Langhian stage, with sporadic distribution of sinkholes,
paleocollapse caves, and Uvalas. The third subaerial exposure period is deemed to
be a minor karstification stage where a slight fall in the sea level led to buildout and
expansion of the carbonate platforms. The final growth horizon is finally drowned
during the Serravallian without any further subaerial exposure. A growth timing log
is developed based on seismic time slices evidences, sea-level curves, and tectonic
information highlighting karstification stages of the carbonate platform.

Keywords Karstification � Carbonate platform � Central Luconia � Growth timing

1 Introduction

The growth timing of the selected carbonate platform remained limited in infor-
mation using only palynological estimates of the overlying clastic sediment age.
Karst evidences and platform morphology on the time slices provided an alternate
insight of the growth timing for the carbonate platform. Thus, further seismic
evidences allow an alternate timing estimate in the form of log to be constructed.
The platform growth initiation of the 200 buildups in Central Luconia Province is
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asymmetrical as some platforms appear to grow as early as the Late Oligocene
while some later right after the Middle Miocene Unconformity (MMU) [1–5].
Submerged tropical karst landforms in the southern Ryukyu Islands, Japan exhibit
various types of tropical karst landforms including fluviokarst, doline karst, cockpit
karst, polygonal karst, Uvalas, and mega dolines [6].

2 Tectonic Setting

The studied platform is developed over the southern region of Central Luconia
Province, covering an area of approximately 200 km2 with 14 km in length. Central
Luconia Province is noted as an independent shallow shelf microcontinent as
shown in Fig. 1, which provided a pedestal for approximately 200 carbonate
buildups during the Oligo-Miocene period. The active tectonics initiated by the
seafloor spreading of the South China Sea at about 45 Ma [7] led to the develop-
ment of complex syndepositional tectonic horst and graben system, thus impacting
the growth morphology of carbonate platform in Central Luconia. The seafloor
spreading age is initially thought to be ceased around 15.5 Ma; however, the ces-
sation timing is further revised to 20.5 Ma [8, 9].

Fig. 1 Generalized horst and graben structural framework of Central Luconia Province
suggesting eight regressive clastic cycles overlying the Oligo-Miocene carbonate platforms
(modified after Kosa 2015)
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3 Data and Methodology

A high-resolution 3D pre-stacked time migrated seismic volume of the selected car-
bonate platform, 14 km in length, was acquired offshore Sarawak in 2003 and pro-
cessed fromNovember 2003 to October 2004. An array of seismic sections consisting
226 inline seismic and 1125 crossline seismic section forms the volume cube with an
inline interval of 25 and 12.5 m for the crossline interval. The parameters used for the
seismic processing involve data resampling at 3 ms and a low cut filter of 5 Hz.
18 dB/Oct. Corrections such as spherical spreading, tidal, residual statics, and water
bottom deghostingwere applied to remove noises and unwanted artifacts. The data are
zero-phased. Seismic data conditioning and attribute applicationwere conducted prior
to the interpretation. The major growth episodes were interpreted at every interval on
true amplitude reflectivity, prior in producing a horizon to crosscut the attribute cube.
Additional information such as palynological analysis of overlying clastic interval
provides further insight of the plausible timing estimate of the carbonate platform’s
demise. Sea-level curve [10] is then correlated with the time slices evidences [11] and
horizon model to establish a growth timing log.

4 Result and Discussion

4.1 Burdigalian Stage Karstification (~17 Ma)

The first major carbonate growth shown in Fig. 2 grew in a patchy trend around the
complex horst and graben setting of the field, governed by a series of rotation,

Fig. 2 Interpreted karstified horizon model showing various forms of karstification including
sinkholes, Uvalas, and tower pinnacles
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tilting, and elevation. A sea-level drop period during the Burdigalian stage about
16.5 Ma led to a period of minor karstification of the carbonate platform. Isolated
subcircular sinkhole depression with dimension of 250 m in length and 165 m in
width was present, however, to very limited extent. Uvalas denote a mass inter-
connected paleocave collapse forming an enclosed elongated depression. Reef
pinnacles were developed over the tilt-elevated edge of the sheared grabens while
reef patch developments were more common on flat pedestals. A slump sheet
embayment of 950 m in length and up to 690 m in width modeled exhibits an acute
slumping angle of meteoric drainage incision. A T-shaped embayment formed by
the complex syndepositional tectonics perpendicular to the slump sheet slope is of
250 m in width with a catchment area length of more than 750 m.

4.2 Langhian Stage—Period of Major Karstification
(~15.5 Ma)

The Langhian stage shown in Fig. 3 is highlighted as a prominent period of
karstification with a sporous distribution of paleocollapse cave up plaguing the
carbonate platform. Isolated cave depressions exhibit subcircular characteristics
generally having a length ranging from 160 to 200 m and width ranging from 50 to
100 m. A depression deepening observed at the Uvalas flanking a tower karst body
with a dimension of 505 m in length and 285 m in width denotes the severity of the
tropical paleoclimate denudation. Reef patches visible on the northern elevated
flank denote submerged shallow shelf environment, which maintains reefal patch
growth, and at the same time denude subaerially exposed regions. The embayments
were highlighted as down dipping depression. It is repositories for younger

Fig. 3 Langhian stage period showing the severity of the karstification period with the sporous
distribution of the isolated sinkholes and paleocollapse caves
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carbonate sediments whether biogeochemically precipitated in situ or as a catch-
ment area for eroded reefal materials.

4.3 Serravallian Stage Karstification (13 Ma)

Prominent karst evidences on the pre-demise horizon shown in Fig. 4 are very
limited to nonexistent. Carbonate buildout features are evident with an estimate of
3.3 km reefal patch buildout of overgrowth burying the existing Uvalas in this field.
The generic preference of reefal growth observed has a higher tendency to be
centralized along the apex of the tilted edge of the substratum. Minor evident of
karst features on this horizon implies post-burial karstification instead of subaerial
denudation. Time slices evidences has shown a slight drop of sea level correlating
to the sea-level fall in the Langhian stage (*14.5 Ma) which shows a sudden
expansion and buildout highlighted as a period of minor karstification. It is
debatable that some authors believed that the demise of the development of car-
bonate platform ceased with the advent of siliciclastic influx, however, on this
selected platform shows no sign of clastic heterogeneities, though drowning char-
acteristics of reefal bodies; failing to catch up with the surge of sea level is evident.
The model implies that the selected carbonate platform in this field was drowned
with the prevalent surge of sea level with no evidence of further subaerial exposure.
The influx of the younger clastic sediments for this platform, an overlying shale, is

Fig. 4 The pre-demise growth horizon exhibits reefal buildout and catch-up, however, showing
very minor or limited karstification signs
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estimated to be of Tortonian stage from palynological analysis, which suggested a
period of nondeposition in the transition.

4.4 Carbonate Platform Growth Timing Log

A major carbonate buildout is denoted during the Middle Miocene Unconformity
period (*17 Ma) in the absence of the clastic deposition shown in Fig. 5.
A short-term sea-level drop during the Burdigalian stage (*16.5 Ma) exposed the
carbonate platform to meteoric waters. A major sea-level drop during the Langhian
stage (*15.5 Ma) leads to prominent paleocollapse cave feature. The visibility on
the 2D inline seismic cross section is obvious, which correlates to the severity of the
karstification. A mild decline of sea level during the Langhian stage (*14.5 Ma) in
a failed attempt in platform drowning [11] resulted in platform expansion observed
on the time slices. The platform’s final growth horizon is of a capping dolomitic
layer with an estimated age of 13 Ma via strontium isotope analyses [12].

5 Conclusion

A growth timing log of the studied carbonate platform is constructed, highlighting
one major and two minor karstification stages, governed by several third-order
eustatic fall during the Miocene. The first decline of sea level during the
Burdigalian stage at about 16.5 Ma subaerially exposed the carbonate platform
imprinting large meteoric drainage sheet patterns. A second major karstification

Fig. 5 Growth timing log of studied carbonate platform, Central Luconia Province, offshore
Sarawak (correlated with sea-level curve by, Haq et al. 1987)
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stage is highlighted during the Langhian stage around 15.5 Ma that leads to severe
karstification plaguing the platform with collapsed caves. The final subaerial
exposure period of this platform is estimated to be during Langhian at about
14.5 Ma, which leads to very minor karstification denoted by the evidences of
platform sudden expansion. The final growth horizon around 13 Ma implies that the
platform does not resurface after being completely drowned prior to the siliciclastic
influxes from proto-Borneo during the Tortonian stage.
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Seismic Wave Simulation Using a TTI
Pseudo-acoustic Wave Equation

S.Y. Moussavi Alashloo, D. Ghosh and W.I. Wan Yusoff

Abstract The significance of considering anisotropy in seismic processing and
imaging is extensively recognized by geophysicists. Seismic wave equation oper-
ates as a kernel of imaging and inversion algorithms. Although seismic anisotropy
is inherently an elastic phenomenon, the elastic anisotropic wave equation is used
rarely in anisotropic imaging techniques due to its heavy computing process. In this
paper, we aim to employ a pseudo-acoustic TTI wave equation to simulate the
seismic wave propagation in anisotropic media. First, the theory of deriving the TTI
pseudo-acoustic coupled equations is described, and then, the results of wave
modeling are demonstrated. Finally, we investigate the accuracy and efficiency of
the considered technique.

Keywords Seismic anisotropy � Wave propagation � TTI � VTI

1 Introduction

The significance of considering anisotropy in seismic processing and imaging is
extensively recognized by geophysicists. The primary causes of seismic anisotropy
in the subsurface are alignment of mineral grains, fractures network, and thin
layering. In P-wave imaging, isotropic imaging algorithms have been mostly
developed for tilted transverse isotropy (TTI) and vertical transverse isotropy
(VTI) media [1–3]. Transverse isotropy, the simplest form of anisotropy, exists
when thin bed sequences, perpendicular to symmetry axis, are isotropic. A medium
is called VTI where thin beds are horizontal, and it is called TTI where layers are
tilted due to tectonic activities (Fig. 1). VTI anisotropy commonly exists in sedi-
mentary media where lithification ordinarily happens by the vertically oriented
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compaction pressure. Strong tectonic stress can also create cracks and fractures in
thin bed interfaces, which results in an azimuthal anisotropy [4–6].

Seismic wave equation operates as a kernel of imaging and inversion algorithms.
Although seismic anisotropy is inherently an elastic phenomenon, the elastic ani-
sotropic wave equation is used rarely in anisotropic imaging techniques due to its
heavy computing process. Pseudo-acoustic approximations were suggested to
mitigate the computational cost [7]. Alkhalifah [8] first demonstrated that by setting
the vertical S-wave velocity to zero for VTI media, one can extract much simpler
dispersion relation than the elastic expression. He thereafter developed an acoustic
VTI wave equation by using the dispersion relation which yielded acceptable
approximations to the elastic equation [9]. Several pseudo-acoustic wave equations
were later derived based on Alkhalifah’s dispersion relation [10, 11]. Another
approach, to obtain a pseudo-acoustic wave equation, uses Hooke’s law and the
equations of motion in which the vertical S-wave velocity is also considered equal
to zero [12, 13]. In both mentioned methods, by taking the tilt of symmetry axis into
account, the pseudo-acoustic TTI approximations can be achieved [14].

In this paper, we aim to employ a pseudo-acoustic TTI wave equation to sim-
ulate the seismic wave propagation in anisotropic media. First, the theory of
deriving the TTI pseudo-acoustic coupled equations is described, and then, the
results of wave modeling are demonstrated. Finally, we investigate the accuracy
and efficiency of the considered technique.

(a) (b)

Symmetry   
axis

Symmetry   
axis

Fig. 1 Anisotropic models: a VTI and b TTI
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2 Methodology

Following Alkhalifah’s work, several alternatives of the coupled equations are
suggested. Here, we present the theory of the TTI pseudo-acoustic wave equation
proposed by Fletcher et al. [13]. Next, the method to create anisotropic synthetic
data is demonstrated.

2.1 Theory

Alkhalifah’s dispersion relation, where Vsz is assumed to be zero in the exact TTI
dispersion relation, is given by:

x4 ¼ v2px k̂2x þ k̂2y
� �

þ v2pzk̂
2
z

h i
x2 þ v2pz v2pn � v2px

� �
k̂2x þ k̂2y

� �
k̂2z ð1Þ

where x is angular frequency, k̂ is wavenumber and the hat demonstrates its
direction in a rotated coordinate system aligned with the symmetry axis, vpz is the
P-wave vertical velocity, vpn is the P wave normal moveout (NMO) velocity which
is defined by vpn ¼ vpz

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2d

p
,vpx is the P-wave horizontal velocity given by

vpx ¼ vpz
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2e

p
, vsz is the Sv-wave vertical velocity, and e and d are Thomsen’s

parameters.
The rotated wavenumbers can be defined as:

k̂x ¼ kxcoshcosuþ kycoshsinuþ kzsinh

k̂y ¼ �kxsinuþ kycosu k̂z ¼ �kxsinhcosu� kysinhsinuþ kzcosh;
ð2Þ

where h is the angle between the wavefront normal and the vertical axis, and u is
the tilt angle which is the angle between the symmetry axis and the vertical axis.
After substituting Eq. (2) into Eq. (1) and applying an inverse Fourier transform,
the following differential operators are generated:

H1 ¼ sin2hcos2u
@2

@x2
þ sin2hsin2u

@2

@y2
þ cos2h

@2

@z2
þ sin2hsin2u

@2

@x@y

þ sin2hsinu
@2

@y@z
þ sin2hcosu

@2

@x@z

ð3Þ

H2 ¼ @2

@x2
þ @2

@y2
þ @2

@z2
� H1: ð4Þ
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By using the auxiliary function

q x; kx; ky; kz
� � ¼

x2 þ v2pn � v2px
� �

f2

x2 p x; kx; ky; kz
� �

; ð5Þ

the new wave equations are defined as follows:

@2p
@t2

¼ v2pxH2pþ v2pzH1q

@2q
@t2

¼ v2pnH2pþ v2pzH1q:

ð6Þ

The above-mentioned pseudo-acoustic equations are derived for 3D media, yet
one can use them as a 2D propagator by removing one of the spatial variables.

2.2 Forward Modeling

Seismic forward modeling is a numerical procedure which uses a geological model
to simulate a seismic data acquisition experiment. Marmousi model is utilized as
our geological model. The seismic survey is simulated by the Madagascar seismic
package, open-source software, to record the subsurface responses by solving an
acoustic VTI wave equation using the finite difference technique. An off-end array
is employed where the source is placed past the beginning of receiver line, and the
array is moving forward with interval of 12.5 m (Fig. 2). Several parameters need
to be set for executing the seismic acquisition survey such as the source interval and
group settings. Properties of the survey are demonstrated in Table 1. The Ricker
wavelet is used for the source, and its frequency is defined as follows:

fmax � Vmin

2Dx
ð7Þ

where fmax is the maximum frequency which can be defined for the source wavelet,
Vmin is the minimum velocity of the model, and Δx is the interval between two grid
points, in meter.

Fig. 2 Off-end array with
12.5-m interval between
receivers and shots
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The sampling interval Dt is given as follows:

Dt�
ffiffiffi
2

p

p
Dx
Vmax

ð8Þ

where Vmax is the maximum velocity in the model. Fulfilling Eqs. (7) and (8) along
with the right number of sampling ensures the stability of the finite difference
modeling. Density model is an another input which we define it for both models as
q = velocity/1.7.

3 Results and Discussion

2D wave simulation is conducted in a homogenous TI medium by employing the
finite difference technique. Figure 3 illustrates wavefield snapshots for different TI
conditions at time t = 0.8 s. The wavefield produced in an elliptical VTI medium,
where e and d are equal to 0.25 (Fig. 3a), is completely free of Sv-waves, and only
P-wave is propagated. In Fig. 3b and 3c, the anisotropic parameters are set as
e ¼ 0:22 and d ¼ 0:12, and the tilt angles are u ¼ 0� and u ¼ 45�, respectively. It
can be clearly seen that a diamond-shaped Sv wavefield, which is known as an
artifact or spurious Sv-wave, appears along with P wavefield. Figure 3d, with
e ¼ 0:06 and d ¼ 0:12, shows that if the condition e� d� 0 is violated, the finite
difference modeling results in a null output.

Although the pseudo-acoustic approximation performs well in isotropic and
elliptical anisotropic conditions, for an ellipticity, where e 6¼ d, the Sv-wave
velocity is only zero along the symmetry axis. In other directions, S-wave velocity
has a value, and when the approximation is applied for imaging, Sv-wave com-
ponents add noises to images. One way to remove S-wave artifacts is to locate the
source in either isotropic or elliptical anisotropic environments. One can eliminate
the converted Sv-waves either by adding finite Sv-wave velocities along the axis of
symmetry which also fixes the instability problem [14] or by implementing a filter
at each output time step.

Table 1 Survey parameters
used for seismic forward
modeling

Survey Parameters

Source frequency 30 Hz

Source depth 8 m

Shot interval 12.5 m

Group depth 10 m

Group length 800 m

Receiver spacing 12.5 m

Sampling time 2.8 s

Time step 0.2 ms

Number of shots 673
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Before running seismic modeling for whole Marmousi model, the stability and
efficiency of the finite difference algorithm need to be checked. Several single shots
were conducted to obtain optimum parameters. The main parameters affecting
seismic modeling are the sampling time and source frequency. When the time step
and frequency are following Eqs. (7) and (8), respectively, the number of samplings
needs to have a minimum value where less than that, the algorithm does not result
any data, and it is not stable. After defining the minimum sampling time, we
optimized sampling time and frequency where we can collect sufficient high-quality
data for migration. Finally, the full forward modeling was executed, and synthetic
seismograms are generated. The resulted shot gathers are raw data which need
preprocessing. Unwanted signals, primarily, the direct wave, are muted and
removed by applying a filter. Figures 4 and 5 illustrate the Marmousi velocity and
Eta model, and processed common shot gathers, respectively.

(a) (b)

(c) (d)

Fig. 3 Pseudo-acoustic wavefields in a medium with Vpz = 3 km/s and anisotropic condition
a e ¼ 0:25 and d ¼ 0:25, b e ¼ 0:22 and d ¼ 0:12, c e ¼ 0:22; d ¼ 0:12 and u ¼ 45�, and
d e ¼ 0:06 and d ¼ 0:12
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(a)

(b)

Fig. 4 a Marmousi velocity model and b its Eta model
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(a)

(b)

Fig. 5 Forward modeling for Marmousi model which a shows all shot gathers and b is a zoomed
section
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4 Conclusions

A TTI pseudo-acoustic coupled wave equation is employed for a wave modeling
algorithm. Although the pseudo-acoustic approximation performs well in isotropic
and elliptical anisotropic conditions, for an ellipticity, the Sv wavefield appears
along with P wavefield. Sv-wave components can add noises during imaging. One
way to remove S-wave artifacts is to locate the source in either isotropic or elliptical
anisotropic environments. One can eliminate the converted Sv-waves either by
adding finite Sv-wave velocities along the axis of symmetry which also fixes the
instability problem or by implementing a filter at each output time step. The result
of anisotropic forward modeling on Marmousi model confirmed that the produced
synthetic data are satisfactory and the modeling algorithm can be used for forward
modeling as well as for imaging purposes.
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Separation of Seismic Diffraction
and Reflection Using Dip Frequency
Filtering

Yasir Bashir, Deva P. Ghosh and Chow Weng Sum

Abstract An existing theory of diffraction imaging from the zero-offset seismic
section explains the geometric pattern of the subsurface reflectors. Curvature of
diffraction hyperbola is mainly dependent on the velocity of the medium and depth
of discontinuous reflector. These diffraction hyperbolas are indication of fault,
fracture, and pinch-outs. During the imaging because of choosing incorrect aperture
and processing parameters, we might lose the information of diffraction. In this
research work, diffraction imaging is performed by separating the diffractions from
reflection data. We have developed a new workflow using f-k domain which is
called frequency filter for separating only diffraction depending on the dipping
angle of reflectors. The validation of method is completed on synthetic seismic
reflection data set from one of Malay Basin field. Geological model comprises of a
small part of the field which incorporates highly dipping faults and fractures.

Keywords Seismic diffraction � Reflection � Diffraction hyperbola � F-k
spectrum � Frequency filter

1 Introduction

Diffraction patterns frequently occur in seismic section because of the abrupt lateral
change in impedance contrast and discontinuity of subsurface reflector. It was a
very serious objection on the application of theory follows from distinguishing that
stacked seismic data are not true zero-separation data. It is subtle that the results of
stacking the data recorded over a wide range of source–receiver separations will
reasonably approximate the results of true zero-separation recording, insofar as
diffraction amplitudes are concerned [1]. Barryhill, in 1977, has explained the
concept and compared the zero-separation theory with nonzero-separation
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source-geophone distance (SGD). He concludes that diffraction amplitudes at
nonzero source–receiver separation are well ordered almost completely by the
location of the source–receiver midpoint [1].

As we are familiar with the wave propagation and geometric path, a point
diffractor gives rise to a hyperbolic pattern on the stacked section. It is well
understood that curvature of hyperbola is depended on the velocity of the medium,
and apex of hyperbola is an indicator of fault location as shown in Fig. 1, where we
can see the hyperbolas on different velocities starting from 1000 m/sec to
3000 m/sec. Hyperbola is being spread out when velocity increases.

In reflection seismology for exploration geophysics, we use the wave propaga-
tion phenomena to estimate the properties of earth’s subsurface reflector.
A diffraction phenomenon is also concerned with reflection because of the prop-
erties of subsurface as defined above. The acoustic (seismic) impedance, Z, is
defined by the equation:

Z ¼ Vq

where V is the seismic wave velocity and q is density.
Seismic migration is the one of the primary imaging tools, but the earliest analog

seismic record was the illustration of single-fold simply. These records were
occupied by diffracted energy and random noise but those records still give an
interpretation of the earth’s subsurface. Mechanical migration removed the struc-
tural misrepresentation on early seismic data, and the CMP stack condensed the
amount of random noise when diffracted energy is preserving.

Fig. 1 Diffraction hyperbola on different time and velocities, showing the curvature of a
hyperbola is not dependent only on velocity but depth also [2]
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2 Methodology

2.1 Finite Difference Modeling

Here, for modeling process, we take velocity and density as input and output is the
seismic data. For seismic inversion case, input is traces and output is the structural
image. These both common quantities are required to be calculated. These quan-
tities consist of the following [3]:

ø Propagation angle
s Travel time
b Incident angle from source or receiver
r Running ray parameter
@b=@x Geometrical spreading parameter

For each source or receiver, the above quantities satisfy the following equation
[3]:

@s
@x

� �2

þ ds
dx

� �2

¼ 1
v2 x; zð Þ ð1Þ

sin; ¼ v
ds
dx

ð2Þ

@r
@x

@s
@x

þ @r
@z

@s
@z

¼ 1 ð3Þ

@b
@x

@s
@x

þ @b
@z

@s
@z

¼ 1 ð4Þ

@

@z
@b
@x

� �
þ @

@x
lðx; zÞ @b

@x

� �
¼ 0 ð5Þ

where v(x, z) is the velocity and

lðx; zÞ ¼ @s
@x

@s
@z

� ��1

Equation (1) is eikonal equation, Eqs. (3) and (4) are derived by Pusey and
Vidale (1991). Equation (5) follows from Eq. (3).
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2.2 Geological Model Building

The geological model is taken from one of the producing fields from Malay Basin.
The model contains four superimposed layers of different velocities/densities, with
major faulting because of uplifting of the sub-layer during tectonic activities. The
synthetic seismic data is obtained using finite difference wave equation modeling
technique.

In finite difference method, we chose a zero-offset recording survey design and
the parameters are as follows:

Source distance (dxs) 10 m

Receiver distance (dxr) 10 m

No. of source 1001

Frequency 50 Hz

Sampling interval 2 ms

3 Separation of Diffractions and Reflection

Wavelength to frequency equation can be defined as follows:

f ¼ v
k

where f is frequency, v is velocity, and k is the wavelength.
Wave number is the total number of complete wave cycles, and wave number is

related to the wavelength.

k ¼ 1
k

As reflection seismology is concerned with both reflection and diffraction phe-
nomena, wide varieties of techniques/methods are used for the separation of
diffraction and reflection energy from the seismic data such as amplitude and travel
time [4] and plane-wave destruction (PWD) filter [5].

In this research work, we have developed a new workflow using frequency
filtering in f-k domain to achieve our objective.

1. Development of velocity model from one of Malay Basin field (Fig. 2).
2. Zero-offset data acquisition using finite difference modeling (Fig. 3).
3. Preprocessing to improve the data quality.
4. Apply Fourier transform to observe the spectrum (Fig. 4).
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5. Development of filter on the basis of reflector dip in (dt/dx) plane.
6. Frequency filtering to remove the horizontal reflectors depending on the slope

(Fig. 5).
7. Inverse Fourier transforms to get the results back in seismic diffraction section

(Fig. 6).

This workflow is a complete procedure to separate the diffraction and reflection
from a seismic section. Depending on the dip filtering, we can separate either
reflection or diffraction section. In this paper, we have separate diffraction section

Fig. 2 A geological model from Malay Basin field [6] extracted velocity model for study purpose
with highly dipping faults
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only as our objective to study the diffraction phenomena to detect the faults and
fracture for highly dipping angle in complex geological condition that contributes to
improve the imaging results.

1
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3 3 
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2 2
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Fig. 3 Zero-offset seismic gather using finite difference modeling technique. Diffraction
hyperbolas are produced on the fault plane with phase change of 180° and amplitude decay
exponentially
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Fig. 4 f-k spectrum of seismic data, showing the horizontal reflection energy at minimum wave
number
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4 Results and Discussion

First, we try to remove the reflection of 1, 2, and 3 reflectors as shown in Fig. 3.
Since the dip (dt/dx) of the wave is near to zero in t-x plane, we design a filter that
removes the energy around zero dip in f-k plane,

Cycle/km
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eq
ue

nc
y 

(H
z)

Fig. 5 After filtering, the wave frequency of the reflectors 1, 2, and 3. Diffraction energy is
distributed and enhanced
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Fig. 6 Separated seismic diffraction section after dip frequency filtering
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The workflow described in methodology will double Fourier transform in t and x
directions and will create f-k spectrum as shown in Fig. 4. In display spectrum, we
can observe the reflector 1, 2 and 3 are around zero in t-x plane. In this study, a filter
that can remove the energy around zero dip has been developed.

Figure 5 shows the f-k spectrum after applying filter on the basis of slopes that
are not quantified. Figure 6 is the output after filtering data and shows diffraction
section only.

5 Conclusion

Separation of diffraction and reflection energy is an alternative way to improve
imaging results in complex region especially in faulted and fractured basement. The
proposed research is a unique way to separate the diffraction from reflection data
and gives opportunity to study diffraction imaging. This method is mainly
depending on the frequency filtering in f-k domain. In f-k domain, the frequency
from the horizontal reflection appears at the minimum wave number and diffraction
energy at maximum wave number. Design filter from our workflow gives satis-
factory result and separates the diffractions. Sometime, because of choosing wrong
dipping angle of frequency filter will distort the data. Interpretations of diffraction
section will help to mark the faults and fracture, as apex of each hyperbola is the
best indicator of subsurface discontinuity. After separating, diffraction energy can
be converted to the geological information by using diffraction stacking or
Kirchhoff migration for further imaging.

Acknowledgements We are thankful to Universiti Teknologi PETRONAS (UTP), Geoscience
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Locating Optimum Receiver Position
in Seismic Acquisition: Example
from Carbonate Region

Abdul Halim Abdul Latiff, Zulfadhli Mohd Zaki,
Siti Nur Fathiyah Jamaludin and Nurul Mu’azzah Abdul Latiff

Abstract The existence of carbonate pinnacle disrupts the propagation of seismic
wave from source to receivers, thus creating un-illuminated reflectors image. In
previous years, several methods have been studied and applied in order to improve
the subsurface data by restoring true reflectivity, with certain degrees of success.
We can improve the seismic images in hand either by the implementation of
complex migration algorithm or by conducting a fresh seismic data acquisition
within the affected region. Following the seismic value chain, we can easily analyse
the quality of the seismic images before any new acquisition took place through the
forward modelling procedure using synthetic data for illumination analysis. In
current illumination procedure, the required inputs are velocity model, acquisition
set-up and the wave propagation. Although velocity information and wave propa-
gation parameters are generally consistent within a basin, the seismic acquisition
set-up needs to be revolutionized in order to bring a higher subsurface illumination.
In this work, we proposed an optimum receiver position by using the particle swarm
optimization approach, for better seismic images in carbonate-affected region.

Keywords Seismic acquisition � Receiver optimization � Carbonate
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1 Introduction

Locating the new and rich hydrocarbon reservoir has become extremely difficult for
geoscientist. Major industry players are now shifting their focus for bigger dis-
covery in the extreme terrain and environment as well as previously abandoned
region which was not optimized due to poor interpretation of seismic data. The
latter case normally occurs in the field that has been exploited for shallow reservoir,
but was predicted to have a larger hydrocarbon reserve beneath the subsurface
anomaly such as salt dome and carbonate platform. In south-east Asia region,
Luconia, Natuna and Palawan basins are the hydrocarbon-producing fields asso-
ciated with carbonate structures. The carbonate sediments in these basins were
formed by organic and inorganic processes with higher rate than siliciclastic sed-
imentation process. The Luconia block (Fig. 1) and oil and gas exploration industry
are facing a lot of problems in producing a good seismic data quality because of the
carbonate platform, which consequently lead to inadequate seismic wave amplitude
detected on the surface level. This is partly due to the extreme velocity variations
between carbonate build-ups compared to surrounding sediments, thus affecting the
seismic signal propagation from source to receivers.

In Malaysia, there has been no production from the pre-carbonate sequence so
far, despite the proven outcrops analogue elsewhere in Malaysia [2]. This lack of
successful well drilling has been related to poor interpretation as the quality of
seismic data is low. The resulting interpretation thereby makes the trap identifica-
tion and selection of suitable drilling locations highly ambiguous (Fig. 2).

Fig. 1 Map showing the location of Luconia block located in offshore Malaysia [1]
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The basic of carbonate structure lies in a stratal geometry, which occurred due to
sea-level changes. The carbonate data appear to have strong amplitude at the top
and the base of carbonate. Within the carbonate area itself, weaker amplitude has
been observed, causing the uncertainty in well positioning. Based on this discovery,
several seismic wave characteristics in carbonate reservoir are discussed as follows:

• The area within carbonate region has a high seismic velocity and density which
was originated from complicated pore systems [3]. As a result, it produces a
complex wave propagation and non-uniform velocity information.

• At the top and base of carbonate, strong amplitude is observed, which is due to
high reflection coefficient contrast between carbonate and its surrounding
environment. Meanwhile, the area inside carbonate structure as well as dipping
reflector located beneath the carbonate platform suffered from poor quality data
due to weak amplitude signal recorded. This low illumination data were
attributed to non-uniform wave propagation once the wave encounters the high
impedance contrast of carbonate body [4]. Instead of being reflected, these
waves are refracted and did not reached the surface level, thus creating an
illumination gap at certain portions of the data.

• Another general characteristic of carbonate structure is the low seismic fre-
quency signal that exhibits dispersion phenomena, as the seismic wave velocity
changes with the frequency. The high-frequency attenuation from the wave
propagation is also as an indication of hydrocarbon presence inside the car-
bonate structure. However, the low-frequency generalization is not always true.

Fig. 2 Example of carbonate build-up in Luconia block, offshore Malaysia. The area beneath
carbonate (known as pre-carbonate sequence) suffers from poor illumination as a result of wave
scattering and attenuation [2]
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In one of the observations, the seismic frequency detected in two of the car-
bonate basins in Central China exhibits a high-frequency anomaly which sur-
prisingly turned out as a good carbonate reservoir [5].

Therefore, the most viable option to enhance the seismic data quality is by
deploying a new seismic data acquisition in the area, as the current imaging
algorithm is unable to improve the data. However, the re-deployment of vessel and
streamers without identifying the best acquisition system first is not ideal, as this
will not provide any improvement to the existing seismic data. Besides seismic
enhancement, a proper acquisition planning is also beneficial for time-lapse 4D
seismic study, as changes in reservoir dynamic may contribute to a new reservoir
discovery. In a case study, the application of cross-well technique was used to
evaluate the stratigraphy and image of the structure [6]. In addition, some
researchers also use multicomponent acquisition technology to improve the image
of fractured carbonate at onshore Texas [7]. These two works prove that the car-
bonate images can be improved significantly if a proper approach was taken, with
re-acquisition method being far more desirable compared to the development of
seismic imaging algorithm.

However, there is a shortcoming in determining poor illumination in subsurface
seismic data. According to seismic value chain [8], the earth’s depth section can be
obtained after proper acquisition, following suitable processing and migration
techniques before an illumination analysis can be carried out. To overcome this
drawback, a method called focal beam analysis was developed [9, 10], which
allows us to perform a quick illumination analysis once a velocity model of the
subsurface has been known. Another popular method commonly used for illumi-
nation analysis is hit count in ray tracing method [11].

2 Methodology

In this work, the integrated method used is illustrated in Fig. 3 [12], where the focal
beam method merged with particle swarm optimization (PSO) technique [13, 14].
The PSO method works by incorporating a real particle swarming movement where
it is constantly looking for the optimum parameters involve from nearest available
position. Before the analysis begins, we develop a suitable fitness function for
scaling the particle’s movement between its original position and their global best
position. From the early findings, multiple global positions existed as there are
many optimum receiver positions; therefore, the fitness function solution needs to
include every global best (gbest) location. This can only be done by obtaining
knowledge from particles’ past best position, pbest, along with chosen gbest
position, before each particle optimized solution is evaluated; the corresponding
particle velocity and position will be updated. Once all information is acquired, we
simulate the next particle position by adjusting the particle’s velocity equation, Vn,
before updating its movement equation, xn.
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3 Receiver Optimization

Before any optimization process begins, the field velocity model (Fig. 4) was built
according to the migration velocity information from the completed seismic data
processing sequence. We set the target reflection point to be studied is at coordinate
(3000 m, 1000 m, 6000 ms). From the target reflection point, a wave operator is
propagated upward by using recursive xy-x depth sequences. Once the wave
operator reaches the surface level, amplitude distribution is measured (Fig. 5a) to
determine the initial suitable receiver position. This amplitude positioning will be
converted into particle’s locations that require optimization (Fig. 5b). Before
implementing PSO algorithm, an array of target located 100 m apart from each
other (maximum source and receiver spacing in real seismic survey) was created in
both x and y directions. This will enable the current particles to choose their global
locations based on the PSO algorithm.

The receiver particles begin their iterations to search for the optimal location
based on the specified algorithm. However, since there is a possibility that the
optimization process might continue infinitely, a criterion is set to stop all

Fig. 3 New acquisition design workflow. This methodology incorporates the particle swarm
optimization technique which contributes to better receiver positioning [12]
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Fig. 4 Field velocity model used throughout the optimization and focal beam analysis. Three
target depth points were chosen for analysis; 2 s depth, 4 s depth and 6 s depth

Fig. 5 a Recorded amplitude distribution once the wave amplitude reached the surface level.
b From the amplitude distribution outputs, a threshold criterion was applied, and the wave
amplitude was transformed into an initial receiver position for optimization process
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optimization processes if the counter hits 100. In Fig. 6, we demonstrate the best
particle’s position with respect to the number of iteration, by capturing its position
in carbonate region after 1st, 25th, 50th and 100th consecutive iterations. We might
conclude that after 25th iteration (Fig. 6b), only few improvements can be detected.
However, it should be noted that only optimized particles will be considered for
final survey design configuration as well as for subsurface illumination analysis.
This means that any particle that did not find its best location will be discarded from
receiver location solution.

4 Conclusions

From the results obtained, the proposed approach has successfully improved the
receiver position according to the velocity model obtained earlier. It give an
advantage to the new acquisition procedure to be proposed as the cost of new
seismic re-acquisition will be cheaper as new source and receiver positioning is no

Fig. 6 a Receiver locations after single iteration, b after 25th iterations, c after 50th iterations and
d after 100th iterations
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longer subject to standard acquisition geometry design. Eventually, it is hoped that
a better subsurface image can be obtained from the outcome of this optimized
seismic survey approach.
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Seismic Waveform Classification
of Reservoir Properties Using Geological
Facies Through Neural Network

Afiqah Zahraa and Deva Ghosh

Abstract Seismic waveform classification is a very powerful tool to explore
hydrocarbon especially in area with sparse well data. However, dependency on
seismic data remains small without any geological or physical evidence such as well
logs that are able to support the interpretation. Hence, numerous efforts have been
made to establish strong relationship between geology and geophysics using dif-
ferent methods and techniques throughout the years. This paper focuses on seismic
waveform classification to different classes using neural network and to link them to
geological facies derived from well log data. The interpretation of seismic facies or
waveform classification map provides a better understanding toward depositional
environment and helps to identify significant reservoir rock. The produced facies
model can also be used to reduce uncertainty in exploration and production, espe-
cially for reservoir productivity enhancement and stratigraphic identification.

Keywords Facies model � Neural network � Stratigraphic traps � Waveform
classification

1 Introduction

Quantitative approach to characterize seismic facies has been used as early as 1969
by Mathieu and Rice to identify lateral changes in sand and shale environment using
discriminant analysis that makes use of linear combination of a larger number of
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variables [10]. Hagen introduced the use of principal component analysis (PCA) to
detect the subtle changes in seismic traces and to group them based on the variation
of lateral porosity of a reservoir [8]. The PCA technique used supervised method
with known well data and location as clustering center to classify the amplitude
envelope and instantaneous frequency seismic to different petrophysical properties.
The same principal component technique was later used by Fuller and Smithson to
detect the edges of thin reservoir facies [7]. Hagen, Conticini and Fuller and
Smithson recognized the importance of seismic attributes at delineating the changes
of seismic facies that are usually very subtle and difficult to be identified [8, 4, 7].
Conticini suggested automatic and semiautomatic method for seismic facies clus-
tering to group them to similar character, to interpret the lithological and fluid
content of different facies classes, and to study the distribution and areal extent of the
reservoir [4]. Study by Dumay and Fournier introduced the learning and predictive
steps in multivariate statistical analyses or automatic facies recognition [5]. The
study shows the importance of principal component analysis to validate the learning
traces and multidimensional analyses, clustering technique, and factor analyses to
point out the parameters that best represent or discriminate the facies. An and Moon
and An et al. revealed the advantages of using feedforward neural network for
reservoir characterization and reservoir property estimation [1, 2]. The same neural
network method has also been used for waveform classification using supervised and
unsupervised method [12, 6]. The waveform classification map is also integrated
with other seismic attributes to delineate the properties of reservoir [3, 14]. The
neural network method is also combined with other clustering techniques such as
hierarchical and hybrid to produce the optimum result for seismic facies classifi-
cation [9]. Saggaf et al. used competitive neural network for the unsupervised and
supervised analyses to classify and identify the reservoir facies from the seismic
[13]. Neural network is also being utilized to predict the rock parameters or log
properties as studied by Mohaghegh et al. and Sun et al. [11, 15].

Neural network is the best automatic method used to identify and to classify the
seismic facies due to its ability to suppress the noise, insensitive to absolute changes
in amplitude, and able to handle the complex and large database. It also has the
ability to eliminate the need of complex statistical technique with no prior
knowledge or established relationship between the seismic parameters and geologic
variations is needed. Hence, this paper focuses on the neural network method to
classify the seismic waveform into different classes and to relate them to geological
facies and lithology prediction.

2 Methodology

PETREL software by Schlumberger is used to support the interpretation and
analysis process of geological and geophysical data. Hampson-Russell and
StratiMagic are used mainly for statistical analysis and neural network pattern
recognition and identification.
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2.1 Geological Interpretation

Well log correlation: The sand and shale packages are characterized and correlated
based on the similar well log value. Each of the packages corresponds to different
facies and environment of deposition. It is also characterized according to the
related stratigraphic sequences such as maximum flooding surfaces and sequence
boundaries that are crucial for log motif definition in describing the geological
facies of the studied area.

2.2 Seismic-to-Well Tie

Time-to-depth conversion using raw checkshot and calibrated sonic is used to tie
geological data to the geophysical information. Different types of sand or shale
exhibit unique seismic response depending on its character such as velocity and
density. It is important to achieve the highest percentage of correlation to ensure the
log motif, or geology is properly correlated to correct the seismic traces in time
domain since this log motif and its corresponding seismic traces will be used as an
input for neural network training. Inaccurate input will cause unreliable training
which later will be affecting the waveform classification process.

2.3 Geophysical Analysis

• Seismic interpretation: The target sand or shale is interpreted in the time
domain/seismic. Seismic traces are constraint along the interpreted horizons at
certain interval to reduce the redundancy of seismic traces used at unnecessary
target.

• Seismic attributes: Lateral variation in attribute patterns suggests the changes in
stratigraphy or facies which are able to define the limits of the reservoir pro-
duction [19]. Seismic attribute maps such as RMS amplitude map, sweetness
map, and variance map are created using the interpreted horizon. The redun-
dancy of seismic attributes used can be reduced by using principal component
analysis (PCA) in which it helps to normalize the unit without taking away the
dimensionality of the seismic itself. The correct combination of seismic attri-
butes is able to bring out the facies features such as channel or sand plain in
seismic slice. The seismic attributes are later inputted into neural network for the
training purpose.
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2.4 Petrophysical Analysis

The petrophysical analysis includes the porosity, saturation, and net-to-gross of the
reservoirs. Petrophysical parameters explain the quality and productivity of the
potential reservoir rock. Depositional environment of sand and shale package can
also be described in terms of its proximity to source and provenance by using these
parameters.

2.5 Neural Network Application

Neural network identification: The identification system requires two critical steps,
namely learning steps and predictive steps. The initial learning method depends on
the type of network used: supervised or unsupervised. The supervised system
requires the known facies information relationship with the seismic response as
training input. Neural network is a method that mimics the way human brain works.
It needs the training of neurons in which they learn how to cluster themselves to a
different number of classes according to the input vector. The training requires the
number of iterations to ensure that neurons are not undertrained and properly
classified. Overtraining also needs to be avoided in some cases. The training input
vector consists of geologically defined log motif and its seismic response. Hence,
well with the complete geological information is chosen as input for the training.
Each of the log motifs is characterized by different facies and seismic facies. In this
study, supervised method is developed using blocking method which also utilizes
the neural network analysis for waveform classification but in a supervised manner
by calibrating it to the available wells.

In predictive steps, the wavelet or seismic response away from the wells is
classified according to the relevant class. The method is very crucial as it provides
the integration of seismic and geological data derived from log motif and its facies.
It also introduces the constrained clustering technique by limiting the classification
only to the trained log motif. The produced waveform classification map is inter-
preted by integrating both supervised and unsupervised methods.

3 Results

The workflow has been applied to real data in Malay basin. Four wells are corre-
lated for X reservoir with the thickness ranging from 10 to 15 m. Post-stack
inversion seismic cube is generated using velocity and density data which are then
used as input for waveform classification using neural network method. Principal
component analysis is utilized to remove the noise, redundant data and for
dimension reduction. The PCA indicates y-axis showing eigenvalues and x-axis the
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components consisting of seismic traces. The best cases are only eigenvalues more
than one selected to represent the data cloud. However, 11 components are used for
projection to avoid losing any detailed changes in seismic traces even though the
percentage of contribution is rather small (Fig. 1). The components bigger than 11
are not used as the data points are not contributing to any changes to the cloud point
indicated by constant slope starting from the 11th component.

Using neural network, the post-stack inversion cube that had undergone PCA is
classified into six classes of seismic traces. The time window used is −26 + 33 ms
and X reservoir as a reference horizon (Fig. 2). It is very crucial to use the ideal
value of time window in order to capture as much the geological features and its
lithological differences. In this case, the time window is restricted to only −26 ms

11 components

Fig. 1 Principal component analysis of post-stack inversion cube

Coal
X 

500

Fig. 2 The time window is indicated using the green line; meanwhile, blue line is the X sand
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above the reservoir sand to avoid the strong impedance coal above which can cause
the masking effect and 33 ms is stretched below the horizon to capture the changes
in lithology between reservoir sands and shale (Fig. 2).

Each of the seismic trace classes corresponds to different colors, indicating its
different shape and morphology. The unsupervised classification is done based only
on seismic data without any correlation with wells. The trace model viewer (Fig. 6)
shows six classes and their corresponding cumulative differences between traces.
The ideal case of this line is straight sloping line representing facies equally dif-
ferent from its neighbors. Too much classes will show flat line; meanwhile, sudden
bend of line indicates that the number of classes is not sufficient or indicates the
significant geological boundary such as fault. The waveform classification map
produces straight and steady sloping line showing that the number of classes used is
optimal and reliable in representing the geological differences or facies in region
(Fig. 6).

To perform the supervised waveform classification, another method called
blocking is conducted to correlate the classification classes with the lithology in the
well log. Blocking is a data compression method in which the interval is sliced into
several microlayers based on zero crossing, maximum, minimum, or inflection
points. The produced classification has higher vertical frequency compared to the
previous method. However, the propagation of lateral continuity using this method
is limited. The same neural network technique is used for classification purposes
after performing blocking. The inflection points are used to define the smaller zone
interval with the same time interval used for unsupervised classification and fifth
number of classes are selected. Each of the classes has their own unique color. The
blocking result shows that the green color is sand; meanwhile, blue color is shale
based on the well observation (Fig. 3). Hence, transitioning of green (3rd class) to
blue (2nd class) indicates the changes from sand to shale lithology (Fig. 3a). The
changes of color from greenish to red and blue to purple show the change of
impedance of sand and shale, respectively (Fig. 3b).

The cross-plot between P-impedance value and gamma ray is plotted to see the
relationship between lithology and impedance in which high impedance indicates
the shale lithology and low impedance is high-quality sand (Fig. 4). Increasing
impedance represents the transition of good-quality sands to shale lithology. By
comparing the impedance result with blocking color, hence, red is defined as
high-quality sand, followed by greenish color (lower quality of sand), blue (sandy
shale), and purple (shale). An X horizon slice map is produced based on the
blocking volume and compared to the waveform classification map (Fig. 5). The
area of high-quality sand based on the blocking map fits the red color or 6th class in
the waveform classification. Hence, 6th class is interpreted as high-quality sand and
decreasing in quality as the number of classes starts to decrease.
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All the wells are positioned in the 4th class except for B-4 (Fig. 6a). It is
important to note that the changes in class do not only signify in the changes of
lithology but also in the changes of sand thickness. B-4 waveforms are grouped in
the first class, indicating the decrease in sand quality and the changes in sand
thickness. B-4 well indicates no lithological changes vertically along the time
window, with sand dominating the whole interval. Hence, the contrast between
shale and sand is small, and the impedance of the sand itself is intermediate con-
tributing to the factors the wells to be grouped in 1st class.

Waveform classification map is integrated with ‘blocking’ method map to pre-
dict lithological definition of each of the classes. High-quality sand dominates in the

500

Decreasing in impedance

500

(a)

(b)

Fig. 3 a The blocking method is calibrated with well for geological and lithological definition.
Green means sand, while blue is shale. b The in-between color of green and blue represents the
changes in impedance with high-quality sand corresponding to red class, and shale is purple and blue
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Fig. 4 The P-impedance and
gamma ray cross-plot indicate
the high impedance consists
of shale and low impedance
consists of coal and sand

Good quality sand

Fig. 5 Horizon slicing of
blocking cube shows
high-quality sand is in red
color or the class 1. The
lithology interpretation of the
map fits the different classes
in waveform classification
map
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southern area and becomes decreasing in quality in both the west and east direc-
tions. Some indicators of good-quality sand can also be found along the direction of
southern-to-northern area.

4 Conclusions

Waveform classification using neural network is to predict the lithology distribution
and to analyze the environment of deposition of the studied area. The method
involves a lot of uncertainty as seismic traces can be heavily influenced by external
factors such as fluid and porosity. The integration with blocking method helps to

B-4

B-2B-3

B-5

2.4km

(a)

(b)

Fig. 6 a The waveform classification map shows sixth number of classes that corresponds to
different traces morphology and geological facies, which is closely related to lithological
prediction and log motif. b The trace model shows the shape of each of the waveforms and its
cumulative differences between classes
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reduce the uncertainty and to define the waveform classification using well cali-
bration. Careful analysis must be made during PCA as numbers of components play
an important role in representing the seismic traces to be used.
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The Isoelectric Points of Some
Selected Black Shales from the Setap
Formation—Sarawak Basin

E.L. Fosu-Duah, E. Padmanabhan and J.A. Gámez Vintaned

Abstract The isoelectric points of four shale samples from the Setap Formation,
Sarawak basin, Malaysia, were determined and characterised using electrophoretic
mobility analysis. The values recorded are relatively low within the acidic range of
2.61–4.87. These values were accounted for by the presence of organic matter and
kaolinite mineralogical composition. A positive correlation existed between
recorded IEPs and TOC. An average IEP of 3.69 was assigned to the Setap
Formation. All the IEPs reported for the samples were relatively lower than the
native pH of the samples which suggested that the shales from the Setap Formation
will predominantly exhibit cation exchange capacity in situ.

Keywords Isoelectric point � Kaolinite � Organic matter

1 Introduction

Isoelectric point (IEP) of a shale is the pH at which the net electrical potential of its
particles at the hydrodynamic shear is zero [1, 2] This implies that either equal
densities of positively and negatively charged particles migrate towards the anode
and cathode, respectively, or there is no particulate migration due to the absence of
charged sites under the influence of an electric field [3]. IEP is a result of particles in
suspension preserving electroneutrality from an unstable microenvironment caused
by electrical potential imbalances at the solid-surface interfaces.

IEP is an important parameter of particulate shales dominated by clays with
amphoteric surfaces [4]. It defines the pH boundary where suspended shales pre-
dominantly exhibit a cation exchange capacity (CEC—exchange of one positive ion
by another when the pH of the surrounding is greater than the IEP) or have an
electrostatic anion retention abilities [5–7]. Most geological materials have IEP in
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the acidic range and are thus negatively charged at near neutral pH [3]. Although IEP
of most pure crystalline oxides, hydroxides and carbonates are well defined, shales
can exhibit a variety of IEP(s) due to heterogeneities in mineralogy and/or organic
carbon (OC) [7]. Despite the possible continuum of ionic mobilities caused by
heterogeneities, the IEP of shales can still be semiquantitatively estimated from
ab initio methods proposed by the study [8] on the basis of mineralogical compo-
sition. For instance, at a pH of 5, shales composed of goethite only (IEP = * 8) and
kaolinite (*4) will have IEP which is approximately the mean of the IEP(s) of the
two mineralogical constituents [8, 9]. The ratio of goethite to kaolinite will, of
course, play a significant role in the value of IEP.

There is a strong evidence in the literature indicating the intricate relationship
between IEP and many geological processes. For example, the works of Tombácz
[10] and recently Chukwuma and Nmegbu [11] have thrown more light on the
dependency of physicochemical properties such as flocculation, coagulation, dis-
persion, aggregation and sedimentation on IEP. The parameter has also been shown
to influence in organic matter (OM) accumulation in fine-grained sediments (source
rocks) [12, 13], in oil or water wettability, and in fluid flow rates [14] in reservoirs.
IEP is also known to be the single factor that contributes the most to the control of
fluid distribution in pore spaces [15]. Studies of Wasan and Mohan [16] and then
Pillai et al. [17] have also added to the understanding of how IEP can strongly and
favourably affect the displacement efficiency of oil gangalia by changing the
interfacial tension, surface viscosity and electric repulsion of the gangalia entrapped
in the pores of the shale.

Although all these studies have well-published data, they are mostly restricted to
geological strata in the USA and/or Canada. For this reason, determining, charac-
terising and documenting the IEPs of some selected shales from the Setap
Formation of the Sarawak basin, which has never been done, is a crucial contri-
bution to the literature.

2 Geological Setting

The Setap Formation is a monotonous and extensive succession of shales with thin
lenses of sandstone layers and a few of limestone. It occupies the low-lying country,
from Batu Niah north-eastwards to the base of the Lambir Hills and inland towards
Limbang and beyond Mulu [18, 19]. In the north-east, the formation grades into the
Nyalau Formation [19]. Outcrops of the Setap Formation show a NNW-SSE trend.
The main lithologies are grey shale and mudstone, thin lenses of sandstone and
minor limestone, with a variable degree of induration which increases towards the
Mulu Anticlinorium.

Records from pelagic foraminifera by the Shell Paleontological Laboratory allow
to date the Setap Formation as Upper Oligocene to Lower Miocene in age. The OM
contained is known to be terrigenous in origin. The Setap Formation correlates with
the formations of the prolific offshore sedimentary cycle III [19].

540 E.L. Fosu-Duah et al.



3 Materials and Methods

Powders of four (4) onshore samples labelled (S1–S4) from the Setap Formation
were used for the study.

Pertinent properties of the shales used in this study were obtained using standard
methods. Total organic carbon (TOC) was determined on a Model 240C
Perkin-Elmer elemental analyzer (Perkin-Elmer Corp., Norwalk, CT) and reported
on a dry weight basis [20]. All 4 shale samples belong to the clay textural classi-
fication [21]. The mineralogical compositions were qualitatively determined for this
study by X-ray diffraction (XRD) on a Bruker D8 Advance X-ray diffractometer
and interpreted using the methods proposed by Macedo [21] and by Fourier
transform infrared spectroscopy (IR) using an Agilent technologies Cary 660
Series FTIR Spectrometer equipped with a pike miracle diamond attenuated total
reflectance spectroscopy (ATR) and mid-infrared (MIR = 4000–400 cm−1).

f-potential measurements of the samples were made with an Anton Paar
SurpassTM Electrokinetic Analyzer at 25 ± 0.1 °C.

4 Results and Discussion

The summary of results from XRD, TOC analysis and pH measurement are pre-
sented in Table 1. Detailed qualitative mineralogical study of XRD diffractograms
shows that the composition of the four samples is fairly homogeneous, with
kaolinite and quartz being the most common minerals among all the samples. Only
the presence of goethite makes a slight difference in sample S4.

4.1 Electrophoresis

Figure 1 shows the zeta potential of the four samples as a function of pH. The four
samples reported IEP values within the pH range of 2.61–4.87 (Table 1 and Fig. 1).
The precise reason for such relatively low (acidic) IEP values must be related to the
composition of the shales. For similar geological materials that differ only in their

Table 1 Pertinent sample characteristics

Sample ID Sample mineralogy from XRD Surface properties

TOC pH_H2O IEP

S1 Kaolinite Quartz 0.97 3.32 2.61

S2 Kaolinite Quartz 0.99 4.09 2.65

S3 Kaolinite Quartz 1.19 5.0 4.61

S4 Goethite Kaolinite Quartz 6.20 5.10 4.87
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organic matter contents, authors like Raij and Peech [22] and then Morais et al. [23]
suggested that TOC inversely correlates with IEP. An experimental evidence from
[24] confirmed this hypothesis even though [3] showed the irrelevance of TOC on
surface charge properties such as IEP in their study.

OM owes its charge to dissociable functional groups (−COOH), despite the fact
that protonation constants of such functional groups according to Tanford [25] are
mostly >4 which is incapable of such acidic IEP values (Table 1) [3]. However, for
complex multifunctional macromolecules like the ones present in the OM in shale,
interaction between neighbouring sites may alter dissociation constants and account
for low IEP such as those reported in this study (Fig. 1).

As it is shown in Table 1, IEP correlates positively with TOC. Appel [6] and
Fox [26] reported similar results in their work. This finding may suggest the
association of OM with mineral constituents possibly absorbed onto aluminol sites
of the kaolinite in the samples.

The mineralogical suite of a heterogeneous material such as shale must have a
reflection on the surface charge characteristics such as IEP. Several studies have
demonstrated this using binary systems (silicon/aluminium—[27]) and can be
extrapolated to multicomponent mixtures [8]. Recalling from Table 1, the IEPs
reported for the four samples fall within the range of values mostly assigned in the
literature to kaolinitic samples [28, 29]. Kaolinite is the commonest clay mineral
samples under investigation and may possibly be the determinant of surface charge
characteristics in these shales.
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Fig. 1 Zeta potential of studied shales as a function of pH
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Differences in the IEPs may be accounted by variations in kaolinite amounts per
sample. The presence of goethite in S4 (IEP = 4.87) was expected to have shifted
the IEP towards basic values, but it seems to have had an insignificant effect on the
IEP of the sample despite its highest reported IEP. This is because S3 (IEP = 4.61)
lacks goethite (composition is mainly kaolinite) but reported comparable IEP values
(Table 1). This may indicate that the aluminol sites of the kaolinite in samples S3
(IEP = 4.61) and S4 (IEP = 4.87) have a higher influence on their surface charge
properties as compared to S1 (IEP = 2.61) and S2 (IEP = 2.65) which may solely
be influenced by the silanol sites [2, 30]. The ratios of Si/Al ratios in kaolinite may,
therefore, account for variations in IEP in either the aluminol or silanol sites.

5 Conclusions

IEP positively correlates with the TOC, which is an abnormal relationship, and
further work is needed to elucidate this relationship.

Using electrophoretic mobility to determine and characterise the surface charge
properties of the Setap Formation, it has been shown that:

• The average IEP of the shale is approximately 3.69, which implies that the
shales will predominantly be receptive to positively charged ions in situ.

• IEP positively correlates with the TOC, which is an abnormal relationship, and
further work is needed to elucidate this relationship.
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Diagenetic Process and Their Effect
on Reservoir Quality in Miocene
Carbonate Reservoir, Offshore,
Sarawak, Malaysia

Hammad Tariq Janjuhah, Ahmed Mohammad Ahmed Salim,
Deva Parsed Ghosh and Ali Wahid

Abstract The carbonate platforms form one of the genetic gas reservoirs in the
subsurface in Central Luconia, offshore, Sarawak, Malaysia. A detailed investiga-
tion of available core and thin sections revealed that different diagenetic parameters
influence the reservoir quality in Central Luconia. Marine diagenesis, dissolution,
and burial are the three main diagenetic environments that have affected the car-
bonate rocks in Central Luconia. Micrite envelop, cementation, fracture, com-
paction, and dissolution are the dominant diagenetic parameters which are identified
in the current field of study. Among all the observed diagenetic features, dissolution
feature was formed as a result of subaerial exposure during the meteoric diagenesis
and contribute to porosity enhancement and reservoir quality. The compaction and
cementation (calcite and dolomite) have a negative impact on the reservoir
behavior. Based on the observed qualitative porosity types and their quantitative
distribution in Well A of Central Luconia, the porosity in Central Luconia is a
combination of depositional, diagenetic and fracturing. The diagenetic porosity is
the far more dominant types of porosity, and the carbonate reservoir in Central
Luconia is the type of diagenetic reservoirs.
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1 Introduction

Central Luconia is found to be a prolific gas exploration target for many oil
companies since it was proven to contain numerous amount of hydrocarbon. These
carbonates in Central Luconia are economically significant, containing 65 trillion
cubic feet of gas in place with minor contribution of oil [1, 2]. In addition, more
than 120 carbonate buildups still remain undrilled.

In order to have a good understanding of the carbonate rocks at reservoir scales,
the first step is to understand them at the pore scale. Carbonate rocks are very
complex to predict the porosity and permeability. Porosity in carbonate rock is
distributed into three genetic categories, chronologically the first step during
deposition, then diagenesis (Vuggy, Moldic, etc.), and later on due to compaction
(fracture porosity). In order to predict the reservoir quality, it is necessary to
understand the origin of porosity and its effect on reservoir properties. However, the
diagenesis and the effect of diagenetic processes on reservoir properties in Central
Luconia carbonate rock were still missing prior to the present study. The objective
of this study is to highlight the different diagenetic processes which affect the
carbonate rock in Central Luconia and different porosity types with quantitative
distribution to determine the reservoir quality.

2 Regional Geology

Central Luconia is one of the biggest gas provinces in Sarawak basin, offshore NW
Borneo (Fig. 1). It is dominated by the large development of middle Miocene to
recent carbonate [3]. The west Baram line to the west distinguished the Central
Luconia from Baram delta [4], and to the south is the Balingian Province that
extended into Central Luconia (Fig. 1).

Several geologic provinces surrounded by Central Luconia have been identified
based on their structural and stratigraphic pattern. Central Luconia is flanked by
deep basins on the west, north, and east sides, respectively [3]. Basement-involved
extensional tectonics, strike-slip, and wrench tectonic structures are represented in
the different parts of Central Luconia basin [4, 5].

The southern part of Central Luconia during the Oligocene to Early Miocene
was defined as a coastal plain to inner neritic setting [4, 6, 7], whereas inner and
outer neritic was described for the northern part of Central Luconia. The extensional
forces during the Late Oligocene to Early Miocene time divided the Central
Luconia into several half graben and graben structures heading SSW–NNE orien-
tation, which are the products of normal faults [8, 9]. The normal fault negatively
impacted the carbonate growth in Central Luconia. During the Middle Miocene
time, the dextural strick-slip fault deformation dominantly representing the exten-
sional setting and these dextral stick-slip faults affected the internal stratigraphy or
the growth of carbonate platform that grew on the heights of fault-bounded.
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3 Materials and Methods

The available core of 492 ft of Well A from Central Luconia is studied in this
research to observe different parameters such as lithology, texture, grain size,
porosity, and allochems. To carry out the petrographic study, 80 thin sections were
prepared from a depth interval of 9999–10489 ft (Fig. 2). These thin sections
represent different facies and different lithologies based on grain density, different
porosity, and permeability variation with depth (Fig. 2). These thin sections were
stained and studied under the polarized light microscope to identify the different
diagenetic parameters, such as micritic envelop, cementation, dissolution,
mechanical compaction, chemical compaction, and stylolite. In order to classify the
porosity types, the classification by Choquette and Pray [10] was used. The
quantitative distribution of different porosity types was also studied in each selected
thin section (Fig. 3) to understand the quality of the reservoir.

4 Results

4.1 Diagenesis

Petrography reveals a variety of diagenetic features. Detailed accounts of diagenetic
features are presented below.

Fig. 1 Offshore Sarawak’s
location and structural map
showing the boundaries of the
carbonate platform of the
Central Luconia Province.
Modified from [3]
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4.1.1 Micrite Envelopes

Micrite envelopes are the first diagenetic phase, and it takes place in the marine
diagenesis environment of limestone. Micrite envelopes have original aragonitic
mineralogical composition. Aragonite dissolves in the early phase of diagenesis and
is replaced by calcite. The evidence of the presence of micrite evaporates locally at
the depth of 10036 ft (Fig. 4a) and 10164.3 and 10374 ft (Fig. 4b), forming crusts
around echinoderm plate and some other bioclasts. In the next phase, the aragonite
dissolved into grains containing aragonitic minerals and precipitated as calcite
cement.

Fig. 2 Sedimentological log showing the location of selected thin section based on stratigraphic
position, gamma ray, density, porosity, permeability, and facies types
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In some cases, all the internal structures are destroyed and no internal structures
are observed, but outer structures and morphology of these grains are preserved.
The micrite envelopes affected permeability by filling up the pore spaces (Fig. 4b).

Fig. 3 Quantitative distribution of porosity types in Well A, Central Luconia, Sarawak, Malaysia
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4.1.2 Cementation

The cementation of carbonate sediments is always taken into an important diage-
netic process. Based on the petrographic investigation, two types of cements, calcite
and dolomite, occurred in Well A. On a certain occasion, the calcite cementation is
followed by stylolization. Toward the younger/upper part of the Well A, the
appearances of calcite cement become dominant (Fig. 5a). At the depth of 10375 ft,
the dolomitic cement filled up the pore spaces (Fig. 5b). Its crystals are smaller in
size at margins and get larger toward the center of pores as per the available
accommodation spaces.

Micrite EnvelopMicrite Envelop

Bioclasts 
with LMC 
Survived

(a) (b)

Fig. 4 Photo-micrograph representing features of diagenesis. a Diagenetic process of
Echinodermate and bioclasts (1) HMC nature of echinoderm plates leads to neomorphism (2)
Bioclasts with LMC survived at the depth of 10036 ft. b Diagenetic process of Echinodermate at
the depth of 10165 ft, Echinodermplate neomorphosed and fractured during telodiagenesis

Calcite

Dolomite

(a) (b)

Fig. 5 Photo-micrograph of microfacies and features of diagenesis. a Calcite cement filling up the
pore spaces at the depth of 10062 ft. b Dolomitization occured, dolomite filling up the pore spaces
and reducing porosity, with sample depth 10375.7 ft
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4.1.3 Mechanical Compaction

The next diagenetic event is mechanical compaction. In the case of thin section
observation, the poorly cemented components are broken down as a result of an
increase of mechanical compaction (Fig. 4a). Mechanical compaction also plays an
important role in enhancing porosity and permeability by forming fractures.

4.1.4 Fracture

Tectonic stresses, overburden pressure, and pre- and post-cementation phase lead to
fractures. Various horizontal and vertical fracture veins are found in the measured
section at different depths (Figs. 5a and 6a). Different phases of fractures, along
with stylolization, have been observed. The development of stylolite in the
organic-rich mud has also been observed at the depth of 10043 ft which disrupts the
fractures’ growth (Fig. 6b). The investigated sections reveal the enhancement of
effective porosity and permeability due to the occurrence of various phases of
fractures forming interconnectivity. Moreover, the filling of host area creates
additional porosity, which took place in the process of dissolution.

4.1.5 Chemical Compaction

In the last stage of diagenesis, the compaction increases as a result of overburden
pressure or due to tectonic stress. The grain-to-grain contact took place, which is
clearly observed at the depth of 10363.8 ft (Fig. 7a, b). The chemical compaction
results in the reduction of the overall pore throat size and volume as well. The
embayment of one grain into another is also observed.

Fracture

Fracture

Stylolite

Organic Rich Mud

(a) (b)

Fig. 6 Photo-micrograph of fractures. a Dissolution, overburden, or tectonic activity resulting in
fracture at the depth of 10364.8 ft. b Calcified algal mounds with bedding parallel late-stage
fractures and different levels of stylolites filled with organic matter at the depth of 10043 ft

Diagenetic Process and Their Effect … 551



4.1.6 Stylolite

The stylolites develop as a result of pressure dissolution or chemical compaction.
The formations of stylolites are the product of continuous dissolution of compacted
grains. In the recorded thin sections, the indication of pressure solution seams and
the development of stylolites are observed, which are the indications of chemical
compaction due to the result of tectonic activities or overburden pressure. The
various levels of stylolites are observed in the studied thin sections, ranging from
low-amplitude stylolite (Fig. 6b) to high-amplitude stylolite which is found in
mudstone. However, the stylolites are frequently found throughout the core in this
study.

4.1.7 Dissolution

Dissolution is one of the important diagenetic processes which has a positive impact
on porosity and permeability. The secondary porosity is formed by the mechanism
of dissolution. Vuggy, moldic, and interparticle porosity is generated by the process
of dissolution, as a result of cement dissolution. In Well A, the dissolution formed
vuggy porosity, which is in the form of touching and connected vugs (Fig. 8a).

The size of these vugs reached up to 1 cm. It is variable with a matrix back-
ground. The vuggy porosity enhances the reservoir quality, but some of these pores
have subsequently been filled with cement and have a negative impact on reservoir
quality (Fig. 8b). The meteoric freshwater is the place where dissolution thought to
take place.

G-G Contact G-G Contact

(a) (b)

Fig. 7 Photo-micrograph representing grain-to-grain contact. a Representing grain-to-grain
contact at the depth of 10363.8 ft. b Representing the grain-to-grain contact at the same depth
at 10363.8 ft
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4.2 Porosity

The different types of porosity (Fig. 9) are observed in thin sections along with their
quantitative distribution (Fig. 10) in Well A as described below.

4.2.1 Moldic Porosity

The moldic porosity is the dominant porosity type in Well A. The dissolution of
unstable shell fragments results in moldic porosity. The average amount of moldic
porosity in thin sections is up to 40% (Fig. 10). In some samples, the moldic
porosity (Fig. 9a) reduced dramatically by the plugged of calcite cement.

4.2.2 Vuggy Porosity

The vuggy porosity is the second dominant porosity type. The formation of vuggy
porosity is the cause of non-fabric selective dissolution, which is commonly
observed throughout all the selected study samples (Fig. 9c) in the form of either
connected vugs or disconnected vugs as a result of cement. The vuggy porosity
ranges from 20 to 25% (Fig. 10).

4.2.3 Intraparticle Porosity

The intraparticle porosity is the primary and fabric selective. It occurred mostly in
different types of bioclasts (Fig. 9a), such as foraminifera and red algae. The
amount of intraparticle porosity ranges from 15 to 20% (Fig. 10).

(a) (b)

Fig. 8 Photo-micrograph representing dissolution process. a Dissolution process forming
connected vugs at the depth of 10186 ft and b Vugs formed by the process of dissolution and
later filled with cement at the depth of 10278 ft
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4.2.4 Interparticle Porosity

The interparticle porosity (Fig. 9d) in the current study is an average amount of
10%.

4.2.5 Fracture Porosity

Fracture porosity is rarely observed in Well A (Fig 9b). The identified fractures are
open to semifilled with calcite cement, but the open fractures are the dominant ones
(Fig. 9b).

Intraparticle Porosity

Moldic Porosity

Fracture Porosity

Interparticle Porosity

(a) (b)

(c) (d)

Fig. 9 Photo-micrograph representing different types of porosity. a Intraparticle and moldic
porosity at the depth of 10090 ft. b Fracture porosity at the depth of 10250 ft. c Vuggy porosity at
the depth of 10259 ft. d Interparticle porosity at the depth of 10357.7 ft
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5 Discussion

In the current study, three diagenetic processes affected the diagenetic alteration,
which are marine diagenesis, dissolution, and burial. Marine environment is the first
process of diagenetic alteration. The most important marine diagenetic features
include micrite envelopes, microcrystalline, and peloid cements [11]. The presence
of algae activity in the allochems is the result of micritization [12]. The formation of
micrite envelop around the bioclasts takes place by the alteration of bioclastic grain
or below by endolithic algae in a quieter water area [13]. Micritization of allochems
is observed by the presence of algae, which took place in the early stage of dia-
genesis on the seafloor. Micritization process is an early diagenetic process char-
acteristic of the shallow marine setting [12, 14]. Firstly, around the allochems, the
micrite envelops are formed (Fig. 4a, b). Based on this action, the allochems are
replaced by micrite. Since the endolithic algae action is intense, most of the other
allochems and skeletal grains are highly micritized as observed at the depth of
10154.5 (Fig. 11a) and 10165.5 ft (Fig. 11b).

After the deposition of carbonate in Central Luconia, the meteoric diagenesis
affected the formation. Undersaturatedmeteoric water affected the carbonate rock as a
result of dissolution by forming vuggy porosity at different depths (Figs. 8a and 9c).

The burial diagenetic processes have also affected the carbonate rock.
Compaction, fracture, calcite, and dolomitization are the major burial events. Fitted
fabric and shell breakage (Fig. 4a) are the result of overburden pressure during the

Fig. 10 Quantitative distribution of porosity types in Well A, Central Luconia, Offshore Sarawak,
Malaysia
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shallow burial environment. With respect to the increase of burial depth, the
overburden pressure increased and solution seems and stylolites (Fig. 6b) and
fracture (Figs. 4b, 5a, 6a and 9b) are formed. The source of calcite cement which is
dissolved during the formation of stylolite is probably as a result of overburden
pressure.

Calcite and dolomite cement play an important role in decreasing the porosity.
Calcite cement filled in the vugs (Fig. 8b) and decreased the void spaces. The deep
burial stage was associated with extensive neomorphism (Fig. 4a) that had con-
verted the bioclasts, matrix, and mesogenatic cement spars into regionally varying
sized clumsy. These processes sealed all the pores that were present in the rock. The
accurate timing of dolomitization is difficult to determine, but it seems that fine
crystal dolomites are formed early (Fig. 9c) than coarse crystalline dolomites
(Fig. 9d). The rate of dolomitization increases with time.

5.1 Diagenetic Processes and Its Effect on Reservoir Quality

Diagenetic processes were responsible in Central Luconia for the modification of
reservoir quality. Micritization, cementation, compaction, dissolution, and
dolomitization are the more significant diagenetic processes that influence the
reservoir quality of the Central Luconia carbonate reservoir. The influence of dia-
genetic processes on Central Luconia carbonate rocks is categorized into two
classes which are enhancing porosity and decreasing porosity. Generally, the
reservoir quality is diagenetically controlled [12, 15, 16]. The micritization usually
fills up the pore throats which have an effect on permeability. During burial
compaction, sometimes porosity reduction is prevented due to micritization [15]. In
micritization processes, most of the bioclastic grains are totally micritized by the

Fig. 11 Photo-micrograph representing highly micritized skeletal grains. a Randomly oriented,
multiple types of bioclasts with highly micritized grains at the depth of 10154.5 ft. b Bioclasts
with varied textural maturity. Randomly oriented, multiple types of bioclasts with high
micritization at the depth of 10165.5 ft
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action of intensive endolithic algae action and caused the formation of micrite
envelop which have negative impact on permeability. The dissolution process plays
an important role in increasing the porosity [17]. Three types of porosity, vuggy,
moldic, and enlarged intergranular, are generated in the process of dissolution [10].
Vuggy porosity (Fig. 9c) and moldic (Fig. 9a) porosity are the results of dissolution
process. Dissolution process has a positive effect on reservoir quality. Fracture
appeared (Fig. 4B, 5a, 6a and 9b) in the study interval as well.

Reservoir quality is highly affected by the most important diagenetic feature
which is cementation [12]. In the studied thin sections, calcite cement has a neg-
ative effect on reservoir quality. Calcite cement replaced bioclasts with minor-to-no
visible porosity.

6 Conclusion

In summary, micritization, cementation, dissolution, compaction, and dolomitiza-
tion are the most important diagenetic processes which affected the Central Luconia
carbonate rock. Among all, cementation, dolomitization, and compaction reduce
porosity, whereas dissolution increases porosity. Although the effect of dissolution
began during meteoric diagenesis in the studied rock and it did not expose for a
long time, it increased porosity but not effectively compared to Persian Gulf.
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Lithostratigraphy of Paleozoic Carbonates
in the Kinta Valley, Peninsular Malaysia:
Analogue for Paleozoic Successions

Haylay Tsegab, Chow Weng Sum and Jasmi Ab Talib

Abstract Tectonics of the Paleo-Tethys resulted in the formation of three distinct
stratigraphic zones in Peninsular Malaysia, namely western, central, and eastern
zones. The western zone encompasses extensive carbonate sediments, among which
is the Kinta Limestone, which forms a major Silurian to Permian lithological unit.
Subjection to diagenetic and thermal alteration of this succession and paucity of
unweathered and accessible outcrop sections posed constraints on precise charac-
terization of lithofacies. A few localities in the northern part of the valley indicate
preservation of primary sedimentary/geochemical features with variable thermal
alteration. Drilling campaign to recover a continuous succession, followed by
geophysical logging allowed lithological characterization and detection of strati-
graphic surfaces. The present study attempts to characterize the other monotonous
Kinta Limestone into mappable units with defined stratigraphic surfaces that were
not obvious from outcrops. Core profiles, natural gamma-ray, density, and caliper
logs were used to interpret stratigraphic surfaces. Low gamma-ray and density
values with near-shale baseline spontaneous potential were noted on the studied
sections. Major caving and higher peaks of gamma-ray corresponding to silici-
clastics were resulted perhaps from potassium and thorium. The lower gamma-ray
readings of the Kinta Limestone may also show presence of little detrital mixing in
the carbonates. This is in good agreement with the mineralogical composition that
showed the dominant occurrences of calcite, followed by dolomite and low detrital
silica. The stratigraphic surfaces between the siliciclastics and limestone are rep-
resented by sharp contact surfaces. The logs showed synergy with lithological and
stratigraphic interpretations on the cores and outcrops, and this may facilitate local
and regional correlations. This may advance the understanding of the Paleozoic
basins and serve as analogue for wireline log signature in the Paleo-Tethys basins.
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Keywords Geophysical logs � Stratigraphic surfaces � Paleozoic � Sea-level
fluctuation � Regional correlation

1 Introduction

The Paleozoic tectonics of Southeast Asia has resulted in complex configuration of
basins and continental terranes. Peninsular Malaysia is the southernmost part of the
mainland Asia. It comprises three stratigraphic zones, namely the western, central,
and eastern zones each with distinct stratigraphy, structure, magmatism, and geo-
physical signatures [3, 14]. The tectonic setting of the Western Belt is related to the
closure of the Paleo-Tethys during the Late Triassic [8, 13]. After the closure of the
Paleo-Tethys, tectonothermal and diagenetic events affected the sedimentary suc-
cessions in the Western Belt [3, 5, 8]. The Kinta Valley, which forms a major part
of this Western Belt, is characterized by tower karst remnant limestone hills
sandwiched between Late Triassic and Early Jurassic granitic intrusions [5] of the
Kledang in the west and the main range in the east (Fig. 1).

The Paleozoic sedimentary sequences of the Kinta Valley are represented by
limestone, shale, siltstone, and their metamorphosed equivalents such as slate,
phyllite, schist, quartzite, and marble [11]. The Silurian–Permian Kinta Limestone
forms one of the major stratigraphic units in the region [11, 18]. The age of the
limestone and associated siliciclastics has been a topic of discussion [9, 11] owing
to the nonavailability of unaltered, unweathered, accessible, and continuous
exposures. This state of affair is further compounded by the thick successions of
Quaternary deposits burying the accessible limestone and also due to the granitic
intrusions which resulted in the thermal alteration of Kinta Limestone [6, 10, 11,
16]. Although the Kinta Limestone is under study since the 1960s [9, 11], its lithic,
stratigraphic, and chronologic details are far from better understanding, which in
turn thwart regional correlation and petroleum exploration.

Given cognizance to these, it is perceived that investigating the geophysical
properties may offer nondestructive and noninvasive methods of study and can help
overcome natural, geological difficulties in characterizing the buried successions of
the least altered intervals in the Kinta Limestone. In addition, it is also noted during
the reconnaissance survey that a few pockets of limestone outcrops in the Valley
such as in Sungai Siput have preserved primary sedimentary features and seemingly
endured minimal thermal alteration [6]. Therefore, this paper is focused on
examining the geophysical properties of the Kinta Limestone to define the strati-
graphic relationships of the lithofacies and to unveil stratigraphic surfaces which
might have chronostratigraphic significance with the intention to serve as analogue
for Paleozoic basin studies in the region.
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Fig. 1 Location of the study area. The red circles represent outcrop locations, and the yellow
arrows indicate the drilling locations for the Sungai Siput and Kampar areas in the Kinta Valley.
Arrow in the inset map shows the location of the study area in peninsular Malaysia
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2 Materials and Methods

Three conventional boreholes were drilled to retrieve continuous cores and to
examine the subsurface stratigraphy of the Kinta Limestone from least metamor-
phosed localities in the Kinta Valley. Two of the boreholes are located at about
1 km apart from the Sungai Siput. These boreholes have intercepted carbonate
mudstone, shale, and siltstone. The recovered cores were cut into two equal parts.
One part was utilized for subsampling for laboratory analyses; the other half was
preserved for archiving. It was followed by description of lithological hetero-
geneities and recognition of stratigraphic contacts. The boreholes were also logged
for geophysical wireline logs and comparisons of the wireline logs, petrophysical
measurements, and the lithofacies descriptions were made. The wireline log data
acquisition and processing were carried out using a wellsite laptop loaded with the
“log” and “display” software developed by Century Geophysical Corporation. The
tools were tested in the year 2012 while our logging campaign was carried in the
2013. Geophysical wireline logging was carried out in air-filled uncased borehole
environment. Logs were measured during the ascending direction for better depth
control. Default units were used during the data acquisition. Therefore, the GR and
density are measured as counts per second (cps) and g/cc, respectively. Results of
natural gamma-ray readings, density, resistivity, spontaneous potential (SP), and
caliper logs were compared to the interpreted stratigraphic surfaces from the cores.
Total organic carbon (TOC) and elemental geochemical analyses were also conduct
on 14 samples to complement the lithological and the geophysical measurements.
In this paper, we described and discussed the continuous core section recovered
from one of the boreholes (SGS-02) in northern part of the Kinta Valley and
examined the log signatures of this section as analogue for uncored intervals in
deeper part of the basin or in similar geological setting of other Paleozoic basins.

3 Results

Cores of 48.92 m thick from a borehole (SGS-01) located in the northern part of the
Kinta Valley are described in this paper. The lithostratigraphic description shows
that the bottom of the drill hole is characterized by 10-m-thick siltstone and fol-
lowed by 5 m of cherty limestone. Above that, the cherty limestone is of 2-m-thick
black shale followed toward top by 5-m-thick limestone. The pattern is repeated
again in such a way that, above the 5-m-thick limestone, another 10-m-thick silt-
stone is followed by 8-m-thick limestone. Again, about 2-m-thick black shale and
another 7-m-thick limestone (Fig. 2) are occurred. The limestones are dark gray to
black in color and dominated by carbonate mudstone texture while the siltstones are
light brownish in color and contain red-colored cements probably iron oxide.

The intercalations of thin-to-thick-bedded horizontal to subhorizontal dark
greyish-to-black carbonate mudstone, light brownish siltstone, and black shale units
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with chert also show distinct trends in the gamma-ray, caliper, density, and porosity
logs. The intercalated carbonate mudstone and siltstone have shown unique wireline
signatures which is low in gamma-ray, smooth borehole environment on the caliper
log and low density and por(den) readings. While the carbonate mudstones are
characterized by lower gamma-ray values, the siliciclastic units show higher
gamma-ray values which are associated with higher density readings. The caliper
log clearly documented the contact between the limestone and the siliciclastic
intervals, which was portrayed by caving in the siliciclastic while the limestone is
characterized by smooth borehole environment (Fig. 2). The SP log is not diag-
nostic; however, it detects the lower porous siliciclastic material. The shale unit is
characterized with high TOC content that reached to 2.5 wt% in this section. The
carbonate mudstone has less than 1 wt% of TOC and the siltstone has showed
minimal amount of TOC (Fig. 2). The geochemical compositions of the samples
also complemented the lithological variation described on the cores of this
borehole.

4 Discussion

The lithostratigraphic log shows good agreement with the trends of gamma-ray,
caliper, density, and porosity logs. This relationship is interpreted in such a way that
the carbonate intervals are less dense and contains low natural radioactive elements
or devoid of detrital materials, whereas the siliciclastic is relatively richer in
radioactive materials and found to be relatively denser than the carbonate mudstone.

The petrophysical measurements and rock fabric descriptions provide a basis for
quantifying geological descriptions with petrophysical properties [12]. To have
continuous petrophysical data in order to support the geochemical analyses, wire-
line geophysical logs of pressure, caliper, natural gamma-ray, density, and resis-
tivity were recorded in the two boreholes drilled in the northern part of the Kinta
Valley. It was to characterize the lithology and identify stratigraphic surfaces and
compare the recognized geophysical signatures with the core descriptions. As these
log signatures could be useful for lithofacies identification in other uncored sections
of the Kinta Limestone or in other basins with similar sedimentation history.

The gamma-ray was applied to distinguish lithologies, which have high natural
gamma-ray values and to trace the original facies which may be grain- or
wackestone-dominated carbonates [12]. However, the grain type cannot be iden-
tified from wireline logs and need to be integrated with core description of

JFig. 2 Comparison of lithological, wireline logs and total organic content of the section. This
figure shows the comparison of the lithological description and the geophysical wireline logs for
Borehole SGS-02 in the Sungai Siput. The three main lithologies (limestone, shale, and siltstone)
in this borehole showed a cyclic pattern with almost similar thickness and lithofacies
characteristics. The borehole is located at about 1 km to the east of the first borehole in the
northern part of the Kinta Valley

564 H. Tsegab et al.



lithofacies. Gamma-ray measures the natural gamma-ray emission strength present
in the rock successions. The natural radiations could have emanated from uranium,
potassium, and thorium in the rock. K and Th are concentrated in the minerals that
constitute the insoluble residue of carbonate rocks such as rock fragments and clays.
Shale, siliciclastic, silt intervals, and organic-rich beds typically display high K and
Th radiation [12, 17]. Many carbonate facies can be correlated with current energy
and, thus, with K and Th radiation since the amount of residue is thought to be
inversely proportional to the current energy. This implies that grainstones and
grain-dominated packstones are deposited in high-energy environments and char-
acterized with low gamma-ray activity. Conversely, the mud-dominated pack-
stones, wackestones, and mudstones are deposited in low-energy environments and
are expected to have high gamma-ray counts. However, the Kinta Limestone is
characterized by low gamma-ray on the carbonate mudstone and high in the sili-
ciclastic beds which might be more related to provenance than the energy level. The
presence of high gamma-ray value corresponds to the fine-grained intervals which
are interpreted as siltstone and shale units in the cored intervals of the studied
sections. The source of the gamma-ray might be the combination of three main
radioactive elements, K, Th, and U [1]. However, in the elemental analysis of
samples from the Kinta Limestone [19], Uranium was not detected, which implies
that the main source of the total gamma-ray might be K and Th. The siliciclastic
intervals in the Kinta Valley are characterized by higher concentration of K as
evident from the bulk geochemical analyses [7]. Thus, it is interpreted that the high
values of gamma-ray in the shale and siltstone beds of the Kinta Limestone are
derived from the radioactivity of K. This inference is consistent with the absence of
Th and U in the nearby sections. It is also in agreement with the low value of Mn/Sr
ratio which indicates that the studied section is not subjected to significant change
of oxidation state [19]. The log response of relative abundances of K has an
implication to the provenance and the depositional environment of the Kinta
Limestone. Depositional environments of cyclic carbonate and siliciclastic units
have been correlated to relative sea-level changes [15, 20, 21]. Deposition of the
fine-grained carbonate on top of the fine-grained siliciclastic units is an indication of
depositional environment change from siliciclastic to carbonate and then back to
carbonate. These lithofacies changes might be associated with sea-level fluctua-
tions. This inference is consistent with the global sea-level change during the Upper
Paleozoic [4]. In addition, the lower value of the gamma-ray response of the
lithofacies in the Sungai Siput section showed that the limestone was less affected
by meteoric diagenetic fluids. It is further affirmed by [2] who reported that most of
U in carbonates is controlled by diagenetic processes. From this perspective also, it
is evidenced that the limestones have not undergone significant diagenetic, par-
ticularly meteoric diagenetic imprints could influence the measured geophysical
signatures. The organic-rich interval which is below the resolution of the wireline
logs might indicate anoxic depositional condition of organic matter and probably
transgression in the Paleo-Tethys. The other logs have confirmed the lithological
identification and provided clues on possible challenges to drill on similar basins
and maintain the geometry of the boreholes. For instance, the caving is more
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common in the siliciclastic intervals than the carbonates. This may be due to the fact
that the carbonate mudstones are tight and compact, whereas the siltstone and shale
are relatively porous and fractured which would affect the strength of the beds to
resist drilling pressure. Therefore, the lithological and geophysical log signatures
might help in understanding the stratigraphy in the basin in particular and in other
similar geological settings in general.

5 Conclusions

In addition to demonstrating the stratigraphic variations in lithofacies characteristics
and primary/bulk mineralogical and major geochemical compositional differences,
the geophysical properties managed to detect the stratigraphic surfaces in the Kinta
Limestone. The geophysical log data demonstrated that it could be useful to sub-
stantiate the chronostratigraphic boundaries. This relationship could be used as an
analogue for basins in similar geological settings and may also contribute to
minimize costs of coring during for petroleum exploration campaign in the region.
The correlation of the mineralogical composition with the natural gamma-ray log
may help in the characterization of the Paleozoic sequences and may also signify
regional correlation based on geophysical log signatures. These relationships may
also help in deciphering the provenance and aid in paleogeographic and regional
correlation.
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Sedimentology of the Lambir Formation
(Late Miocene), Northern Sarawak,
Malaysia

A.R. Abdul Hadi, K. Zainey, M.S. Ismail and N. Mazshurraiezal

Abstract The Late Miocene Lambir Formation is extensively exposed along the
road from Bekenu to Miri near the Bukit Lambir National Park. This formation is
characterized by a succession of poorly consolidated sandstone and sand
interbedded with soft clay in several exposures. Four sedimentary facies from three
(3) outcrops of the Lambir Formation have been identified and interpreted. These
sedimentary facies are categorized into three main units depending on their major
lithology type: (1) mud-dominated unit: bioturbated heterolithic mudstone (F2);
(2) sandstone-dominated facies: hummocky cross-bedded sandstone (F1) and
trough cross-bedded sandstone (F2); (3) interbedded sandstone/mudstone unit:
interbedded hummocky cross-bedded with bioturbated mudstone (F3). These four
(4) facies are grouped into three (3) facies association which are (1) lower to middle
shoreface, (2) upper shoreface and (3) offshore. The pattern of facies and presence
of marker pollen species imply that these facies were deposited in the shallow
marine setting with pronounced storm, wave and tidal influence along the
paleo-margin. Acme of Zonocostites ramonae and high proportion back mangrove
pollen suggest a former mangrove belt that was developed in conjunction with back
mangrove swamp within coastal area. Pollen analysis suggests this sediment was
deposited during Middle-to-Late Miocene period.
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formation � Sarawak
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1 Introduction

The integration of sedimentology and palynology offers a more precise image of the
depositional conditions of any investigated sedimentary succession. This research
presents an integrated sedimentological and palynological investigation and the
interpretation of the Lambir Formation exposed along the Bekenu–Miri rural road
within the Lambir area, Sarawak. This formation has developed through the
interplay of tectonics, sea level changes and sediment supply during the Middle-to-
Late Miocene period.

Three (3) outcrops have been completely logging and described to investigate
the facies and facies association within this formation (Fig. 1). Eighteen (18) sam-
ples have been sent to the laboratory analysis to investigate the pollen content
within this rock succession.

1.1 Problem Statement

The Lambir Formation (Late Miocene) was deposited within the Sarawak Tertiary
Basin in response to the uplift and erosion of the Rajang Group during Late Neogene
to Quaternary, Madon [1]. To date, no detail studies on the sedimentological and
palynological characteristics have been carried out since the general geological
investigations by Liechti et al. [2] and Wilford [3]. Newly exposed outcrops of the
Lambir Formation in Northern Sarawak allow new investigations to be carried out in
order to reconstruct the depositional environment of the Lambir Formation.

1.2 Objective

The main objective of this research is to evaluate and integrate sedimentological
and palynological data to unravel the depositional environment of the Lambir
Formation. The outcome will enhance our understanding of the interrelationships
between relative sea level changes, the sediment supply and the temporal–spatial
distribution of depositional environments.

2 Result and Discussion

2.1 Facies

Four (4) facies are identified in the patches of outcrop along the Bekenu–Miri rural
road, Lambir area. These facies are differentiating based on its sedimentological and
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palynological characteristics. These facies are F1—hummocky cross-bedded
sandstone, F2—trough cross-bedded sandstone, F3—interbedded thin hummocky
cross-bedded with bioturbated mudstone and F4—bioturbated heterolithic
mudstone.

Fig. 1 General geology map showing the locations of studied outcrop for this research. Modified
from Wannier et al. [11]
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2.1.1 FI—Hummocky Cross-Bedded Sandstone

Macroscopic characteristic: the facies consists of fine-grained sandstone, which is
pale white in colour and well to moderately sorted. It is characterized by low angle,
hummocky cross-stratified with thickness from 0.5 m up to 2.0 m. Within the facies
are sparse thin carbonaceous laminae which usually lined the internal stratification
including isolated rounded to subangular muddy pebbles which present in variable
size (0.3–1.0 cm) in diameter.

Ichnological characteristic: the facies is sparsely bioturbated with BI: 0–1 that is
commonly characterized by clay-lined burrows of Ophiomorpha.

Palynological characteristic: poor palynomorph is characterized by reworked
palynodebris and sparse mangrove pollen and spores.

Interpretation: the formation of HCS has been explained by Southard et al. [4] as
the product of strong and purely oscillatory flows which is formed during major
storm. HCS is generally preserved in areas of weak tidal activity and results from
strong and complex wave processes that mainly lie below fair-weather wave base
(Collinson and Thompson [5]; Walker and Plint [6]).

2.1.2 F2—Trough Cross-Bedded Sandstone

Macroscopic characteristic: the trough cross-bedded sandstone is medium grained,
greyish white and moderate to well sorted. There are common isolated mud partings
and lenses with (1–2 cm) in thickness. Flaser bedding is abundant with sparse
muddy intercalated. F2 sandstones show well-developed erosional and scour basal
contact (Fig. 2a). The thickness of the facies is ranged from 0.5 up to 1.0 m with
good lateral continuity as observed in the field.

Inchnological characteristic: the facies is sparsely bioturbated with BI: 0–1.
Palynological characteristic: poor palynomorph is characterized by reworked
palynodebris and sparse mangrove pollen and spores.

Interpretation: trough cross-stratifications occur in many different settings, from
fluvial environment to shallow marine areas. In shallow marine setting, the trough
cross-stratification denotes high-energy environments, probably rip up and long-
shore currents in the shoreface area (Clifton et al. [7]; Reineck and Singh [8];
Collinson and Thompson [5]).

2.1.3 F3—Interbedded Hummocky Cross-Bedded with Bioturbated
Mudstone

Macroscopic characteristic: the facies consists of interbedded thin-bedded hum-
mocky cross-stratified sandstone and bioturbated mudstone (Fig. 2b). The sand-
stone shows sharp, slightly scour base and slight ripple top. The mudstone within
this facies has a thickness varying from 10–20 cm. Within the mudstone layer,
isolated thin sand/silt streaks were observed.
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Inchnological characteristic: the facies is moderately bioturbated with BI: 1–2
especially within the mudstone layer. The sandstone is sparsely bioturbated with
small clay-lined burrow of Ophiomorpha. Palynological characteristic: abundant
mangrove palynomorph such as Zonocostites ramonae and very common back
mangrove pollen.

Interpretation: the interbedded sandstone and mudstone reflect a fluctuation and
alternation of high-energy and low-energy conditions. During fair-weather condi-
tions, the area experience relatively mixed energy conditions with continuous
deposition of mud from suspension and wave actions.

2.1.4 F4—Bioturbated Heterolithic Mudstone

Macroscopic characteristic: the bioturbated heterolithic mudstone facies consists of
grey and silty mudstone with common thin-isolated silty and sandy streaks
(Fig. 2c). Within the mudstone is rare isolated thin silt/very fine-grained sand layer
which is locally intercalated including starved ripples.

Inchnological characteristic: this facies is intensely bioturbated with B.I = 4 and
dominated by Skolithos, Thalassinoides and Diplocraterion.

Palynological characteristic: abundant mangrove palynomorph such as
Zonocostites ramonae and very common back mangrove pollen.

Interpretation: this facies reflects deposition within mixed energy environment
with relative influences of storm and wave processes. The fluctuation of high-energy

Fig. 2 Bekenu–Miri rural road outcrop photographs. a Trough cross-bedded sandstone.
b Interbedded thin hummocky cross-bedded sandstone with bioturbated sandstone.
c Bioturbated heterolithic mudstone. d Hummocky cross-bedded sandstone
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conditions generated by storm event and quite period during non-storm condition
has produced an alternation in sediment supplying into a depositional area.

2.2 Facies Association

2.2.1 Lower to Middle Shoreface

Lower to middle shoreface facies association is dominated by grey, sharp and
erosive-based, thick-bedded, fine- to medium-grained well-sorted sandstone with
hummocky cross-stratification and interbedded thin hummocky cross-bedded
sandstone with bioturbated mudstone (F1 and F3). The heterolithic facies in this
facies association are interpreted to be the results of deposition in oscillatory and
occasionally combined flow in Lower to middle shoreface during fair-weather
conditions.

Hummocky cross-bedded sandstone within this facies association is generally
preserved in the areas of weak tidal activity and results from strong and complex
wave processes that mainly lie below fair-weather wave base (Collinson and
Thompson [5]; Walker and Plint [6]).

2.2.2 Upper Shoreface

The upper shoreface facies association comprises of thin- to thick-bedded, medium-
to coarse-grained, trough cross-stratified sandstones. Based on Clifton et al. [7];
Reineck and Singh [8]; Collinson and Thompson [5], trough cross-stratification
represents migration of bars and dunes along the shoreline due to either rip currents
or longshore currents in the upper shoreface.

The coarser portion along with sparse or lack of bioturbation also suggests
deposition in agitated high-energy conditions (Pemberton et al. [8]). The strong
currents and coarser portion during the high-energy interval in upper shoreface did
not allow suitable substrate and time for biological activities.

2.2.3 Offshore

Offshore facies association is dominated by grey and silty mudstone with common
thin-isolated silty and sandy streaks (F4). This facies association is interpreted to
have been deposited within offshore environment below fair-weather wave base.
The high diversity suite of trace fossils is clearly indicative of a well-oxygenated
infaunal environment (Figs. 3, 4 and 5).
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2.3 Palynological Analysis

In general, mangrove species are dominantly characterized by Zonocostites ramo-
nae, including important marker species for Southeast Asia region such as
Florschuetzia meridinalis, Florschuetzia levipoli and Florschuetzia trilobata. Other
mangrove species includes Acrostichum aureum, Excoecaria aggulocha,
Spinizinicolpites echinatus, Avicennia and Oncosperma. Most of these taxa have
long stratigraphic range except for the F. trilobata-, F. levipoli- and F. meridion-
alis-type pollen, which are very significant in dating the Neogene sediments par-
ticularly in North West Sarawak region.

In addition, other pollen and spores sources are derived from peat swamp and
riparian vegetation including montane, coastal and seasonal pollen component.
However, their occurrences are scarce. Some of dominant species which is origi-
nated from peat swamp vegetation includes Dicolpopolis, Palaquium,
Dactylocladus, Blumeodendron, Stemonurus, Calophyllum, Cyrthostachys,
Pandanus Eugenia, Ilex and Elaeocarpus.

Low percentage of freshwater–brackish algae is characterized by Bosedinia-type
algae and Pediastrum. The Pediastrum are chlorococcale green algae which are
exclusively freshwater species usually derived from lacustrine lakes. The oily

Fig. 3 Bekenu–Miri rural road outcrop photographs. a Outcrop 1 (01) b Outcrop 2 (02)
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Fig. 4 Stratigraphic log for a Outcrop 1 (O1)
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Fig. 5 Stratigraphic log for b Outcrop 2 (O2)
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composition of the species makes them highly buoyant (Burns 1982) and often
easily transported or re-deposited in much deeper environment. They are commonly
flushed out of deltaic areas and become quite dominant in adjacent shelf sediments
(Loh et al. 1986).

Some species of open marine dinoflagellate cysts are also common to regular,
which is represented by Operculodinium sp., Lingulodinium sp. and Spiniferites
spp. Foraminifera test lining is also regularly present within the samples.

The acme of mangrove palynomorphs which is dominated by Zonocostites
ramonae including high proportion back mangrove pollen suggests a former
mangrove belt that was developed in conjunction with back mangrove swamps
within coastal areas. This event is probably associated with transgression phase or
relative sea level rise.

2.3.1 Palynological Zonation

The occurrence of palynomorphs from the study area is compared to the palyno-
logical zonation published by Germeraad et al. [9] and Morley [10] which is
developed for Southeast Asia region. Analysis of outcrop samples from the study
area has revealed that the marker species for Southeast Asia region such as
Florschuetzia group occurs consistently in each sample. The defined zones for this
study are based on the presence of restricted taxa summarized below based on
Morley [10] Germeraad et al. [9].

Stenochlaenidites papuanus: Late Miocene–Pliocene
Florschuetzia meridionalis: Intra Middle Miocene–Recent
Florschuetzia levipoli: Late Miocene–Recent
Florschuetzia trilobata: Late Eocene–Late Miocene

The results show the samples can be assigned into Middle–to-Late Miocene
palynostratigraphic zones (Fig. 6) by comparing to the zonation published by
Morley [10]. The pollen zone published by Morley [10] is used as the basis for
zonal interpretation and comparison as it is developed for Southeast Asia region and
not for specific area.

Morley [10] in his zone has modified the age range of F. trilobata to include
sediments no younger than Late Oligocene and proposed to subzones within the F.
meridionalis zone. These are F. trilobata and F. meridionalis subzone. Both of the
subzones have clear definition where the F. trilobata subzone is defined based on
the presence of F. trilobata. Meanwhile, the F. meridionalis subzone is defined
where F. trilobata is absent. The presence of Stenochlaenidites papuanus in
respective R4b and U7 samples may delineate at least Late Miocene age. This is
considering, there is no marker species that are younger than S. papuanus such as
the Podocarpus imbricatus found in the samples.
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3 Conclusion

Three (3) main conclusions have been determined which are as follows:

(1) Four facies has been identified within the Lambir Formation in Lambir area,
which are F1—hummocky cross-bedded sandstone, F2—trough cross-bedded
sandstone, F3—interbedded thin hummocky cross-bedded with bioturbated
mudstone and F4—bioturbated heterolithic mudstone.

(2) These four facies have been grouped into three (3) facies association, which are
lower to middle shoreface, upper shoreface and offshore.

(3) Acme of Zonocostites ramonae and high proportion back mangrove pollen
suggest a former mangrove belt that was developed in conjunction with back
mangrove swamp within coastal area. Pollen analysis suggests this sediment
was deposited during Middle-to-Late Miocene period.
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Sandstone Facies Reservoir Properties
and 2D-Connectivity of Siliciclastic Miri
Formation, Borneo

Numair Ahmed Siddiqui, Abdul Hadi A. Rahman, Chow Weng Sum
and Muhammad Murtaza

Abstract Reservoir connectivity and modeling in siliciclastic deposits are quit
challenging in terms of its distribution and quality prediction. The objective of this
paper is to demonstrate the different aspects of reservoir properties to construct
static connectivity model and its heterogeneity distribution in siliciclastic Miri
Formation, Borneo. Field description in terms of facies, distribution, and dimen-
sions of sand bodies and rock samples, for grain-size and petrographic analysis,
were used to quantify and examine seven different types of sandstones: (i) hum-
mocky cross-stratified sandstones, with medium- to fine-grained sand with 86.4%
sand and 13.6% mud, Ø = 20.4–32.07%, k = 6.78 md; (ii) herringbone
cross-bedded, with coarse to fine-grain having 92.7% sand and 7.3% mud,
Ø = 12.2–31.3%, k = 17.7 md; (iii) trough cross-bedded sandstones, with
very-fine- to medium-sized grains having 86.6% sand and 13.4% mud, Ø = 16.8–
35.5%, k = 5.97 md; (iv) wavy- to flaser-bedded, silty sand to very-fine-grained
sand with 48.1% sand and 51.9% mud, Ø = 7.6–19.4%, k = 2.31 md; thickness
varies from 2–9 m; (v) cross-bedded sandstone, with fine to medium grain having
89.2% sand and 10.8% mud, Ø = 10–12.8%, k = 12.2 md; thickness from 2–3 m;
(vi) bioturbated sandstone, having silty sand to fine-grained sand with 72–86% sand
and 28–14% mud, Ø = 2.4–6.8%, k = 5.2 md; the sandstone thickness from 1–3 m;
and (vii) massive sandstone, with very fine to medium grain representing 94.8%
sand and 5.2% mud, Ø = 14–25.8%, k = 4.3 md; thickness from 1–5 m. The
results show that sandstones of HCSS and HBSC are better sorted, with minimal
mud content, with the depositional pattern with increasing vertical and lateral
connectivity, even in bioturbated rich sand, as compared to other sandstone facies.
On the other hand, sandstones of BS and CB are of poor quality in terms of grain
sorting and poro-perm. This may reflect the heterogeneity in different facies and
affect the connectivity with in sand bodies.
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1 Introduction

Shallow marine sandstones are formed within the depositional systems that exist
between the landward influence of marine and the seaward influence of fluvial
process [1, 2]. A significant percentage of the world’s hydrocarbon reserves are
found in these rocks. The characteristics of these shallow marine sandstones from
outcrop geometry and its vertical and lateral connectivity in terms of a static
reservoir connectivity model is a challenging task for a successful exploration and
production [3–6]. To identify this scale-dependent issues, outcrop analogues of
well-exposed shallow marine sandstone deposits of Miri formations were evaluated
in terms of its facies, reservoir properties, and static connectivity model. The out-
crops are located near Miri tows, which are the analogue of offshore cycle I and II
and Baram Delta, Oilfield, Sarawak.

Detailed 2D static connectivity model of well-exposed rocks from Miri was
constructed using field data and measurements. Therefore, we believe that these
results of outcrop model are applicable to varieties of other well-exposed outcrops
in these areas.

2 Study Area

The study area is near to Miri town, Sarawak, East Malaysia, and bounded by
latitude N 04°21′ 52.2′′ to N 04°07′ 30.2′′; longitude E 113°58′ 46.4′′ to E 113°49′
12.4′′ for Miri formations. For this study, four outcrops form Miri formation have
been studies as located in Fig. 1a–c.

3 Geological Background

The rock exposed around the Miri town, which belongs to the Middle to Late
Miocene age, is the uplifted part of the subsurface, oil-bearing sedimentary strata of
the offshore West Baram Delta and is exposed predominantly as an arenaceous
succession [7]. Its outcrops are restricted to the narrow coastal region around Miri.
The basal contact with the underlying Setap Shale Formation is a gradual transition
from an arenaceous succession downward into a predominantly argillaceous suc-
cession. The Miri Formation is subdivided into lower and upper units, [7–9]. The
maximum total thickness of the Miri Formation is approximated to 1830 m. The
lower Miri unit consists of interbedded shales and sandstones and passes downward
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into the underlying Setap Shale Formation, which interfinger with Lambir
Formation (SW) (Fig. 1c). The upper Miri unit is rapidly recurrent and irregular
sandstone-shale alternation, and more arenaceous laterally.

Fig. 1 a Illustrating the Southeast Asia map and location of study area in Miri, East Malaysia,
b Outcrop locations of Miri Formation near Miri town, Sarawak, East Malaysia, c Stratigraphic
framework for the onshore northwest Sarawak represents the units of Miri Formation. Modified
from [10]
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4 Sedimentology and Facies Description

Detailed sedimentologic observation and measurements were collected from dif-
ferent outcrops in Miri area. On the basis of lithology, geometry, sedimentary
structures, and sandstone quality, the Miri formations are divided into seven dif-
ferent types of sandstone facies based on four stratigraphic sections as follows.

4.1 Hummocky Cross-Stratified Sandstone (HCSS)

The hummocky cross-stratified sandstone is characterized by light-gray to yel-
lowish fine- to very-fine-grained, well-sorted sandstone. This facies is identified in
all the outcrops; the thickness of this sandstone varies from 1 to 4 m between
predominantly sand and shale of tidal origin. This sandstone displays low-angle
cross-stratification (Fig. 2a). Bioturbation is quite frequent and is normally limited
to the upper part of the formation, as in Outcrop 1. The base of this facie is founded
with some mud-clasts of some thin beds. Hummocky cross-stratified sandstone
deposited and reworked by storms in the offshore transition zone, between the
fair-weather wave base and storm wave base on storm-dominated shelves [11].
Therefore, the occurrence of hummocky bed forms clearly indicates a storm origin
for the sandstone beds in a shallow marine environment. Trace fossils (Chondrites
and Ophiomorpha) in this facies show that the sandstone was deposited in a shallow
marine environment.

Fig. 2 Major sandstone Facies of Miri Formation, a hummocky cross-stratified sandstone
(HCSS), b herringbone cross-bedded sandstone (HCBS), c trough cross-bedded sandstone (TCB),
d wavy- to flaser-bedded sandstone (W-FBS), e cross-bedded sandstone (CB), f Bioturbated
sandstone (BS), g Coarse-grained bioturbated sandstone, with fossilized mollusk seashell in small
picture and h Massive sandstone (MS)
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4.2 Herringbone Cross-Bedded Sandstone (HBCBS)

Herringbone cross-bedded sandstone is typically brown–light gray, fine- to
very-fine-grained, well-sorted and with thickness varies from 1–7 m. This sand-
stone occurs as a distinct facies within the large trough cross-bedded units in
outcrop of Miri Formation, with well-defined, low- to high-angle planner
cross-bedded and hummocky cross-bedded features preserved locally (Fig. 2b).
Some of them are preserved with mud-clasts and mud drapes. This has been seen in
a single vertical section showing alternating directions of migration of ripples or
dunes which results from a unidirectional tidal current flow for a period of time
span, followed by an abrupt change in an opposite tidal flow direction for another
time span.

4.3 Trough Cross-Bedded Sandstone (TCBS)

This facies consists of yellow to yellowish-gray, fine- to medium-grained, moder-
ately sorted to well-sorted sandstone. This variety of sandstone facies varies from
large to small-scale TCBS. It consists of mixed mud-clasts and mud-draped. The
large-scale TCB found in between clean thick sandstones mostly shows a fair and
moderate weather-based deposition. Bioturbation is common and abundant with
trace fossils comprising mostly ophiomorpha and is typical of a shallow marine
environment (Fig. 2c). The overall stratification recommends that the TCBS in Miri
formations was deposited in a tide-dominated estuary in a shallow sub-tidal envi-
ronment with major sub-tidal bed load transport. Some of this facies show
scour-and-fill structures that are normally formed at channel bottoms, with flow
over an unconsolidated surface. Overall, this sandstone facies resulted as a small,
shallow tidal channel-fill, which comprises fine- to medium-grained sand, due to the
migration of three dimensional flows [12].

4.4 Wavy- to Flaser-Bedded Sandstone (W-FBS)

Wavy- to flaser-bedded sandstone is light-yellowish-gray, very-fine- to silty sand,
moderately sorted to well-sorted with dominating non-heterolithic bedding
(Fig. 2d). It consists of flaser bedding (typically bifurcated-wavy or, more rarely,
wavy) with numerous intercalation of mud. The bedding is wavy due to wavy
layers of rounded asymmetrical sand ripples with mud draping on top. Its thickness
varies from 2 to 9 m. These bedding are commonly formed in tidal flat sediments
where there is a variation of sediment supply and the level of wave (or current)
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activity is in a constant mode with adequate deposition and preservation of both
sand and mud. In some of the cases, it is deposited on mixed intertidal flats [13].

4.5 Cross-Bedded Sandstone (CBS)

Other than hummocky, herringbone, and trough cross-bedded sandstone, CBS
facies is also found randomly in Outcrops. It is usually gray- to light-gray, fine- to
medium-grained sandstone with poorly sorted grain and composed of quartz grains.
It is usually formed with horizontal units that are composed of inclined thin layers
of sandstone with some mud drapes and thin fragmented coal layers, so referred to
as cross-strata (Fig. 2e).

4.6 Cross-Bedded Sandstone (CBS)

This sandstone facies consists of light-gray, fine- to very-fine-grained, moderate to
well-sorted sandstone and the thickness of this sandstone facies ranges from 1 to
3 m, averaging 1 m. This facies has a high degree of bioturbation and is also
identified within HCSS in Outcrop 1, Outcrop 2, and Outcrop 4 (Fig. 2b). It is
characterized as thin layers of coarse-grained sandstone with abundant body fossils,
such as whole brachiopod shells, fossilized mollusk sea shells, and skeletal frag-
ments and other well-preserved fossils (Fig. 2f, g). Remnant sedimentary structures
include parallel stratification with coal fragments. The occurrence of Ophiomorpha
burrows suggests a low-energy and a sandy shallow marine setting. In most of the
sections, its bioturbated index is more than 5 which do not show any clean internal
bedding. In some cases, this BS facies is overlain by fine-grained sandstone with
equally distributed HCSS facies. This relationship suggests a period of very high
energy current deposition brought by storm reworking.

4.7 Massive Sandstone (MS)

This massive sandstone facies consists of poorly to moderately sorted, fine- to
coarse-grained sandstone with no internal structures. This sandstone occurs as
individual beds that are separated by HCS sandstone facies above and interbedded
thin sand and silt below (Fig. 2h). The loose grain-supported framework suggested
that the sandstone has modest compaction and shows dewatering structure, sug-
gesting deposition in a fluidized condition.
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5 Grain-Size Analysis

Grain-size analysis was carried out by using the sieving method and observation
under a binocular microscope. Representative samples were collected from each of
the facies. The sieving results were plotted as histograms frequency % (for sorting,
textural group, skewness, mode, and mean values) curve to represent the grain size
distribution (Figs. 3 and 4).

5.1 Facies HCSS

The sandstone sample from the HCSS facies has a grain size in the range of the phi
values −1 to 5, according to Folk and Ward method, with a mode of phi 3.36, which
is very-fine-grained and moderately sorted (Table 1). The sandstone type is uni-
model with 96.3% sand and 3.7% mud. Visual examination under binocular
microscope, however, shows the sandstone is moderately sorted to sorted with
coarse- to very-fine-grained sandstone.

5.2 Facies HBCBS

The sample from HBCBS has a grain size in the range of phi value −1 to 5, with a
mode of phi 2.24. This sandstone is moderately sorted and comprises very fine sand
according to the distribution pattern (Table 1). The sandstone type is unimodel
(Fig. 3) with 94.7% sand and 5.3% mud. Visual examination shows sorted grains
with fine- to very-fine-grain-size sandstone.

5.3 Facies TCBS

The trough cross-bedded sandstone has a grain size in the range of −1 to 5 phi, with
a mode of phi 2.24 and is poorly sorted (Table 1). The sandstone type is bimodal
(Fig. 3) with 100% sand. Visual examination of the sandstone shows moderately to
well-sorted, with fine- to very-fine-grained sandstone.

5.4 Facies W-FBS

The sandstone sample from the W-FBS facies has a grain size in the range of
the phi −1 to 5 values with mostly very-fine-grained sandstone (i.e., mode value of
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Fig. 3 The columns of the histograms of each of the facies, which have a width proportional to
the size range of grains (expressed using the phi scale) for each sample split. Only TCB and BS are
bimodal in distribution
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2.24 phi) and is poorly sorted (Table 1). The sandstone type is unimodel mostly
with 99.6% sand and 0.4% mud. Visual examination shows fine- to very-fine-grained
sandstone and moderately sorted to well-sorted grains.

Fig. 4 Cumulative frequency % curve for seven (7) different sandstone facies of Miri Formation
for mean, median, mode, and skewness calculation by using the values of phi at 16, 50, and 84%,
according to Folk & Ward method
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5.5 Facies CBS

The cross-bedded sandstone has a grain size in the range of −1 to 5 phi, with a
mode of phi 2.24 and is moderately sorted with fine grains (Table 1). The sandstone
type is unimodel (Fig. 3) with 97.3% sand and 2.7% mud. Visual examination of
the sandstone shows moderately to well-sorted, with fine- to very-fine-grained
sandstone.

5.6 Facies BS

The sample from BS shows a phi value that ranges from −1.5 to 5 and is poorly
sorted with very fine sand to slightly gravelly medium sand. It has a mode of phi
1.23–3.36 (Table 1). The sandstone type is bimodal (Fig. 3) with 89.7–97.9% sand
and 2.1–8.1% mud. Visual examination shows that the sandstone is sorted and fine-
to very-fine-grained in distribution.

5.7 Facies MS

The massive sandstone has a grain size in the range of −1 to 5 phi, with a mode of
phi 2.24 and is poorly to moderately well-sorted (Table 1). The sandstone type is
unimodel (Fig. 3) with 96.6–92.2% sand and 3.4–7.4% mud. Visual examination
the sandstone shows moderately sorted to sorted, with fine- to very-fine grains.

6 Static Connectivity

The two-dimensional (2-D) outcrop models are constructed from well-exposed
outcrops based on different lithologies [3], shale cutoffs, observed grain-size trend
and poro-perm properties with lateral and vertical extent as by [14–17] (Fig. 5).
These results show that sandstones of HCSS and HBSC are better sorted, with
minimal mud content, and the depositional pattern indicates increasing vertical and
lateral connectivity, even in bioturbated rich sand, as compared to other sandstone
facies. On the other hand, sandstones of BS and CB are of poor quality in terms of
grain sorting and poro-perm. Based on these results, a 2-D outcrop model is con-
structed providing additional insight into the significance of small-scale hetero-
geneity and static connectivity of siliciclastic shallow marine sandstone deposits.
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7 Poro-Perm

See Table 2.

Fig. 5 The two-dimensional (2D) static connectivity outcrop model

Table 2 Results of porosity–permeability by porosimeter of seven different sandstone

Sample Porosity (%) Permeability (md)

Hummocky cross-stratified sandstones 29.31 794.93e-3 µm2 = 805

Herringbone cross-bedded sandstones 30.41 138.96e-2 µm2 = 1408

Trough cross-bedded sandstone 34.41 386.61e-2 µm2 = 3917

Wavy- to flaser-bedded sandstone 22.04 336.8e-5 µm2 = 3.37

Bioturbated sandstone 9.74 130.78e-3 µm2 = 132

Massive sandstone 25.80 130.86e-4 µm2 = 13.2

Cross-bedded sandstone 34.35 217.01e-1 µm2 = 21,988

Sandstone Facies Reservoir Properties and 2D-Connectivity … 593



8 Conclusion

On the basis of sedimentology, lithology, grain size, texture, and sedimentary
structure, the Miri and Lambir formations are divided into seven (7) major sand-
stone facies; (i) hummocky cross-stratified sandstones; (ii) herringbone
cross-bedded sandstones; (iii) trough cross-bedding sandstones; (iv) wavy–
flaser-bedded sandstone; (v) cross-bedded sandstone; (vi) bioturbated sandstone;
and (vii) massive sandstone. The sandstones of HCS and HBSC are better sorted
sandstones, with minimal mud content. This may have contributed to the high
poro-perm values as compared to other sandstone facies. On the other hand, the
sandstone of BS is of poor quality in terms of grain sorting. This reflects the
heterogeneity in facies characteristic and reservoir quality. Further analysis must be
done for quality and overall achievement of the project in terms of poro-perm and
petrography analysis.
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Review of Tectonic Evolution of Sabah,
Malaysia

Samira Ghaheri and Mohd Suhaili Bin Ismail

Abstract Sabah’s geological structure and tectonic history show that this region
had undergone several tectonic events, of which the most important were the South
China Sea floor spreading and the Sulu Sea subduction. The South China Sea
subducted beneath the northern Borneo margin forming a basin that was filled with
Middle Eocene–Early Miocene sediments. The Celebes Sea subduction occurred
during Late Oligocene, this sea subducting northward beneath the Dent Peninsula.
These subductions led to shallower sedimentation in north, east, and west of Sabah.
During the Upper Oligocene–Middle Miocene, active rifting of the South China Sea
Basin took place. The N–S compression formed in the west led to general shal-
lowing of sedimentary facies and formed the NW–SE fold and thrust belt in the
northern and eastern part of Sabah. During the Early–Middle Miocene, the circular
basins in the eastern part of Sabah formed and it is thought to be related to SE Sulu
Sea Basin rifting. The volcanic arc in Dent Peninsula also formed during this time
which was due to the southward subduction of the Sulu Sea. In Late Miocene, the
SE Sulu Sea Basin rifting ceased.

Keywords Sabah � Tectonic evolution

1 Introduction

Sabah is located in the northern part of Borneo which is tectonically very active.
Since Tertiary, this region had undergone considerable tectonic stress, but the main
tectonic activity occurs during the Middle Miocene. Sabah is located between three
different seas which greatly influenced the tectonic evolution of the region. It is
bordered on the west and north by the South China Sea which currently is covered
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by carbonate platform known as Dangerous Ground [33]. From the east, it lies next
to the Sulu Sea, and from the south, it lies adjacent to the Celebes Sea.

Sabah is one of the important regions in Malaysia in terms of hydrocarbon
exploration. A better understanding on the geology structures and tectonic evolu-
tion of the region can be a great assistance for further oil and gas field development.
Sabah region was studied by many authors for the past few decades [1–3, 5, 8, 10,
11, 14, 15, 21–24, 26–30, 32].

This paper attempts to integrate all studies and come out with the overall pictures
of the tectonic evolution of Sabah. This review will follow the formal works of
previous authors, identifying the events according to the geology and tectonic
(Fig. 1).

2 Sedimentology

A brief account on the sedimentology of Sabah region is given here on tectonic
evolution closely associated with basin sediment.

Tongkul [33] divided Sabah rock formation based on their age and lithologies to
the five main groups. The oldest rock in Sabah is the basement rock. The basement
rock units also known as Chert-Spilite formation that consist metamorphic and
igneous rocks association of cherts interbedded with red shale [12, 19, 20]. These
basement rocks indicate as Triassic–Cretaceous based on radiometric age deter-
mination [17, 20]. The second rock group consists of Eocene–Lower Miocene
sediments. These sediments lie unconformably on the basement rock in western and
northern Sabah [33]. He interpreted the sediments deposited in shallow to deep
marine and includes thick sandstone and shale beds, with internal limestone and
tuffs lenses. The third deposits mostly occur in eastern Sabah in Dent and Semporna
peninsulas [33]. These rocks may form from volcanic activity during Early–Middle
Miocene in this region. These pyroclastic deposits overlie the older basement rocks
with marked unconformity. The fourth rock group is the sediment deposits that
named Middle Miocene chaotic deposits and melanges. These deposits include

Fig. 1 Sabah is located
between three different seas
which greatly influenced the
tectonic evolution of this
region (modified from [6])
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chaotic mixtures of single-lithology blocks or different lithology blocks [33].
Tongkul believed that the melanges developed in eastern and southeastern Sabah
also occur in smaller outcrops in western and northern Sabah. Noad [23] suggested
that a series of melange deposits ranging across eastern Sabah and comprises the
Garinono, Ayer, and Kuamut mélanges. These deposits are characterized by the
diversity of sediments such as sandstone, shale, chert, limestone, and igneous rocks.
The origin of the chaotic deposits is varied, and it is argued that in eastern Sabah the
melange was produced by submarine slope failure of Labang sediments and
slumped Kulapis material [4, 23]. Also Tongkul showed that most of the tuffaceous
sediments were derived from the Kalumpang Formation and most of the igneous
and metamorphic rocks are from the basement rocks. It was suggested that the
common characteristics of these blocks are the small-scale faults and fractures that
filled by calcite veins [33]. The last sediment deposit group is characterized by
sandstone, shale, conglomerates, and limestone. These sediments unlike the other
groups are rich in fossils and show age of Early–Late Miocene. The sediments in
most part lie unconformably on older rocks. Tongkul [33] argued that these sedi-
ments deposited in isolated, circular-shaped basins.

3 Tectonic Evolution

The tectonic evolution of Sabah is described in three parts: Cretaceous to Early
Eocene, Middle Eocene to Middle Oligocene, and Late Oligocene to recent. The
earliest tectonic event in this region is believed to begin in Early Cretaceous
(Fig. 2).

3.1 Cretaceous to Early Eocene

The Sabah basement rock mostly includes metamorphic, igneous, ultrabasic rock,
and cherts (Chert–Spilite Formation) associated with ophiolite complex that formed
during Early Cretaceous [33]. Based on the presence of ophiolites, Hutchison [13]
interpreted this unit as oceanic crust although some authors such as Reinhard and
Wenk [25] and Leong [20] believe that the origin of the basement rock is probably
continental crust based on the existence of granitic and metamorphic rock and from
the interpretation of gravity data. It is suggested SW Borneo is a continental block
rifted from the west Australian margin, and during Early Cretaceous joined to the
Sundaland [7].

In Early Cretaceous, the basement rock unit was uplifted [33] and during
Paleocene to Eocene, this unit was uplifted again as indicated by the presence of
limestones during this time in the most part of Sabah [18, 32, 33].

At the same time, the SE portion of the South China Sea subducted beneath the
northern Borneo margin [6, 14]. The Rajang Group also started to deposit in deep
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marine [14] and the Labang Formation in the Central Sabah Basin (in eastern of
Sabah) was developed by eroded sediments of the accretionary wedge [23]. Noad
[23] had suggested that the Central Sabah Basin was a back-arc basin to the sub-
duction zone to the north. During Eocene to Lower Miocene, Crocker, and Kudat
formations that covered mostly the north part of Sabah began to deposit [34]. The
Crocker Formation formed in deep marine as turbidite deposit while Kudat
Formation deposited in deep to shallow marine [34] (Fig. 3).

3.2 Middle Eocene to Middle Oligocene

It is suggested a basin extending NE–SW through southwestward to Sarawak was
formed as a result of the southeastward subduction of the South China Sea under
western part of the Celebes Sea [33]. The Trusmadi, Labang, Crocker, Kulapis, part
of Sapulut, Kudat, and Temburong formations were formed as deep marine deposits
in the central part of this basin and some part of Kudat, Temburong, and Labang. At

Fig. 2 Tectonic map of Sabah (modified from [33]) (Formations: Cr = Crocker, Sp = Sapulut,
Tr = Trusmadi, Tx = Temburong, Lb = Labang, Ks = Kulapis, Kd = Kudat, Tj = Tanjong,
KI = Kalabakan, Kp = Kapilil, Sd = Sandakan, Me = Meligan, Be = Belait, Ss = Setap Shale,
By = Bongaya, Ay = Ayer, Wr = Wariu, Km = Kuamut, Sb = Sebahat, Gn = Ganduman,
Tu = Tungku, Ln = Libong Tuffite, Kg = Kalumpang, and Um = Umas-Umas.)
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the same time, the Kulapis Formation was deposited in shallower water at the edge
of the basin [33]. In the Middle Eocene, the Celebes Sea was formed due to seafloor
spreading [6].

3.3 Late Oligocene to Recent

During Late Oligocene, the Celebes Sea subducted northward beneath the Dent
Peninsula. The southern margin of the Central Sabah Basin was uplifted by this
subduction [23] and Labang High was formed due to this subduction [4]. This
subduction led to compression northward of Sabah. During this time, Gomantong
Limestone deposited on shallow shelf area of the basin [23]. Tongkul [33] also
noted during the Upper Oligocene to Early Miocene, widespread carbonate plat-
form and reef formed due to uplifted of the area.

On the other hand, the Crocker accretionary wedge was uplifted due to com-
pression in eastern Sabah that was caused by southward subduction of the South
China Sea at the northern Borneo margin.

In the Late Oligocene to Early Miocene, the local plate movement changed due
to the cessation of subduction of the South China Sea beneath Borneo, and it caused
the Miri Zone attached to the Luconia Platform [23].

Fig. 3 Stratigraphy of Sabah (modified from Wilford [35] and Rangin et al. [24])
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Inversion of the Miocene sequence in eastern Sabah appears to be limited to the
edges of basement blocks which were moved by far-field tectonic stresses.
Post-Middle Miocene basin evolution in the onshore (Central Sabah Basin) and
adjacent parts of the Sulu Sea offshore (Sandakan Basin) has been strongly influ-
enced by mud diapirism and gravitational sagging of progradational sand-rich
sediments into underlying muds and melange units [7].

At the end of the Early Miocene, oceanic spreading ceased in the South China
Sea Basin as a series of collisions were initiated between the continental blocks
derived from the Asian mainland and the northwestern margin of Borneo. This
tectonic event caused a major period of uplift and erosion which produced the Deep
Regional Unconformity (DRU). While these events were occurring at the southern
margin of the South China Sea, the Sulu Sea was undergoing extension stress in the
northwest and ocean spread in the southeast [3, 4, 23].

Noad [23] also pointed out that Sabah during this time was under both exten-
sional and compressional stresses. Seismic survey in Sabah offshore area shows that
the DRU can be traced from the South China Sea into the Sulu Sea on a boundary
between two depositional systems that are both represented in sedimentary section
onshore eastern Sabah [7].

The Upper Oligocene–Middle Miocene was the period of most important tec-
tonic activity occurred in the Sabah region [30, 31, 33]. The N–S compression led
to general shallowing of sedimentary facies especially in the west part of the Sabah
basin and also formed the NW–SE fold and thrust belt in the northern and eastern
part of Sabah [33]. This compression was the result of active rifting of the South
China Sea Basin [26, 28].

Eastern Sabah changed from an environment of deep marine clastic deposition in
the Oligocene and Early Miocene, to shallow marine and terrestrial sedimentation
in the Mid- to Late Miocene, with a major period of sedimentary Melang Formation
occurring at the time of the Deep Regional Unconformity (DRU).

In Early–Middle Miocene, SE Sulu Sea Basin started to rifting [4, 16, 23]. The
Sulu Sea seafloor spreading reconstructed the Central Sabah Basin in the west part
of Sabah and trending the basin to the south. The host and graben structures in the
west of Sabah that made the circular basin are related to this extension [23, 33].
During this time, a volcanic arc in the Dent Peninsula was formed related to the
southward subduction of the Sulu Sea [23, 33]. The volcanic activity continues until
the end of the Middle Miocene [23]. This compression and extension reconstructed
the formations. In northern and western part of Sabah, the melange formation
(broken formation) was formed along NW–SE fold and thrust belt [33]. In eastern
Sabah, this formation was formed due to slumping and shearing of unstable sedi-
ment [4].

The SE Sulu Sea Basin rifting ceased during the Late Miocene [9] and the NW–

SE large transform fault formed in eastern Sabah [4, 9, 23] that detached the east
part of Sabah from Sulu Sea [23].
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4 Conclusion

Sabah tectonic started during the Early Cretaceous. The tectonic evolution of this
region greatly affected by surrounding seas (South China Sea, Sulu Sea, and
Celebes Sea). The South China Sea subduction under western part of Celebes Sea
formed a basin extending NE–SW through southward to Sarawak. This basin was
filled by Middle Eocene–Early Miocene sediments.

The Sabah region is tectonically active and continues to be under extension and
compression stresses until today. The presence of mud volcano in many parts of
Sabah supported this idea [33].
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Stratigraphy and Palaeoichnology
of “Black Shale” Facies: Chert Unit
of the Semanggol Formation, Perak

Farahana Azwa Drahman and José Antonio Gámez Vintaned

Abstract The exposed area of Bukit Putus, one of the Semanggol abandoned
quarries in Bukit Merah (NNW of Taiping, Perak, Peninsular Malaysia) has
allowed us to start a detailed study of the “black shales” of the chert unit of the
Semanggol Formation. Presently, no integrated palaeoichnological-stratigraphical
studies have ever been performed in the Semanggol Formation. The chert unit in
particular is claimed to have been deposited in a deep oceanic basin under the
influence of different regimes of transportation (Basir Jasin and Zaiton Harun [2]).
The analysis conducted herein aims to reconstruct the palaeoenvironmental evo-
lution, contrasting with previous interpretations. Description of sedimentary facies
and facies associations was done at the main outcrop. Samples collected have been
studied through thin sections, total organic content (TOC) analysis, scanning
electron microscope (SEM)–EDX, and photography and image enhancement. As a
result, palaeontological and sedimentological data indicate that as far as the “black
shale” facies is concerned, the basin evolved from mid-distal continental shelf
settings into shallower sublittoral conditions. The general evolution is compatible
with the dynamics of a deltaic apparatus prograding seawards (prodelta facies
evolving into lower delta front ones). At the outcrop of the Bukit Putus quarry,
several levels bearing abundant specimens of Claraia sp.—an Early Triassic pec-
tinid bivalve—have been found. Questionable brachiopods of the order Lingulida
also seem to be present. In short, results from the integration of stratigraphical and
paleoichnological data support the palaeoenvironmental conclusions obtained in
this study.

Keywords Semanggol Formation � Permo-Triassic � Trace fossils � Cruziana
ichnofacies � Bivalvia � Brachiopoda

F.A. Drahman (&) � J.A.G. Vintaned
Petroleum Geoscience Department, Universiti Teknologi PETRONAS,
Seri Iskandar, Malaysia
e-mail: farahanaazwa.drahma@petronas.com.my

© Springer Nature Singapore Pte Ltd. 2017
M. Awang et al. (eds.), ICIPEG 2016,
DOI 10.1007/978-981-10-3650-7_53

605



1 Introduction

A few geological studies have been conducted on the Semanggol Formation which
is widely exposed in north Perak, as well as in south and north Kedah (Peninsular
Malaysia). Burton (1973) [3] divided the formation—from the bottom to the top—
into three informal members, namely the chert member, the rhythmite member and
the conglomerate member; they were later called “units” by [7]. The age of the
Semanggol Formation was previously assigned to the Triassic based on the bivalves
found [3]. Nevertheless, the age is now recognized as Early Permian to mid-Triassic
as proposed by [1] based on the radiolarian present in the chert unit in Kedah. Most
of the studies were conducted in the Kedah area as compared to Perak. Hence, an
outcrop has been herewith selected at Bukit Merah (Perak) to further study the
Semanggol Formation.

The present study of the Semanggol Formation at Bukit Merah focuses on the
stratigraphy and palaeoichnology of the “black shale” facies of the chert member.
The application of Palaeoichnology in sedimentary geology is consolidated and
being recognized today as a capable apparatus to reconstruct the palaeoenviron-
ment, to perform facies interpretation and to identify discontinuities, among other
topics, and has accumulated a vast knowledge used for prospection and exploration
of hydrocarbon resources. This is mostly because trace fossils are not susceptible to
post-mortem displacement; they are virtually always found in situ [4]. Trace fossils
are good facies indicators, as they record the behaviour of the producers, typically
as a response to subtle changes in environmental parameters such as salinity,
oxygen and food supply [6].

The siliciclastic succession of Bukit Merah has been described by Hutchison and
Tan in 2009 [5], who interpreted the succession as mainly deposited in deepwater
environments across the Semanggol Basin. The presence of radiolarians supports
this vision. However, until now no integrated ichnological and stratigraphical
studies have ever been performed. More precise interpretations can be done on the
Semanggol Formation by using the trace fossil evidence which is present in the
rock. In particular the ichnological analysis may prove valuable in detailing the
environmental evolution of the basin.

2 Geological Setting

The Semanggol Formation is widely exposed at three separate locations, namely
Padang Terap (north Kedah), Kulim-Baling (south Kedah) and Gunung Semanggol
(north Perak). As previously mentioned in Chap. 1, the stratigraphy of the

606 F.A. Drahman and J.A.G. Vintaned

http://dx.doi.org/10.1007/978-981-10-3650-7_1


Semanggol Formation at Gunung Semanggol consists of three units: the chert unit,
rhythmite unit and conglomerate unit. The outcrops exposed at the Padang Terap
area show all of the units, and they are conformably overlying the Permian Kubang
Pasu Formation. Meanwhile, in the south of Kedah, at Kulim-Baling only two units
are identified, namely the chert and the rhythmite units. As for the area of interest,
Gunung Semanggol, three units are represented: the chert unit, the rhythmite unit
and the conglomerate unit. All of them were later intruded by a Late Triassic
granitic intrusion [2].

3 Methodology

3.1 Field Techniques

1. Stratigraphic Logging and Sampling—A log of ca. 50 m has been made, with
multipurpose sampling at regular intervals.

3.2 Laboratory Techniques

1. Polished (macroscopic) sections and thin (microscopic) sections—these tech-
niques, combined with others of staining and/or impregnation, are essential to
enhance the visibility of trace fossils in bioturbated fabrics, apart from allowing
the study of ichnological systematics on the samples.

2. Scanning electron microscopy (SEM) with EDX—selected, sample is studied at
the SEM, and analysed where necessary with EDX. This allows the study of the
ethological structures in detail.

3. Photography and image enhancement—an important method to enhance the
visibility of biogenic structures after sectioning and polishing the rock samples.

4. Total organic content (TOC)—the colour of the “black shale facies” ranges from
dark to light grey, depending on weathering. TOC analyses determine the car-
bon content of a rock attributable to the organic matter preserved on it.

5. Whitening of samples for photography—most samples of body fossils and
bioturbation structures benefit from being “whitened” with ammonium chloride
in order to improve the visibility of the 3D morphology by increasing the
contrast.
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4 Results

Palaeontological evidences found at the stratigraphic section BM1 are compatible
with the sedimentological ones, both indicating a shallowing-upward trend, from
mid-sublittoral shelfal environments—located above the storm wave base—to
shallower sublittoral conditions. The basin was probably receiving muddy sedi-
ments from a deltaic apparatus.

4.1 Data from Body Fossils

Abundant specimens of the pectinid genus Claraia (Fig. 1a)—an Early Triassic
bivalve—and also scarce questionable brachiopods of the order Lingulida (Fig. 1b)
are found at several levels, indicating the presence of epifaunal (Claraia) and
shallow infaunal (lingulids) suspension-feeder invertebrates. The complete array of
sizes found among the valves of Claraia—although disarticulated—talks in favour
of a short-distance transportation of these shell assemblages, if any transportation
existed at all.

Fig. 1 a Different-sized specimens (inner moulds) of the bivalve Claraia sp. b Probable outer
mould of a brachiopod of the order Lingulida, showing the migration line of the pedicle (arrowed).
Level BM1/16
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4.2 Data from Ethological Structures

The benthic fossil communities identified were composed not only of shelly,
suspension-feeder invertebrates but also of soft-bodied invertebrates which left
bioturbation structures (ethological structures, in which action can be semiquanti-
tatively measured by means of the bioturbation ichnofabric index), as well as
bioarrangement structures (another kind of ethological structures) left by microbial
mats. From the present study of the ethological structures, we may perform a more
complete study of the benthic living communities populating the sea bottom.

The identified bioturbation ichnogenera are a total of nine: Cochlichnus,
Cylindrichnus, Diplocraterion, Palaeophycus (Fig. 2), Planolites, Scolicia,
Skolithos (Fig. 2), Torrowangea and Psammichnites. They all indicate the presence
of a diversified benthic fauna populating the sea bottom. Most of the ichnological
contents represent the Cruziana ichnofacies, although suites dominated by dwell-
ing, oblique burrows may indicate the Skolithos ichnofacies developed at deeper
conditions than normal, below the fair-weather wave base. The Cruziana ichno-
facies is indicative of mid-distal continental shelf settings, slightly below the normal
wave base and exposed to the action of storms (i.e. above the storm wave base).

At a lesser scale of the producer’s body size, the phenomenon of cryptobio-
turbation has been identified under microscope observations in thin sections of
parallel laminated mudstone and silty mudstone at levels BM1/3 and BM1/4.
Cryptobioturbation may eventually produce intense mixing of the sediment, with
deep alteration or destruction of the sedimentary fabric. Nevertheless, in such cases,
the bioturbation ichnofabric index is not of common use at all.

Fig. 2 Longitudinal section of oblique Skolithos (big arrow) and transverse sections of
Palaeophycus (smaller). Level BM1/16
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At several levels of the section, thin microlaminated intervals are interpreted as
fossil microbial mats (bioarrangement structures), most probably of cyanobacterial
origin. Under the SEM, they show minute coccoids and filaments of either
cyanobacterial or fungal origin (in the latter case, fungi would be interpreted as
eating on the mat) (Fig. 3).

4.3 Data from TOC (Total Organic Content)

In terms of palaeoxygenation of the benthos (i.e. the seafloor bed), a preliminary
analysis has been carried out based on the TOC. The analysis has been conducted
on shale samples from levels 5 and 16 (Fig. 4), indicating TOC values of 0.342 and
0.497%, respectively, which are very low, most probably due to modern
weathering.

The presence of organic carbon talks in favour of early diagenetic conditions
which have favoured its preservation, which ultimately entails a deficit of oxygen
during burial so that some of the organic carbon—despite the low values mea-
sured—is eventually preserved from oxygenation.

Fig. 3 Three 5-µm-wide coccoids (arrows) and filaments (below) spotted in a microbial mat
sample, level BM1/7
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Fig. 4 (opposite page) Integrated stratigraphical and palaeoichnological log at section BM1 (lower
part). Legend, in b. Key for facies associations: 1, dark grey mudstone with few centimetric, very
fine-grained sandstone; 2, decimetric, erosive, medium-grained sandstone; 3, dark grey mudstone
with centimetric, len-ticular, fine-grained sandstone. b (opposite page) Integrated stratigraphical
and palaeoichnological log at section BM1 (upper part). Facies associations, as in a.
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Fig. 4 (continued)
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5 Conclusions

An integrated study of the palaeoichnology and the stratigraphy of the Semanggol
Formation, focused on the Bukit Merah area, has shown its potential to certainly
improve our understanding of the facies distribution and interpretation, environ-
mental evolution and palaeoecological reconstruction of the basin.

Evidence of benthic fauna traces—mostly of the Cruziana ichnofacies—popu-
lating the sea bottom indicate that the basin evolved—during the time of deposition of
the “black shale” facies—from a distal-mid continental shelf setting into a more
proximal one with shallower sublittoral conditions, above the storm wave base but
always below the action of the fair weather wave base. Lithostratigraphic and sedi-
mentological evidences also indicate a shallowing-upward trend: frommid-sublittoral
shelfal conditions—above the storm wave base—to shallower sublittoral conditions.
Thus, trace and body fossil data are in agreement with the sedimentological ones
throughout the 41.8-m-thick stratigraphic log obtained. The general sedimentary
evolution is compatiblewith the dynamics of a deltaic apparatus prograding seawards,
as indicated in the integrated stratigraphy given herein (Fig. 4).

The “black shale” facies are only in a few cases reflecting true anoxic conditions
during deposition (i.e., those intervals lacking completely benthic life or their
palaeoichnological evidences). Most of the dark grey facies visible at the studied
section reached anoxia in phases after burial, during diagenesis, since they showed
moderate-to-high contents of palaeontological remains indicative of benthic life.

All these observations and concluding remarks will contribute to the palaeo-
geographical knowledge of the Semanggol Basin and its geotectonic setting.
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Advanced Porosity Modeling
and Lithology Analysis Based on Sonic
Log and Core Data for Arkose Sandstone
Reservoir: Habban Field

A. Al-Hasani, I.M. Saaed, A.M. Salim and H.T. Janjuhah

Abstract Porosity represents the rock’s capacity to trap fluid. It is the main quality
indicator for hydrocarbon-bearing reservoirs. The reservoir porosity is a crucial
input to estimate hydrocarbon reserves by volumetric method, which is known as
oil originally in place (OOIP). It also plays a key role in the hydraulic unit iden-
tification, rock typing, net reservoir, and net pay analyses to determine the best
potential oil-bearing layers for perforation and oil production. The porosity is also a
required input to establish the reservoir static and dynamic models. The quantitative
evaluation of porosity is challenging especially during reservoir characterization.
Many factors such as mineralogical composition, type and amount of cement, rock
texture, grain-packing pattern, and rock compaction would affect its value. A good
quantitative evaluation of porosity requires using integrated methods between well
logs and core data. The present study is part of an integrated workflow to char-
acterize arkose sandstone reservoir called Kuhlan Formation in the Habban field
located in Republic of Yemen. It is one of the most important oil-producing for-
mation in East Yemen region, located in the sedimentary basin called Shabwa–
Marib basin. It is deposited in transitional continental environment in the Jurassic
Age. The compressional sonic log is initially used in this analysis from five key
wells. The sonic porosity by using linear and nonlinear methods is computed over
the reservoir depth interval. The sensitivity analysis for fluid slowness, matrix
slowness, and compaction factor is conducted. Core samples were taken from two
wells and analyzed by using both conventional and special core analyses in the
laboratory. Core porosity by using helium method was measured, and the grain
density was determined. The X-ray diffraction analyses were conducted on core
samples to fully understand the rock lithology and mineralogical bulk composition
for this reservoir. Understanding the details of the reservoir lithology and miner-
alogy is extremely important in the reservoir characterization and production
improvement treatments. The comparisons between log porosity and core porosity
have been made. The log analysis results show that the linear method is highly
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sensitive to the changes of matrix slowness and compaction factor. The nonlinear
method is insensitive to the changes of fluid slowness and slightly sensitive to the
changes of matrix slowness. The analysis also shows that the porosity based on the
nonlinear method has a good match with core porosity. The X-ray diffraction
analysis shows that the dominant mineral is quartz with average dry weight of 52%;
however, this reservoir contains a significant amount of feldspar minerals. The
cement is of calcareous nature, and its concentration is more at the upper part of this
formation. The clay type is illite, and its volume ranges between 10 and 13%. The
average porosity for this reservoir varies between 6 and 11%.

Keywords Porosity � Reservoir � Core � Sonic � Log � X-ray diffraction �
MATLAB � Kuhlan

1 Introduction

Habban field is located in Alsabatayn sedimentary basin. This basin is one of the
Mesozoic sedimentary basins of Yemen [1, 2]. It was generated as a rift basin
formed as a consequence of an extensional phase related to the separation of India
from Africa–Arabia. In this field, the main hydrocarbon-bearing formation is arkose
sandstone formation called Kuhlan Formation [3, 4]. The stratigraphic subdivision
of the basin fill is displayed in Fig. 1. The Kuhlan Formation consists of a basal
transgression unit, poorly sorted coarse sandstone (eolian sandstone), filling the
topographic lows in the basement. The Kuhlan Formation conformably grades up
into the platform carbonates of Shuqra Formation, which was part of a wider Tethys
shelf on the passive margin of the Arabian plate [3, 4]. The minerals detected in
Kuhlan Formation by X-ray diffraction analyses are quartz, plagioclase, orthoclase,
mica, clay, and some fragments. Within the last years, the sonic logging systems
have been developed with the ability to digitally record the entire acoustic wave-
forms and compute travel time or sonic slowness with good quality [5]. The
technique used to extract slowness from the acoustic waveform is called slowness
time coherence (STC) technique [6–8]. Several factors disturb the sonic log such as
lithology, mineralogy, fluid type, porosity, and rock compaction. The main influ-
ence on the sonic log is the porosity [8]. The compressional wave speed or travel
time dependence on porosity is well known [8]. The relationship between sonic
travel time and rock porosity has been described by mathematical models such as
Wyllie and Raymer–Hunt equations. Sonic porosity is the suitable option to cal-
culate porosity for hydrocarbon reservoirs in case of absence of other porosity logs
such as bulk density and neutron logs. It is also improving the porosity interpre-
tation in the presence of porosity logs [6, 9]. In this study, the sonic data have been
acquired by modern array system sonic tools in five key wells and the sonic logs
were extracted by using STC technique. P-waves are processed to compute the
compressional slowness. The porosity is computed along the logged reservoir depth
interval by using Wyllie and Raymer–Hunt equations, since the sonic porosity is

618 A. Al-Hasani et al.



lithology dependent; the equations are sensitive to some factors such as matrix
slowness (DTmx, us/ft), fluid slowness (DTf; us/ft), and compaction correction
factor (Cp) [10–14]. The numerical modeling approach is used to investigate the
effect of those factors one by one on porosity determination by the sonic log. The
aim is to obtain the best quality porosity log representing reservoir porosity. The
results have been correlated with core data for validation purpose.

2 Materials and Methods

The main data used in this work are sonic logs and core data. Full open-hole log
sets including compressional sonic slowness logs have been collected from five
wells drilled in Kuhlan Formation: Well-A (reservoir interval: 2697–2715 m
MDRT) and Well-B (reservoir interval: 2645–2662 m MDRT), Well-C (reservoir
interval: 2794–2817 m), Well-D (reservoir interval: 2376–2386 m), and Well-E
(reservoir interval: 2670–2692 m). The nineteen (19) sidewall core samples have
been taken from two key wells: Well-A and -B. The core samples have been

Formation of study 

Fig. 1 Generalized stratigraphy of the Habban field [3, 4]
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analyzed by routine core analysis (RCA) to obtain the main reservoir properties:
porosity and permeability. MATLAB and computer-assisting IP software*
(Interactive Petrophysics) have been used in this study. The core samples from the
two key wells were analyzed to determine helium porosity and dry weights of
minerals by X-ray diffraction. The X-ray diffraction analysis results (dry weight %)
have been visualized by bar and pie plots using Microsoft Excel application to
display the bulk mineralogical composition for core samples. The sonic porosity
was computed by both Wyllie and Raymer–Hunt models, and the final results are
validated by correlation with core porosity. The shale volume is determined to use it
in the further computation of the effective porosity [15]. The integrated workflow
applied in this study including both well logs and core data is illustrated in Fig. 2.

The data inventory is described in Table 1. The triple-combo open-hole logs
from five wells have been collected and processed. These data include natural
gamma ray (GR), formation bulk density (RHOB), photoelectrical factor (PEF),
thermal neutron porosity (NPHI), and sonic compressional slowness (DTCO).

Fig. 2 The integrated
workflow of core sonic
porosity modeling and
lithology identification
analysis

620 A. Al-Hasani et al.



2.1 Data Processing and Quality Control (QC)

The open-hole logs and measured core results have been loaded into IP software*
(Interactive Petrophysics). The wireline open-hole logs are data acquired in fill-in
fluid hole so the essential environmental corrections have been applied as per oil
industry standards and the final logs have been produced. The depth match between
logs has also been performed. The MATLAB software has been used to perform the
required modeling and sensitivity analysis for porosity.

2.2 Reservoir Lithology Identification

The reservoir lithology could be determined by drilled cuttings [16]. X-ray
diffraction analysis method provides a fast and reliable tool for routine mineral and
lithology identification. This method complements other mineralogical methods,
including optical light microscopy, electron microprobe microscopy, and scanning
electron microscopy [17]. The bulk mineralogical composition analysis was con-
ducted for 19 samples from Well-A and -B by X-ray diffraction analysis to obtain
quantitative information on the content of minerals in the rock. Samples were
initially cleaned of contaminants and hydrocarbon. Samples were then transferred
to distilled water and powdered. Dried powders were loaded into a metal sample
holder for randomly oriented mounts for whole rock analysis. A separate sample
split was used for clay mineral analysis by dispersing the sample in distilled water
using a sonic probe. Suspensions were size-fractionated by centrifugation to sep-
arate clay-size material (<4 lm equivalent spherical diameter) for analysis. The
suspensions were vacuum-deposited on nylon membrane filters and exposed to
ethylene glycol vapor for 12 h to fully expand swelling clays. XRD results were
obtained with a Siemens D500 automated powder diffractometer equipped with a
copper X-ray source (40 kV, 30 mA) and a scintillation X-ray detector. The whole
rock samples were evaluated from 5–60° two theta at 1° per minute.

Table 1 Data inventory of
core samples and open-hole
logs

Well-ID Well-A Well-B Well-C Well-D Well-E

GR ✓ ✓ ✓ ✓ ✓

S-GR ✓ ✓ ✓ ✓ ✓

RHOB ✓ ✓ ✓ ✓ ✓

NPHI ✓ ✓ ✓ ✓ ✓

PEF ✓ ✓ ✓ ✓ ✓

DTCO ✓ ✓ ✓ ✓ ✓

Core
samples

✓ ✓ n/a n/a n/a
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2.3 Computing Sonic Porosity by Wyllie
and Raymer–Hunt Models

The Wyllie et al. time-average equation is a linear relationship between the porosity
and interval transit time (slowness) of the P-waves [18, 19]. It has been widely used
due to its simplicity [20]. It can be expressed by Eq. 2 as follows:

DTCO � DTmxð1� /ÞþDTf :/ ð1Þ

By rearranging Eq. 1, we obtain:

/ ¼ 1
Cp

DTCO � DTmx
DTf � DTmx

ð2Þ

The main problem associated with the transformation of sonic transit time into
porosity involves the selection of the proper matrix transit time [20]. The numerical
modeling approach is applied to investigate the effect of those factors on sonic
porosity specifically for this reservoir. The Raymer–Hunt equation is based on field
observation to address the weakness in Wyllie equation [18–21]. The application of
this equation results in more accuracy determination for porosity from transit time
[9, 22]. This equation is expressed by Eq. 4 as follows:

1
DT

¼ 1� /2

DTmx
� /
DTf

ð3Þ

By rearranging Eq. 3, we obtain:

/2 þ/
DTmx
DTf

� 2
� �

� DTmx
DTf

� 1
� �

¼ 0 ð4Þ

where

DTCO: compressional slowness, us/ft
DTmx: matrix slowness, us/ft
DTf: fluid slowness, us/ft
Cp: compaction correction factor
Phis: sonic porosity, fraction
u: porosity, fraction

2.4 Clay Volume Determination

The clay volume is necessary input to determine the effective porosity from logs
[15]. The common method in the oil industry to compute clay volume, VCL, is
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linear GR method. This method could overestimate clay volume for arkose sand-
stone reservoir such as Kuhlan Formation due to high natural radioactivity caused
by orthoclase mineral [16]. This kind of lithology is known as hot sandstone
showing high natural radioactivity (gAPI) due to potassium and thorium contents.
The alternative method is using double indicators: neutron–density logs [16]. The
model used in this method is described by Eq. 5 as follows:

VCLND ¼ ðDencl2� Dencl1Þ � ðNeu� NeuCl1Þ � ðDen� Dencl1Þ � ðNeucl2� Neucl1Þ
ðDencl2� Dencl1Þ � ðNeuclay� Neucl1Þ � ðDenclay� Dencl1Þ � ðNeucl2� Neucl1Þ

ð5Þ

where

VCLND: clay volume computed by neutron–density method, fraction
Den: bulk formation density log, g/cc
Neu: neutron log, dec
DenCl1, DenCl2, NeuCl1, NeuCl2: end points of clean line
Denclay, Neuclay: end points of clay

2.5 Correlation with Core Porosity

The core porosity provides important constraints for the range of porosity estima-
tions [23, 24]. The porosity calculated by sonic logs has been correlated with core
porosity for validation purpose. In this study, the sonic porosity computed by
Wyllie and Raymer–Hunt models has been compared with core porosity in two key
wells: A and B. This correlation has been achieved using IP software package and
MATLAB platform.

3 Results and Discussions

The reservoir lithology and porosity for arkoses sandstone Kuhlan reservoir are
determined using re sonic log and core analysis from five key wells. The parameters
effecting porosity modeling have been investigated and modeled. The final findings
from this study could be divided into the following:

3.1 Core Porosity Results

The core porosity analysis shows high heterogeneity in this reservoir. The porosity
varies from 0.7% up to 14%. The average core porosities in wells A and B are 8 and
12%, respectively. The results are presented in Tables 2 and 3.
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3.2 Reservoir Lithology Identification

The X-ray diffraction analyses have been conducted for (11) sidewall core samples
taken fromWell-A (Figs. 3 and 8) sidewall core samples taken fromWell-B (Fig. 4).
The main minerals detected in this formation are quartz, orthoclase, plagioclase,
calcite, and illite. In core samples of Well-A, the average dry weights of quartz,
orthoclase, plagioclase, calcite, and illite are 49, 15.2, 14, 7, and 9%, respectively. In
core samples of Well-B, the average dry weights of quartz, orthoclase, plagioclase,
calcite, and illite are 53.5, 19, 16, 11, and 9%, respectively. The calcite has not been
detected in Well-B resulting in good reservoir properties in this well.

Generally, the analysis results show that the dominant mineral in this reservoir is
quartz. The calcite is existing as calcareous cement especially in the upper part of
this reservoir. The presence of calcite cement could interpret the reduction of
effective porosity and permeability in this reservoir. The results also show the
presence of feldspars (albite and orthoclase) as the second most abundant minerals
in this reservoir. The clay type has been identified as illite. The lithology description
and mineralogical composition analysis could lead to describe this reservoir as
feldspathic or arkose sandstone formation deposited in a transitional continental
environment.

Table 2 Core porosity
measurement results of
Well-A

Sample ID Depth (m) Core porosity (%)

1 2715.5 0.72

2 2713.5 7.89

3 2710 11.81

4 2708.5 13.69

5 2707.5 10.7

6 2706.5 7.91

7 2705.5 4.29

8 2704.5 6

9 2703 2

10 2701.9 7.07

11 2699.4 8.62

Table 3 Core porosity
measurement results of
Well-B

Sample ID Depth, m Core porosity (%)

1 2645.5 13.33

2 2646.6 2.98

3 2649.3 17.41

4 2650.6 16.14

5 2652.4 4.36

6 2654 12.38

7 2657.1 12.55

8 2659 14.28
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3.3 The Effect of Lithology Matrix Slowness

The matrix slowness varies according to the mineralogical composition of reservoir
rocks [7, 25, 26]. Since the sonic porosity is lithology-dependent property, the
porosity will differ accordingly. The effect of this factor is inspected by assuming
various values for matrix slowness as per Table 4. The investigation has been
accomplished on both Wyllie and Raymer–Hunt models which are used to transfer
the compressional slowness log to porosity. The statistical analysis has been per-
formed, and the results are displayed in Table 4 and Figs. 5, 6, 7, and 8.

Fig. 3 X-ray diffraction analysis results (dry weight %), Well-A

Fig. 4 X-ray diffraction analysis results (dry weight %), Well-B
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The relationship between sonic porosity and variations of matrix slowness factor
has been illustrated in Figs. 5, 6, 7, and 8. The analysis results show that the matrix
slowness has the major influence on both Wyllie and Raymer–Hunt models.

Sonic porosity varies from 4 to 13% in Wyllie model and from 9 to 10% in
Raymer–Hunt model as the lithology slowness varies from 58 to 43.5 us/ft. The
matrix slowness has an influence on Raymer–Hunt models less than Wyllie model.

Fig. 5 The effect of matrix slowness, DTmx, on sonic porosity computed by Wyllie model, depth
versus sonic porosity plot

Fig. 6 The effect of matrix slowness, DTmx, on sonic porosity computed by Wyllie model,
compressional slowness versus sonic porosity plot
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It indicates that the Raymer–Hunt model is less sensitive to variation in matrix
slowness resulting from complexity in reservoir lithology. It makes this model more
reliable to compute total porosity in the clastic reservoir which has complex
lithology and mineralogical composition.

The modeling results show that lithology matrix slowness has a significant effect
on sonic porosity computed by both Wyllie and Raymer–Hunt models; however,
the magnitude of this effect is minimum in Raymer–Hunt model. This effect is

Fig. 7 The effect of matrix slowness, DTmx, on sonic porosity computed by Raymer–Hunt
model, depth versus sonic porosity plot

Fig. 8 The effect of matrix slowness, DTmx, on sonic porosity computed by Raymer–Hunt
model, compressional versus sonic porosity plot
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negligible in the low porosity range (e.g., 3–5 %) (Table 4 and Figs. 5, 6, 7, and 8).
This leads to a conclusion that Raymer–Hunt model is less sensitive to the differ-
ences of lithology matrix slowness and would provide more accurate porosity in
this reservoir.

Fig. 9 The effect of fluid slowness, DTF, on sonic porosity computed by Wyllie model, depth
versus sonic porosity plot

Fig. 10 The effect of fluid slowness, DTF, on sonic porosity computed by Wyllie model,
compressional slowness versus sonic porosity plot
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3.4 The Effect of Fluid Slowness

The slowness of fluid trapped in the rock pores has an influence on sonic porosity
computed by compressional slowness [27]. This effect is modeled by introducing
fluid slowness as a variable into Wyllie and Raymer–Hunt models. The compres-
sional slowness logs acquired in Kuhlan Formation in the five wells have been
introduced into the both models. The common fluids in subsurface hydrocarbon
reservoirs and its sonic slowness are presented in Table 5. The relationship between
sonic porosity and the fluctuations of fluid slowness has been illustrated in Figs. 9,
10, 11, and 12.

The modeling results (Table 5 and Figs. 9, 10, 11, and 12) show a minor
influence caused by fluid slowness on both Wyllie and Raymer–Hunt models. The
sonic porosity varies from 6 to 9% in Wyllie model and from 9 to 10% in Raymer–
Hunt model as the fluid slowness varies from 189 to 238 us/ft. The effect of this
factor is negligible in Raymer–Hunt model especially in the low porosity range
which makes this model more dependable to deliver porosity from sonic com-
pressional slowness.

3.5 The Effect of Compaction Correction Factor

Compaction is the loss in overall volume porosity after deposition with pressure
from the weight of overlying material, usually in a non-elastic way, i.e., by grain

Fig. 11 The effect of fluid slowness, DTF, on sonic porosity computed by Raymer–Hunt model,
depth versus sonic porosity plot
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deformation, repacking, and crystallization. The compaction factor should always
be greater than one [28, 29]. This factor is considered only in Wyllie model. It
considers the lithology compaction in the unconsolidated sand when the sonic
compressional slowness is used to compute porosity based on Wyllie model. In
Raymer–Hunt model, this factor does not exist and this is a significant advantage of
using this model. The influence of this factor is inspected, and the modeling results
(Table 6) show important effect caused by this factor on sonic porosity determi-
nation as per Fig. 13.

Based on the previous modeling analysis, the end point selection of matrix
slowness and fluid slowness for this formation has been optimized. The lithology
matrix slowness and fluid slowness (DTmx & DTF) used in the further computation
for porosity are 52.5 and 189 us/ft, respectively. The Raymer–Hunt model has been
selected to compute reservoir porosity from sonic compressional slowness.

Fig. 12 The effect of fluid slowness, DTF, on sonic porosity computed by Raymer–Hunt model,
compressional slowness versus sonic porosity plot

Table 6 Average sonic porosity at different compaction correction factors

Compaction correction factor,
Cp/Well

Average sonic porosity, Wyllie model

Well-A Well-B Well-C Well-D Well-E

1 0.079 0.09 0.064 0.10 0.068

1.1 0.071 0.082 0.058 0.093 0.062

1.2 0.065 0.075 0.053 0.085 0.057

1.3 0.061 0.069 0.049 0.078 0.052

1.4 0.056 0.064 0.046 0.072 0.049

1.6 0.048 0.056 0.040 0.063 0.042
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3.6 Clay Volume Determination

Since this sandstone formation contains radioactive mineral such as orthoclase, the
double indicator method is recommended to compute the volume of clay. This
method uses bulk density–neutron logs as main inputs (Figs. 15 and 16). The end
points of bulk density (RHOB) and neutron porosity (NPHI) for sand and clay lines
have been determined by using the interactive plot (Fig. 14).

Fig. 13 The effect of compaction factor, Cp, on sonic porosity computed by Wyllie model,
compressional slowness versus porosity lot
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Fig. 14 Bulk density–neutron porosity end points for clean sand and clay lines
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The end points have been entered in the Eq. 5 to compute clay volume. The clay
volumes for the five wells have been computed, and multi-well histogram has been
plotted (Fig. 15). The VCL processing results show that average VCL ranges
between 10 and 15% which perfectly matches with clay volume measured by X-ray
diffraction for core samples (Figs. 15, 20 and 21).

3.7 Statistical Analysis

The effective porosity (PHIE) has been statistically determined from total sonic
porosity by taking to account clay fraction (Fig. 16 and Table 6). The total sonic
porosity has been gained in advance by using the end point parameters for matrix
slowness and fluid slowness. The core porosity (PCOR) has been correlated with
log porosity as per Figs. 17, 18, 19, and 20. The correlation shows a good match
between both effective porosity and core porosity when Raymer–Hunt model has
been used as per Table 7. This confirms that this methodology can be propagated to
other wells in this field. The statistical analysis of average reservoir porosity for the
five wells is presented in Table 7.

The final statistical results for the five wells have been displayed in Table 7.
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Fig. 15 Multi-well histogram of clay volume, VCL for wells A, B, C, D, and E
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Fig. 16 Multi-well histogram for sonic porosity (PHIS)

Fig. 17 Core–log porosity correlation, Well-A
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Fig. 18 Core–log porosity correlation, Well-B

Fig. 19 Well-A open-hole logs-VCL-PHIT-PHIE correlation; Track 1 depth, MDRT; Track 2
reservoir zonation; Track 3 gamma ray, GR; Track 4 shallow and deep resistivity; Track 5 sonic
compressional, DT; bulk density, RHOB, and neutron porosity, NPHI; Track 6 clay volume, VCL;
Track 7 total porosity, PHIT; Track 8 core and effective porosity
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3.8 The Final Log–Core Correlations

The final correlations between open-hole logs, clay volume (VCL), log porosity,
and core porosity (PCOR) have been carried out (Figs. 17, 18, 19, 20, 21, and 22).
These figures show good consistent results for VCL and porosity. This agreement
has been confirmed by core data in Well-A and -B (Figs. 17, 18, 19, and 20). The
sonic porosity has a good match with density and neutron porosity in the log–log
correlation composites (Figs. 19, 20, 21, 22, and 23). The maximum porosity is
observed in Well-B which is around 10%, and the minimum porosity is observed in
Well-D which is around 6%.

Fig. 20 Well-B open-hole logs-VCL-PHIT-PHIE correlation; Track 1 depth, MDRT; Track 2
reservoir zonation; Track 3 gamma ray, GR; Track 4 shallow and deep resistivity; Track 5 sonic
compressional, DT; bulk density, RHOB, and neutron porosity, NPHI; Track 6 clay volume, VCL;
Track 7 total porosity, PHIT; Track 8 core and effective porosity

Table 7 Core–log average porosity correlation

Well Average log porosity P10 P50 P90 Average core porosity

Well-A 0.07 0.001 0.07 0.15 0.073

Well-B 0.10 0.04 0.10 0.13 0.11

Well-C 0.06 0.01 0.05 0.11 n/a

Well-D 0.06 0.001 0.06 0.11 n/a

Well-E 0.09 0.04 0.09 0.13 n/a
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Fig. 21 Well-C open-hole logs-VCL-PHIT-PHIE correlation; Track 1 depth, MDRT; Track 2
reservoir zonation; Track 3 gamma ray, GR; Track 4 shallow and deep resistivity; Track 5 sonic
compressional, DT; bulk density, RHOB, and neutron porosity, NPHI; Track 6 clay volume, VCL;
Track 7 total porosity, PHIT; Track 8 effective porosity

Fig. 22 Well-D open-hole logs-VCL-PHIT-PHIE correlation; Track 1 depth, MDRT; Track 2
reservoir zonation; Track 3 gamma ray, GR; Track 4 shallow and deep resistivity; Track 5 sonic
compressional, DT; bulk density, RHOB, and neutron porosity, NPHI; Track 6 clay volume, VCL;
Track 7 total porosity, PHIT; Track 8 effective porosity
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4 Conclusions

From the results as obtained and discussed earlier, X-ray diffraction analysis
method has been successfully used to characterize the lithology and mineralogical
bulk composition of this reservoir. It is exposed that this reservoir could be clas-
sified as arkose sandstone or feldspathic sandstone. The dominant mineral is quartz;
however, this reservoir contains a significant amount of feldspar minerals. The
cement between grains is calcareous, and its amount is concentrated more at the
upper part of this formation. The clay type is illite, and its volume ranges between
10 and 15%. The optimal method to compute the clay volume is double indicator
method by using formation bulk density–neutron porosity logs. The reservoir
porosity has been precisely determined by compressional sonic slowness log. There
are two models used for this purpose. The first model is Wyllie model, and the other
one is Raymer–Hunt model. Wyllie model is based on a linear relationship between
sonic velocity, Vp, or sonic slowness and porosity. This model requires compaction
correction factor. Raymer–Hunt model is based on a nonlinear relationship between
sonic velocity, Vp, and porosity. The analyses for porosity determination revealed
that the average porosity for this reservoir ranges between 6 and 11%. The Raymer–
Hunt model results have a good match with core data better than Wyllie model. The
optimum selection for matrix slowness and fluid slowness for this reservoir is 52.6
and 189 us/ft, respectively. Well-B has average porosity more than other wells. The
sonic slowness extracted from sonic waves by slowness time coherence
(STC) technique is more accurate than first motion detection technique, FMD. The

Fig. 23 Well-E open-hole logs-VCL-PHIT-PHIE Correlation; Track 1 depth, MDRT; Track 2
reservoir zonation; Track 3 gamma ray, GR; Track 4 shallow and deep resistivity; Track 5 sonic
compressional, DT; bulk density, RHOB, and neutron porosity, NPHI; Track 6 clay volume, VCL;
Track 7 Total porosity, PHIT; Track 8 effective porosity
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accuracy of porosity computed by sonic log depends highly on the sonic log quality
itself and on the accuracy of lithology matrix slowness determination, and with less
degree, it depends on the accuracy of fluid slowness determination. In Raymer–
Hunt model, the influence of matrix slowness on the sonic porosity is more sig-
nificant than the influence of fluid slowness. The fluid slowness effect is negligible.
The effect of lithology matrix slowness on Raymer–Hunt outputs is less than that on
Wyllie model outputs. The effect of matrix slowness is significantly more than the
effect of fluid slowness on both models. It is observed that the effect of matrix
slowness is negligible in the low porosity ranges. This effect increases with the
increase of porosity. The effect of fluid slowness on porosity determined by
Raymer–Hunt model is certainly negligible. There is a significant advantage of
using Raymer–Hunt model over Wyllie model to compute reservoir porosity. The
Raymer–Hunt model does not require compaction correction factor to be consid-
ered, whereas the Wyllie model requires that correction factor to be considered
which leads to less accuracy in the results of porosity determined by Wyllie model.
The results are validated by core data which make this methodology reliably
applicable for all wells that drilled in this reservoir. The sonic porosity has good
agreement with density and neutron porosity in the log–log correlation composites.
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The Roles of Polar Compounds
in the Stability and Flow Behavior
of Water-in-Oil Emulsions

A.A. Umar, I.M. Saaid and A.A. Sulaimon

Abstract This paper summarizes an investigation of the roles of asphaltenes and
other polar compounds in forming and stabilizing water-in-oil emulsions. Two
crude oils with entirely different starting properties from Canada and Malaysia were
used for the study. Asphaltenes and polar compounds were isolated from the crude
oils using silica columns, and emulsions were prepared with the asphaltenes-free
crude oils. These investigations have confirmed that water-in-oil emulsions formed
by amphiphiles with the highest molecular weight play the most important roles in
stabilizing W/O emulsions. Rheological as well as stability studies were conducted
for emulsions formed by the crude oils with and without asphaltenes. The study
shows that the viscosity of emulsions formed by the crude oils with asphaltene at a
shear rate of one reciprocal second is about three orders of magnitude greater than
that of the starting oil. An unstable emulsion is formed with the asphaltene-free
crude oils, and thus, the viscosity of the emulsion is not more than about 20 times
greater than that of the starting oil. A stable emulsion has a significant elasticity,
whereas an unstable emulsion does not. A mesostable emulsion has properties
between stable and unstable, but breaks down within a few days of standing. The
usual situation is that emulsions are either obviously stable, mesostable, or unstable.
The type of emulsion produced is determined primarily by the properties of the
starting oil. The most important of these properties are the asphaltene and resin
content and the viscosity of the oil. The composition and property ranges of the
starting oil that would be required to form each of the water-in-oil states are
discussed in this paper.
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1 Introduction

The formation of crude oil emulsions is a costly problem in the oil and gas industry.
Although water and oil are immiscible, highly stable water-in-oil emulsions (W/O)
do form during the production, transportation, and processing of crude oil [1, 2]. An
emulsion is defined as a system of immiscible liquids in which one of the liquids is
intimately dispersed in the other as small droplets under the influence of interfa-
cially active materials. These interfacially active materials (such as asphaltenes,
resins, and fine particles) are also knows as ‘emulsifiers.’ Among other factors, the
presence of these surface-active agents is a necessary condition for a stable
emulsion to form, and they control the stability of the emulsions [2–9]. Other
authors proposed that, it is the asphaltene particles that gather at the oil–water
interface and form a mechanical skin are responsible for a stable W/O emulsion.
This ‘skin’ was suggested to contain waxes, tar particles, and other polar com-
pounds. Microcrystals of wax were also hypothesized to stabilize emulsions [7, 8,
10]. It is a general belief among researchers that these components adsorb as
surfactants or as particles at the oil/water interface, resulting in rigid films that
encapsulate water droplets and inhibit their coalescence. This leads to the stabi-
lization of the emulsion by (1) repulsive charges on the surfaces of the dispersed
phase and (2) adsorbed films that, being preferentially wetted by the external phase,
act as a physical barrier to prevent contact between the dispersed droplets [6, 9, 11].
Depending on the crude oil aliphatic/aromatic ratio which controls the solubility of
asphaltene–resins and their interfacial activity, three main stabilization mechanisms
of W/O emulsion exist: (1) steric stabilization due to an adsorbed layer of
asphaltene at a low concentration of asphaltene–resin submicron particles; (2) de-
pletion destabilization due to an excluded volume effect, leading to attraction
between water droplets; and (3) structural stabilization due to long-range colloidal
structure formation inside the film in the presence of a sufficient effective volume
fraction of colloidal particles. Generally, an emulsion system is expected to have a
combination of these three mechanisms [7, 12–14].

This study investigates the roles of asphaltenes and other polar compounds in the
stability and flow behavior of water-in-crude oil emulsions. Both static bottle test
and the light scattering methods were used to determine the stability of emulsions
prepared by crude oils with and without polar compounds. The rotational rheometry
technique is used to determine the flow behaviors of the emulsions.

2 Methodology

A. Crude Oil Samples

As mentioned earlier, the same crude oil was used to prepare both emulsions.
However, asphaltenes and other polar compounds were chemically removed from
the other sample, thus giving a sample with asphaltene and other polar compounds
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and one without. Table 1 shows some of the properties of the crude oil samples
used in the study. While some crude oils form emulsions, some do not form at all.
Oils with very low viscosities of the range <50 mPa s do not form emulsions and so
also high viscosity oils with viscosity values >200,000 mPa s [15, 16].

B. Simulated Distillation—SimDist (GC-FID)

The simulated distillation was carried out on the crude oil samples, using the
method provided in ASTM (American Society for Testing Materials) D2887. It is a
known fact that the emulsions formed by light and intermediate fractions of crude
oil that distill at temperatures below 520 °C are not stable. Hence, most stable
emulsions form with the fraction of crude that distilled at temperatures greater than
520 °C. This suggests that the amphiphiles with the highest molecular weight, i.e.,
resins and asphaltenes, play a major role in the protection of water droplet against
coalescence, thus making the emulsion more stable.

C. Polar Compound Isolation from Crude oils

Asphaltenes and other polar compounds that are naturally found in the crude oil
have been recognized as the primary emulsion stabilizers [17]. Being more polar
than alkanes, asphaltenes tend to stick to the oil–water interface, and due to their
large molecular size, they sterically prevent droplet coalescence. This is done either
by sterically preventing the drops to come together, close enough for coalescence to
occur, or by making the droplet interfacial film too rigid to favor coalescence. This
study employs the method used by Sjoblom et al. (1992) (with slight modifications)
in chemically isolating asphaltene and other polar compounds from the crude oil. In
this study, 10 g of brown silica beads with minimum absorbent capacity of 22.0%
(supplied by Sorbead India) was added into a 100 mL plastic beaker. 20 mL of
Orente crude oil was added, and n-hexane was added into the beaker to dilute the
crude oil to 100 mL. The beaker was gently stirred, and a Whatman filter paper #42
was used to filter the mixture. The silica was discarded, and the procedure was
repeated until the silica beads lose its brown color. The filtrate was again filtered
through a 0.45-lm syringe filter into another clean beaker. A rotary evaporator was
then used to evaporate off the hexane at 65–70 °C until the original 20 mL of the
crude oil was recovered. This is repeated until 100 mL of the isolated crude oil was
gathered. It was then stored in a glass bottle for further use.

Table 1 Physicochemical properties of crude oils used in the study

Crude oil samples Physical properties

ƿ (g/cm3)@25 °C Viscosity (cP) Wax content (%)

Orente 0.9891 15.54 16.67

Isolated Orente 0.8089 13.40 16.23

Dulang 0.9788 17.50 25.41

Isolated Dulang 0.9844 16.10 24.20
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D. Emulsion Sample Preparations

Emulsions used in this study were prepared using Orente crude oil. One of the
emulsions (A) was prepared from an original sample of Orente (as received), while
the other sample (B) was prepared from a sample of the same crude oil, but with
asphaltenes and other polar compounds isolated. For this study, all emulsions were
prepared from 30% brine as discontinuous phase and 70% crude oil as the con-
tinuous phase. The types of prepared emulsions were verified using filter paper, and
only the W/O types were used in this study. The emulsions were prepared by
stirring both crude oil and water at 1000 rpm for 10 min, using a standard blade
stirrer. Prior to mixing, both the crude oil and brine were kept in an oven at 45 °C
for 10 min, to ensure homogeneity. Dulang and Orente with high wax contents
were, however, kept for 30 min at 75 °C. Checking the emulsion type involves
placing some drops of the emulsion to be tested on a filter paper placed flat on a
table. An emulsion that spreads up the filter paper is considered an O/W emulsion.
An emulsion that does not spread is, however, considered a W/O emulsion.

E. Emulsion Stability Measurement—Bottle Test method

The most widely used method of assessing the stability of emulsions in the oil
and gas industry is the batch test (bottle test method). The method follows the
gravity separation technique, where the quantity of separated water is being
observed over time and taken as a measure of the emulsion stability. All prepared
emulsions were kept in a calibrated measuring cylinder and left to settle. The
percentage of water separated was calculated using the equation below:

W% ¼ Vws

Vow
� 100 ð1Þ

W% is the percentage of water separated
VWS = volume of water separated, in mL
VOW = volume of original water used to prepare the emulsion, mL

The stability of the emulsions from the crude oil samples with and without polar
compounds was tested, the results are presented under the results and discussions
section of this work.

F. Emulsion Stability Measurement—Multiple Light Scattering method

The Turbiscan is quite a newly developed method. The technique allows for the
scanning of the turbidity profile of a sample (emulsion) along the height of a glass
tube filled with the emulsion. The portion of the equipment called the reading head
is made up of a pulsed near-IR light source (l = 850 nm) and two synchronous
detectors. The transmission (T) detector collects the light which goes through the
sample (0°), while the backscattering (BS) detector receives the light backscattered
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by the sample (135°). The transmission and backscattering data are acquired by the
Turbiscan head every 40 mm along the vertical length of the cell. Hence, the scan
of a 60-mm-high sample provides configurations, comprising 1,500 points of
measurements in less than 20 s. Therefore, by repeating the scan of a sample at
different time (t) intervals, the stability or instability of dispersions can be studied in
detail.

G. Emulsion Flow Behavior (Bulk rheology)

Among the important properties of an emulsion is its flow behavior (Rheology).
Emulsion rheology involves the flow of emulsions and their deformation when
subjected to some stress. Emulsion rheology, especially its viscous behavior, is very
vital in handling produced crude oil that normally comes along with water espe-
cially in mature oil field. The use of rotational rheometry technique for the mea-
surement of complex shear rheology for all kinds of materials has been so vital. It is
perfect for discriminating essential and compositional changes of materials, which
can be critical controlling factors in flow and deformation properties. In this study,
MCR Anton Paar HPHT Rotational Rheometry was used. The MCR viscometer is
very easy and user-friendly to measure shear stress and shear rate at specific
rotational speed and plot the flow curve automatically by the Rheoplus software.

3 Results and Discussions

A. Crude Oil and Water Samples

Some of the physicochemical properties of the crude oil samples measured are
recorded in Table 1. It is a known fact that certain crude oils do not form stable
emulsions, as a result of the properties they possess. These crude oils are either of
low viscosity or of high viscosities. The low viscosity oils are those whose vis-
cosities are less than 50 mPa s. On the other hand, those crude oils considered to be
of high viscosities have their values ranging above 200,000 mPa s. One of the
reasons we have to characterize our crude oil samples and measure their physico-
chemical properties is to know whether our crude oils have the potentials or not, to
form stable emulsions.

B. Simulated Distillation (SimDist)

Crude oil consists of light and heavy fractions. Investigations have revealed that
crude oils with higher percentage of heavy fractions do form stable emulsions. On
the contrary, light and intermediate fraction crude oils do not form stable emulsions.
Heavy fractions distill at temperatures higher than 520 °C and thus have a very high
potential of forming stable emulsions. Asphaltenes and resins are amphiphiles with
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the highest molecular weight and therefore play major roles in preventing droplet
coalescence. The SimDist results from this study showed that the original crude oils
(before isolating the asphaltene and other polar compounds) distill at temperature as
high as 547.48–550.57 °C. Upon isolation of the polar compounds, the tempera-
tures were seen to be lower than 439.2 °C. Thus, the absence of significant heavy
fractions is one of the reasons that the crude oil without asphaltene and other polar
compounds could not form stable emulsion.

Asphaltenes and other polar compounds that are naturally found in the crude oil
are seen as the primary emulsion stabilizers. Being more polar than alkanes,
asphaltenes tend to stick to the oil–water interface, and due to their large molecular
size, they sterically prevent droplet coalescence.

C. Emulsion Stability Measurement—Bottle Tests and Light Scattering Method

The bottle test method is by far the most common method of determining
emulsion stability in oil fields. It is done by measuring the amount of water sep-
arated over time in an undisturbed emulsion. The Turbiscan (light scattering)
technique is, however, a valid and more accurate method of determining emulsion
stability. Both methods are used in this study. As mentioned in Sect. 2, subsection
E, emulsions were prepared with different water cut (30/70 v/v). As shown in
Fig. 1, bottles A and B are the emulsions that form when original crude oil samples
of Orente and Dulang were used. These emulsions are more stable than those
prepared with isolated samples of the two crude oils (shown in bottles C, D, and E).
In Fig. 1, bottle A is the emulsion that remained very stable throughout the duration
of the test (over a month). In Fig. 1, bottle B is also a stable emulsion, because it
persisted for over 21 days before water broke out. For emulsions in bottles C, D,
and E in Fig. 1, they were prepared using isolated samples of Dulang 1, Dulang 2,

Fig. 1 Bottle test results
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and Orente crude oils. As shown, the crude oil and water are separated into their
respective phases without the addition of any demulsifier nor heat. This can be
attributed to the absence of high molecular weight polar compounds in the crude
oils used. These compounds act as natural emulsifiers. Certain crude oil compo-
nents such as resins, fatty acids such as naphthenic acids, porphyrins, and wax
crystals also may act as natural emulsion stabilizers when found in crude oils,
although they may not be able to produce a stable emulsion alone.

Figure 2 shows the water separation pattern for the emulsions prepared by
original crude oils and those prepared by crude oils from which asphaltene has been
isolated. As can be seen, less than 15% of the water content in emulsions prepared
with original Castilla and Dulang was separated from the emulsion after the whole
period of study. This is against almost 95% water separated from emulsions formed
by the isolated crude oils. This is evident that emulsions formed by crude oils
containing asphaltene and resin are much more stable than those formed by crude
oils with no such high molecular weight polar compounds.

To further study the stability of the emulsions, the Turbiscan MA2000 optical
analyzer was used. The equipment permits for assessing the droplet sedimentation
behavior within a white opaque column, where the emulsion shows a visual sta-
bility. This behavior is shown by the transmission versus time profile shown in
Figs. 3 and 4. The transmission (T) and backscattering (BS) strengths represent the
emulsion stability with respect to height.

As shown in Fig. 4, there is no indication of particle movement on the profile,
suggesting the emulsion is stable over the entire period of study. However, Fig. 3
shows light transmission along the length of the tube, indicating that water separates
within this region. Beyond this region, no further transmission was recorded,
suggesting that the separation of the emulsion has finished, and no further sepa-
ration would occur.
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D. Emulsion Bulk Rheology

Emulsions show exceedingly wide-ranging rheological behaviors which are both
useful and intriguing. The relationships between stress and strain in emulsions
depend extremely on the composition, droplet structure, and size, as well as the
interfacial interactions within the emulsions.

In Fig. 5, the relationship between the shear rate and shear stress of the studied
emulsions is shown. As shown, the shear stress/shear rate relationship is almost
constant and is linear for emulsions formed by original samples of the crude oils.
However, the flow behaviors for emulsions formed by the isolated crude oils are
non-Newtonian (shear thinning).

Fig. 3 Transmission and
backscattering profiles for
crude oil emulsions (without
asphaltene and resins in the
oil sample)

Fig. 4 Transmission and
backscattering profiles for
crude oil emulsions (with
asphaltenes and resins in the
oil sample)
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In Figs. 6 and 7, the effect of temperature on emulsion flow behavior is shown.
As seen, decrease in viscosity is observed with increasing temperature due to an
increase in the deformation of the emulsion as well as an increase in coalescence as
temperature increases. Generally, emulsions formed by crude oils containing
asphaltenes and resins have higher viscosities when compared to those crude oils
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from which asphaltenes were isolated. Although there is a decrease in the vis-
cosities in both cases, the viscosities of the emulsions that form when the original
crude oils were used are quiet higher than those of the isolated crude oils.

4 Conclusions

This study investigated the effect of asphaltene and other polar compounds in the
stability and flow behavior of water-in-oil emulsions. It has been found that the
presence of asphaltene and other polar compounds significantly affect the stability
of crude oil emulsions. Also, emulsion rheology is significantly affected by the
presence of polar compounds in the oil phase. Thus, the viscosities of emulsions
with asphaltenes and resins are generally higher than those without.
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Geomorphology and Hydrology of 2014
Kelantan Flood

A.R. Abdul Hadi, M.R.A. Ghani, Jasmi Talib and I. Nur Afiqah

Abstract The December 2014 Kelantan floods were the worst on records in terms
of depth and extent of inundation as well as damages to properties and infras-
tructure. Therefore, a comprehensive and integrated flood monitoring, forecasting,
and warning methods are needed to allow planning of responses to potential future
floods by the government and related environmental agencies. The Kelantan state
has been affected by floods every year in modern times. Meteorological and
hydrological records have shown that the Kelantan River often overflows during the
NE monsoon season. This preliminary due to heavy rainfall, causing an almost
annual recurrence of floods to the state between the end of November till March
(DID 2014/2015). Excessive land use changes such as deforestation (i.e. logging
and clearing for agriculture) and increased precipitation intensity and frequency are
the possible causes for this change. However, little research has been conducted to
understand and quantify how these factors contribute to changes in the magnitude
and frequency of flooding in the area. This research will attempt to integrate geo-
morphological, hydrological and meteorological data and evaluate their impact on
the recurrence of the annual flood in Kelantan. The main objective of this research
project is to study all factors that contribute to the flooding events in Kelantan and
propose a strategy to minimize the impact of future flooding events. The method-
ology planned to achieve the specific objectives for this research comprises of:
(i) analysis of satellite imagery and remote sensing images to map general geo-
morphology of Kelantan; (ii) analysis of medium-term climatic data (temperature
and rainfall data) to evaluate the impact of hydrology on the flooding events. From
the Digital Elevation Model (DEM) map, the geomorphology of Kelantan can be
clearly seen where at the southern part of Kelantan (Gua Musang and Kuala Krai
area) is more hilly and highly elevated, and toward northern parts of Kelantan
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which cover area Kota Bharu, Pasir Puteh, Tumpat, Bachok, Pasir Mas, Tanah
Merah, the elevation more gentle since it near to coastal region area. This lowland
geomorphology allows becoming an escape route for the water and later transported
to the nearby delta before escaping to the sea which is the main basin. The fluvial
geomorphology at the Kelantan Delta area is meandering since it located at
downstream area. More than that, the urbanization aggressively increases at
floodplain area and also forces the flooding to occur. Meanwhile the data could also
identify the water flow from rivers in southern upstream highland region (Lebir
River and Galas River) to Kelantan Delta area. The existence of bottle necks in
southern parts of Kelantan area such as Dabong, Manek Urai, and Kuala Krai can
be identified under the image whereby the river flows through a narrow or
obstructed section from catchment area. It could assist to decelerate the water flow
to Kelantan River in the event of flood and long duration rainfall. However,
river-bottle neck will accelerate the rise of flood level in southern upstream highland
area. The Kelantan River Basin experiences the northeast (NE) monsoon climate
which is responsible for the heavy rains that hits the east coast of the Peninsular
Malaysia, such as the state of Kelantan, Terengganu, and Pahang, and frequently
cause overflow of riverbank flooding. The flooding that occurred in 2014/2015 was
caused by heavy rains brought by the northeast monsoon winds blown from
November to March. Floods in 2014 showed the total rainfall in rural areas is more
dense (>60 mm) than the coastal areas (DID 2014/2015). Heavy rain began to fall
in the Gunung Gagau on December 16, 2014, in which a total of 6648.0 mm in the
coastal areas have been covered by 6 new stations in Kota Bharu, Tumpat, Pasir
Mas, Machang, Bachok, and Pasir Puteh while in rural areas of 7373.0 mm, which
also includes 6 stations, namely Dabong, Jeli, Gua Musang, Laloh, Aring and
Gunung Gagau for the month of December. Continuous heavy rains until early
January as recorded stations involved. Based on the preliminary geomorphological
and hydrological analysis, DEM and satellite data, future development plan of
residential areas, reforestation and plantation, town planning, and river engineering
projects for Kelantan state should incorporate the details of the studies. Several
flood management strategies are proposed here. In the southern upstream areas,
desilting of the river system needs to be carried out. The deforestation projects
should be stopped in the areas which forms large rainfall catchment areas. The
logging activities should be limited to non-catchment, intermediate, and lowland
areas. In the lowland, Kelantan delta areas, urbanization and river engineering
projects need to be re-evaluated. Construction of large monsoon drains may help to
distribute the floodwaters more efficiently.

Keywords Kelantan � Flood � Upstream � Downstream � Delta � Highland
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1 Introduction

Kelantan is situated in the East Coast of Peninsular Malaysia. The state is exposed
to the northeast monsoon and experiences floods almost every year. This is the
result of extreme and widespread rainfall brought by the northeast monsoon across
Kelantan from November to March the following year, and urbanization [1]. During
the monsoon season, continuous and heavy rainfall in the Sungai Kelantan and
Sungai Golok basin will transport excess volume of water downstream. Ten dis-
tricts are known to be flood-prone areas; they are—Kota Bharu, Kuala Krai,
Machang, Pasir Mas, Pasir Puteh, Tanah Merah, Jeli, Bachok, Tumpat, and Gua
Musang.

According to previous records, flooding begins from the month of December and
continues until January the following year. Table 1 shows the comparison between
major flooding events that have occurred in Kelantan [2].

In 2014, one of the worst recorded floods occurred in Kelantan. During
November and December 2014 and as well as early 2015 monsoon, three episodes of
flooding were recorded in Kelantan [2]. The first flood duration was seven days
starting from November 17, 2014, until November 23, 2014, and this affected the
districts of Pasir Mas (Rantau Panjang) and Tumpat. The second flood lasted for
21 days from December 14, 2014, to January 3, 2015, affecting Gua Musang, Kuala
Krai, Tanah Merah, Machang, Pasir Mas, Kota Bharu, Tumpat, Jeli, Pasir Puteh, and
Bachok. The last episode, a minor flood, lasted for two days from January 10, 2015,
until January 11, 2015. The floods affected all of the districts from the Sungai
Kelantan and Sungai Golok basin. The annual rainfall in 2014 record exceeded the
average annual rainfall; this 2700 mmwas linked to the heavy rainfall in the Gunung
Gagau rural areas. The floods in 2014 and 2015 had resulted in the movement of
flood victims up to 319,156 people with a death toll of fourteen people, while the
total loss had been estimated to be almost RM 155,956,468.00 [2].

Table 1 Major flood events in Kelantan

Major flood event (year) Total average annual rainfall (mm/year)

1926 No record

1967 No record

1971 No record

1983 2, 860.50

1988 3, 163.85

2004 2, 492.75

2014 3, 495.25
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2 Problem Statement and Objectives

The Kelantan state has been affected by floods every year in modern times.
Meteorological and hydrological records have shown that the Sungai Kelantan
often overflows during the NE monsoon season. This is primarily due to heavy
rainfall, causing an almost annual recurrence of floods to the state between the end
of November till March [2].

Excessive land use changes such as deforestation (i.e., logging and clearing for
agriculture) and increased precipitation intensity and frequency are the possible
causes for this change. However, little research has been conducted to understand
and quantify how these factors contribute to changes in the magnitude and fre-
quency of flooding in the area. This research will attempt to integrate geomor-
phological, hydrological, and meteorological data and evaluate their impact on the
recurrence of the annual flood in Kelantan.

The main objective of this study was to evaluate the available data related to the
2014 Kelantan flood and to determine the major causes of the flood. The conclu-
sions derived from this study will provide an assessment of the flood risk in
Kelantan and can be incorporated in the development of risk management strate-
gies. Effective and meaningful flood risk analysis and management requires the
integration of geomorphological and hydrological approaches and data. To achieve
the objectives of the study, we have taken the following approaches.

This research will focus on three main areas listed below:

1. To evaluate the impact of the geomorphology of the Kelantan state and its rivers
on floods;

2. To assess the effects of climate change and rainfall on the magnitude and
frequency of floods in Kelantan;

3. To identify the major causes contributing to the Kelantan flood and to suggest
potential flood risk management strategies.

3 Results and Discussion

3.1 The Kelantan 2014 Flood

3.1.1 Geology and Geomorphology of Kelantan

Geologically, the Kelantan state is underlain by four rock types (Fig. 1a):
(1) granitic rocks; (2) sedimentary and meta-sedimentary rocks; (3) volcanic rocks;
and (4) unconsolidated sediments. Granitic rocks of the boundary range fence the
eastern border of Kelantan with the Terengganu state. Felsic intrusive granite
belonging to the main range forms the mountainous region in the southwest and
western part of the state. The Silurian-Ordovician meta-sediments encircle the main
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range granite in the southwest; these are schists, phyllites, and slates. These areas
are marked by steep gradients and are covered by soils such as alluvium,
clay-loam-sand soil which support thick tropical forest. Permian and Triassic sed-
imentary rocks occupy areas in the central, highland valley of Kelantan, and the
region is characterized by high-to-moderate gradients. The rocks here are shales,
sandstones, conglomerate, quartzite, limestone, siltstone, and mudstone. Permian
volcanic rocks have been mapped in the southeast, bordering the boundary range
granite. Quaternary alluvium (i.e., gravel, sand, silt, and clay) covers much of the
northern, Kota Bharu–Tumpat–Pasir Mas areas. Topographically, coastal-flood
plain region shows elevation less than 75 m above mean sea level.

The generated Digital Elevation Model (DEM) map, supported by satellite
images, clearly displays the geomorphology and topography of the Kelantan state.
In general, the southern part of Kelantan (Gua Musang and Kuala Krai area) is
marked by high elevation, while the northern parts around the area of Kota Bharu,
Pasir Puteh, Tumpat, Bachok, Pasir Mas, and Tanah Merah is characterized by
gentle-to-flat topography. Detailed examination of the DEM allows us to delineate

Fig. 1 a Geological map of Kelantan, showing the major rock types within the state. Courtesy of
JMG; b Terrain map (Google map) of Kelantan, showing the southern highland areas and the
northern delta plain. The numbers at the different locations are showing the level of floodwaters
during the peak of the 2014–2015 flood
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at least four (4) geomorphic zones: (i) the mountainous region in the west and
southeast. This region is characterized by granitic mountains, with elevations from
100 m to the highest point of 2157 m; (ii) The highland areas around Dabong–
Kemubu–Manek Urai–Kuala Krai are between 30- and 100-m elevation; (iii) The
foothill zone of Tanah Merah–Machang, with elevation between 15 and 30 m, and
(iv) The flat, floodplain, and coastal-deltaic plain stretching around Pasir Mas–Kota
Bharu–Tumpat with elevation less than 15 m (Fig. 2a, b).

This geomorphological framework channels surface waters toward the north–
northeast, from the mountainous and highland areas in the south to the flat-lying
coastal-deltaic plain of Pasir Mas–Kota Bharu–Tumpat areas. From the Digital

20 m 50m 500 m

(a) (b)

Fig. 2 a DEM geomorphological, terrain map of Kelantan. This geomorphological framework
channels surface waters from the mountainous and highland areas in the south toward the
north-northeast delta plain of Pasir Mas–Kota Bharu–Tumpat areas; b Interpreted DEM map of
Kelantan, defining the different elevation zones. i The mountainous region in the west and
southeast. This region, characterized by granitic mountains, shows elevation of 500 m to the
highest point of 2157 m; ii The highland areas around Dabong–Kemubu–Manek Urai–Kuala Krai
are between 50 and 500 m high; iii The foothill zone of Tanah Merah–Machang with elevation
between 20 and 50 m, and iv The flat, floodplain and coastal-deltaic plain stretching around Pasir
Mas–Kota Bharu–Tumpat
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Elevation Model (DEM) map, the geomorphology of Kelantan can be clearly seen
where the southern part of Kelantan (Gua Musang and Kuala Krai area) is more
hilly with high elevations and toward the northern parts of Kelantan which covers
the areas of Kota Bharu, Pasir Puteh, Tumpat, Bachok, Pasir Mas, and Tanah
Merah; the elevation are lower since it is near to coastal region. This lowland
geomorphology allows an escape route for the water and later transported to the
nearby delta before escaping to the sea which is the main basin (Fig. 2a).

The Sungai Kelantan emerges at the confluence of the Sungai Galas and the Sungai
Lebir near Kuala Krai and meanders over the coastal plain, until it finally reaches the
South China Sea, approximately 12 km north of Kota Bharu. The Sungai Galas and
the Sungai Lebir themselves have many tributaries, which provide the flow into the
main Sungai Kelantan. These tributaries rise in the forested mountains of Peninsular
Malaysia. Four major towns are located along the Kelantan River including Kota
Bharu, Pasir Mas, Tumpat, and Kuala Krai. The Kota Bharu sub catchment is one of
the major flood-prone areas in Sungai Kelantan Basin. Meanwhile, data from
Drainage Irrigation Department [2] shows the last 2014/2015 flooding areas are sit-
uated at valleys which became escape routes for the water (Fig. 2).

3.1.2 The Southern Upstream Highlands Area Lojing–Gua
Musang–Kuala Krai

SRTM DEM data show the existence of geological obstacle features in southern
parts of Kelantan area such as Dabong, Manek Urai, and Kuala Krai as shown in
Fig. 3 and can be identified under the image whereby the river flows through a

Fig. 3 Location geological obstacle features in Dabong, Kuala Krai, and Manek Urai. Source
DEM image
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narrow or obstructed section from catchment area. It could assist to decelerate the
water flow to Sungai Kelantan in the event of floods and long duration rainfall.
However, the obstacles will accelerate the rise of flood level in southern upstream
highland area [3].

3.1.3 The Northern Kelantan Delta Plain–Kota Bharu

The fluvial geomorphology at the Kelantan Delta area is meandering since it is
located at downstream area. Besides the fluvial geomorphology, this area seems
shallower with u-shaped channel compared with the upstream fluvial geomor-
phology. Therefore, the fluvial can only support only a small volume of water.
Moreover, the aggressive urbanization increases within the floodplain area forcing
the flooding to occur.

An ancient riverbed located in the middle of Kota Bharu district was identified
by SRTM DEM data (Fig. 4). The ancient relic riverbed is identified to be
appropriate route for the water flow in order to minimize the effect of floods in the
Kota Bharu area. The ancient riverbed could be a natural pond for the residents, and
dredging works has to be carried out [3].

Fig. 4 DEM of Sungai Kelantan that shows the ancient riverbed
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3.2 Climate Change and Rainfall Trends

3.2.1 Recent Climate Change and Its Impact on Rainfall

Figure 5 shows that the global temperature changes occur on land and ocean. The
graph seems increasing drastically starting from 1980s. The effect of warming water
and melting ice on sea-level rise are expected to vary depending on location, where
some places are expected to see higher-than-average increases, and a few places
may even see decreases.

According to NASA, the consequences of global sea-level rise could be even
more frightening than the worst-case scenarios predicted by the dominant climate
models, and the sea level is already rising without knowing the speed of the water
rise. Meanwhile, 97% of climate scientists agreed that the rate of global warming
trends the planet is now experiencing is not a natural occurrence, but is primarily
the result of human activity.

Kelantan state can be classified as relatively humid, with mild winds and heavy
monsoonal rainfall during the NE monsoon season when the high-velocity NE
winds bring heavy rain to this area. About 40% of the annual rainfall received in the
Kelantan catchment can be divided into two climate regions according to its land
surface elevation and effect of rainfall: The first is northern Kelantan region climate
or the coastal area (lowland) and secondly, southern Kelantan region or the rural

Fig. 5 Global land and ocean temperature changes
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area (highland). The northern Kelantan climate is normally associated with rela-
tively stable climate conditions (i.e., dry and wet conditions through the year).
Meanwhile, the southern Kelantan region is associated with relatively cooler cli-
mate and less rainfall compared to the northern region. But during 2014/2015,
southern Kelantan experienced heavier rainfall compared to the northern region.
This heavy rainfall at the highland area contributed to the high stream flow of
Sungai Galas and Sungai Lebir which are located at the southern parts of Kelantan.

3.2.2 Medium-Term Rainfall Trends in Kelantan (1970s–2014)

Figure 6 shows total year rainfall (mm) from the previous years starting from 1970s
until 2014 at 5 rainfall stations located at Kg Aring, Gua Musang, RKT Lebir, Kg
Lalok, Ldg Lapan Kabu and Upper Chiku, Gua Musang. From the graphs, we can
see that the rainfall distribution throughout years is having the same pattern. There
are no drastic differences in total yearly rainfall volume in 2014 when compared to

Fig. 6 Total year rainfall (mm) in a Kg. Aring, Gua Musang; b RKT Lebir; c Kg. Lalok; d Ldg.
Lapan Kabu, and e Upper Chiku. Source JPS
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the previous years, although flooding event in 2014 was marked as the most
catastrophic flooding event that had occurred in Kelantan. Therefore, rainfall is not
the only reason that contributes to the flooding event.

3.2.3 Short-Term Rainfall Trends in Kelantan (2010–2014)

Precipitation in Kelantan state is not uniformly distributed throughout the year. Two
weather conditions are experienced in this area: a wet period and a dry period. As
described earlier, wet conditions coincide with the NE monsoon. In the extreme
NE, monsoon season rainfall has been recorded of about 100–300 mm per day [4].
The dry period normally is characterized by weak prevailing winds or usually by
calm atmospheric conditions. In 2006, the mean annual rainfall for Kelantan was
recorded as 326.7 mm, with maximum rainfall received of 654.4 mm in December
(during monsoon) and minimum rainfall of 114.2 in March [5].

The flooding that occurred in 2014/2015 was caused by heavy rains brought by
the northeast monsoon winds blowing from November to March each year. Floods
in 2014 showed the total rainfall in December 2014 in rural areas was more dense
(>60 mm) than the coastal areas [4]. Heavy rain began to fall at Gunung Gagau on
December 16, 2014 (refer Fig. 7), in which a total of 6648.0 mm in the coastal
areas have been covered by 6 new stations in Kota Bharu, Tumpat, Pasir Mas,
Machang, Bachok, and Pasir Puteh, while in rural areas of 7373.0 mm, which also
includes 6 stations, namely Dabong, Jeli, Gua Musang, Laloh, Aring, and Gunung
Gagau for the month of December (Table 2). Continuous heavy rains were recorded
until early January the stations involved.

Fig. 7 Daily rainfall in the Gunung Gagau from December 1, 2014, to December 31, 2014.
Source JPS
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4 Conclusion

The Upstream, highland flood is marked by maximum high waters of 11.0 m in
Kuala Krai–Manek Urai areas. The main and major cause for this flood is the
uncontrolled deforestation in the southern catchment, Ulu Kelantan areas.
Increasing the impact of deforestation is the current (2014–2015) region-wide
replantation of oil palms in Gua Musang–Lojing areas. This is recorded by satellite
images and manifested by the excessive log debris in the rivers during and after the
2014 flood. The rapid rise of the river water level was due to the (1) rapid discharge
of water from the upstream, barren highlands; (2) shallowed river channels due to
the sedimentation of eroded soils; and (3) formation of temporary dams by accu-
mulated log debris.

The Lowland, Kelantan delta flood is an annual event. It is widely recognized
that this lowland flood is caused by excessive floodplain urbanization and river
engineering, without proper drainage system. An immediate solution to this flood is
the construction of suitable drainage system for the Kota Bharu town. An ancient
riverbed (paleochannel) located in the middle of Kota Bharu district was identified
by SRTM data. The relic paleochannel is identified to be the appropriate route for
the water flow in order to minimize the effect of flood in Kota Bharu area. Further
study of SRTM data will be beneficial to produce the geomorphology map of
Kelantan and to improve the understanding of the flood behavior in Kelantan.

The flood management strategies that can be done to solve the problems are by
improving the drainage system. Removing the excess sediments and also by
cleaning the river system, so that the space for the water flow can be reclaimed, can
increase the efficiency of the drainage system. The deforestation project should be
stopped in the area which is potentially the large catchment area for the rainfall
which is usually happened to be hill or highland area. The logging activities should
be limited to the lowland area and stopped in the critical area which is prone to the
erosion. The planning for any activity which is potential can disrupt the water
drainage and should be revised so that there will be no more problem regarding the
drainage system.
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Nano Additives in Water Based Drilling
Fluid for Enhanced-Performance
Fluid-Loss-Control

Ali Samer Muhsan, Norani M. Mohamed, Usman Siddiqui
and Muhammad U. Shahid

Abstract Drilling fluid which is also known as drilling mud is a crucial element in
oil and gas exploration process as it used to aid the drilling of boreholes into the
earth. Among other functions, drilling fluid needs to carry drill cuttings to the
surface of the well, support the walls of the well bore, provide hydrostatic pressure
to prevent formation fluids from entering into the well bore, cool and lubricate the
drill bit, prevent drill-pipe corrosion, facilitate the attainment of information about
the formation being drilled, and create a thin low-permeability cake that protects
permeable production formations. Water-based mud (WBM) is the most common
drilling fluid used in oil industry. WBM is an expensive complex chemical system
that is usually mixed with filtration-loss-prevention additives such as clay, lignite,
or organic polymers, with bentonite clays being very common to control the
fluid-loss during drilling process. These traditional additives are able to give an
average fluid loss of 7.2 mL over 30 min and leaving a filter cake � 280 lm thick.
Graphene, as a single layer of graphite which is also considered nano-additive, has
become the subject of much research interest for its unique materials properties.
A pristine graphene monolayer has a theoretical surface area of 2965 m2/g and has
been shown to form a membrane impermeable even to helium gas. This work
presents the recent progress of using nano-materials such as graphene as an additive
in WBM. Most recent report showed that graphene has the potential to decrease the
fluid loss by � 15–20% (due to its large surface area with very thin 2D layer, only
1 atom thick) compared to that of WBM with conventional additives, and to reduce
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the filter cake thickness up to � 20–50 lm, which in turn can help to increase the
oil production rate. In addition, adding graphene to WBM solutions is expected to
lead to greater shear thinning and higher temperature stability compared to
clay-based fluid loss additives.

Keywords Graphene � Nano-additives � Water-based mud � Fluid loss control

1 Introduction

The chemicals and additives used in the formation of a drilling fluid play a sig-
nificant role in the preparation of mud, though the aspects of choosing the drilling
mud and additives are complicated. The additives must focus on to cope with the
drilling challenges in a cost-effective manner and reduction in exploitation risk. The
formulation of drilling mud with the addition of one nano-material additive with
specific properties and characteristics is likely to mitigate challenges and hazards
such as sour gas environment, deep and geothermal drilling, shallow water flow
problems, unconsolidated formation, borehole instability, lost circulation, torque
and drag, pipe sticking, gumbo and bit balling, gas hydrates zone, and HPHT
environment. Furthermore, nano-additive increases ROP significantly with the
reduction of solid materials in the drilling fluid, and they are also influenced on the
rheological properties of fluid such as plastic viscosity, yield point, and gel strength.

The major challenge that occurs during drilling is the loss of fluids that escapes
into the formation as the fluid encroachment on the porous formation can result in
reservoir damage, and drilling fluid in the hydrocarbon flow path can result in
formation collapse or reduction in productivity. The majority of the additives used
are conventional micro or macro which is less stable than nano-material, and
industries are more conscious about the drilling challenges occurring; thus, they
require more stable additives.

The focus of this research is to use a nano-additive in water-based drilling mud
which can form a barrier to avoid the infiltration of drilling fluid into the formation
due to its high specific surface area with an enormous area of interaction. For this, a
nano-additive of graphene oxide can form a thin film which is directly associated
with the drilling time and cost and differential torque required to rotate drilling pipe.

The available research and information proves that graphene oxide is the
effective nano-additive to control fluid losses in water-based mud, and when
methylating the graphene oxide through esterification process, a much more stable
graphene oxide is produced and well productivity is increased due to its unique
properties of forming non-erodible, thin and impermeable mud cake.
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1.1 Drilling Fluids

Drilling mud also known as drilling fluid is a crucial element in the building of the
well that is circulated in the well bore through the drilling process. Besides, the
major functions of drilling fluid are to transmit drill cuttings to the surface, to cool
and lubricate the drilling bit, to prevent drill-pipe corrosion, to protect the walls of
the well bore form low-permeability, mud to protect producing formation.

The oil industry faces severe drilling challenges, depending on pressure profile,
geographical location, geological history, and features of the formation. The drilling
challenges that occurs like shallow water flow problem, poorly consolidated for-
mations, lost circulation of drilling mud, increase in torque and drag, differential
pipe sticking, bit balling in gumbo shale, blowout situation in subsurface
hydrate-bearing zones, emission of deadly acidic gases (CO2 and H2S), high
pressure, and high temperature wells not only results in the rise of the cost but also
results in the abandonment of the well. Due to these severe drilling challenges, oil
industry today focuses on different factors for the preparation of drilling mud, such
as the mud must be thermally stable, biologically degradable, mechanically strong,
physically small, environmental friendly, and must be of minimal cost.

1.2 Fluid Loss Control

The macro- and micro-based material does not possess much potential to tackle the
drilling challenges. Thus, an addition of nano-additive due to its ultrafine size,
higher surface area-to-volume ratio, gelling and suspension properties, thermal
conductivity, tolerance to high pressure and temperature, capability of creating thin
mud cake, sealing and strengthening potential and lower concentration requirement
could offer solutions to the problems associated with drilling operation and increase
the benefits of petroleum production.

The loss circulation of the drilling fluid is the major and the frequent challenge
that occurs in the wells. The loss circulation may be due to highly consolidated sand
formations, in situ stresses in the vicinity of thief zone or due to use of improper
mud weight, in formation with narrow mud weight window [1]. The prevention of
fluid losses by macro- or micromaterial shows minimal success and makes job
extremely difficult, thus resulting in borehole collapse and decrease in productivity
due to the presence of drilling mud in hydrocarbon flow path. A nano-additive used
for fluid loss control forms a filter cake due to its potential to form a structural
barrier according to the paths around the well bore to stop the invasion of the
drilling mud into the formation. An ideal nano-additive is very effective at low
concentration, and a constant dispersion in brine solutions [2] is developed.
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1.3 Nano-Materials and Nano-Additives

Nano-materials are extremely fine particles and nano-scale particle dimension,
smaller than microparticles but larger than an atom cluster and so have a high specific
surface area with vast area of interaction. Nano-materials provide higher fluid
properties at an extremely reduced or low additive concentration. Nano-materials also
possess inhibition potential, whether it is external or internal [3].

Nano-material is classified as single functional or multifunctional on the basis of
their functions. A single functional nano-additive can perform single job in the fluid
systems, whereas multifunctional nano-additive can perform multiple tasks with an
intense decrease in drilling mud cost and as well as the reduction in chemical and
solid contents of the fluid [1].

1.4 Nano-Additives in Oil and Gas Exploration

Drilling fluids that comprise at least one additive with particle size in the range of
1–100 nm are defined as nano-based drilling fluids. Therefore, the application of
nano-additive in formulating oil- and water-based mud has the potential to mitigate
the drilling challenges faced now and in future. The large surface area-to-volume
ratio of nano-materials when compared to the macro- and micromaterials has
decreased the borehole challenges. The ability of nano-additive to form
well-dispersed plastering effect on the borehole wall improves the performance of
drilling and drilling fluid [4]. For example, the huge surface area-to-volume ratio of
nano-based mud additive improves the thermal conductivity of nano-based fluids.
Therefore, the improved thermal conductivity of drilling mud cools the drill bit
efficiently. In particular in high-pressure and high-temperature environment,
excessive equipment failure occurs due to poor heat transfer and thermal degra-
dation effect of high temperature. In this case, the formulation of nano-based
drilling mud with nano-additive possessing high thermal stability and heat transfer
can minimize cost dramatically associated with equipment repair, failure, or
replacement or equipment damage.

The wear and tear of down drilling equipment is a major challenge occurred
while drilling, particularly in horizontal, deviated, and extended wells. One of the
major factor contriibuting to this is abrasiveness of drilling fluid and cuttings.
Because of very minute size of nano-materials, the wear and tear of down hole
equipment due to the abrasive action of the nano-sized material is minor because of
less kinetic energy impact of nano-particles as compared to micro- and
macroparticles.
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Along with wear and tear problem, the loss circulation of the drilling fluid is also
the major problem because this problem is frequently observed. The loss circulation
may be due to extremely consolidated sand formations, in situ stresses in the vicinity
of thief zone or as a result of using incorrect mud weight [5]. The inhibition of fluid
losses through macro- or micromaterial indicates negligible success and makes
drilling very challenging, thus resulting in borehole damage. A nano-additive
designed for fluid loss control forms a thin filter cake around the well bore to avoid
the infiltration of drilling fluid into the formation.

From an environmental point of view, the use of nano-material in drilling mud
design may turn a nano-based mud highly environment friendly due to its low
concentration.

2 Experimental

2.1 Preparation of Graphene and Graphene Oxide in Flakes
Shape

Various techniques to produce graphene and graphene oxide via chemical/physical
method (top-down approach) will be investigated. The main focus will be on
techniques that are capable to produce graphene and graphene oxide in aqueous
solutions such as electrochemical intercalation (see Fig. 1) and electrolytic
exfoliation.

Fig. 1 Schematic illustration of graphene synthesis using electrochemical intercalation
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2.2 Potential of Using Graphene as an Additive for Fluid
Loss Control in Drilling Process

Graphene as a single layer of graphite has become an area of interest due to its
distinctive properties and large surface area. Due to its great sealing ability, it acts
as the best pore-plugging filter in drilling fluids. High-pressure graphene sheets
form a barrier to prevent encroachment of drilling mud on the formation. While
lowering the pressure during production phase of hydrocarbon, the hydrocarbon
pushes the barrier off the bore wall formed by the graphene as shown in Fig. 1. The
large graphene shavings create difficulties in water-based mud on dispersing in
aqueous medium. However, oxidized graphene obtained from graphite oxide acts as
a more stable material for dispersion in aqueous medium, thus forming the filter
cake on the formation [6]. This could be beneficial for making a thin impermeable
film, to prevent fluid loss in the well bore as shown in Fig. 2. Since GO sheets are
well exfoliated, they could be used at substantially lower concentrations than
clay-based additives to obtain the desired performance. More importantly, the
nano-meter thickness of the GO flakes could also result in much thinner filter cakes
than that obtained using clay-based materials. The thickness of a well bore’s filter
cake is directly and strongly correlated with the differential torque needed to rotate
the pipe during drilling, to the drilling time and to drilling costs [7]. GO is further
appealing in that it offers the prospect of an environmentally friendly and inex-
pensive technology [8, 9].

Furthermore, chemical processes of graphene oxide result in better performance
in drilling mud. For instance, esterification of graphene oxide can make drilling
mud more stable in saline solutions. However, methylated graphene oxide (MeGO)
is used in high-salinity water-flooding media because graphene oxides precipitate in
highly saline solution. On combining larger flakes of graphene oxide with

Fig. 2 Graphene barrier on high and low pressure
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powdered graphene oxide as a reinforcing agent, filtration properties are increased.
At low concentration of 4 g/L by carbon content, the mixture resulted in less
filtration loss and thin filter cake [2].

3 Conclusion

Using graphene and graphene oxide as an additive in WBM is expected to decrease
the fluid loss by *15–20% compared to that of WBM with conventional additives
and to reduce the filter cake thickness up to 20–50 lm, which in turn helps to
increase the oil production rate. Adding GO to WBM solutions can also result a
greater shear thinning and higher temperature stability compared to clay-based fluid
loss additives, demonstrating potential for high-temperature well applications.
However, an alternative mixing technique of graphene oxide as stable additives
with improved dispersion in saline and fresh WBM should be proposed.
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Effect of Different Injection Rates
of Biopolymer Drag-Reducing Agent
(DRA) on Formation Permeability

Muhammad Luqman Bin Hasan, Jagathesh Jantararas
and Juhairi Aris B. Mohd Shuhli

Abstract At point of depletion in a reservoir, secondary recovery methods such as
water injection are usually introduced to combat the pressure decline within the
reservoir and increase well production. However, water injection systems are
subjected to form of pressure drop due to an opposing drag force acting along the
injection wellbore and formation resulting in the requirement additional pumps. An
efficient solution to this problem is to add drag-reducing agents (DRAs) which can
effectively reduce drag in this system, thus maintaining the pressure. The problem
arises when the available DRA such as surfactants and synthetically produced
polymers pose a threat to the environment as they easily seep into the formation and
accumulate overtime. Therefore, this study will concentrate on extracting DRA
from a natural source (coconut residues) to substitute synthetic and chemically
produced DRA with a natural DRA known as carboxymethyl cellulose (CMC).
A water injection system faces another crucial problem which is formation per-
meability reduction due to the mechanical erosion and skin development within the
formation and wellbore. Therefore, a benchtop permeability test is run at 3 injection
rates of DRA (1 and 5 cc/min) to investigate the change in permeability at different
injection rates of DRA. The test is run using CMC as well as a synthetic polymer
known as polyacrylamide (PAM). The results are then compared and quantitatively
analysed. It is found that at low injection rates, the CMC biopolymer DRA causes a
smaller permeability drop within the core sample, whereas at higher injection rate,
the CMC biopolymer DRA causes a larger permeability drop within the core when
compared to the synthetic PAM DRA. These findings also show that the CMC
biopolymer DRA can retain its molecular structure better as compared to
PAM DRA at higher injection rates.
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residue � Permeability reduction
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1 Introduction

When reservoirs approach depletion, it experiences a large pressure drop as com-
pared to its early production history. In addition, water production would increase as
the reservoir matures (Muda et al. n.d). In order to maximise hydrocarbon produc-
tion, most oil and gas companies will result in the usage of secondary recovery
methods such as water injection to aid the reservoirs to drive mechanism and
increase the reservoir pressure. According to a paper written by Rochan et al. [5],
there are many oil fields that use water injection to perform two major roles which
are sweeping oil towards the production wells and maintaining pressure. Water
injection is one of the most common and efficient available methods as it is able to
increase the pressure in the reservoir and ensure production continues at a higher
rate. However, the efficiency of this method is compromised by the presence of drag.
Drag causes a restriction in flow that in turn reducing the pressure of the system.

Drag occurs when a fluid flowing through a space is opposed by object around it.
In the case of water injection wells, the injected water is opposed by the walls of the
wellbore and the formation pore spaces. In pipelines and injection wells, the drag
force becomes more prominent when a turbulent flow of fluid is present. Therefore,
drag-reducing agent (DRA) is used in water injection systems in order to maintain
the pressure with minimal exertion by the mechanical equipments such as pumps.
The concept of drag reduction is applied widely especially in the oil and gas industry
due to the ability to prevent large pressure drop with a small amount of DRA [1].

DRA comes in different forms. In paper written by Truong [6], the different
types of DRA include polymer solutions, surfactants, microbubbles, electromag-
netic turbulence control, and hybrid methods which use any of these combinations.
During water injection, synthetic polymer used as DRA can seep into the ground or
formation and cause detrimental effect as they accumulate in excess [2]. Therefore,
the solution to this issue is to use biopolymers which are biodegradable. Therefore,
this study will investigate on the potentials of carboxymethyl cellulose (CMC) that
can be synthesised from coconut residues which are used as a substitute for syn-
thetic polymers. The advantages of using this biopolymer are cost-efficient and
environmentally friendly. This study mainly focuses on different injection rate of
water with biopolymer and how it affects the permeability (k) of the formation.

2 Research Methodology

2.1 Synthesising Carboxymethyl Cellulose (CMC)

The process of synthesising biopolymer CMC from coconut husk is divided into 2
stages: (1) basification (alkalisation) and (2) esterification (carboxymethylation).

(1) Basification Stage: Accumulated coconut residues are dried in the oven at 60 °C
for 24 h. The dried coconut residues are then cooked and stirred with 1 M of
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sodium hydroxide (NaOH) in l litre (L) beaker for 1 h (h) at temperature of 100 °
C. A reddish residue is obtained and washed with water and dried in the oven at
60 °C for 24 h. After drying for 24 h, the residue is weighed and dried every 1 h
until there is no longer any weight reduction. A measured weight of 40 g of dried
cellulose is stirred with 100 ml of 60% concentration NaOH and 900 ml of
Isopropanol for 0.5 h.

(2) Esterification Stage: 36.0 g of monochloroacetic acid of 99% concentration is
then added and stirred for another 30 min. The mixture is then left to settle for
4 h until it is observed that there is a separation of solid and liquid phases. The
solid residues are separated from the liquid and suspended in 100 ml of 70%
concentration ethanol for overnight. Glacial acid is then added as a part of a
neutralisation process of the solid residues in the methanol. The solid residues
are then filtered out and suspended in 70% concentration ethanol for 10 min
(min) to remove unwanted products. Then, the solid residue is washed using
300 ml of methanol until the residue looks clean. This residue is then dried in the
oven at 60 °C for 24 h. The CMC produced is grinded to a fine powder form
using a mortar grinder. The process is then repeated for 5 cycles to observe the
trend for the amount of CMC that can be produced from the process.

2.2 Titration to Determine CMC Concentration

The procedure is adopted from a previously done study of CMC extraction from
Sagu plants by academics of Monash University Malaysia and University Putra
Malaysia. The process flow for producing acid carboxymethyl is as follows: A
portion of the CMC product is added to 60 mL of 95% ethanol and stirred for 1 h.
10 ml of nitric acid of 2 M concentration is then added and stirred for 2 min. The
mixture is then heated and stirred further for 15 min. It is then left to settle until a
solid precipitate phase and liquid phase are observed. The solid precipitate is then
filtered out from the liquid. This precipitate is then washed with 80 ml of 95%
ethanol. The washing is continued further with 80% ethanol and heated up at
temperature of 60 °C until all acid and salts are removed. This precipitate is then
washed with methanol and heated using a hotplate magnetic stirrer until all alcohol
present within the solid is removed. This solid precipitate is then dried in an oven
for 3 h at 105 °C. Acid-based titration steps are as follows: 0.5 g of the acid
carboxymethyl is dissolved in 100 ml of distilled water by stirring for 4 h in an
Erlenmeyer flask. Then, 25 ml of 0.5 M sodium hydroxide is added and boiled for
15 min. This solution is then titrated against 0.3 M of hydrochloric acid using
phenolphthalein as an indicator. The phenolphthalein indicator is used to indicate
the presence of base solution (pink) and turns colourless when the solution is
neutral or acidic. The second and third steps are then repeated without the presence
of the acid carboxymethyl. The concentration of carboxymethyl is then calculated
using the equation:
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CM% ¼ V2� V1ð Þ0:058=M� 100 ð1Þ

where V1: volume of 0.3 M HCl used to titrate solution with sample acid car-
boxymethyl (ml), V2: volume of 0.3 M HCl used to titrate solution without acid
carboxymethyl (ml) and M: mass of acid carboxymethyl used (g).

2.3 Benchtop Permeability Experiment

The steps to the benchtop permeability experiment are as follows: CMC biopolymer
solution is prepared by mixing 0.248 g of CMC with 1000 ml of brine to create a
DRA solution with 100 ppm concentration. Flood core with brine for 1 cc/min until
permeability is stabilised, and record the final permeability to obtain initial perme-
ability (kinitial). Flood it again with DRA solution at the same injection rate for
30 min to obtain permeability reduced due to the DRA (kDRA). Run backflow
process using 10000 ppm brine at a high injection rate of 8 cc/min to recover back
the permeability loss due to the polymer injection. Inject brine at 1 cc/min to obtain a
final permeability reading, and record the permeability reading as permeability
recovered (krecovered). Repeat the test for different injection rates of 3 and 5 cc/min.
Repeat steps 1–6 for synthetic polymer DRA which is polyacrylamide (PAM). The
reduction and recovered permeability can be calculated using the following formula:

kreduction %ð Þ ¼ kinitial � kDRAð Þ=kinitial � 100 ð2Þ

krecovered %ð Þ ¼ kfinal � kDRAð Þ= kinitial � kDRAð Þ � 100 ð3Þ

3 Results and Discussion

3.1 CMC Extraction

See Table 1.
It is observed from the table above that the average mass of CMC extracted from

every cycle is 25.274 g with a percentage average of 63.17%.

Table 1 Percentage of CMC extracted from 40 g of CR

Cycle Initial CR mass
(g)

Final CMC extracted mass
(g)

Percentage of CMC produced
(%)

1 40.008 26.381 65.94

2 40.003 24.734 61.83

3 40.006 23.829 59.56

4 40.010 27.489 68.71

5 40.009 23.939 59.83

Average 40.007 25.274 63.17
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3.2 Titration to Determine CMC Concentration Results

See Table 2.
It is observed that the average concentration of CMC produced from each cycle

is 40.31%.

3.3 Benchtop Permeability Test

See Fig. 1.

Table 2 Concentration of CMC extracted

Cycle Mass of acid carboxymethyl (g) Volume of HCl (L) Concentration %

1 0.5 41.1 41.76

0.8 39 41.325

1 37.6 41.18

2 0.5 41.2 40.6

0.8 39.1 40.6

1 37.8 40.02

3 0.5 41.4 38.28

0.8 39.4 38.425

1 38 38.86

Fig. 1 Graph of permeability (k) versus time at injection rate 1 cc/min of CMC biopolymer
solution
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kreduction ¼ 30:233� 13:621ð Þ=30:233� 100 ¼ 54:94%

krecovered ¼ 16:835� 13:621ð Þ= 30:233� 13:621ð Þ � 100 ¼ 19:35%

See Figure 2.

kreduction ¼ 19:461� 13:982ð Þ=19:461� 100 ¼ 28:15%

krecovered ¼ 16:538� 13:982ð Þ= 19:461� 13:982ð Þ � 100 ¼ 46:65%

See Figure 3.

kreduction ¼ 19:853� 6:722ð Þ=19:853� 100 ¼ 66:14%

krecovered ¼ 8:224� 6:722ð Þ= 19:853� 6:722ð Þ � 100 ¼ 11:44%

See Fig. 4.

Fig. 2 Graph of permeability (k) versus time at injection rate 5 cc/min of CMC biopolymer
solution

Fig. 3 Graph of permeability (k) versus time at injection rate 1 cc/min of synthetic polymer
solution
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kreduction ¼ 23:471� 17:892ð Þ=23:471� 100 ¼ 23:77%

krecovered ¼ 21:332� 17:892ð Þ= 23:471� 17:892ð Þ � 100 ¼ 61:66%

3.4 Performance Comparison

Table 3 summaries the results of permeability reduced and permeability recovered
at different injection rates. It is observed that in general as the injection rate
increases, the percentage of permeability reduction decreases. And the permeability
able to be recovered increases with increase in the injection rates. The permeability
reduced by PAM polymer is higher at low injection rates as compared to CMC
biopolymer. For CMC polymer, it is higher at high injection rates when compared
to PAM polymer. The K recovered using PAM polymer is higher at high injection
rates when compared to CMC biopolymer, whereas the recovery for CMC
biopolymer is higher for low injection rates as compared to PAM polymer. This
shows that PAM polymer clogs the core lesser as compared to CMC biopolymer at

Fig. 4 Graph of permeability (k) versus time at injection rate 5 cc/min of synthetic polymer
solution

Table 3 Summary of CMC biopolymer and PAM polymer effects on formation permeability

Injection rate (cc/min) CMC biopolymer PAM polymer

Kreduced (%) Krecovered (%) Kreduced (%) Krecovered (%)

1 54.95 19.35 66.14 11.44

3 42.15 22.04 35.80 34.42

5 28.15 46.65 23.77 61.66
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high injection rates and CMC biopolymer clogs the core lesser at low injection
rates. At the injection rate of 3 cc/min, the K reduced by CMC biopolymer appears
to be higher and the difference to PAM polymer injection is 6.35% (Fig. 5).

The pattern of permeability change is caused due to the tendency of degradation
for the two different polymer chains. PAM polymer has a dense polymer chain, and
this leads to a greater deposition at low injection rates leading to a larger perme-
ability decrease. However, the polymer chain is weaker compared to CMC
biopolymer causing it to go through a greater mechanical gradation at high injection
rates. A greater degradation of the polymer makes its polymer chains smaller, and
the tendency to be deposited in the core is less.

4 Conclusion

Based on the result, if the injection rates are higher, the permeability decrease is
lower and permeability to be recovered is higher. For an example, when using CMC
biopolymer, the permeability reduced is 28.15% and permeability recovered is
46.65% at 5 cc/min as compared to permeability reduced is 54.94% and perme-
ability recovered is 19.35% at 1 cc/min. This can be due to the rapid pressure build
up in the formation when injection rates increase and also a shearing of polymer
which does not allow the polymer to clog the core. It is also observed that the
permeability reduction using natural CMC biopolymer is lower than PAM polymer
at low injection rates of 1 cc/min, which is 54.94% for CMC biopolymer and
66.14% for PAM synthetic polymer. However, the permeability reduced for CMC
biopolymer is higher at high injection rates of 5 cc/min when compared to PAM
polymer which is 28.15% for CMC biopolymer and 23.77% for PAM synthetic
polymer. Therefore, it is safe to conclude that PAM polymer tends to undergo a
greater mechanical degradation as compared to CMC biopolymer at higher injection
rates because its effects on permeability reduction are decreasing at higher rates.

Fig. 5 Bar chart of performance comparison between natural polymer and synthetic polymer as
DRA
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The mechanical degradation of the polymer causes them to break down to
smaller chains. This lead to less deposition of polymers in the formation, resulting
in a lesser permeability reduction. This smaller chain can also be removed easily
when brine is back-flowed causing the permeability recovered to be higher.

DRA effectiveness reduces with mechanical degradation, meaning at a higher
injection rate, CMC biopolymer would serve as a better DRA for water injection
wells. However, this using CMC biopolymer would cause a larger drop in for-
mation permeability at higher injection rates. Its difference from PAM polymer in
terms of permeability reduction is 4%. Therefore, it can be concluded that CMC
biopolymer can be used as DRA in substitute for industrial used PAM, because of
its ability to withstand larger injection rates, and is more environmentally friendly
when to compare to PAM polymer. Although the permeability drop caused by
CMC biopolymer is higher at high injection rates, its difference from PAM polymer
is small and its permeability reduction caused by CMC biopolymer at low injection
rates is lower.

However, the polymer properties are also affected by many other factors such as
concentration and temperature. Therefore, further study should also include the
effect of different injection rates on the formation permeability reduction at different
DRA concentrations and different formation pressures. To further understand the
reasons behind the permeability reduction, a further qualitative study should be
carried out using a scanning electron microscope which can help in understanding
how the different polymers cause and reduce in permeability at different injection
rates.
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Examination and Improvement of Salama
Model for Calculation of Sand Erosion
in Elbows

Mysara Eissa Mohyaldinn, Mokhtar Che Ismail, Muhammad Ayoub
and Syed Mohammad Mahmood

Abstract Sand erosion is a problem recognized in many facilities and piping
components used in production, treatment, and transportation of oil and gas. Proper
controlling of sand erosion requires early prediction at different conditions and
within various ranges of flow parameters. Numerous models and correlations are
available for sand erosion prediction in varies components. The applicability and
accuracy of the available models depends on many factors such as the range of
conditions and the number of parameters that are taken into account in developing
the model. One of the models widely used for sand erosion prediction is Salama
model, which is used for calculation of sand erosion in elbows and tees. In spite of
Salama model’s simplicity, it is not recommended to use in many cases due to
decrease in accuracy. Salama model accuracy, in general, decreases when it is
applied to viscous fluids flow and low gas–liquid-ratio multiphase flow. In this
paper, the discrepancy of Salama model with field data was confirmed by com-
paring its output with published measured data. The model was, then, improved by
comparing its results with three sets of measured sand erosion data for pure gas,
high gas–liquid-ratio fluids, and low gas–liquid-ratio fluids. The model improve-
ment results in three models for prediction of sand erosion in elbows with higher
accuracy.
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1 Literature Review

Pipes and facilities carrying high velocity singlephase or multiphase fluids con-
taining solid particles are frequently suffering erosion resulting from impingement
of the particles on internal walls. The erosion is generally proportional to sand
concentration and is more recognized at locations where flow diverts or accelerates
(e.g., elbows, valves, chokes, and tees). The erosion is affected by many interacted
factors that are related to pipe geometry, sand characteristics, and flow character-
istics. This fact causes difficulties and high degree of uncertainties in predicting the
magnitude of erosion (so-called sand erosion). One and major reason of this dif-
ficulty is the fact that the fluid exhibits complex multiphase flow composed of sand
particles dispersed in a continuous phase [1]. The severity of the erosion rate
depends on many factors related to the fluid, sand particles, and target material [2–
6]. Barton [4] has arranged the components, where the erosion takes place
according to erosion vulnerability, in eight ranks ranging from chokes as the most
vulnerable component to straight pipes as the least vulnerable component. The
serious attempt to predict erosion rate is dated back to 1960, when Fannie [7] has
developed an empirical model relating erosion rate to particle impingement velocity
and some empirical constants that depend on material’s properties and the angles of
impingement. This attempt has been followed by valued efforts by subsequent
researchers who developed models either for general application or for
specific-purpose application. One of the specific-purpose erosion rate prediction
applications is number of models used to calculate erosion rate at different pipes and
fittings used in petroleum and petrochemical industry. In petroleum industry, sand
erosion has been studied at different subsurface and surface components such as
sand control screen [8], choke [9], valve [10], plugged tee, and elbow [11].

Many models have been developed for sand erosion prediction in elbows [12].
Among these models, Salama empirical models that developed by Salam and his
co-workers have shown acceptable agreement with experimental data for gas flow
and multiphase flow with high gas volume fraction. It is believed that this accuracy
would not be valid for viscous liquids flow due to high discrepancy between the
continuous phase velocity and the dispersed sand velocity. In this paper, the dis-
crepancy of Salama model with field data was confirmed by comparing its output
with published measured data. The model was, then, improved by comparing its
results with three sets of measured sand erosion data for pure gas, high gas–
liquid-ratio fluids, and low gas–liquid-ratio fluids. The model improvement results
in three models for prediction of sand erosion in elbows with higher accuracy.
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2 SALAMA Model Improvement

2.1 Sand Erosion Empirical Models

In sand erosion empirical methods, erosion is predicted for a component by using
the fluid velocity (no particles or bubbles tracking). The methods are commonly
based on simple empirical correlations that predict erosional threshold velocity (the
velocity above which erosion occurs) and erosion rate, and are more applicable to
gas flow where the dispersed phase (particles or bubbles) is almost flowing at the
fluid mean velocity. The erosional velocity, Ve, is usually predicted using the
American Petroleum Institute Recommended Practice equation (API RP 14 E) [13].

Ve ¼ cffiffiffiffiffiqfp ð1Þ

where C is constant, its value as proposed by API RP 14 E is 100 for continuous
service and 125 for intermittent service, and qf is the density of fluid.

Many investigators have questioned the accuracy of Eq. 1 on the ground of
neglecting some important factors such as particles’ size and shapes, component
geometries, and fluid viscosity. Therefore, many attempts were made to enhance the
accuracy and to extend the applicability of API RP 14 E equation. Salama and
Venkatesh proposed a model for prediction of penetration rate in elbows and tees.
Assuming a sand density of 2650 kg/m3, their model can be written in SI units as
follows:

ER ¼ 37:585
WV2

PD2 ð2Þ

where ER is the erosion rate (mm/year), W is sand production rate (kg/s), V is the
fluid flow velocity (m/s), P is the hardness parameter (Bar), and D is the pipe
diameter (m). Salama and Venkatesh used Eq. 2 to calculate the erosional velocity
for steel pipes using value of P 1.05 � 104 bar for allowable erosion rate of
0.254 mm/year. This resulted in the following equation for erosional velocity.

Ve ¼ 0:0152Dffiffiffiffiffi
W

p ð3Þ

The shortcomings of Salama and Venkatesh model (Eq. 2) are its neglect of sand
particles size and shape, and its inapplicability to two-phase (liquid-gas) flow. Their
model also neglects solid particles fragmentation and hardness, but since the model
only deals with sand particulates where their hardness varies slightly, so we believe
that neglecting the hardness is logical. The material hardness is also not considered
due to the fact that the model only deals with carbon steel materials. Salama
incorporated the effect of two-phase mixture density and particle size into Eq. 2 and
proposed the following equation.
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ER ¼ 11:574
Sm

WV2
md

D2qm
ð4Þ

where Vm and qm are mixture velocity (m/s) and density (kg/m3), respectively. In
Eq. 4, Sm is a geometry-dependant constant as given in Table 1.

Equation 4 was developed through numerous tests that were carried out using
water and nitrogen gas. Since water and gas viscosities are almost constant,
therefore the viscosity parameter has not been included in the equation. Salama,
however, expected that higher viscosity will result in reduction of erosion rate.

2.2 Examination of Salama Model Accuracy

Salama model results have been compared with published measured data. The
erosion rate in the published data is expressed in unit of mm/kg, which means
material loss in mm for every kg of sand hits the target. The predicted erosion rate
in mm/year is converted to mm/kg using the following relationship:

EðL=MÞ ¼ 1
CF

ERðL=TÞ
WðM=TÞ ð5Þ

where W is sand production rate, and CF is a conversion factor for converting unit
of sand production rate to kg/year. The value of CF for different unit of W is
contained in Table 2 provided that ER unit is in mm/year. L, M, and T denote
dimensions of length, mass, and time, respectively.

Table 3 and Fig. 1 show that the predicted results by Salama model overesti-
mates the measured data.

Table 1 Geometry-dependent constant sm in salama equation (Salama 2000)

Geometry Elbow (1.5
and 5D)

Seamless and cast elbows
(1.5–3.25 D)

Plugged tee
(gas–liquid)

Plugged tee
(gas flow)

Sm 5.5 33 68 1379

Table 2 Values of CF for
different unit of sand
production rate (W)

Unit of sand production rate (W) CF

kg/s 31536000

kg/day 365

kg/hr 8760
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2.3 Salama Model Improvement

An attempt is made to improve the accuracy of Salama model. Another set of data
measured by Bourgoyne and Tolle and Greenwood has been added to the data in
Table 3. The whole data is categorized into three groups according to the gas–liquid
ratio (GLR) as follows:

Pure gas flow at

Vsl

Vsg
¼ 0 ð6Þ

0\ Vsl

Vsg
� 0:155 ð7Þ

Vsl

Vsg
[ 0:155 ð8Þ

Figures 2, 3, and 4 show the correlations between the sand erosion values cal-
culated using Salama model and the measured values for pure gas, low GLR, and
high GLR.

From Figs. 2, 3, and 4, the measured values are related to the predicted values
for the three types of flow as follows:

Table 3 Validation of the code results (Salama model) using published data

Vl m/s Vg m/s Density kg/m3 D sand l D pipe mm ER measured ER predicted

1 30 34.48 150 49 5.52E–04 8.83E–04

5.8 20 226.59 150 49 5.19E–05 9.16E–05

6.2 9 413.5 250 26.5 1.80E–04 9.93E–05

0.5 34.3 24.1 250 26.5 7.20E–03 8.98E–03

0.7 52 23 250 26.5 1.33E–02 2.15E–02

y = 1.5657x - 0.0004
R² = 0.9851

y = x
R² = 1
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Fig. 1 Validation of Salama
model
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Pure gas flow:

logERm ¼ 0:296 lnðERpÞ � 0:985 ð9Þ

High gas–liquid-ratio flow:

logERm ¼ 0:462 lnðERpÞþ 0:349 ð10Þ

Low gas–liquid-ratio flow:

logERm ¼ 0:347 lnðERpÞ � 0:99 ð11Þ

where ERm is the erosion rate calculated using Salama equation (Eq. 4).
Considering the value of Sm for elbow, the erosion rate (ER) unit is converted

from mm/year to mm/kg (the unit of the collected data) as follows:

ER ¼ 11:578WV2
mdp

5:5D2qm

� �
� 1
W

� 1
3600� 24� 365

ð12Þ

ER ¼ 6:66� 10�8 V2
mdp

D2qm

� �
ð13Þ

By substituting ER in Eq. 13 for ERp in Eqs. 9–11, the modified erosion rate
prediction equations can be written for the three flow types as follows:

logðERactÞ ¼
0:296 ln V2

mdp
D2qm

h i� �
� 7:621 Vsl

Vsg
¼ 0

0:462 ln V2
mdp

D2qm

h i� �
� 10:009 0\ Vsl

Vsg
� 0:155

0:347 ln V2
mdp

D2qm

h i� �
� 6:7895 Vsl

Vsg
[ 0:155

8>>><
>>>:

ð14Þ

where

ERact Actual erosion rate, mm/kg.
W Sand production rate in kg/s.
Vm Mixture flow rate, m/s.
D Elbow diameter, m.
d Particles size, l.
qm Mixture density, kg/m3.
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2.4 Demonstrating Example for the New Model

Figures 5, 6, and 7 show comparisons of results obtained from original Salama
model and the proposed models. The figures show variation of erosion rate (mm/kg)
with air/oil mixture velocity. The input data are as shown in Table 4.

Fig. 5 Variation of erosion rate with mixture velocity for pure air

Fig. 6 Variation of erosion rate with mixture velocity for LGLR
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In all cases, sand erosion rate increases with increase in mixture velocity. For
pure gas, the new model results are lower than the original Salama model results,
whereas for LGLR and HGLR Salama model results are slightly lower than the new
model results.

3 Conclusion

Salama sand erosion prediction model has been examined against a set of measured
data and then improved utilizing comparison with another set of measured data for
pure gas, low gas–liquid-ratio, and high gas–liquid-ratio fluids. A new model as an
improvement of Salama model is proposed. The main features of the proposed
model as compared to Salama model are as follow:

1. For pure gas, the new model results are lower than the original Salama model
results, whereas for LGLR and HGLR Salama model results are slightly lower
than the new model results.

Fig. 7 Variation of erosion rate with mixture velocity for HGLR

Table 4 Example input data Parameter Unit Value

Flow velocity m/s 0.5–1.8

Mixture density Kg/m3 1.2, 650, 150.96*

Elbow diameter m 0.08

Sand particle size l 250

*Calculated based on GLR (for pure air, LGLR, and HGLR)
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2. For pure air and high gas–liquid ratio, Salama models agrees with the new
model at low flow velocities and the discrepancy is getting larger at higher
velocities.

3. For low gas–liquid ratio, the results from Salama model and the new model are
getting closer with increasing flow velocity.
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Total Acid Number Reduction
in Naphthenic Acids Using Ionic
Liquid-Assisted Hot Water

P.C. Mandal, N.F.B. Salleh and D. Ruen-ngam

Abstract Naphthenic acids (NAs) found in hydrocarbon deposits is responsible for
the acidity of petroleum oils. This aim of this study was to explore the capability of
mixture of ionic liquid (IL) and hot water for reducing the acidity of NAs without
the addition of any catalyst. The reaction kinetics and mechanism are also dis-
covered for large-scale reactor design. The experiments were carried out in a 25-ml
autoclave reactor (China) at temperatures of 60–80 °C, NA, IL, and water ratio of
1:0.1:1, reaction times of 0–60 min. The total acid number (TAN) content of the
samples was analyzed using American Society for Testing Materials (ASTM) D
974 techniques. The reaction products were identified with the help of GC/MS.
Experimental results reveal that TAN reduction in NAs was increasing with the
increasing reaction temperature and time. Approximately 31.68% TAN was
reduced at a temperature of 80 °C and a reaction time of 60 min. Experimental data
revealed that TAN removal reaction kinetics followed first-order kinetics with an
activation energy of 10.96 kcal/mol and a pre-exponential factor of 998.9 s−1.
Therefore, mixture of IL and hot water is able to reduce TAN of NAs without the
addition of any catalyst.
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1 Introduction

The demand of petroleum oil is increasing day by day, and petroleum oil is
becoming heavier. Heavy crude oil is one kind of unconventional petroleum oil
having high viscosity and API gravity between 10 and 20 [1]. Heavy oil is con-
sidered as low-value oil due to the presence of impurities, for example sulfur,
asphaltene, metals, nitrogen, and naphthenic acid (NA). NAs contain one or more
cycloalkyl groups having molecular weight 120–700 a.u., and are the primary
contributors to the acidity of heavy oil [2]. Acidity of petroleum oils is expressed in
terms of total acid number (TAN) and the amount of potassium hydroxide in
milligrams that is required to neutralize the acids present in 1 g of oil [3]. Research
results revealed that corrosion happens at TAN level of 1.5 mg KOH/g and above
[4]. Acidic crude oil accelerates serious corrosion of equipment [5, 6] during oil
production, storage, transportation, and refinement. It can also deactivate refinery
catalyst and create foam during refinement of petroleum oils. As a result, high-TAN
content crude oil is often considered as low-value crude [7] oil. The removal or
reduction in NAs is now considered as an indispensable issue due to its corrosive
nature, creation of specific refinement and disposal problems, and reduction in
product quality.

Lot of TAN reduction techniques have been proposed by previous researchers to
reduce acidity in crude oil. Ding et al. [8] have classified TAN reduction techniques
into two methods—(1) destructive methods, such as thermal cracking and hydro-
genation process and (2) non-destructive methods, such as adsorption and solvent
extraction. The physical separation techniques, such as adsorptive separation and
solvent extraction, isolate naphthenates from crude oil without altering their
chemical state [1, 9]. In reality, solvent extraction produces stable emulsion and
excessive industrial wastewater, making the process non-selective. On the other
hand, adsorption process is said to be less efficient to treat highly viscous crude oil.
The thermal deacidification technique breaks down thermally weak NAs into
hydrocarbons and carbon dioxide. This method, however, requires elevated tem-
perature (400 °C), implying high cost. Rudolf [10] also found that this process
consumed more time, and decomposition of NA for some cases was incomplete.
Chemical decomposition techniques, such as esterification and neutralization, can
reduce the acidity of crude oil by chemical decomposition of NAs into salt that can
be removed. Ester can be decomposed into fatty acids again at crude oil refinement
conditions creating corrosion in distillation column. Hydrogenation is an alternative
way of chemical destruction of NAs; however, a large amount of hydrogen gas is
required at plant side for continuous treatment [11], making the process inefficient.

Nowadays, researches have concentrated their works of acidity reduction in NAs
using green processes. Ionic liquid (IL)-based and supercritical fluid (SCF)-based
technologies are extensively exercised as a green process in different fields of
chemical industries. SCF-based processes are considered expensive process due to
the requirement of elevated temperature and pressure. In reality, total acid number
(TAN) of NAs need to reduce at a temperature less than distillation temperature of
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crude oil and low pressure for reducing corrosion in production, storage, and
transportation of heavy oil. Low-temperature IL-based technology can open a new
window for treating high NAs containing crude oil.

An ionic liquid (IL) is one kind of salt that can remain liquid at room temper-
ature and below 100 °C. It generally consists of a cation, a bulk organic structure
with low symmetry, and an anion. Though the field of IL is not new, their appli-
cations as solvents in different chemical processes and catalysis have have become
an advance technology nowadays. This interesting field started in 1914 after the
formulation of ethylammonium nitrate ([C2H5NH3][NO3]) by Paul Walden [12–
14]. The fields of ILs were drawn international attention in 1970s as aluminum
chloride-based molten salts were utilized for the preparation of nuclear warheads
batteries. But they were extensively used as a solvent in the late 1990s. The
properties of IL can be changed by adjusting the theory to make it widely usable.
ILs are now used in many potential applications, such as microwave-assisted
organic synthesis, catalysis, biocatalysis, separation, extraction, electrochemistry,
nanomaterials synthesis, polymerization reactions, and corrosion inhibitors [15].
IL-based technologies are also utilizing in petrochemical industry to reassess and
optimize existing technologies and processes.

The aim of this technical paper was to explore the capability of mixture of IL and
hot water for reducing acidity of NAs. In addition, TAN removal kinetics is also
explored at temperatures of 60–80 °C, NA, IL, and water ratio of 1:0.1:1, and
reaction times of 0–60 min.

2 Methodology

2.1 Materials Used

NAs (grade: technical, density: 0.92 g/mL at 20 °C) used in this study were pur-
chased from Sigma-Aldrich and used without further treatment. NAs are water
insoluble and brown-colored liquid with an offensive smell. They have the potential
to pollute soil and may contaminate nearby water. The stable hygroscopic IL,
1-ethyl-3-methylimidazolium chloride ([EMIm]Cl) is used in this study. It is a light
yellowish solid having an empirical formula C6H11ClN2, molecular weight of
146.62 g/mol, relative density 1.11 g/mL, and melting point at 77–79 °C. The
[EMIm]Cl was also purchased from Sigma-Aldrich and used without further
treatment. Other reagents, toluene, 2-propanol, potassium hydroxide, and phe-
nolphthalein, were obtained from EMD Corporation and were used without further
treatment. The mixture of toluene and 2-propanol at a ratio of 1:1 was used as
solvent for collecting the samples and determining TAN.
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2.2 Equipment

All experiments were performed in 25-ml autoclave reactor fabricated by Shanghai
Yanzheng Experiment Instrument Co., Ltd., China, for maximum temperature of
230 °C and pressure of 3 MPa (gauge). The reactor is a stainless steel structure,
which is durable, and gas-tight. Inner chamber of the reactor is made of polyte-
trafluoroethylene (PTFE) to minimize corrosion.

2.3 Experimental Procedure

Approximately 1.0 g of NAs, 0.10 g of IL, and 1.0 g of water were charged into the
autoclave reactor. The reactor was then loaded into a furnace that was preheated to
the planned temperature. After a specific reaction time, the reactor was removed
from the furnace and kept it in a water bath by allowing sufficient time to cool the
reactor at room temperature. Finally, the products were collected in sample bottles
by washing the reactor interior at least three times with solvent. The reaction
products were separated into two parts—one is water-insoluble organic portion and
another was water-soluble portion. Water-soluble portion was analyzed using pH
meter, and water-insoluble organic portion was analyzed using titration, gas chro-
matography–mass spectrometry (GC/MS), and Fourier transform–infrared spec-
troscopy (FT-IR).

2.4 Analytical Procedure

Mandal et al. [3] disclosed that American Society for Testing Materials (ASTM) D
974 has sufficient accuracy for evaluating TAN value. This method was used in this
study for evaluating TAN value. In this process, a mixture of toluene and
2-propanol in 1:1 ratio was used as solvent, and phenolphthalein was used as an
indicator for detecting end point. A recently prepared approximately 0.05 mol/L
standard potassium hydroxide solution was utilized as a titrant. The following terms
are used in this study.

Titration was conducted to estimate the acidity of NAs. TAN was calculated by
identifying the amount of potassium hydroxide needed to neutralize 1 g of NA
using the following equation:

TAN
mgKOH
gNA

� �
¼ VKOH � NKOH � 56:10

WNA;0

� �
ð1Þ

where VKOH is volume of KOH in ml, NKOH is the concentration of KOH in
mmol/ml, and WNA;0 is the amount of NA in g.
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TAN reduction was calculated in order to identify the extent of reduction in
acidity in NAs using the equation shown below:

TAN reduction %ð ÞTAN0 � TANt

TAN0
� 100 ð2Þ

where TAN0 is the initial TAN in loaded NAs, and TANt is the TAN at reaction
time of t.

The reaction products were also analyzed using GC/MS method for identifying
reaction products. The column, BPX5 non-polar and low-bleed capillary column,
30 m long by 0.25 mm diameter, was used. The samples were diluted by adding
methylene chloride before charging the samples in GC/MS analyser at a specified
temperature program.

All experiments were conducted three times to achieve accurate result. The error
margin of the achieved data was less than 5% with confident level of 95%.

3 Results and Discussion

3.1 TAN Reduction

Mandal et al. [6] discovered that supercritical water (SCW) has the capability of
reducing approximately 83% TAN of NAs at a temperature of 490 °C and a water
partial pressure (WPP) of 45 MPa. Quiroga-Becerra et al. [16] discovered that
approximately 95% TAN was reduced from NAs obtained from Colombian heavy
crude oil at temperature of 250 °C, reaction time of 600 min, and a methanol-to-acid
ratio of 20:1. Mandal et al. in 2013 [3] disclosed that SC-MeOH can reduce 100%
TAN at a temperature of 350 °C, a MPP of 10 MPa, and a reaction time of 60 min.
But this condition is very high to treat heavy oil for reducing corrosion as a
pre-treatment. Shi et al. [12] has proposed a green method to separate NAs from
highly acidic crude oils by forming ILs. They used 2-methylimidazole solution in
ethanol for acidity removal achieving 67% acid removal rate. Jing et al. [17] have
reached 75.9% deacidification rate using [BMIm]Br-AlCl3 that showed catalytic
performance. Sun and Shi in 2012 revealed that the ILs of imidazole anion having
strong alkalinity had fantastic performance on deacidification. Duan et al. [14] have
studied on pyridinium-, imidazolium-, and imidazolide-based ionic liquids at dif-
ferent alkalinity. They showed that the deacidification rate increased with the
increase in the strength of alkalinity of ILs. Anderson et al. [15] have studied a
number of tetraalkylammonium- and tetraalkylphosphonium amino acid-based ILs
to remove NAs from crude oil. Their results show that the tributylmethylammonium
lysinate IL has the highest acid removal rate (approximately 46%) at a temperature of
25 °C. It is no doubt that ILs and heated water can reduce acidity of NAs. To observe
the capability of mixture of IL and hot water for TAN reduction in NAs, approxi-
mately eighteen experiments were performed at temperature of 60–80 °C and
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reaction times of 0–60 min. The mixture of NAs, IL, and water used in this study had
an initial TAN value 235.50 mg KOH/g NA. Figure 1 shows that TAN removal of
NAs was increasing with increasing reaction temperature and time. Approximately
31.68% TAN was removed at a temperature of 80 °C, a reaction time of 60 min. The
water at a temperature of 100 °C and a reaction time of 90 min can produce more
maltene by reducing the asphaltene content of crude oil showing that hot water is
active to produce more maltene [18]. Mandal et al. [19] discovered that [EMIm]Cl
can reduce 25% TAN of NAs at a temperature of 80 °C, reaction time of 60 min, and
an IL/NA ratio of 1:1. This value was lesser than the result obtained in this study,
indicating that hot water was active during reaction. NAs, IL, and water were mixed
properly with increasing temperature, thereby increasing the collision between them
to increase the rate of reaction.

3.2 TAN Reduction Kinetics and Mechanism

Reaction kinetics is very important to design chemical reactor. Mandal et al. [3]
shows that kinetics of the reaction of NA and SCW follow first-order kinetics. To
discover the reaction order of the reaction between NAs and mixture of IL and
water, a plot of ln(1-X) versus reaction time is plotted (Fig. 2). Each set of data
gives straight line which, obtained with the least square method, passes almost
exactly through the origin indicating first-order kinetics with respect to TAN
removal. The reaction kinetics analysis of this study was tested and evaluated to a
maximum of 24.92% TAN removal as kinetics data were more compatible with

Fig. 1 Variation in TAN reduction at a function of temperature and reaction time (Symbol: ○, at
a temperature of 60 °C; ◊, at a temperature of 70 °C; Δ, at a temperature of 80 °C)
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second-order kinetics at this extent [20]. An Arrhenius-type temperature depen-
dency acidity removal rate constant is presented in Fig. 3. By exploring this plot,
the activation energy and pre-exponential factor of the said reaction was discovered,
and the values were 10.96 kcal/mol and 998.9 s−1, respectively. Thus, the
Arrhenius equation can be rewritten as follows:

kILþwater ¼ 998:9e

�10:96
RT ð3Þ

Fig. 2 TAN reduction kinetics plot (Symbol: ○, at a temperature of 60 °C; ◊, at a temperature of
70 °C; Δ, at a temperature of 80 °C)

Fig. 3 Arrhenius plot
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The activation energy for reaction between SCW and NAs is 15.78 kcal/mol
Mandal et al. [6]. Thus, IL-assisted hot water requires lower energy than SCW,
indicating that IL was active during TAN redaction process.

Mandal et al. [6] have disclosed that NAs decomposed into saturated hydro-
carbons, naphthalene, phenanthrene, anthracene, pyrene, and their derivatives and
gaseous products such as carbon dioxide (CO2), carbon monoxide (CO), petroleum
gas by the action of SCW. Current study showed that reaction products contained
(Fig. 4) in ester (like 2-methyl-ethyl butanoic acid ester), alkane (like dodecane),
cyclohexane (like 1,1,3-trimethyl-cyclohexane), ketone (like octahydro-8a-methyl-,
cis-1(2H)-naphthalenone,) and alcohol (like 2-mehyl-1-decanol). [EMlm]Cl
decomposition products were not detected by GC/MS. [EMlm]Cl is generally
dissolved in water but insoluble in NAs. The water used in this study has a pH value
of 7. When [EMlm]Cl was added into the water, the pH was reduced to 4.73,
indicating the acidic behavior of [EMlm]Cl. After reaction at a temperature of 80 °
C, a reaction time of 30 min, the pH of the water soluble portion was reduced to
4.19, indicating that a small quantity of acid was dissolved in water after reaction.
FT-IR spectra (Fig. 5) revealed that [EMlm]Cl was not dissolved in organic reac-
tion products. [EMlm]Cl molecules were probably acting as a catalyst during the
course of reaction. Sun and his coworker [21, 22] explained NAs removal mech-
anism using ILs with the help of techniques proposed by Holbrey et al., in 2003
[23]. During the reaction, water and NAs molecules were trapped into cage
structure of [EMlm]Cl. IL molecules also helped to weaken the bond that expedited
the reaction of NAs and water molecules. Mandal et al., in 2012 [6] depicted that
hydrothermal reaction is controlled by ionic reaction mechanism at high water
density and low temperature. Thus, under experimental conditions water molecule
is able to produce H and OH ions that can react with NAs to produce non acidic
hydrocarbons.

Fig. 4 GC/MS chromatogram of NAs before reaction (bottom) and after reaction (top) at
temperature of 80 °C, reaction time of 30 min
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4 Conclusions

The capability of IL-assisted hot water on TAN reduction in NAs was explored in
this study. TAN reduction was affected by the reaction temperature and treatment
time and was increasing with increasing reaction time and temperature. IL-assisted
hot water reduced approximately 31.68% TAN of NAs at a temperature of 80 °C,
and a reaction time of 60 min. The kinetics of TAN reduction in NAs using
IL-assisted hot water without the addition of catalyst at specified reaction conditions
was adjusted to a first-order rate law with respect to the TAN reduction in NAs. The
calculated activation energy of the reaction is 10.96 kcal/mol. This value is lower
than the reaction of SCW with NAs at temperatures of 400–490 °C. This investi-
gation determined the global reaction. So future work is necessary in order to
optimize the reaction toward the TAN reduction and propose suitable reaction
mechanism.
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Fig. 5 FT-IR spectra of a IL, [EMlm]Cl b after reaction at a temperature of 80 °C (c) after
reaction at a temperature of 70 °C d mixture of NAs, IL, and water before reaction
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Pressure Transient Behaviour
of Horizontal Wells in a Bounded
Reservoir with Gas Cap and Aquifer

Tsani Sabila and Azeb Habte

Abstract Increased productivity can be seen as a result of horizontal well applica-
tions in certain reservoir conditions. Consequently, there exists the need to monitor
the performance of the horizontal wells and characterise the reservoir surrounding it.
The literature provides limited study on pressure transient behaviour of horizontal
wells in a reservoir with vertical constant pressure boundaries. Moreover, even lesser
investigated completely bounded reservoir (in all X-, Y-, and Z-directions) coupled
with vertical constant pressure boundaries. An analytical solution is thus presented
for the pressure transient response of horizontal wells in an anisotropic, rectangular,
homogeneous reservoir, bounded by gas cap and aquifer and, laterally, by no-flow
boundaries. Solutions were formulated using Green’s and source function method in
combination with Newman’s product method. Type curves analysis and detailed
discussion of each flow regime exhibited are thoroughly investigated. It could be
observed that the pressure behaviour and flow regimes exhibited depend on the type
of outer boundaries, distance of the well to the nearest boundary, and length of
horizontal well itself. Common flow regimes usually associated with horizontal wells
were masked by the constant pressure behaviour.

Keywords Bounded reservoir � Vertical constant pressure boundary � Flow
regimes � Horizontal well � Gas cap � Aquifer
List of symbols

kx Formation permeability in the X-direction, md
ky Formation permeability in the Y-direction, md
kz Formation permeability in the Z-direction, md
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rw Wellbore radius, ft
t Time, hr
tD Dimensionless time
Xe Half of the distance to the boundary in the X-direction, ft
Xw X coordinate of the production point
Ye Half of the distance to the boundary in the Y-direction, ft
Yw Y coordinate of the production point
Zw Z coordinate of the production point
ct Compressibility, 1/psi
h Formation thickness, ft
L Total length of horizontal well, ft
Lw Half length of horizontal well, ft
P Pressure, psi
PD Dimensionless pressure
Pi Initial pressure, psi
Pwf Flowing well pressure, psi
A Drainage area, ft2

B Oil volumetric factor, RB/STB
Q Oil well flow rate per unit length of horizontal well, B/D/ft
q Oil well flow rate, B/D

1 Introduction

The strategic practicalities and profitability of horizontal wells in certain reservoir
situations have been widely recognised and well established in the oil and gas
sector. Improved well productivity, reduction of the effects of damaged zones, and
higher oil recovery due to better sweep efficiency are all among direct results of
using horizontal wells [1].

Due to its advantageous nature, over the past two decades, there has been rapid
surge in the implementation of horizontal wells technology. As a consequence of
this, there also exists the need to develop analytical models that can evaluate the
performance of these horizontal wells. An analytical model is used here because the
analytical solution is able to give direct “meaning”; as opposed to numerical
solution. Hence, transient pressure analysis techniques have emerged as an auspi-
cious method for the assessment of horizontal well productivity and performance as
well as reservoir characterisation.

The literature provides limited study for an analytical solution pertaining hori-
zontal wells in a reservoir bounded by vertical constant pressure boundaries apart
from the research conducted by Stewart and Du [2] and later by Lu [3]. Yet, both
research studies still did not consider completely bounded reservoir geometry in
lateral directions (they considered laterally infinite boundaries, only finite in
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Y-direction). Fewer researchers in the past investigated the reservoir bounded in all
three directions (X, Y, and Z) with the exceptions of the analytical works carried
out by [1, 4, 5]. Nevertheless, all of these previous studies focused on bounded
reservoir with vertical no-flow boundaries. Hence, it is for this reason that this
research is conducted.

In this study, focus is directed in analysing pressure behaviour of horizontal
wells in a homogeneous, rectangular-shaped reservoir bounded by vertical constant
pressure boundaries (aquifer and gas cap) and also bounded by two no-flow
boundaries laterally. The diffusivity equation to be solved is for 3D, anisotropic
medium with Cartesian coordinates. Solutions for this reservoir geometry are for-
mulated and developed based on the principles of Green’s and source functions [6]
merged with Newman’s product method [7]—combining with the definitions of
dimensionless variables defined in Al Rbeawi and Tiab’s work [1]. The assumption
of slightly compressible fluid is applied throughout the medium. In addition, effects
of gravity are negligible. For simplicity, wellbore storage and mechanical skin
effects are not considered. Type curves are generated using MATLAB software
(Fig. 1).

2 Discussion

The mathematical model in dimensionless form for pressure transient behaviour in a
bounded reservoir with gas cap and aquifer is modelled as shown in Eq. (1).

PD ¼ p:XeDYeD ð1Þ

ZtD

0

1þ 4
pXeD

P1
n¼1
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n exp � p2n2X2

eDsD
4

� �
sin np XeD

2

� �
cos np XwD

2

� �
cos np

2 XDXeD þ XwDð Þ� �
2
4

3
5

� 1þ 2
P1
n¼1

exp � p2n2Y2
eDsD
4

� �
cos n YwD

2

� �
cos np

2 YDYeD þ YwDð Þ� �
2
666

3
777�

P1
n¼1

exp �n2p2L2DsD
� �

sin n p zwDð Þ
sin np zDLD þ ZwDð Þð Þ

2
4

3
5

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

dsD

Fig. 1 Reservoir geometry
configuration
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Consequently, as shown in Eq. 1, based on Lord Kelvin’s and Newman’s pro-
duct method in solving 3D heat conduction problems, when the reservoir is not
considered to be of infinite extent in all directions, having straight boundaries that
are maintained either as no-flow or constant pressure boundaries (or mixed), the
bounded reservoir can be replaced by an infinite reservoir in all directions by taking
images in the bounding planes [1]. Hence, the solution of a three-dimensional
problem can be solved as equivalent to the product of solutions of three
one-dimensional problems.

2.1 Model Validation

2.1.1 Validation Against Literature

Type curves generated are validated against Al Rbeawi and Tiab’s study [1] since
the definitions of dimensionless variables were adapted from their paper. Validation
of the mathematical model can only be done at early times. This is due to the fact
that Al Rbeawi and Tiab’s study differed in their vertical boundary conditions
(theirs were no-flow boundaries) while the reservoir geometry currently under this
study possesses vertical constant pressure boundaries. It is observed that indeed, the
mathematical model matched and was validated against literature starting at the
early times of 0.00303 h as displayed in Figs. 2 and 3; see the pressure derivative
trend between dimensionless time tD = 0.0001 to tD = 0.001.

2.1.2 Validation Against Numerical Differentiation

The pressure derivative was calculated through numerical differentiation by means
of adjacent points as referred from [10]—see Eq. 2. It is concluded that the ana-
lytical solution used in this study also matches with the numerical solution calcu-
lated—see Fig. 3

t
@p
@t

� �
i
¼ ti

ti � ti� 1ð ÞDpi þ 1

tiþ 1 � tið Þ ti þ 1 � ti� 1ð Þ
þ tiþ 1 þ ti�1 � 2tið ÞDpi

ti þ 1 � tið Þ ti � ti � 1ð Þ
� tiþ 1 � tið ÞDpi� 1

ti � ti� 1ð Þ ti þ 1 � ti� 1ð Þ

ð2Þ
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2.2 Flow Regimes

Generally, in a bounded reservoir with vertical no-flow boundaries, five flow
regimes could be observed [1]. The following are the commonly occurring flow
regimes: early radial flow, early linear flow, pseudo-radial flow, channel flow (late
linear flow), and pseudo-steady-state flow. Lee et al. [8] as strengthened by [1]
explained that the early linear flow occurs when the pressure has already reached
both vertical no-flow boundaries. Furthermore, pseudo-radial flow is observed
when the fluid flows to the wellbore from beyond the ends of the well. Finally, the
late pseudo-steady-state flow regime could be seen when the bounded reservoir has
been produced for a long time and is marked by a unit slope line as a consequence
of the pressure being influenced by all four closed boundaries.

However, with regard to the reservoir under this study possessing constant
pressure boundaries, only the early radial flow and constant pressure behaviour
could be detected. Based on the results obtained, it is thus concluded that the
commonly occurring flow regimes associated with horizontal wells are masked by
constant pressure behaviour.

Fig. 2 Type curve for short horizontal well in bounded reservoir with vertical no-flow boundaries
for LD = 8, XeD = 0.1 (Adapted from [1])
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2.2.1 Early Radial Flow

As shown in Fig. 3, the early radial flow is observed. In his study, [9] stated that
elliptic cylindrical flow is the first pattern before the flow becomes radial.
Short-time approximation for this flow is defined by [1]—see Eq. 3:

tD ¼ 1 � xDð Þ2
20

ð3Þ

2.2.2 Late Linear Flow

Normally, the late linear flow occurs when the pressure has diffused and reached the
lateral no-flow boundaries [1, 8, 9]. However, under the realistic physical reservoir
thickness, the late linear flow regime could not be observed for the reservoir under
study. Table 1 below displays the reservoir parameter used in this study as adapted
from [1]. Short horizontal wells as compared to reservoir thickness are defined as
LD < 20 while longer horizontal wells are defined as LD > 20.

Fig. 3 Analytical and numerical differentiation solution—type curve for short horizontal well in
bounded reservoir with constant pressure boundaries for LD = 8, XeD = 0.1, YeD = 0.1

Table 1 Reservoir thickness used in this study

Parameter limit Reservoir thickness (ft) Dimensionless variable

Max 400 LD = 1

Min 12 LD = 32
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For the sake of research purpose, the reservoir thickness was varied to 4000 ft
Distance to boundary in X-direction (XeD) is kept constant, but reservoir thickness
is varied. It was discovered that the late linear flow does exist as illustrated in Fig. 5
(h = 4000 ft) in comparison with Fig. 4 (h = 400 ft). Pressure tends to diffuse
faster vertically than horizontally. Hence, for this case as shown in Fig. 5, it is
deduced that due to the large extent of reservoir thickness, the pressure is “felt”
sooner at the lateral boundaries as opposed to the vertical constant pressure
boundaries. Thus, the late linear flow regime appeared before the constant pressure
behaviour.

Based on Fig. 5, it is observed that as the distance to the lateral boundary in the
Y-direction decreases (YeD increases), the linear flow regime thus becomes more
pronounced and the duration of the flow is longer. On the other hand, it is clearly
seen that when YeD = 0.1 (larger distance of lateral boundary in Y-direction), this
enables the pressure to diffuse faster vertically to constant pressure boundaries and
ultimately, masked other consequent flow regimes.

Fig. 4 Type curve for short horizontal well, LD = 1, XeD = 1.0, h = 400 ft
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2.2.3 Constant Pressure Behaviour

It is concluded based on the type curves generated that varying YeD and XeD
(distance to lateral boundaries) do not have significant effect on pressure deriva-
tives, rather only the pressure value changes for the reservoir geometry under study.
However, pressure derivative is only significantly affected by the ratio of the
wellbore length to the reservoir thickness (LD). This phenomenon reported actually
eases the practice of type curves as users would only need to match with the
pressure trend, since all pressure derivatives are showing similar trend/values.

Linear Flow 

Fig. 5 Type curve for short horizontal well, LD = 0.1, XeD = 1.0, h = 4000 ft (thickness varied
only for research purpose)
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2.3 Varying Location of Well in Vertical Direction

Wellbore location is varied in the vertical direction to investigate the pressure
behaviour especially when the wellbore is closer to any of the vertical constant
pressure boundaries. The Z-coordinate starts at 0 from the aquifer and ends at 1
with the gas cap.

Based on Fig. 6, it is understood that when the well is set closest to the aquifer
(ZwD = 0.1), the pressure derivative value and trend are exactly equivalent as to the
situation when the wellbore is located nearest to gas cap (ZwD = 0.9). It is thus
concluded that due to both gas cap and aquifer being constant pressure boundaries,
the equation is not able to differentiate between them both and hence, type curve
matching is not suitable for the purpose of investigating well location in vertical

Fig. 6 Pressure behaviour as a result of varying reservoir thickness (varying well location in
vertical direction, hence, distance to vertical constant pressure boundaries)
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direction. On the contrary, [9] in his study (though with infinite lateral boundaries)
have indicated that if the vertical boundaries are either mixed boundaries and/or
no-flow boundaries, then the model could be used to analyse pressure behaviour
when the well location is varied in the vertical direction as shown in Fig. 7.

3 Conclusion

Many comprehensive analytical solutions for horizontal wells have been proposed
in the literature including, Laplace, Fourier transforms, and Green’s function for
both isotropic and anisotropic reservoirs. Using these solutions and dimensionless
variables, it is possible to generate pressure and pressure derivative type curves for
varying horizontal well parameters.

It is concluded based on this study that:

1. Pressure behaviour and flow regimes of horizontal wells acting in bounded
reservoirs are affected significantly by how fast the pressure can be felt at the
vertical or lateral boundaries. The impact of the lateral boundaries on pressure
responses and fluid flow regimes occurs at late time production. Since pressure
tends to diffuse faster vertically than horizontally, pressure is usually “felt”
sooner at vertical constant boundaries and may mask other commonly occurring
flow regimes as a result of lateral boundaries (pressure diffusion in horizontal
direction). Thus, only early radial flow and constant pressure behaviour could be
mainly observed in this study. However, only when reservoir thickness is

Closer to Gas Cap

Closer to No-flow Boundary

Fig. 7 Graph showing no-flow boundary model (solid line) and mixed boundary model (dotted
line). Adapted from [9]
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increased significantly (which gives more time before effects of vertical
boundaries can be “felt”; we see other common flow regimes as a result of
lateral boundaries.

2. Pressure derivative is not significantly impacted by distance to lateral boundary
in both X and Y directions but only affected by the ratio of the wellbore length
to the reservoir thickness (variable LD).

3. The pressure behaviour of the long horizontal well, i.e. LD > 20, is similar to the
behaviour of vertical fractures. Early radial flow cannot be seen for long hori-
zontal wells.
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Effect of Synthesized Biopolymer
from Coconut Residue as Drag Reducing
Agent in Water Injection Well

T.M. Alghuribi, M.S. Liew and N.A. Zawawi

Abstract Over the past 20 years, commercial polymers have been utilized in oil
and gas industries as drag reducing agent (DRA) to minimize the pressure drop and
improve the injectivity in water flooding systems. Several studies have been carried
out to find an alternative for commercial polymers as drag reducing agents (DRAs)
from natural and biodegradable polymers such as carboxymethylcellulose
(CMC) which are more environmental friendly, yet performing as good as the
synthetic polymer. In this paper, a new eco-friendly DRA is extracted from organic
materials (coconut residue) to replace the commercial polymer, due to its abun-
dance and ability to perform as effective as commercial polymer in lowering
pressure losses and accelerating the flow in oil and gas pipelines. The objective of
this study was aimed to demonstrate the synthesizing process of biopolymer from
coconut residue, then test biopolymer DRA impacts on formation permeability after
injecting them into the reservoir, and finally studying the mechanical degradation of
biopolymer DRA by exposing the solutions to a high mechanical stirring speed
using viscometer device. An experimental study is conducted using a benchtop
permeability system to justify if the DRAs have any impact on formation perme-
ability. Three core samples were flooded with brine solution of 10000 ppm and
DRA solution of 50 ppm at three different injection rates 1 ml/min, 3 ml/min, and
5 ml/min consecutively. The mechanical degradation of the DRA is examined by
exposing 0.5–1.0% solutions of biopolymer to a high stirring speed ranged from

T.M. Alghuribi (&)
Department of Petroleum Engineering, Universiti Teknologi PETRONAS,
Seri Iskandar, Perak, Malaysia
e-mail: utp.tareq@gmail.com

M.S. Liew
Faculty of Petroleum Engineering and Geoscience, Universiti Teknologi PETRONAS,
Seri Iskandar, Perak, Malaysia
e-mail: shahir_liew@petronas.com.my

N.A. Zawawi
Department of Civil Engineering, Universiti Teknologi PETRONAS, Seri Iskandar,
Perak, Malaysia
e-mail: amilawa@petronas.com.my

© Springer Nature Singapore Pte Ltd. 2017
M. Awang et al. (eds.), ICIPEG 2016,
DOI 10.1007/978-981-10-3650-7_62

721



500 rpm to 1500 rpm for 60 min to perceive whether such influence is noticeable.
The result showed the solution of 1.0% concentration has higher mechanical
degradation compared to a lower molecular weight solution of 0.5% concentration.

Keywords Biopolymer extraction � Coconut residue � DRA � Formation perme-
ability � Mechanical degradation

1 Introduction

Optimizing the production in oil and gas industries is undoubtedly very important
and has positive consequences such as increasing the efficiencies and maximizing
the economic revenue. The excessive usage of operational pumps in handling
pressure drop across the pipeline leads to severe financial consequences forcing oil
and gas industries to look for an appropriate alternative. Commercial polymers
known as drag reducing agents were later acknowledged to be the best alternative to
replace high-power pumps, since they have the ability to demonstrate the turbulent
flow behaviors [1, 2]. The usage of commercial polymers as drag reducing agents
(DRAs) has been proven to be successful in minimizing the effect of frictional
forces along the injection tubing of water injection system as well as enhancing the
system deliverability [3]. Practically, commercial polymers are introduced in oil and
gas industries by injecting them into the system in order to boost flow throughput
and lower pressure losses in the line.

The excessive usage of commercial polymers such as polyacrylamide has ringed
the alarm of increasing the risks negatively toward the environment, due to the
degradation of their chemical compositions in high turbulent flow [4]. These
environmental impacts have pushed oil and gas industries to dig for a new envi-
ronmentally friendly replacer for commercial polymer. Meanwhile, this paper
presents eco-friendly biopolymers extracted from coconut residue which have been
testified to be the best alternative for commercial polymers as well as a successful
DRA [5]. Injecting small amount of these additives into turbulent flow regime will
result out in a less pressure drop and enhancement in water flooding operations
without changing the pipeline conditions [6]. Based on the reduction theory, drag
reduction occurs as a result of the suppression of the energy dissipation by turbulent
eddy flows near the pipe wall during turbulent flow regime [7]. DRA performance
is dependable upon several parameters, namely concentration, viscosity, solubility,
and molecular weight of the chemical additives [8, 9]. Yet these parameters are the
main factors in controlling the effectiveness of drag reducing agents in turbulent
flow regime. The synthesized drag reducing agents from coconut residue are only
effective in overcoming the drag forces throughout turbulent flow regime. Turbulent
flow occurs whenever the Reynolds number is equal or greater than 4000 [10]. The
Reynolds number is calculated by using Eq. (1):
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Re ¼ qVL
l

ð1Þ

where q is the density of the fluid, V is fluid velocity, L is the length or diameter of
the pipe, and l is the viscosity of fluid.

1.1 Mechanism of Biopolymer DRA

The extracted drag reducing agent (DRA) from coconut residue is a highly molecular
weight chemical and potentially effective agents in reducing drag forces along the
inner wall of the injection tubing and boosting the flow rate significantly [9]. During
the water flooding operation, DRAs have been used to optimize the production and
accelerate the flooding process which definitely helps oil and gas operators to reduce
the number of injection wells [11]. In a turbulent drag reducing flow, biopolymer
DRAs have the ability to control the slug frequency as well as the thickness of liquid
film, which eventually diminish the disorder patterns of the flowing fluid, and
accelerate the flowing fluid in the line [12]. Despite all the advantages DRAs provide
for oil and gas industries, they still rapidly lose their efficiencies at intense turbulent
flow, due to either chemical reactions or mechanical forces causing a rupture of
biopolymer’s chains. This rupture weakens the biopolymer molecules and makes it
difficult to overcome the induced frictional forces across the flow line [13]. The
usage of these biopolymers in practical applications has been severely limited due to
their poor mechanical stability in turbulent flow.

The reduction in DRA efficiency in turbulent flow with exposure time is just
evident of mechanical degradation which is observable once exposing such solution
to a high stirring speed. Mechanical degradation is a very common phenomenon in
drag turbulent flow regime, which is often observed when the additives are sub-
jected to high fractional forces for a sufficient time [14]. Mechanical degradation of
DRAs is tangible in turbulent flow whereby a breakage of agglomerate chains of
biopolymers is caused by high mechanical forces throughout the operation.
Degradation rate is experimentally determined through viscosity test measurement
as a probable change in the average molecular weight accompanied with changes in
biopolymer’s efficiency [15].

2 Methodology

2.1 Extraction of Cellulose

Coconut residue was collected and then rinsed with water for cleaning purpose, and
then, it was dried in the oven at 50 oC for 2 days. The dried sample was later
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grinded before cooking it with 1 M of NaOH at 150 °C using magnetic stirrer
(200 rpm) for 1 h. Afterward, it was filtered using a tea bag filter to separate the
solid phase from the liquid phase. The powder was washed with plenty of water
until it is kept clean. Finally, the pulp was dried again at 55 °C for 24 h.

2.2 Preparation of Carboxymethyl Cellulose (CMC)

The extraction of carboxymethyl cellulose is initiated with two reactions, namely
alkalization reaction and carboxymethylation reaction. The alkalization reaction
was initiated by mixing 15 grams of obtained cellulose with isopropanol and 40%
of NaOH, whereas the carboxymethylation reaction was conducted by adding 18
grams of chloroacetic acid. The entire extraction process of CMC is summarized in
Fig. 1.

2.3 Sample Preparation

The preparation process of all sample concentration is achieved by utilizing Eq. (2):

ppm ¼ mass of DRAðgÞ
volume of distilled water ðmlÞ � 106 ð2Þ

Permeability reduction is determined by Eq. (3):

Kreduction ¼ Kbefore � Kafter

Kbefore
� 100% ð3Þ

450ml isopropanol                     18g of chloroacetic acid        

Basification Etherification Heating the solution

Methanol SaturationNeutralization  Ethanol Suspension

Filtration Methanol 
Washing 

Drying CMC

15g of cellulose& 40%NaOH
Acetic acid

70% of methanol

Fig. 1 CMC preparation process
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Recovered permeability is calculated by using Eq. (4):

Krecovered ¼ Kfinal � Kafter

Kbefore � Kafter
� 100% ð4Þ

2.4 Mechanical Shear Degradation of DRA

Two biopolymer solutions of 0.5–1.0%wt concentrations were prepared initially
and then exposed to shear rates ranged from 500 rpm to 1500 rpm for exposure
time of 60 min. The viscosity of the solutions was measured after 15, 30, 45, and
60 min with regard to stirring speed in order to determine the mechanical degra-
dation of the solutions. The viscosity was recorded using viscometer device. The
viscosity reduction (%RV) is achievable by using Eq. (5) which assesses the vis-
cosity of the solution before and after exposing it to such mechanical stirring speed
to attain the mechanical degradation of DRA if any.

Viscosity reduction (RV) is defined as in Eq. (5):

%RV ¼ lbefore � lafter
lbefore

� 100% ð5Þ

3 Results and Discussion

This chapter demonstrated the collected data from experimental analysis to attain
the objectives of this paper. The results are depicted in the following pages and then
interpreted accordingly.

3.1 Collected Mass of CMC from Coconut Residue

In this result section, the collected mass (g) of carboxymethyl cellulose (CMC) from
coconut residue at 40% sodium hydroxide concentration and at various reaction
temperature, and reaction time were tabulated in Table 1 accordingly.

Table 1 shows that CMC mass was achieved based on three reaction factors
including concentration of NaOH, reaction temperature, and reaction time. The
concentration of NaOH was set to be 40%wt for 6 runs, because a higher mass of
CMC was collected under 40%wt concentration as proven by [6]. The highest mass
of 27.10 g was collected when the sample undergone a reaction temperature of
50 °C for 60 min, but immediately declined as the reaction time doubled to
120 min. Hence, the reaction time is likely to be the crucial factor in controlling the
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amount of CMC mass. In the fifth run, as the reaction temperature increased to
55 °C while maintaining the reaction time constant, the amount of yield CMC mass
dropped to 19.511 g. The reason behind this drop is the degradation of coconut
residue cellulose as temperature increases.

3.2 Permeability Test

The main purpose of this test is to analyze the associated impacts of DRAs on the
formation permeability once DRAs were injected into the reservoir. The DRAs
effects on formation permeability were investigated by flooding three core samples
with DRA solution at different injection rates as illustrated in Figs. 2, 3, and 4.

Figure 2 shows that the core was initially flooded with brine at 1 ml/min until
the permeability’s curve stabilized. The stabilization phase was noticeable after
60 min with a permeability value of 14.565 md. However, a drop to about 8.12 md
was observed after flooding the core with biopolymer DRA solution at the same
injection rate.

A significant permeability reduction to about 44.34% was induced after injecting
biopolymer DRA into the reservoir. The core was then reversed, and a back flow
process was carried out at 8 cc/min for 15 min to restore the permeability.
Eventually, the core was flooded with brine again for 1 h at 1 ml/min to obtain the
final permeability; hence, final permeability was recorded to be 9.122 md. It can be
said that the restored permeability was observed to be 15.51%. Hence, the test is
ceased once the pressure profile stabilized at almost a constant value.

Similarly, Fig. 3 describes the flooding process of the core sample with brine
and then with biopolymer DRA solution at 3 ml/min injection rate for 60 min.
After one hour, the permeability of the formation dropped from 10.13 md to
7.65 md, due to the presence of biopolymer DRA in the formation. A back flow
process was carried out in order to achieve the final permeability by which the core
sample was reversed and then flooded at 8 ml/min for 15 min. Obviously, the
higher the injection rate, the lower the permeability reduction will be. The pressure

Table 1 Extracted mass of CMC from coconut residue

Run
no

Concentration of
NaOH(%)

Reaction
temperature (°C)

Reaction
time (min)

Collected mass of
carboxymethylcellulose (g)

1 40 50 60 26.872

2 40 50 60 27.100

3 40 50 60 23.665

4 40 50 120 22.030

5 40 55 60 19.511

6 40 55 240 24.745
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Fig. 2 Biopolymer DRA performance at 1 ml/min

Fig. 3 Biopolymer DRA performance at 3 ml/min
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profile shows that the pressure increases at the beginning of each run and becomes
constant as the permeability reaches a constant value.

According to Fig. 4, the impact of biopolymer DRA on the formation perme-
ability at injection rate of 5 ml/min was insignificant. It can be clearly seen that
permeability was reduced from 8.037 md to 7.037 md after flooding the core
sample with biopolymer DRA solution. Subsequently, the core sample was sub-
jected to a back flow process to retrieve the initial permeability of the formation.
The final permeability was attained by flooding the core with brine solution at
5 ml/min by which it was perceived to be 7.607 md after 1 h.

As a result, the permeability reduction can be overcome by increasing the
injection rate of DRA, so the higher the injection rate, the lower the reduction value
of the permeability will be.

Figure 5 summarized the permeability reduction and the restored permeability
percentage after injecting the biopolymer DRA into the reservoir. At injection rate

Fig. 4 Biopolymer DRA performance at 5 ml/min

Fig. 5 Permeability reduction and recovered versus injection rate
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of 1 ml/min, a reduction of 44.34% was computed, and recovered permeability was
beyond 15%. As the injection rate increases, the opposite observation was wit-
nessed. For instance, at injection rate of 5 ml/min, the reduction in formation
permeability was only 19.47% and the recovered permeability was triple the
recovered permeability at 1 ml/min injection rate. This shows that permeability
reduction is a function of injection rate, and the higher the injection rate, the lower
the reduction in the formation permeability will be.

In contrast, the recovered permeability is dependable upon the injection rate
where it raised to 43% at 5 ml/min, followed by 30.34% at 3 ml/min, and finally it
dropped to 15.54% at 1 ml/min. Therefore, permeability reduction decreases with
increasing the injection rate of the system and vice versa for the recovered
permeability.

3.3 Mechanical Effects on Biopolymer as DRA

Biopolymer DRA was exposed to high mechanical stirring 500 rpm, 1000 rpm, and
1500 rpm to investigate the viscosity changes of biopolymer. Two solutions of
0.5% and 1.0% of DRA were prepared to certify the stirring speed influence on the
viscosity of the solution.

From Fig. 6, it is shown that a gradual reduction in viscosity was noticed with
respect to the exposure time. Exactly, after 1 h of stirring, the viscosity dropped

Fig. 6 Effect of exposure time and stirring speed on the viscosity of 0.5% biopolymer solution
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from 54.62 cp to 47 cp at 500 rpm, followed by a significant reduction from
54.62 cp to merely 28 cp at 1000 rpm. Hence, a high mechanical stirring leads to a
higher lowering in the viscosity.

A gradual decrease in biopolymer solution viscosity with increasing time of
shearing is shown in Fig. 7. The test was conducted for 1.0%wt biopolymer
solution at 500, 1000, and 1500 stirring speed consecutively. The reduction in
biopolymer viscosity was observed, and after 1 h of stirring, the viscosity changed
sharply from 56 to 47.56 cp, 28.07 cp, and 12.09 cp for biopolymer solution of
1.0%wt. Based on this, higher molecular weight biopolymer undergoes higher
mechanical degradation which causes them to lose their efficiency faster when
subject to tremendous turbulent flow.

Both Figs. 8 and 9 indicated that solutions with higher concentrations are more
vulnerable to lose their effectiveness when exposed to higher mechanical forces.
Additionally, a remarkable reduction was noticeable as the stirring speed increases.
After 60 min of the test, viscosity reduction of 0.5 biopolymer DRA solution at
500, 1000, and 1500 rpm was 13.95, 48.73, and 78.03%, respectively, while for
1.0% biopolymer DRA solution, viscosity reduction was 87.61% at 500 rpm,
66.37% at 1000 rpm, and 23% at 1500 rpm.

Therefore, the results of both Figs. 8 and 9 are evident of susceptibility of
biopolymer DRA for mechanical degradation as their molecular weight gets higher.
This is because biopolymer chains for low concentration solutions are unlikely to be
destroyed faster by the turbulent flow forces which make their effectiveness last
longer with compared to high concentration solutions. Generally, mechanical
degradation is acknowledged whenever the viscosity reduction is above 10%.

Fig. 7 Effect of exposure time and stirring speed on the viscosity of 1% biopolymer solution
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4 Conclusion

As a result, the extracted DRA from coconut residue has yet proven their ability in
overcoming the flow line frictional forces and enhancing the flow rate throughout the
pipeline. The usage of biopolymer DRA in water flooding system is effective despite
the disadvantages that might lead to a permeability reduction. Thus, precaution needs
to be taken to ensure the reduction in permeability is negligible. The reduction in the
formation permeability depends on the injection rates: A higher injection rate gives a
lower permeability reduction compared to lower injection rate. In contrast, the
recovered permeability percentage also depends on the injection rates with high
injection rates, and a higher recovery of formation permeability is perceived.
Therefore, permeability reduction is a function of injection rate; the higher the

Fig. 8 Viscosity reduction of 0.5% biopolymer DRA

Fig. 9 Viscosity reduction of 1.0% biopolymer DRA
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injection rate, the lower the reduction percentage will be. Finally, mechanical
degradation of biopolymer DRA was studied by subjecting the solutions to a high
stirring speed for adequate exposure time. It was perceived that biopolymer DRAs
with high concentration solutions lost their efficiency faster with compared to those
solutions that have low concentrations. The reduction in viscosity is due to the
degradation of biopolymermolecules that weakens and breaks their chains andmakes
their effectiveness to vanish faster.
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Rheological Performance of Potassium
Formate Water-Based Muds
for High-Temperature Wells

T.N. Ofei, R.M. Al Bendary and A.D. Habte

Abstract Drilling mud plays a crucial role during drilling operation as they not
only enhance efficient transport of drilled-cuttings from the drill bit to the surface,
but also maintain their rheological properties especially in harsh environments to
suspend drilled-cuttings when drilling operations stop. Although water-based muds
are known to be environmentally friendly and less expensive as compared to
oil-based and synthetic-based muds, they exhibit poor performance with less sta-
bility when circulating in high-temperature wells particularly with shale formations.
Water-based mud systems with potassium brine have proven better results in shale
formations; nonetheless, very little is known about their performances in
high-temperature environments. This study examines the performance of
water-based muds with synthetic polymers and potassium formate brine as additives
in high-temperature conditions up to 300 °F. The drilling muds were formulated
using the Taguchi Design of Experiment (TDOE) approach. The muds were pre-
pared and tested in laboratory conditions under the guidelines of safety and drilling
fluid testing using the American Petroleum Institute (API) standard. The experi-
mental data obtained showed that the combinations of synthetic polymers and
potassium formate brine were able to stabilize the rheology of the water-based muds
at elevated temperatures. The usage of potassium formate brine at concentrations of
3.2, 6.7, and 10% aided in stabilizing the drilling mud’s rheological properties after
dynamic aging at 300 °F. Rheological properties such as plastic viscosity and yield
point were also found to be almost identical for both static and dynamic aging
conditions. Therefore, this study serves as optimization guide to design water-based
muds applicable to high-temperature formations.
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1 Introduction

The oil and gas industry is always on the move toward exploring harsher and more
extreme environments.

Drilling to reach deeper target depths comes with the risks of uncertainty in
formations, extreme pressures and temperatures, and high-risk investment. Drilling
high-pressure/high-temperature (HTHP) wells is typically high in both risk and
capital investment, which makes justifying the costly drilling operations in such
extreme environment a tough task especially with pressures up to 40,000 psi and
temperatures reaching 500 °F or more [1]. Drilling fluids system that is intended for
use in HTHP environments should not experience decomposition of its components
because of the excessive heat. It should provide a safe environment for the drilling
operations while easing the daily operations of drilling and logging, and at the same
time not causing formation damage especially when interacting with clays and shale
or any other wellbore problems.

WBMs face a number of challenges when subjected to HTHP conditions. One
challenge is the instability of the fluid’s chemical additives when exposed to high
temperatures for extended periods of time. Another challenge is the environment of
the drilling operation. Most HTHP wells are common to have shale formations that
react to the presence of WBM and cause drilling problems such as stuck pipes.

Drilling fluids are of thixotropic features in most cases, and they are continu-
ously affected by the changing environment in which they are operated. Factors
such as pressure, temperature, rheological history, chemical compositions, and
internal chemical reactions all affect the performance of the whole drilling fluid
simultaneously [2, 3]. It is therefore extremely difficult to separate the conditions
affecting the performance of any given drilling fluid especially under high-pressure
and high-temperature circumstances. Several studies have attempted to measure the
effects of high pressure and temperature as well as sagging time on the performance
of drilling fluids.

It is reported from previous experimental work that the increase in temperature
causes a decrease in effective and plastic viscosity, yield point, and gel strength as
well as decreases in shear stresses corresponding to increase in shear rates in case of
increasing temperatures [3]. Gel strength, however, is reported to generally increase
in certain cases where temperature is above 250 °F [4, 5]. The difference of reported
behavioral outcomes may be caused by the differences of the drilling fluids being
tested or the equipment employed in the experimental setup for each case.

This paper discusses the formulation of water-based muds with synthetic poly-
mers and potassium formate brine and their rheological properties at
high-temperature conditions.
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2 Materials and Methods

The formulation of the drilling muds consisted of three main compositions:
Driscal D and Dristemp as synthetic polymers, and potassium formate brine. Other
chemicals used in the formulations include soda ash, bentonite, sodium asphalt
sulfonate, and hydro-Rez (see Table 1). The Taguchi Design of Experiment
approach was adopted to characterize the mud compositions. Table 1 shows the
compositions of the drilling mud.

The mud samples were prepared and characterized at both static (before hot roll)
and dynamic (after hot roll) conditions using a Fann viscometer model 35SA.
During the dynamic test, aging cells were used to contain the mud samples and a
roller oven was used to hot roll the mud samples. At static conditions, the muds
rheological properties were measured at atmospheric conditions, whereas, at
dynamic conditions, the muds rheological properties were measured after being
hot-rolled under dynamic condition for sixteen (16) h at 300 °F. Table 2 presents
the design matrix of the mud sample tests conducted.

The drilling fluid additives were mixed using OFITE fixed-speed mixer.
Rheological properties were first measured at atmospheric condition using Fann 35
viscometer. A Fann viscometer is a coaxial rheometer that is widely used in the
industry to measure rheological properties of drilling fluids. OFITE 1100 HTHP
viscometer was used to record the fluid’s rheological properties at elevated tem-
peratures and pressures. All sixteen drilling fluids formulated were dynamically
aged at 300 °F for 16 h. Rheological properties were measured before and after
hot-rolling (BHR and AHR) and performance comparison of the rheological
properties was carried out between BHR and AHR values to understand the mud
stability and overall performance. The dial readings from the viscometer were used
to calculate plastic viscosity (PV), yield point (YP), and gel strength (GS) values.

Table 1 Drilling mud formulation

Product Specific gravity Concentration

Freshwater 1 Calculated from material balance

Potassium formate 1.575 0%, 3.2%, 6.7%, 10%

Water
(prehydrated gel)

1 90.2 lb/bbl

Bentonite 2.6 8 lb/bbl

soda ash 2.53 0.25 lb/bbl

Caustic soda 2.13 0.25 lb/bbl

Driscal D 1.44 1, 2, 3, 4 lb/bbl

Dristemp 1.5 1, 2, 3, 4 lb/bbl

Hydro-Rez 1.5 10 lb/bbl

Soltex 1.3 8 lb/bbl

Drill bar 4.4 Calculated from material balance
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The ratio PV/YP is considered as an important indicator of the stability of the WBM
performance before and after dynamic aging as it is used to evaluate the fluid’s
rheological stability.

3 Results and Discussion

Samples T1, T6, and T11 exhibited a typical behavior for WBMs when exposed to
high temperatures, where the observed viscosity of the mud was proved to increase
after dynamic aging. There was a dramatic increase of about 70–80% in the
low-end rheological properties which represents a challenge in moving and
pumping the mud in real conditions as shown in Fig. 1.

Table 2 Summary of mud
design matrix

Run Driscal D
(lb/bbl)

Dristemp
(lb/bbl)

Potassium formate

T1 1 1 0% (freshwater)

T2 1 2 3.2%

T3 1 3 6.7%

T4 1 4 10%

T5 2 1 3.2%

T6 2 2 0% (freshwater)

T7 2 3 10%

T8 2 4 6.7%

T9 3 1 6.7%

T10 3 2 10%

T11 3 3 0% (freshwater)

T12 3 4 3.2%

T13 4 1 10%

T14 4 2 6.7%

T15 4 3 3.2%

T16 4 4 0% (freshwater)
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Figure 2 shows the change in PV/YP ratio after hot-rolling reaches high per-
centages of difference from 27 to 60% of the original ratio before hot-rolling. When
introducing potassium formate into the system in different concentrations, the
changes in PV/YP ratios decrease in comparison with systems that have no
potassium formate. This indicates that the increase in potassium formate concen-
tration in the system up to a certain level will increase the stability of the drilling
mud system at elevated temperatures. However, excessive usage of potassium
formate or when saturated potassium formate is used to formulate drilling muds,
there is no free water particles to react with the viscosifying polymers and the
polymers essentially lose their ability to dissolve in water.

The relationship between PV/YP ratio before and after hot-rolling is observed to
be also related to the concentrations of Driscal D and Dristemp polymers as well as
the concentration of potassium formate. Figures 3, 4, and 5 show the effect on
PV/YP ratio under different concentrations of potassium formate brine. They all
indicated that the use of potassium formate is useful in stabilizing the drilling fluid
systems when exposed to high temperatures although flocculation in the absolute
difference percentage between PV/YP ratios was observed. The fluid samples that
exhibited most resistance to temperature were found to be the samples containing
relatively high concentrations of Driscal D and Dristemp (50% or more of the upper
level used for DOE for one or both of the additives combined).
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Figure 6 shows the shear stress versus shear rate plots for mud samples T2, T5,
and T12 with 3.2 wt% potassium formate brine measured BHR and AHR. It is
observed that the rheogram of the mud samples BHR exhibited shear thinning and
pseudoplastic effect, while the measured mud samples AHR exhibited a yield
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pseudoplastic behavior. There is an increase in shear stress for all mud samples
measured AHR as shear rate increased. Furthermore, the rheological behavior of
mud sample T2 was compared closely to mud sample T5 measured BHR and AHR.
In addition, the shear stress values of mud samples AHR are far greater than that of
mud samples BHR, an indication of high equivalent circulating density (ECD) in
the wellbore with AHR mud samples.

4 Conclusions

The experiment showed that the usage of potassium formate at concentrations of
3.2, 6.7, and 10 wt% aided in stabilizing the drilling fluid’s rheological properties
after dynamic aging at 300 °F. The stability of the drilling fluid is characterized by
calculating the ratio PV/YP before and after hot-rolling. It was found that the usage
of 10% concentration by weight of potassium formate provided the most stable
drilling fluids with a change of PV/YP by only 5%. Furthermore, mud samples
BHR exhibited a pseudoplastic shear-thinning behavior, while mud samples AHR
showed a yield pseudoplastic behavior. There is the tendency of high equivalent
circulating density (ECD) in the wellbore with AHR mud samples.
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A Pre-drill Computer Model
for Predicting Post-drill Well Gradients

T.N. Ofei and D.J. Jorge

Abstract Drilling wildcat or exploration wells without the knowledge of the well
gradients (pore gradient, fracture gradient, and overburden gradient) poses a great
risk to operators economically and operationally. This project proposes a simple but
robust computer model for predicting pre-drill well gradients. Two-way time
(TWT) and average velocity (AV) from a field seismic data were adopted in the
model development. Results obtained from the pre-drill well gradient model were
validated against post-drill well gradient data from three wells in the same field.
A very good statistical agreement between the pre-drill model and the post-drill
field data was achieved. The pre-drill model predicted the post-drill gradient data
with mean absolute percent error (MAPE) from 4.64 to 6.23%, thus indicating the
robustness of the proposed model. Similarly, regression success index, R2, values
between the pre-drill and post-drill well gradient data ranged from 0.830 to 0.985
for all datasets (DS1), (DS2), and (DS3). Information from this study is very
essential in making better and sound decisions about mud weight design and casing
program before drilling wildcat wells especially in deep offshore environment
where there is a narrow window between the pore and fracture gradients.

Keywords Well gradients � Seismic data � Two-way time � Average velocity �
Wildcat well

1 Introduction

The accurate prediction of well gradients such as pore gradient, fracture gradient,
and overburden gradient is of great importance in designing drilling program for
wildcat or exploratory wells. The unavailability of offset or near-well data in a new
field usually requires that the estimation of pre-drill well gradients be made using
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seismic data which includes two-way time (TWT) and average velocity (AV). The
estimation of these well gradients is a prerequisite for designing an effective mud
weight and casing program, thus ensuring the drilling operations are carried out
safely and economically. The knowledge of the subsurface pressure enables the
drilling operator to prevent critical drilling problems such as formation fracture and
loss of drilling mud, as well as avoiding potential influx of formation fluids into the
wellbore which may eventually lead to a blowout if uncontrolled. A further use of
pre-drill well gradients helps the drilling team to design cementing program, casing
setting points, and casing design. Additionally, pre-drill well gradients are also
useful for the optimization of hydraulic program, bit selection, blowout preventers
(BOPs) and well head selection, drilling rig dimensioning, equipment selection,
detection of potential hole problems, and forecast of operation costs.

By applying an appropriate transformation model, two-way time and average
velocities adopted from seismic data are used to provide an estimation of the pre-drill
well gradients. Estimated well gradients using seismic data are not truly represen-
tative of the actual gradients that are measured down hole while drilling the well;
however, these predicted gradients serve as a guide for designing the well drilling
program. Therefore, drilling a wildcat or exploratory well demands an effective
contingency plan and awareness of the drilling events during the operations.

Banik and Wagner [1] emphasized that the understanding of formation pressure
is vital in well planning because it allows the drilling engineer to design a safe mud
weight which is below the fracture gradient in order not to fracture the formation
and lose the drilling fluid into the formation. On the other hand, a safe mud weight
should be designed above the pore pressure gradient, so that formation fluids will
not flow into the wellbore (kick) which can eventually culminate in a blowout if the
kick is not controlled [2].

Pre-drill well gradient estimation involves estimating the pore pressure gradient,
fracture pressure gradient, and overburden gradient before the well is drilled in a
given area. As stated by Godwin [3], if offset wells are available in the vicinity, then
offset data such as well logs can be used to predict the formation pressure in the
new well to be drilled. However, if the well to be drilled is a wildcat, this entails
that area is new and no wells have been drilled before in the surrounding; thus, little
knowledge is known about the pressure in the subsurface. Therefore, the only
method to estimate the well gradients (pore gradient, fracture gradient, and over-
burden gradient) will rely on seismic data which involves using two-way time and
average velocity [4].

According to Suwannasri et al. [5], drilling through overpressured zones is quite
problematic; thus, it can lead to well control incidents such as influx of formation
fluids into the well, which can potentially result in a blowout if the drilling crew
fails to control the influx. The prediction of pore pressure is relatively easy for
formations having normal pore pressure gradient (1.03–1.07 kg/cm2/10 m or
0.447–0.464 psi/ft). However, the estimation of formation pore pressure in geo-
pressured (overpressured) zones is critical and relevant. Furthermore, knowledge
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about well gradients is important for well planning as it provides the drilling
engineer key information for designing the mud weight and casing program of the
well. With a safe mud weight, one is able to drill through overpressured zones and
zones with wellbore instability without incurring severe problems, thus allowing the
well to be completed effectively [6]. On the other hand, a well-designed mud weight
based on accurate estimation of pore pressure and fracture pressure can greatly
reduce the chances of having well control related issues such as influx, blowouts,
and lost circulation, as well as avoid drilling events such stuck pipes, packoff, and
wellbore collapse. When fewer problems are encountered during drilling opera-
tions, this gives the operator an opportunity to achieve the target in a cost-effective
manner [7].

A study conducted by Chatterjee et al. [8] emphasized that the need for an
accurate estimation of well gradients is substantial; hence, in order to predict pore
pressure in overpressured zones, it is first necessary to have a background under-
standing with regard to how overpressures are generated. The understanding of
formation pressure helps identify drilling hazards encountered when drilling
through overpressured zones. Overpressures are more critical and cause more
problems in drilling operations if not addressed properly. Yan and Han [9] and Li
et al. [10] studies explained that the origin of overpressure is due to the rapid
deposition of sediments which preclude sufficient time for pore fluids to escape. As
a result, the pore fluids become trapped in the pores due to a phenomenon termed
undercompaction. These trapped fluids build high pressures within the pore spaces
in which they are trapped, and when intercepted during drilling operations,
high-pressure fluids will be released, hence increasing the likelihood of having an
influx if the mud weight is less than formation pore pressure [11].

By using seismic data to estimate well gradients, it was documented that seismic
interval velocity can accurately predict pore pressure and the onset of overpressure
of a given geologic formation [12]. The seismic data which include two-way time
and average velocity are acquired during seismic survey. The two-way time and
average velocity required to estimate the seismic interval velocity are presented in a
mathematical relation as [13].

V2
N ¼

V2
2;rms � tN;2 � V2

1;rms � tN;1
� �

tN;2 � tN;1
� � ð1Þ

According to Zhang [14], the interval velocity can further be used to estimate
parameters such as interval transit time, depth interval, and depth reference which
aid toward the process of estimating the well gradients. Although seismograms are
used mainly by geophysicists and geologists for subsurface structural and litho-
logical interpretation, since the beginning of the 1970s, they have also become of
great interest and help to the drilling engineers. In fact, two of the most important
applications of seismic data for drilling purposes consist in detecting formations
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characterized by geopressures (overpressures) and provide an estimation of pore
pressure gradient, overburden gradient, and fracture gradient. Experience has
shown that when good seismic data are available and proper interpretation is per-
formed, it is possible in most cases to locate the overpressure tops and estimate the
well gradients. Naturally, the determination of fracture gradients is strictly depen-
dent on the quality of pore pressure gradient evaluation since better approximations
are obtained in the calculation of overburden gradients [15]. The ultimate objective
is to predict the pore pressure gradient, fracture pressure gradient, and overburden
gradient from seismic interval velocity through a transformation model.

2 Materials and Methods

2.1 Overburden Gradient Estimation

The overburden gradient for a formation can be computed in kg/cm2/10 m as
follows:

GOB ¼ POB � 10
z

ð2Þ

The sum of the pressures applied by the overlaying sediment columns for
different intervals is given in kg/cm2 as follows:

Pn
OB ¼ d1sed � Dz1

10
þ d2sed � Dz2

10
. . .:

dnsed � Dzn

10
ð3Þ

The average density, dsed, between two seismic reflectors is expressed as
follows:

dsed ¼ dmax � 2:11
1� vi

vmax

1þ vi
vmin

 !
ð4Þ

From field practice, dmax ¼ 2:75 g/cm3, vmax ¼ 7000m/s, and vmin ¼ 1500m/s.
The TWT and AV obtained from a seismic data can be used to compute the

interval velocity, vi, as follows:

vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2m2 � t2 � v2m1 � t1

t2 � t1

s
ð5Þ
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The transit time in ls=ft and depth reference in m can be expressed, respectively,
as follows:

Dt ¼ 304,800
vi

ð6Þ

Hi ¼
X

i

t2 � t1
2

� �
vi ð7Þ

2.2 Pore Gradient Estimation

The pore gradient can be estimated using the equivalent depth method
(EDM) where the transit time is plotted against depth on a semi-log graph to define
the normal compaction trend (NCT) as below [16] (Fig. 1).

Fig. 1 Equivalent depth versus transit time [16]
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The pore gradient is estimated using the expression,

Gp;2 ¼ Pp;2 � 10
z2

ð8Þ

The pore pressure, Pp, is computed from the difference between the overburden
pressure, POB, and effective pressure,Peff as follows:

Pp;2 ¼ POB;2 � Peff ;2 ð9Þ

where

POB;2 ¼ GOB � z2
10

ð10Þ

and

Peff ;1 ¼ Peff ;2 ¼
GOB � Gp
� �� z1

10
ð11Þ

2.3 Fracture Gradient Estimation

The Eaton’s correlation is used to estimate the fracture gradient as a function of the
Poisson ratio which is given as follows:

Gfrac ¼ Gp þ r
1� r

GOB � Gp
� � ð12Þ

Typically, the Poisson ratio, r, value commonly used is 0.4.
The mean absolute percent error (MAPE) between the actual values (post-drill

data) and forecast values (pre-drill data) is estimated as follows:

MAPE ¼ 1
n

Xn
t¼1

At � Ft

At

����
���� ð13Þ

2.4 Computational Procedure

The pre-drill well gradients were computed using the combined equations from (1)
to (12). A computer model was developed using C++ codes where the input data
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were TWT and AV, all obtained from field seismic data. To validate the model,
post-drill well gradient data from three (3) wells in the same field were utilized. The
model workflow is presented in Fig. 2.

3 Results and Discussion

Table 1 presents the input data for TWT and AV obtained from the field seismic
data for three wells. The computer program prompts the user to provide the input
data (seismic data) and then estimates various parameters mathematically, and the
end result is to estimate the pre-drill well gradients. The total vertical depth for the
wells from DS1, DS2, and DS3 is 20,057 m, 23,402 m, and 7444 m, respectively.

In Fig. 3, it is evident that the pre-drill well gradients were compared closely
with the post-drill well gradient for DS1, and this is desirable as it reduces the

Fig. 2 Computer model workflow
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drilling risk when drilling wildcat wells using seismic data. This close match is
attributed to the accuracy of seismic data which is a key requirement for better
prediction. Furthermore, it can be observed that the pre-drill models accurately
predicted the overpressured zone which is located in about 1100 m which was
confirmed by the post-drill data. This accurate prediction is crucial for enhancing
drilling efficiency and reducing well control incidents. The pre-drill pore gradient
slightly overpredicted the post-drill pore gradient at the depth below 1900 m.
Overpredicting the pore gradient by a slight margin will not affect the design of the
mud systems since the mud weight will be below the fracture gradient.

Cross-plots for the pre-drill and post-drill well gradients on DS1 as shown in
Figs. 4, 5, and 6 reveal relatively small errors of 4.64, 5.78, and 5.31% for pore
gradient, fracture gradient, and overburden gradient, respectively. Linear regression
models were also proposed for predicting post-drill well gradients for DS1.

The pre-drill well gradients presented in Fig. 7 are compared closely with the
post-drill well gradients for DS2. The overpressured zone is closely predicted to lie
below 1100 m. However, at the depth below 2000 m, the pre-drill pore gradient is
quite overestimated. On the other hand, both predicted fracture and overburden
gradients are slightly lower than the post-drill fracture and overburden gradient
below the depth of 1100 m. It must be noted that underpredicting the post-drill pore
gradient may result in underdesigning the drilling mud system. This will cause
formation fluid influx or kick into the wellbore which will result in a catastrophic
blowout if uncontrolled.

Figures 8, 9, and 10 depict the cross-plots of dataset DS2 for pre-drill well
gradients and post-drill well gradients. The mean absolute percent error recorded
between the pre-drill and post-drill data for DS2 is 4.98, 5.46, and 6.14% for pore
gradient, fracture gradient, and overburden gradient data, respectively. Furthermore,

Table 1 Computed two-way
time (TWT) and average
velocity (AV) from three field
seismic data [16]

Dataset (DS1) Dataset (DS2) Dataset (DS3)

TWT AV TWT AV TWT AV

s m/s s m/s s m/s

0.04 1700 0.04 1650 0.04 1600

0.47 1860 0.51 1900 0.34 1750

0.70 1890 0.83 2000 0.65 1850

1.04 2090 1.03 2070 0.89 2000

1.20 2190 1.25 2200 1.45 2320

1.73 2540 2.05 3100 1.70 2500

2.20 2940 2.40 3325 2.00 2600

3.72 3740 3.55 3900 2.30 3000

5.00 4000 8.00 4000 3.40 3300

8.00 5300 9.50 5500 4.30 3600
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linear regression models have been proposed for predicting the post-drill well
gradients with good degree of accuracy.

From Fig. 11, the pre-drill pore gradient is slightly overestimated from the
post-drill pore gradient between the depths of 1200 and 1900 m from DS3.
However, this slight overestimation would not pose critical drilling problems
provided that the pre-drill fracture gradient lies below the post-drill fracture gradient
and therefore no fluid loss (formation fracture) would occur. Nonetheless, the
pre-drill fracture gradient and overburden gradient slightly underestimated the
post-drill fracture and overburden gradients at a depth of approximately 1500 and
840 m, respectively. Again, the overpressured formation was accurately predicted
at the well depth of about 800 m.

As shown in Figs. 12, 13, and 14 for DS3, linear regression models are proposed
for predicting the post-drill well gradients with mean absolute percent errors
between the pre-drill and post-drill data as 5.74, 6.23, and 6.07% for pore gradient,
fracture gradient, and overburden gradient, respectively.
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4 Conclusions

A computer model has been proposed for estimating pre-drill well gradients. The
accuracy of the model was successfully tested against post-drill well gradient data
from three wells in the same fields, where very good agreement was achieved.

The mean absolute percent error recorded between the pre-drill and post-drill
well gradient data ranges between 4.64 and 6.23%, thus indicating the robustness of
the proposed model.

The use of field seismic data can be adopted to predict well gradients in wildcat
or exploratory wells with high degree of accuracy.

For better accuracy of the estimated well gradients, it is recommended that input
data (two-way time and average velocity) obtained from seismic data are accurate.
If the seismic data are not the representative of the field where the data are mea-
sured, it would lead to poor estimation of the well gradients, thus increasing
operational and economical risk of drilling operations.
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A Comparison of Drilling Fluid Power
for Coiled Tubing Drilling of Microholes
in Hard Rock: Water Versus
Supercritical CO2

Xianhua Liu, Brian Evans and Ahmed Barifcani

Abstract Given the scenario of using a coiled tubing rig for drilling into deep hard
rock formations, the energy delivery efficiency required to drive the high-speed
down-hole motor for bit rotation and to transport cuttings up to surface becomes a
major issue if water is used as a drilling fluid. High-speed rotary drilling in hard
rock formations enables the diamond-impregnated drill bit to cut the rock into
powder form particles, which requires a large amount of cutting power. In addition,
the very long small diameter coiled tubing and a narrow annular space will also
result in a lot of frictional pressure energy loss. Water is incompressible and hence
can only deliver hydraulic power. As a result, water as drilling fluid can only supply
limited drilling power for coiled tubing drilling. By contrast, supercritical CO2

(SC–CO2) is a compressible dense fluid, has lower viscosity hence has the potential
to deliver drilling fluid power more efficiently. This paper focuses on comparing the
power delivery of water and SC–CO2 for coiled tubing drilling of deep microholes
in hard rock. It shows that, in addition to the transfer of hydraulic power, the
SC–CO2 drilling fluid can store and release thermodynamic power to the down-hole
drilling system, can have less frictional pressure energy loss, can absorb heat energy
generated during drilling and later release that energy in the form of thermal
expansion. It shows that SC–CO2 has the potential to provide constant power to the
down-hole motor for high-speed drilling with a relatively low operating pressure.
This low operating pressure will enable a longer fatigue life of the coiled tubing and
associated drilling components.
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1 Introduction

For developing a next-generation drilling technology for mineral exploration, the
DET CRC drilling research team proposed to use coiled tubing drilling of micro-
holes into deep hard rock formations. It is believed that coiled tubing drilling
technology can achieve the goal of drilling deeper, cheaper, faster and with small
foot imprint for mineral exploration. The coiled tubing is ∅38.1 or ∅44.5 mm
(1.5–1.75 in.) size, the drill bit is diamond impregnated and the cuttings are powder
form particles as shown in Figs. 1 and 2 (DET CRC eNewsletter July 2013, [5]).
The cuttings particle size distribution is in the range of 1–1000 µm with the
majority being less than 100 µm (Kamyab et al. 2013, [9]). Coiled tubing drilling of
microholes is expected to achieve the goal of drilling cheaper, deeper, faster and
with small environmental footprint. By microhole, the Los Alamos National
Laboratory definition is for borehole size range from 32 to 61 mm (1–1/4′′ to 2–3/8′′)
(Albright et al. 1994).

For hard rock deep microhole drilling, using a diamond-impregnated bit is
considered to allow low weight on bit (WOB) and very high rotation speed, e.g. up
to 7000–10000 rpm, to achieve a high rate of penetration (ROP) (DET CRC
eNewsletter February 2014, [4]). The cut depth of each revolution is small; hence,
each revolution does not require a high degree of energy. However, the drilling
process does consume a large amount of energy due to the very high rotation speed,
large ROP per second and cutting hard rock into powder. For example, a laboratory
drilling experiment has shown that the diamond-impregnated bit can drill in a red
granite hard rock at 4 GPA specific energy cost at a normal drilling condition of
100 lm penetration per revolution (DET CRC eNewsletter July 2013, [5]). Specific
energy is the energy cost of cutting out a unit volume of hard rock. Such a situation

Fig. 1 Powder form cuttings
1–1000 µm with majority
being less than 100 µm
generated by
diamond-impregnated bit
drilling (DET CRC
eNewsletter July 2013)
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requires a drilling fluid of efficient energy delivery for driving the down-hole motor
to rotate the drill bit at high speed to cut the hard rock. In addition, the drilling fluid
should reserve sufficient energy for overcoming the frictional pressure loss through
the long but narrow coiled tubing and annulus for transporting drilled cuttings up to
the surface.

Water or water-based drilling fluid is widely used. However, it is believed that
water cannot deliver the cutting power efficiently through a very long but small
diameter coiled tubing and a narrow cuttings return annulus due to its incom-
pressibility and high viscosity. In particular, when the drilled cuttings are as small
as powder form particles, the mixing of water and the powder will significantly
increase the viscosity of the drilling fluid resulting significant frictional pressure
loss in the annulus (Kamyab et al. 2013, [9]). This requires a fast increase of pump
pressure as the drilling depth increases. High pressure will reduce the fatigue
lifespan of the coiled tubing, and very high pressure has the potential to burst the
coiled tubing. According to Kellé (2000, 2002, [10, 11]) “conventional steel CT is
subject to fatigue and will fail after about 200 trips at operating pressure of around
35 Mpa. Doubling the operating pressure to 70 Mpa reduces the fatigue life to
under 20 cycles with significant risk of premature failure”. However, it is preferred
to use water-based drilling fluid to drill at least shallow microholes. By shallow and
deep microholes, the following classification is proposed (Liu 2014, [12]):

Shallow 0–500 m

Medium 500–1000 m

Deep 1000–1500 m

Ultra deep 1500–2000 m

Fig. 2 Brukunga core and
corresponding cuttings by
diamond-impregnated drill bit
collected and packed in
sequence (DET CRC
eNewsletter July 2013)
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For finding an efficient energy delivery or powerful drilling fluid for deep
microhole drilling of hard rock, we turned our attention to compressible and low
viscosity fluid. As such, SC–CO2 has been identified to be one of the powerful
drilling fluids. These physical properties enable SC–CO2 to achieve efficient energy
delivery to the down-hole motor and to transport drilled cuttings to the surface at
much lower coiled tubing inlet pressure than water. By efficient energy delivery, we
consider the amount of energy provided by a unit mass of drilling fluid at selected
pressure difference between the inlet pressure of the coiled tubing and the outlet
pressure of the annulus as well as the useful work done by the amount of energy. It
will determine the pressure needed for pumping a drilling fluid into the coiled
tubing for a desired drilling ROP which will in turn affect the coiled tubing fatigue
life. To quantify the above theoretical reasoning, this paper calculates and compares
water and SC–CO2 in terms of energy delivery in relation to fluid pressure for hard
rock deep microhole drilling. First, it is necessary to have a brief review of related
drilling technologies and equipment.

2 Coiled Tubing Drilling and CO2 Work Fluid Research

Coiled tubing drilling for mineral exploration is a new area being developed by the
DET CRC which is performing research into high-speed rotary drilling using low
WOB. This results in reducing the axial and torque loads acting on the bit with the
conceptual consequence that the down-hole motor and coiled tubing should have an
increased fatigue lifespan. High-speed rotation should in principal increase the
drilling ROP in order to achieve fast drilling. For this approach to be successful,
four challenging tasks must be carried out successfully:

• Use of a drilling fluid and a corresponding fluid system to provide sufficient
power to the down-hole motor to rotate drill bit, to transport drilled cuttings to
the surface and to provide sufficient cooling and lubrication of the drill bit face.

• Develop a down-hole motor that can be run by the drilling fluid at high speed
with sufficient shaft power output.

• Select or develop a suitable drill bit.
• Ensure that the high-speed rotation rock cutting process does not cause exten-

sive vibration of the drill bit and the motor or develop a mechanism to control
any excessive vibration.

The DET CRC is developing a turbine motor driven by water drilling fluid
(Mokaramian et al. 2012, [14]). The turbine is concentric and can run much faster
with less vibration than a positive displacement motor (PDM). Water is the con-
ventionally accepted, safe drilling fluid. However, turbines are best run by com-
pressible fluids if they are to have high rotation speed and high power output, such
as a steam turbine in a thermal power station (which will be discussed later).
A compressible fluid can therefore potentially provide more power than water to
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run a down-hole turbine at a high rotation speed. Hence, the next stage of devel-
opment for this project is to find a suitable compressible drilling fluid, design and
test the corresponding turbine with an optimum drilling fluid system. A literature
survey was performed to find the best drilling fluid, and as a result, CO2 was
identified as a potential drilling fluid.

The idea of CO2 as a drilling fluid was first proposed by Kollé in 2000 and 2002
[10, 11]. He stated in his SPE paper that “Small-scale pressure drilling tests have
also been carried out in shale with SC–CO2 using microbit with a drag cutter. The
rate of penetration in Mancos Shale with CO2 was 3.3 times the rate with water. The
increased drilling rate was accompanied by reduced drilling torque so that the
drilling SE is only 20% that observed while drilling with water”. Note that SE—
specific energy—was defined by Kollé as the energy expended for cutting and
removing a unit volume of rock. Gupta et al. compared supercritical CO2 and foam
drilling fluids for underbalanced drilling in 2005 [6]. They concluded that the
liquid-like density and gas-like viscosity of CO2 are advantageous in its role as a
drilling fluid and these properties allow it to run the down-hole motor. Shen and
Wang et al. [16, 17] also studied the feasibility of coiled tubing drilling and cuttings
transport with supercritical CO2 in 2010 and 2011. They concluded that coiled
tubing drilling with supercritical CO2 will bring an innovation in drilling technology
and will become an efficient drilling technique for special reservoir development.

As discussed earlier, supercritical CO2has been identified as a highly efficientwork
fluid for electric power generation to substitute steam at thermal power stations (e.g.
see Ho and Lillo et al. 2004, [8]; Hey 2011, [7]; Wright 2011, [21]). The supercritical
CO2 turbine is much smaller than a steam turbine leading to a much smaller
footprint for thermal power stations as described in Persichilli and Kacludis et al.
in 2012 [15]. The SC–CO2PowerCycle Symposium,which is nowheld every 2 years,
is a demonstration of the perception of using CO2 as the future drive fluid for electric
power generation. The engineering principle of using CO2 as a drive fluid is that an
efficient energy delivery work fluid for driving a turbine allows it to rotate at high
speed with high shaft power output.

3 Water Versus CO2 Drilling Fluid Systems

A water drilling fluid system in coiled tubing drilling is consisted of Water Tank,
Pump, Coiled Tubing, Down-hole Motor, Drill Bit, Annulus, Well Head, Mud
Separator and Water Tank. The corresponding down-hole motor is usually a PDM
type. For hard rock microhole drilling, a water-driven turbine is being developed
and its capability is to be tested (e.g. see Mokaramian and Rasouli et al. 2012, [14]).

A possible CO2 drilling fluid system is shown in Fig. 3. This system is based on
maximizing energy conservation. In this closed-loop system, any CO2 loss is
replenished either before or after the compressor. Starting at the compressor, CO2

gas is compressed to an increased pressure and temperature to be a supercritical
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fluid (above 7.4 Mpa, and above 31.1 °C), which would then flow down through the
coiled tubing to the down-hole turbine; when it enters the turbine, it rotates the
turbine while expanding and reducing temperature as it passes over the blades with
some of its pressure and thermal energy transforming to mechanical rotation energy
in the turbine; the CO2 passes through the nozzles of the drill bit with further
expanding and cooling down; the impact force of CO2 jet flow discharged from the
bit nozzles assists breaking the rock; it then removes drilled cuttings and cools the
drill bit; the CO2 fluid also absorbs thermal energy from the drilled cuttings and
further expands as it flows up through the annulus to bring drilled cuttings up to the
surface; then the CO2 fluid is separated from drilled cuttings in a separator and
further filtered in a fines filter. It then reaches the inlet of the compressor for being
recompressed. The drilled cuttings at the separator are dry mineral samples for
analysis. The separation of cuttings from a gas using conventional filtration
methods is far easier than removing cuttings from water.

Such a CO2 fluid system is an energy-efficient system with most of the energy
devoted to drilling and cuttings transport with the following advantages:

• A closed-loop system with its returned and contained CO2 allows efficient
energy reuse.

• Energy conversion due to the pressure and thermal energy of CO2 being
transformed into mechanical shaft rotation energy of the turbine; some of the
mechanical energy is transformed to heat during the cutting process; the heat is
absorbed by the CO2 causing its expansion and increased flow speed for
transporting drilled cuttings.

Fig. 3 Illustration of supercritical CO2 drilling fluid system for hard rock drilling
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• The high-density compressed supercritical CO2 fluid is suitable for efficiently
driving the high-speed turbine and is more effective in terms of energy transfer
than water.

There are methods for controlling the inlet pressure, temperature and flow rate of
the drilling fluid by a combined use of a compressor, pump, chiller or cooler. We
can adjust the outlet pressure of the annulus by a valve before or after the separator.
The question is, given a set of defined inlet pressure, temperature and flow rate, how
capable the CO2 can be in energy delivery as compared with water?

4 Comparison of Total Energy Delivery

Water is used as the benchmark for evaluating the energy delivery efficiency of CO2

drilling fluid. The comparison is based on the same mass flow rate and at specified
pressure differences. We define the pressure difference between the inlet pressure of
the coiled tubing and the outlet pressure of the annulus. The first step is to calculate
and compare the total energy that can be delivered by a unit mass of water and CO2

at specified pressure difference. The total energy expended is in three parts: friction
energy loss within the coiled tubing, energy loss for driving the turbine which rotates
the drill bit and energy loss in the annulus due to friction and cuttings transport. We
then calculate and compare the friction energy loss between water and CO2 in the
coiled tubing. Finally, we calculate and compare the turbine power output at a
specified pressure differential of the turbine. The drilling data is set as below:

• Coiled tubing of 1.5 in. diameter and 0.175 in. wall thickness (38.1 mm OD,
4.45 mm wall thickness)

• Borehole diameter 50 mm and depth to 2 km
• Equal mass flow rate 1 kg/s for water and CO2

The coiled tubing size is from the Tenaris Coiled Tubes technical data [18]. It is
considered appropriate to choose a larger wall thickness for increased strength and
stiffness of the small diameter coiled tubing for deep microhole drilling. Water has a
very large bulk modulus 2.2 � 109 Pa and hence is regarded as an incompressible
fluid. Its density is 1 kg/L and hence 1 kg/s mass flow rate can be converted to
1 L/s volume flow rate. On the other hand, CO2 is compressible and its volume flow
rate Qv is a function of its mass flow rate Qm and density q which depends on its
pressure and temperature. The flow speed V can be calculated from the volume flow
rate and the cross-sectional area A of the flow.

Once the inlet and outlet conditions of a drilling fluid are given, the energy
delivered by the fluid can be calculated by considering only the fluid energy states
at the inlet and outlet. Assuming a fully developed turbulent flow and a
non-compressible fluid, water delivers hydraulic energy which can be expressed by
Eq. (1). It includes pressure energy Ep, kinetic energy Ek and gravity potential
energy Ez. The energy difference between the inlet and outlet is the energy delivered
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by the fluid, which is shown in Eq. (2). Setting the outlet pressure to be 0.5 Mpa,
the energy delivered by a unit mass flow rate of water corresponding to different
inlet pressure is calculated and plotted in Fig. 4.

E ¼ Ep þEk þEz ¼ pQv þ 1
2
QmV

2 þQmgz ð1Þ

DE ¼ Ein � Eout ð2Þ

The straight line in Fig. 4 shows a linear relationship between the energy
delivered by water and its inlet pressure. In the calculation, the inlet and outlet have
been assumed about the same height so that the gravity potential energy terms are
cancelled; the kinetic energy is 1.1 kJ/kg at the inlet and 0.7 kJ/kg at the outlet.
Hence, only 0.4 kJ/kg energy is delivered due to the velocity difference, which is
too small to be noticed in Fig. 4. As a result, the energy delivery of water is almost
solely relying on the pressure difference between the inlet and the outlet. For a 1 kg
mass flow rate, an increase of 1 Mpa inlet pressure will provide an increase of
1 kJ/kg pressure energy to the down-hole drilling system.

The pressure energy is not an internal energy stored in water. It is the work done
by the pump and is transferred by the water flow driven by the pressure difference.
For a volume flow rate Qv through the inlet of the coiled tubing, the work done is
pAV, i.e. pQv per second. Here, A is the cross-sectional area and V is flow speed.

For a compressible drilling fluid such as CO2, the energy delivery mechanism
involves the internal energy stored in the compressible fluid and hence is a function
of pressure, temperature and the thermodynamic properties of the fluid. Considering
the CO2 fluid flow across a section of the coiled tubing or the annulus, its energy
state can be expressed by Eq. (3). Here, U is internal energy of the fluid. The
combination of internal energy and pressure energy is defined as enthalpy H in
thermodynamics which is expressed by Eq. (4). Hence, we have Eq. (5) for cal-
culating the energy delivery of CO2.

Fig. 4 Hydraulic energy
delivered by water drilling
fluid (outlet pressure 0.5 Mpa)
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E ¼ UþEp þEk þEz ¼ uQm þ pQv þ 1
2
QmV

2 þQmgz ð3Þ

H ¼ UþEp ¼ uQm þ pQv ð4Þ

E ¼ HþEk þEz ¼ Hþ 1
2
QmV

2 þQmgz ð5Þ

The enthalpy of a matter is usually measured and stored in a thermodynamic
database for the convenience of energy balance calculation. There are also pres-
sure–enthalpy or temperature–enthalpy charts available for use. A pressure–en-
thalpy chart is created and plotted in Fig. 5 for the convenience of illustration and
description in this paper. We are indebted to Berndt Wischnewski for the online
CO2 property calculation website [20]. In Fig. 5, each solid line is a pressure–
enthalpy curve at a constant temperature. Each dotted line is a pressure–enthalpy
curve of constant density. The pressure range of up to 60 Mpa and temperature
range from −10 to 120 °C are plotted in the figure.

Figure 5 shows that CO2 has the potential to work at a wide range of densities
depending on the operating pressure and temperature. Different ranges of CO2

drilling fluid operation conditions can be chosen to achieve underbalanced, bal-
anced or overbalanced drilling, which in some drilling scenarios is beneficial for
well control and drilling optimization. It is important to note that there exists a
boiling curve at the lower pressure, lower temperature region which is below the
CO2 critical point (7.38 Mpa, and 31.1 °C). If the turbine outlet pressure is below
7.4 Mpa, there is a possibility that the turbine will be operating across the CO2

boiling curve which is shown in Fig. 5. It is better for the turbine to carry out
drilling operations away from the CO2 boiling condition in order to avoid cavitation
erosion problem. The outlet pressure of the turbine should be set to be greater than
7.38 Mpa; otherwise, the outlet CO2 temperature should be well above the critical
temperature 31.1 °C.

Fig. 5 Pressure enthalpy
chart of CO2
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A complex drilling fluid such as CO2 is pressure and temperature dependent.
Setting the inlet and outlet pressure requires considering the temperature in order to
calculate the energy delivered. However, the outlet temperature cannot be set to a
fixed value because it will change as a function of the inlet pressure and temperature
as well as the changing drilled hole depth. In fact, it is difficult to accurately
calculate the energy delivery without a detailed knowledge of energy consumption
in the coiled tubing, the down-hole turbine and the annulus. Instead, estimation is
made of the potential capability of energy delivery of CO2 drilling fluid. For
estimation purposes, the outlet pressure of the annulus is set to 8 Mpa and the outlet
CO2 fluid density set to 75% of the corresponding inlet density due to expansion.
The total energy delivery is calculated based on Eq. (5) and plotted in Fig. 6.

Figure 6 shows that, within the common operation pressure range of 20–40 Mpa
and at 120 °C, the CO2 fluid can generally provide two to three times of the energy
provided by water. At 100 °C, CO2 can provide 1.5–2 times of the energy by water,
while at 80 °C, CO2 fluid generally provides about the same amount of energy as
water. This demonstrates that temperature is an important factor for CO2 fluid to
provide drilling power. Temperature is a measure of thermal energy contained in
compressible fluids. In order to maintain the thermal energy for turbine rotation, it is
better to retain the CO2 heat, i.e. not cool it down after it is compressed and its
temperature increased. Since CO2 drilling fluid can provide much more energy than
water, the CO2 drilling fluid can operate at lower pressure than water drilling fluid
for delivering the same amount of energy, which will result in a long life of the
coiled tubing.

The thermodynamic energy of CO2 is transformed into mechanical shaft rotation
energy in the turbine. The mechanical rotation energy enables the drill bit to cut the
rock. The rock cutting process generates a lot of heat, which is then recovered by
the CO2 fluid. The recovered thermal energy can assist the cuttings transport in the
annulus. Assume WM is the turbine motor shaft work output and Qin is the heat
recovered by the CO2 fluid at the bottom of the hole. These two parameters have a

Fig. 6 Energy delivery
comparisons between CO2

and water drilling fluids (CO2

outlet pressure 8 Mpa and
water outlet pressure
0.5 Mpa)
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proportional relationship which can be expressed by Eq. (6). Here, a is a propor-
tional factor which depends on the efficiency of the drill bit and the turbine. If the
drill bit can cut the rock efficiently without producing a lot of heat, then a will be a
small value; otherwise, it is a larger value. By the mechanism of heat recovery and
reuse, the efficiency of the drilling fluid energy delivery is increased. An energy
balance equation is shown in Eq. (7). Here, Ef is the friction energy loss in the
coiled tubing and the annulus, WTC is the work done by transporting cuttings up to
surface and Ql is the heat energy loss to a surrounding environment. Equation (7)
can be reorganized into Eq. (8), which is a clear expression of the increase of
energy efficiency.

Qin ¼ aWM ð6Þ

Eout ¼ Ein � Ef �WM �WTC þQin � Ql ð7Þ

Ein þQin ¼ Eout þEf þWM þWTC þQl ð8Þ

The energy terms in Eq. (8) are worth careful study for optimized drilling
operations. In the next section, the friction energy loss Ef of CO2 inside the coiled
tubing will be compared with that of water.

5 Comparison of Friction Energy Loss Inside
the Coiled Tubing

Friction energy loss occurs inside the coiled tubing and annulus. It reduces the
energy available for the turbine and for cuttings transport. The deeper the hole is
drilled, the longer the coiled tubing and annulus will become and the larger the
frictional energy loss. Friction energy loss is characterized by a friction factor and
can be calculated in terms of friction pressure loss for a pipe by Eq. (9). Here, f is
the Fanning friction factor, q the fluid density, L the length and D the inside
diameter of the pipe [1]. Friction factor is a function of the wall roughness ɛ and the
fluid flow Reynolds number Re as expressed by the Colebrook Eq. (10) [3].
A simplified Eq. (11) is by Tomita in 1959 [19]. The wall roughness ɛ depends on
the pipe material and the manufacturing process. For coiled tubing, the Tenaris
technical data [18] suggests an internal wall roughness of new coiled tubing to be
0.001 in. (0.00254 mm). The Reynolds number Re is a function of the fluid density
q, dynamic viscosity l and flow speed as expressed in Eq. (12).

DPloss ¼ f
2qLV2

D
ð9Þ

1
ffiffiffi

f
p ¼ 3:48� 4log

2e
D

þ 9:35
Re

ffiffiffi

f
p

� �

ð10Þ
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ffiffiffi

f
p ¼ 2:28� 4log

e
D

þ 21:25
R0:9
e

� �

ð11Þ

Re ¼ qVD
l

ð12Þ

Based on the above equations, the friction pressure loss within the coiled tubing
can be calculated. The dynamic viscosity of freshwater is taken to be 890 � 10−6

Pa s at 25 °C. The viscosity of CO2 is small and yet changes with both temperature
and pressure. For example at 120 °C, it is 54.2 � 10−6 Pa s under 30 Mpa of
pressure and 70.2 � 10−6 Pa s under 50 Mpa of pressure. Dividing the whole
length of the coiled tubing into 200-m length sections and using the average
pressure, density, flow rate and viscosity of CO2 fluid for each section and setting
the inlet pressure to be 30 Mpa, the calculated results are plotted in Fig. 7 against
the length of the coiled tubing in a vertical hole. The friction pressure loss of CO2 at
120 and 100 and 80 °C are calculated and compared with that of water.

Figure 7 shows the friction pressure loss curves of water and CO2. At 2000-m
coiled tubing length, water has a 1.62 Mpa friction pressure loss and CO2 has 1.59,
1.45 and 1.34 Mpa friction pressure losses at 120, 100 and 80 °C, respectively,
which are lower than that of water. The friction factor of freshwater is 5.3E-3. The
low viscosity of CO2 fluid has resulted in small friction factors of 3.43E-3, 3.48E-3
and 3.55E-3 at 120, 100 and 80 °C, respectively. However, the higher flow speed of
CO2 has increased its friction pressure loss. The decrease in temperature and
increase in pressure will enable the CO2 density to increase which will result in a
decrease in volume flow rate and hence a decrease of friction pressure loss. Figure 7
is for freshwater and pure CO2 fluid. In practice, the drilling fluids are reused in the
circulating drilling fluid system and are contaminated by drilled cuttings and
additives, and hence, the viscosity of real drilling fluid inside the coiled tubing is
larger and needs to be measured under real field drilling conditions.

Fig. 7 Friction pressure loss
of CO2 and water fluid inside
the coiled tubing (inlet
pressure 30 Mpa)
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There is much greater friction pressure loss in the annulus than in the coiled
tubing. The hard rock cuttings are very fine particles like powder. When mixed with
the drilling fluid, it dramatically increases the viscosity of the fluid. This phe-
nomenon has been found true for water drilling fluid and is under careful study at
the DET CRC drilling research group (see e.g. Kamyab, Rasouli and Cavanough
2013, [9]). The CO2 drilling fluid viscosity in the annulus ideally should be less
than water because CO2 has low viscosity. However, the exact situation for CO2

drilling fluid viscosity and pressure loss in the annulus needs to be carefully studied
by laboratory experiments and field drilling tests in the future. There is a need of
having high-quality fine particle filtering in the system to ensure that the CO2 being
as clean as possible inside the coiled tubing.

6 Comparison of Power Output of Down-hole Turbines

Shaft power output of a down-hole turbine plays a vital role in the drilling ROP. It
is this power that drives the drill bit to cut the rock. Therefore, it is necessary to
compare drilling fluids in terms of their turbine power outputs. The turbine power
output at a given inlet pressure and temperature and outlet pressure can be calcu-
lated by software such as Aspen HYSYS and MegaWatSoft [2, 13]. Setting coiled
tubing inlet pressure in the range of 15–50 Mpa and inlet temperature to be 80, 100
and 120 °C, respectively, and the outlet pressure to be 8 Mpa, the CO2 turbine
power output can be calculated. Setting the inlet pressure to be in the range of
15–50 Mpa and outlet pressure of water to be 0.5 Mpa, the water turbine power
output is calculated. Both CO2 turbine and water turbine are assumed to have 75%
energy efficiency. TheMegaWatSoft calculation results are plotted in Fig. 8. It shows
that a CO2 turbine can have much more power output than a water turbine. For
example, at an inlet pressure of 30 Mpa, aCO2 turbine can have 24.5, 29.2 and 35 kJ/s
of power output for 80, 100 and 120 °C inlet temperature, respectively, which are
1.17, 1.40 and 1.67 times of the water turbine power output 20.9 kJ/s. Mr. Nicholas
Ted, a postgraduate student, did verification calculation and confirmed that HYSYS
obtained almost exactly the same result as MegaWatSoft result shown in Fig. 8.

Setting the outlet pressure of the CO2 turbine to be 0.5 Mpa so that both CO2

and water turbines work under the same differential pressure, the MegaWatSoft
calculation results are obtained and shown in Fig. 9. It shows that reducing the
outlet pressure of CO2 can significantly increase the turbine power output. For
example, at an inlet pressure of 30 Mpa, a CO2 turbine can have 29.8, 36.2 and
43.7 kJ/s power outputs at 80, 100 and 120 °C of CO2 inlet temperature, respec-
tively, which are 1.43, 1.73 and 2.09 times of the water turbine power output
20.9 kJ/s. This demonstrates the additional capability of energy delivery of CO2 as
a turbine drive fluid.

As drilling continues, the friction pressure loss and the energy cost for cuttings to
be transported in the annulus will increase as a function of the hole depth, therefore
making less energy available for the turbine. By simply assuming that the energy
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loss of water drilling fluid in the annulus due to friction and cuttings transport is b
times that inside the coiled tubing, the calculated water turbine power output as a
function of hole depth at a fixed coiled tubing inlet pressure 30 Mpa and the
annulus outlet pressure 0.5 Mpa are plotted as a dotted line in Fig. 10 when b = 10.
This shows that the water turbine has a power output of 20.9 kJ/s at the start of
drilling and has only 8.9 kJ/s at the end of drilling which is a 57% power reduction.
This factor of 10 is an assumption for illustration purposes only. In fact, it can be
within a wide range of values depending on the concentration and the size of
cuttings in the annulus fluid (see e.g. Kamyab et al. 2013, [9]), and more accurate
values only come from drilling measurements, initially in the laboratory.

For CO2 as a drilling fluid, we are able to keep the turbine power output constant
throughout the hole depth by gradually reducing the annulus outlet pressure but still
keeping the down-hole turbine outlet pressure above 8 Mpa. Figure 10 shows two
solid horizontal lines for the CO2 turbine power output at 80, 100 and 120 °C inlet
temperatures, respectively. In fact because the density of CO2 fluid inside the coiled

Fig. 8 Power outputs of CO2

and water turbines as a
function of their inlet pressure
(CO2 turbine outlet pressure
8 Mpa and water turbine
outlet pressure 0.5 Mpa)

Fig. 9 Power outputs of CO2

and water turbines as a
function of their inlet pressure
(CO2 and water turbine outlet
pressure is 0.5 Mpa)
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tubing is much higher than in the annulus (resulting in a faster increase of the inlet
pressure than the outlet pressure of the turbine), the CO2 turbine is capable of
producing more power output.

Figure 11 shows the inlet pressure increase of the turbine while keeping the
coiled tubing inlet pressure at 30 Mpa. It shows that, at 2-km hole depth, the turbine
inlet pressure increases by 11.2, 12.7 and 14.4 Mpa for 120, 100 and 80 °C CO2

fluid, respectively. This means that by gradually reducing outlet pressure of annulus
to keep the turbine outlet pressure to be constantly at 8 MPa while hole depth
increases can actually produce more drilling power. Water drilling fluid does not
have this advantage since its annulus outlet pressure is already minimum value at
the starting of drilling, i.e. at zero hole depth.

In addition, CO2 drilling fluid has less friction pressure loss than water in the
coiled tubing, and it can recover heat energy by absorbing heat generated during the
rock cutting process. We now can conclude that CO2 is a fluid for providing much
more drilling power than water and making efficient use of that power by

Fig. 10 Power output of CO2

and water turbines as a
function of drill hole depth
(coiled tubing inlet pressure
30 Mpa, water outlet pressure
0.5 Mpa, CO2 turbine outlet
pressure >8 Mpa)

Fig. 11 CO2 turbine inlet
pressure increases as a
function of hole depth while
the coiled tubing inlet
pressure is fixed at 30 Mpa
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recovering heat energy generated during the rock cutting process to transport cut-
tings up to the surface.

7 Conclusions and Future Work

This paper has theoretically calculated and compared the energy delivery capabil-
ities of CO2 and water drilling fluids for deep microhole hard rock drilling for
mineral exploration. It has found that water as an incompressible drilling fluid can
only deliver hydraulic energy to the drilling system. The total hydraulic energy of
water has a linear relationship with its total pressure difference between the inlet of
the coiled tubing and the outlet of the annulus at the surface. The water turbine
power output has a linear relationship with the differential pressure between its inlet
and outlet. The kinetic energy difference of water between the inlet and the outlet is
very small and negligible. The friction pressure energy loss of water has a linear
relationship with the pipe length.

On the other hand, it is found that CO2 is a more complex drilling fluid than
water. It is compressible allowing the manipulation of the energy delivery mech-
anism. Apart from pressure which allows the transfer of hydraulic power, the
pressure, temperature and thermodynamic properties of CO2 also enable it to store
and release internal energy by absorbing heat and expansion. It is found that CO2

drilling fluid can offer much more energy to the drilling system than water. The
higher the pressure and temperature, the more energy that CO2 can store and
supply. Due to its low viscosity, CO2 also has smaller friction energy loss than
water. While water will lose turbine power output significantly as the hole depth
increases, the CO2 drilling fluid can keep a constant or increasing turbine power
output with the increase of hole depth, which is crucial for ensuring fast drilling
with increasing depth. In addition, CO2 can increase its energy utilization efficiency
by absorbing heat energy produced during the drilling process and then reuse it by
further expansion in the annulus for increased flow speed to bring the cuttings up to
surface. This power delivery capability of CO2 allows drilling at lower pressure
which is beneficial for extending the fatigue life of the coiled tubing. We conclude
that CO2 is a much more powerful, more efficient energy delivery and utilization
drilling fluid than water.

This paper performed a theoretical analysis by comparing the energy delivery
capability and efficiency of CO2 with water. It evaluates CO2 as a new drilling fluid
by taking conventional water drilling fluid as a benchmark. There is a lot of work to
be done for developing a working coiled tubing drilling system with CO2 as drilling
fluid, for example experimental comparison of the fatigue life of the coiled tubing
between using water and CO2 at different temperature and pressure; selecting a
suitable pump or compressor; developing equipment for separating CO2 and drilled
cuttings; developing a down-hole CO2 turbine which can use supercritical CO2 as
work fluid; as well as the high-speed drill bit and other associated components. It is
also important to carry out detailed theoretical and experimental studies on the
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two-phase thermodynamic flow behaviour of the mixture of CO2 and drilled cut-
tings in the annulus. This will enable a better understanding of cuttings transport
and the energy utilization in the annulus and provide detailed data for calculation
and development of a drilling operation strategy.
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Drilling Hydraulic Power Optimization
in Coiled Tubing Drilling of Hard Rock

Xianhua Liu

Abstract Coiled tubing drilling of hard rock for mineral exploration is a new
technology being developed by the Deep Exploration Technologies CRC,
Australia. Coiled tubing drilling of small holes in hard rock relies on sufficient
drilling fluid power for breaking the rock and transporting cuttings up to the sur-
face. High-speed rotating diamond-impregnated bit cuts hard rock into powder form
particles, which consumes a large amount of power; meanwhile, cuttings trans-
ported through the narrow annular space also cost a lot of hydraulic power. The
drilling power supply becomes an issue if water is used as drilling fluid since it is
incompressive and can only transmit hydraulic power. In such a case, it is necessary
to optimize the use of drilling fluid power for achieving maximum rate of pene-
tration. The drilling power optimization here is different from that of the conven-
tional rotary drilling for oil and gas production. This paper analyses the difference
and proposes optimizing the borehole size for achieving the optimum use of drilling
fluid power and maximum rate of penetration. An optimization algorithm is
developed, and an example is presented.

Keywords Coiled tubing drilling � Hard rock � Hydraulic power optimization �
Borehole size

1 Introduction

For developing a next-generation drilling technology for mineral exploration in the
mining industry, the DET CRC drilling research team has proposed to use coiled
tubing drilling in hard rock formation. It is believed that coiled tubing drilling tech-
nology can drill deeper, cheaper, and faster, with small foot imprint. The coiled tubing
is ∅38.1 or ∅44.5 mm (1.5–1.75 in.) in size, the drill bit is diamond-impregnated
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type, and the cuttings are powder form particles as shown in Figs. 1 and 2. The cutting
particle size distribution is from 1 to 1000 µm with the majority being less than
100 µm, as shown in Fig. 3 [1, 2]. The mixture of such micrometre-sized particles
with water is a kind of low-concentration slurry. According to Chien’s correlation
(1994) [3], a 1-mm-diameter spherical cutting has only a slip velocity of about
0.13 m/s in water. On the other hand, coiled tubing drilling usually has higher cutting
transport velocity than conventional rotary drilling. Hence, cutting transport itself is
not an issue. The issue is the inefficiency of drilling fluid power for drilling deep holes.

Water is incompressible and can only transmit hydraulic power. The high fric-
tional pressure loss in the narrow annular space caused by high flow velocity and

Fig. 1 Hard rock cuttings
generated by
diamond-impregnated bit
drilling. Left bottle before
cutting removal; Right bottle
after cutting removal

Fig. 2 Core samples (top)
and drilled hard rock cuttings
(bottom) by
diamond-impregnated drill bit

774 X. Liu



increased viscosity of the slurry like mixture of water and cuttings will cost a lot of
hydraulic power resulting insufficient power left for the downhole motor to rotate
the drill bit. In such a case, it is necessary to optimize the use of the available
drilling fluid-transmitted hydraulic power for maximum rate of penetration (ROP).

This paper proposes to optimize the use of drilling hydraulic power through
borehole size optimization for achieving maximum ROP. For a fixed-diameter
coiled tubing rig with given hydraulic power, drilling a large-sized borehole will
cost a large amount of power for cutting a large amount of hard rock; hence, the
ROP will be small, while drilling a too small borehole will cost a lot of drilling fluid
power to overcome the large frictional pressure loss in a very narrow annulus due to
increased flow speed. Hence, there is an optimum borehole size that enables the
optimized use of the available drilling hydraulic power. The borehole size can be an
optimizing parameter because mineral exploration drilling is only for collecting
mineral samples for analysing mineral content, which is a different purpose from
drilling for oil and gas production [4, 5]. An optimization algorithm is developed,
and an optimization example is presented.

2 Drilling Fluid Power Optimization

2.1 Drilling Fluid Power Equations

The total hydraulic power of drilling fluid Et at any cross section of the drilling
system can be expressed by Eq. 1. It includes pressure power Ep, kinetic power Ek,
and gravity potential power Ez. The total power consumption DEt of the downhole
drilling fluid system from the inlet of the coiled tubing to the outlet of the annulus
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Fig. 3 Cutting particle size
distribution generated by
diamond-impregnated drill bit
[1]
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can be calculated by Eq. 2. The inlet and outlet can be assumed at the same
elevation so that the gravity potential energy terms are cancelled.

Et ¼ Ep þEk þEz

¼ pQvþ 1=2Qmv2 þQmgz
ð1Þ

DEt ¼ Eti � Eto

¼ pi � poð ÞQvþ 1=2Qmðv2i � v2oÞþQmgðzi � zoÞ
� DpQvþ 1=2Qmðv2i � v2oÞ

ð2Þ

The kinetic energy difference between the inlet and outlet is negligible. For
example, using a coiled tubing of ∅38.1 mm diameter to drill 50-mm-sized
borehole, the power delivered by a unit volume flow rate in litres per second of
water as drilling fluid corresponding to the different inlet pressure is calculated. The
kinetic energy at the inlet is 1.1 kJ/L and at the outlet 0.7 kJ/L; hence, the differ-
ence is only 0.4 kJ/L, which is a constant value and small enough to be negligible.
Set the outlet pressure to be 0.5 Mpa, and the power delivered by a unit mass flow
rate of water corresponding to the different inlet pressure is calculated and plotted in
Fig. 4. It shows a linear relationship between inlet pressure and the power delivered
per unit flow rate. An increase of 1 Mpa inlet pressure will provide an increase of
1 kJ/L power to the downstream drilling system. This power is the work done by
the surface pump and transmitted downstream by the water flow.

The drilling fluid power is consumed for performing several functions: cutting
the hard rock Ec, frictional pressure loss within coiled tubing Eft, within downhole
motor Efm, within annular space Efa, cuttings lift to surface Ecl. The energy con-
servation is expressed by Eq. 3. The power for cutting the hard rock comes from the
downhole motor shaft power output; hence, the total power consumption of the
motor is expressed by Eq. 4, where g is the efficiency of the downhole motor.

DEt ¼ Ec þEft þEfm þEfa þEcl ð3Þ

Fig. 4 Hydraulic energy
delivered by water drilling
fluid (outlet pressure
0.5 Mpa)
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Em ¼ Ec þEfm ¼ Ec=g ð4Þ

Based on Eqs. 1–4, an optimization method can be derived for achieving the
maximum drilling ROP by maximizing the downhole motor shaft power output for
a given drilling fluid power supply from the surface mud pump. This leads to an
algorithm of borehole size optimization.

2.2 Cutting Power, Borehole Size, and Rate of Penetration

Let us define the rock cutting specific energy Es as the energy cost of the drill bit for
cutting a unit volume of hard rock [6, 7]. The volume of rock that is cut out per unit
time is expressed by Eq. 5. Here, Ec is the cutting power available from the
downhole motor. The volume increase of the borehole is also a function of its size
and ROP as expressed in Eq. 6. Combining the two equations leads to Eq. 7 for
ROP.

Vc ¼ Ec=Es ð5Þ

Vc ¼ p=4d2hROP ð6Þ

ROP ¼ 4Ec=ðpEsd
2
hÞ ð7Þ

The ROP is inversely proportional to the borehole size and proportional to the
drilling power input Ec from the downhole motor shaft to drive the drill bit. When
the borehole size is reduced, the flow velocity of annular space will increase causing
an increase of frictional pressure loss Efa. As a result, the pressure drop across the
downhole motor will be decreased leading to a decreased output of cutting power
Ec. When the borehole size is reduced to some extent, there will be a rapid increase
of frictional pressure loss in the annular space causing rapid decrease of cutting
power. As a result, for a given drilling fluid power supply from the surface mud
pump, there is an optimum borehole size that leads to the maximum drilling ROP.

2.3 The Optimization Equations

Combining Eqs. 3, 4, and 7, the drilling ROP can be expressed by Eq. 8, which is a
function of drilling fluid power supply, borehole size, and instant drilling depth z.
Let the target borehole depth be D, and the total drilling time would be expressed by
Eq. 9.
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ROPðzÞ ¼ 4EcðzÞ=ðpd2hEsÞ
¼ 4g½DEtðzÞ � EftðzÞ � EfaðzÞ � EclðzÞ�=ðpd2hEsÞ

ð8Þ

tD dhð Þ ¼
Z D

0
ROPðzÞ�1dðzÞ

¼ pEsd2h=ð4gÞ
Z D

0
DEtðzÞ � EftðzÞ � EfaðzÞ � EclðzÞ
� ��1

dðzÞ
ð9Þ

For drilling a borehole of target depth D, the optimization objective is to find the
optimum borehole size from Eq. 9 so that the total drilling time tD is a minimum
value, i.e. the average ROP is a maximum value. The total power Eti at the inlet of
coiled tubing can be assumed constant, i.e. a constant power output from the surface
mud pump to the downhole drilling fluid system. Strictly speaking, all the power
terms in Eq. 9 are functions of the borehole size and drilled depth because they
influence the frictional pressure loss in the annular space, which in turn causes a
redistribution of the flow rate, inlet pressure, and frictional pressure loss inside the
coiled tubing and the downhole motor [8].

2.4 The Optimization Algorithm

A numerical optimization algorithm can be developed by letting dh ¼ dhe �
Ddh;�2Ddh. . . and calculate tDðdhÞ. Here, dhe is an initial estimated borehole
diameter. For example, let dhe be the borehole diameter that gives equal flow speed
in the annular space and the coiled tubing. A numerical optimization algorithm can
be expressed by a flow chart in Table 1.

Table 1 Flow chart of the
optimization algorithm

1. Input original data, such as drilling fluid flow rate, rheology,
coiled tubing size and length, downhole motor and rock cutting
specific energy, target borehole depth.

2. Calculate an initial estimated borehole size dhe
3. Divide total target depth D into n sections of equal length.

4. Calculate frictional pressure losses in coiled tubing and
annular space for each section.

5. Calculate drilling fluid power left for downhole motor for
drilling in each section.

6. Calculate the total time cost tDðdheÞ
7. Decide borehole diameter change step size, e.g. Ddh ¼ 1 mm.

8. Calculate total time costs for tDðdhe � DdhÞ
9. If tDðdhe � DdhÞ\tDðdheÞ\tDðdhe þDdhÞ, calculate
tD dhe � 2Ddhð Þ; tD dhe � 3Ddhð Þ … till the time cost began to
increase; otherwise, calculate tD dhe þ 2Ddhð Þ, tDðdhe þ 3DdhÞ,
… till the time cost began to increase.

10. The optimum borehole size dho is the one that enables
minimum time cost tD in the above calculation.
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3 Optimization Examples

3.1 The Drill Test

A drilling rig with coiled tubing size ∅44.5 � 3.2 mm is to drill a borehole of
target depth 500 m in hard rock. A rough estimate of borehole size is 59 mm. In the
optimization, the target depth is divided into 50 equal length sections. Assume that
the mud pump has a normal working condition of 3 L/s flow rate with 15 or
20 Mpa output pressure and the downhole motor has a normal working condition of
3 L/s flow rate as well. The drilling operation will be at constant weight on bit.

The hard rock is red granite, which has an unconfined compressive strength of
149 MPa and a Mohr’s hardness of 5.5. The diamond-impregnated bit can drill the
hard rock at 4 Gpa specific energy cost at a normal drilling condition of 100 lm
penetration per revolution. The specific energy Es is a constant; hence, its value
does not affect the optimum borehole size but the ROP.

3.2 The Optimization Results

The optimization results for 20 Mpa pump outlet pressure case are plotted in
Figs. 4, 6, and 7. Figure 5 shows the instant drilling ROP at a different depth. It
demonstrates that at each depth, there is an instant optimum borehole size that
enables an instant maximum ROP. For example, when drilling at 500 m depth, the
optimum borehole size is 55 mm which achieves a maximum average ROP of
14 m/h; when drilling at 100 m depth, the optimum borehole size is 52 mm which
achieves a maximum ROP of 16.5 m/h.
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Figure 6 shows the average drilling ROP from surface through to different target
depths. It indicates that for each target depth, there is an optimum borehole size that
enables a maximum average ROP. For example, when the target depth is 500 m, the
optimum borehole size is 53 mm which achieves a maximum average ROP of
15 m/h; when the target depth is 100 m, the optimum borehole size is 50.5 mm
which achieves a maximum ROP of 17.5 m/h. The instant ROP and average ROP
curves obtained for the 15 Mpa pump output pressure to start drilling are similar to
the 20 Mpa pump pressure case except for a lower ROP and larger optimum
borehole size. For example, when the target depth is 500 m, the optimum borehole
size is 53.5 mm for achieving a maximum average ROP of 10.5 m/h.

Figure 7 compares the optimum borehole sizes for different target depths
between 15 and 20 Mpa drilling pump pressure. It shows that the optimum borehole
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size will increase as the target depth increases, which is due to the need of reducing
the frictional pressure loss; the optimum borehole size will also increase when
pump pressure decreases, which is due to the fact that the pump pressure is
becoming precious, and hence, there is a need to reduce frictional pressure loss.

4 Conclusion and Discussion

This paper has studied hydraulic power problem for coiled tubing drilling of hard
rock formation. It has found that the borehole size is an important drilling parameter
for optimizing the use of drilling fluid power for maximum ROP. A borehole size
optimization method is derived, and a corresponding algorithm is proposed. An
optimization example is presented. The optimization can be carried out under
constant pump power output and constant weight on bit.

In the optimization example, the viscosities of drilling fluids inside the coiled
tubing and annulus are assumed approximate values. This approximation does not
in any way affect the validity of the optimization method. However, when applying
the optimization algorithm for practical drilling, more accurate viscosity values
should be used. These values can be obtained by the lab-on-rig test facility for
drilling fluid property measurement in the drilling field.
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Optimizing Well Structures
and Trajectories for Maximizing
Oil Recovery

Noorfadzreena Mahmud and Xianhua Liu

Abstract This project investigates the significant role of different well structures
and trajectories to the oil recovery rate. The structure, trajectory and location of
injector well to inject fluid into the reservoir are the vital aspects in order to have
effective oil sweeping efficiency. While copious and diverse research papers have
theoretically concluded that horizontal well offers significant commercial advan-
tages to the oil recovery rate as compared to the conventional vertical well due to
the greater drainage coverage, this project investigates the validity of the statement
experimentally through Petrel E&P software for injection and production wells.
Using conventional approach (theoretical) to locate optimal location and trajectory
of injection well is a lengthy process as the outcome is dependent on the ability to
understand reservoir behaviour and its operational limits. Thus, an alternative
approach is proposed by utilizing Petrel E&P software to evaluate the change in the
oil recovery rate with change in well trajectory. Specifically, the difference in the oil
recovery rate is observed between vertical and horizontal wells with two types of
wells (injection and production) placed in a grid, simulated in three different cases.
First case (base case), both injection and production wells were placed vertically in
the grid while in the sensitivity cases, the wells were placed horizontally. Several
cases have been simulated in the model and the outcomes are significantly
promising, and it is proven that the structure, trajectory and location of injector well
have significant effects to the oil recovery rate.

Keywords Improved oil recovery � Well trajectories � Cumulative oil production
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1 Introduction

1.1 Background of Study

Oil recovery refers to the processes by which crude oil is extracted beneath the
Earth’s surface. It can be further categorized into three phases, namely primary,
secondary and tertiary recovery method. Primary oil recovery uses natural pressure
to push crude oil to the surface or by using artificial lift devices, such as pump jacks
and gas lift devices. Secondary recovery employs pressurized water and gas
injection, displacing the oil and driving it to the surface. The way to further the
increase oil production is through the tertiary recovery method or EOR where
different materials are being injected into the reservoir to improve the flow between
oil, gas and rock. Used in fields that exhibit heavy oil, poor permeability and
irregular fault lines, EOR entails changing the actual properties of the hydrocar-
bons, which further distinguishes this phase of recovery from the secondary
recovery method.

Improved oil recovery (IOR) methods are known as the potential oil recovery
methods with the objective of boosting the oil recovery rate using the injection of
substances into the reservoir especially for depleted reservoir. There are many
methods for improved oil recovery such as water injection, gas injection, thermal
injection and chemical injection, and each poses different characteristics to make it
a more desirable choice based on specific reservoir challenges and other parameters.
The production potential for these IOR methods can take up to 40% of produced
oil. Until present, gas injection process is the most commonly used approach in
enhanced oil recovery. Through a miscible displacement process, reservoir pressure
is maintained and oil displacement is improved due to the reduction in interfacial
tension between oil and water.

However, the methods mentioned are only able to extract another 10–15% of the
initially available hydrocarbons, leaving much left behind. Thus, another alternative
of enhancing IOR production is proposed in this paper by altering the design of well
architecture which is mainly composed of trajectory and completions functionality.
This can be achieved by positioning the injection wells directionally, or vertically,
depending on the reservoir characteristic in order to efficiently sweep off the
residual oil in place thus, increasing reservoir performance.

1.2 Problem Statement

The current oil recovery techniques such as water, gas, thermal and chemical
injection (IOR techniques) have been used in the industry for a long period, but the
application and volume of oil recovered are limited due to the technical, operational
and economic difficulties faced by the industry. The uses of injecting fluids in oil
recovery techniques contribute to the higher drilling cost borne by oil companies,
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but the reserves are yet to be recovered fully. In addition, IOR techniques require
multiple injection wells to be drilled for the use of injecting fluids in the drilling
process which leads to the increasing number of drilled wells and subsequently,
increasing the cost. Hence, a new approach is introduced in this project which aims
to maximize oil recovery by optimizing the well structures and trajectories.

1.3 Objectives and Scopes of Studies

This study aims to investigate the change in the oil recovery rate with the change in
production and injection well trajectory (vertical and horizontal injection wells)
using Petrel E&P software. The significance of the structure, trajectory and location
of well to the oil sweeping efficiency will also be investigated. The scope of the
study can be expressed as the following:

(1) To generate reservoir model using Petrel E&P software.
(2) To correlate different types of well trajectories with oil production rate.
(3) To propose an optimal design of well trajectory by comparing between tra-

jectories and recovery rate.

2 Literature Review

Diversified research work related to oil recovery and well trajectory will be further
discussed in this section. While some studies are focusing on the vast outcome of
conventional improved oil recovery (IOR) methods, others have explored the
effectiveness of well-planned trajectory in optimizing the oil recovery rate.

2.1 Improved Oil Recovery

The general mechanism of oil recovery is the movement of hydrocarbons to pro-
duction wells due to a pressure difference between the reservoir and the production
wells (Pwaga et al. 2010). Improved oil recovery deals with the measurement of
how much oil production can be increased from a depleted reservoir that is unable
to produce oil naturally. That is when IOR is introduced as the last phase of useful
oil production above that obtained through the natural reservoir energy with the first
production of oil begins by the expansion of volatile components pumping wells,
thus stimulate early production by natural means. Generally, the production of oil
will, after a period, decline as the reservoir energy depletes, and IOR phase will
begin after supplemental energy is added by injection of water to assist the pro-
duction. As the difference between the profit obtained through production of oil and
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the cost for water treatment becomes too narrow, the tertiary or last phase of
production takes place known as enhanced oil recovery (EOR) by using the
advancements in technology and equipment that is different from conventional
extraction means. EOR is also known as one of the IOR techniques.

According to Latil (1980) [3], water injection programme has been used in the
industry for quite a long time, and it is the oldest assisted recovery method and
remains the most. He added that almost 80% of the oil produced by recovery
techniques in the USA in 1970 was produced by water injection. Water injection
maintains the reservoir pressure when the expansion of gas cap is insufficient.
Water injection can also be used to dispose brine produced along with oil if surface
discharge is not possible. Water may be injected into underlying or neighbouring
aquifer. However, the addition of alienated substances or surfactant through EOR
methods can cause major damage to the reservoir and also increase drilling cost, but
the total oil recovered is yet to be recovered fully. In other words, the current EOR
techniques are still unable to efficiently sweep the residual hydrocarbons in the
reservoir with only 60% of recovered oil from the total hydrocarbon in place.

2.2 Well Structures and Trajectories

Well trajectory also plays an important role in optimizing oil recovery. There are
several types of well trajectory available in the industry such as horizontal trajec-
tory, vertical trajectory and combination of the two. Horizontal trajectory allows
access to previously unattainable bottom-hole target. It is applicable for thin oil
zone with water and gas coning problems. Theoretically, by increasing the reser-
voir’s contact area, the productivity from low permeability reservoir will be max-
imized. As stated by Bond et al. (2006) [1], horizontal wells are more preferred to
develop oil and gas fields in many applications than conventional vertical wells.
The significant difference in drainage patterns of horizontal wells when compared
with vertical wells makes it critical that the formation has to have a certain mini-
mum vertical permeability for a horizontal well to be productive (Bond et al. 2006).
Bond statement is supported by Joshi (2006), in which he explained that horizontal
wells generally provide better economics than conventional wells with 2–5 times
greater production rate than vertical wells. Joshi also added that the cumulative oil
and gas produced by a horizontal well is about 2–6 times more than that of a
conventional vertical well. Drilling a horizontal well is intended to increase the well
productivity (Al-Hadad, S.M. and Craton, J.W. 1991).

Nghiem et al. (1992) [4] have conducted a simulation about horizontal and
deviated wells in naturally fractured reservoir and they have concluded that in
naturally fractured reservoirs (also in high-permeability reservoirs), wellbore
hydraulics in horizontal and deviated wells affect significantly the inflow along the
wellbore. According to them, relative location of injection and production well is
dependent relatively to the above factor. It is important to consider wellbore
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hydraulics and relative injection/production locations in the design of horizontal
and deviated wells.

Based on the literature review, it can be concluded that deviated (horizontal)
wells are more preferred due to the higher oil recovery rate as compared to the
conventional vertical wells. To further validate the statement, a simple reservoir
model is built using Petrel E&P software with two different trajectories (vertical and
horizontal) placed in the model to observe the difference in the oil recovery rate.

3 Methodology

The project was conducted by applying different designs of well trajectory, espe-
cially for deviated wells using Petrel E&P software in order to obtain a set of
different production rates for different well trajectories. The injection pattern used in
this study is based on 5-spot injection pattern (producer well is placed at the centre
of the model).

Reservoir characteristic selected for this study was homogenous, fairly high oil
saturation (80%) due to no fault identified to hinder movement of oil in the project.
A grid with dimension of 11 ft by 11 ft by 11 ft was built for reservoir modelling
by using Petrel E&P software. This unit represents the behaviour of the basic
production architecture where in actual operation the size of the block can be larger
depending on the field length. Reservoir properties such as porosity, permeability
and net to gross were inserted in the model, depicting real reservoir conditions in a
dynamic model form. The same grid configuration was used in all simulation cases
to avoid grid orientation effect.

In the early simulation stage, it was recognized that in the model, only a small
percentage of the original oil in place (OOIP) was recovered during the production
of primary phase due to the depletion of the reservoirs’ natural energy. Additional
recovery methods were then needed to produce the large quantity of the remaining
oil. The execution of the project is based on the process flow as shown in: Chart 1

4 Results and Discussions

The three cases were simulated, and the cumulative oil production rate for each case
was observed. The simulation results below show that base case (both injector and
producer wells were built vertically) produced a cumulative oil production of 4841
MSTB, sensitivity case I with 5460 MSTB and sensitivity case II with 6865 MSTB
of produced oil. Table 1 shows the trajectory settings for both producer and injector
wells in the three cases (Table 2).

The reservoir oil initially in place (STOIIP) is calculated to be 11,857 MSTB. By
natural means, the recovery factor of oil production can only achieve as high as
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10% of the STOIIP volume. Thus, in order to boost oil production, water flooding
programme was introduced in the reservoir and the recovery factor is increasing (as
expected) to 40.8% with base case and 46.1 and 57.9% with the sensitivity cases. It
is observed that the recovery factor of sensitivity cases is higher than the amount of
oil recovered by base case. In sensitivity case I, a 5.3% increase, and in case II
17.1% increase in recovery factor were observed (Fig. 1).

1 
• Problem identification 

2 

• Preliminary literature survey on optimum well trajectory for 
oil recovery and identification designs of well trajectory 
(vertical, horizontal)

3 
• Investigation, analysis and case study based on literature 

survey 

4 

• Base case model preparation (injection and production wells 
placed vertically on the grid) and the oil production rate is 
observed.  

5 
• Analysis of sensitivity cases through a different set of 

trajectory (horizontally). Oil production rate is observed

6 
• Results and discussion  

7 
• Conclusion. 

Chart 1 Research methodology flow chart

Table 1 Trajectory settings for production and injection wells

Case name Well inclination angle

Production wells’ inclination angle �ð Þ Injection well’s inclination angle �ð Þ
Base case 0� (Vertical) 0� (Vertical)

Case 1 90� (Horizontal) 0� (Vertical)

Case 2 90� (Horizontal) 90� (Horizontal)

Table 2 Simulation Results

Case name Cum oil production rate (MSTB) Recovery factor (%)

Base case 4841 40.8

Case 1 5460 46.1

Case 2 6865 57.9
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At the initial phase of the three cases, oil saturation is set to 0.8 uniformly
throughout oil layer.

Water flooding programme was then applied to the cases, and the final oil
saturation at oil layer obtained in the three cases is shown in Table 3.

The grid is viewed from the top; yellow indicates high saturation of oil while blue
indicates low saturation. Figure 2 shows the final oil saturation for both cases, and it
can be seen that much lower, uniform final oil saturation is observed in horizontal

Fig. 1 Initial oil saturation for all cases

Table 3 Final oil saturation Case name Oil saturation (at oil layer)

Base Case 0.15–0.65

Sensitivity Case I 0.15–0.65

Sensitivity Case II 0.15–0.30

Vertical wells Horizontal wells

Fig. 2 Final oil saturation for vertical and horizontal well simulation cases (top view)
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wells simulation case as compared to vertical wells. Low final oil saturation also
indicates high sweeping oil efficiency (high initial saturation to low final saturation)
Sensitivity Case II (Figs. 3, 4, 5 and 6). Figures 7 and 8 show the field cumulative oil
production and field oil in place, respectively, for the three cases.

The possible reason of the observed discrepancy may be the influence of water
flood front pattern, where in the vertical wells water tends to move through the
shortest path between producer and injector, and while in the horizontal well, water
moves in a more parallel and laminar flow resulting in a much more complete areal
of displacement. Higgins and Leightons [2] have introduced a technique to analyse
waterflood using what has been termed as streamtubes, or stream channels, and
using the concept of streamlines.

Streamlines are the paths that fluid particles follow when they move from the
injector to the producer. When water is injected into the oil zone through the water
injection wells, an edge water drive will push oil towards the production well.
Occasionally, a wider channel between the injector and producer wells will begin to
develop at the shortest path between the two wells. Leaving the much longer path to
be a slow- or dead-flow region resulting to a lesser amount of oil to be recovered.

Fig. 3 Water flow pattern in vertical well (Dead zones are circled in red)

Fig. 4 Dead zone (Red indicates high saturation of oil–low sweeping efficiency of oil)
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Thus, by maximizing the horizontal and vertical contact areas, dead zones will be
reduced, areal of displacement will increase and subsequently oil production will be
maximized.

In base case where the wells were built vertically, water tends to flow through
the shortest path between the injector and producer wells (arrow and dotted lines).
The red circles indicate the dead-flow region, where the flow of water is minimum
throughout the region, thus leading to low oil sweeping efficiency.

Horizontal wells were used in the sensitivity cases, providing a much larger
extensive reach area and more vertical intersections in a single wellbore. Water
tends to flow in a laminar, parallel and wider pattern from injector to producer wells

Fig. 5 Water flow pattern in horizontal well

Fig. 6 Uniform displacement in horizontal well
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due to the consistent distance between the two wells (no shorter path). This results
in the reduction of dead-flow regions, thus increasing the oil production since oil is
being swept uniformly.

5 Conclusion

In this study, a novel injection and production architecture is proposed to enhance
water injection process where vertical and horizontal wells are used for injector
well. Larger drainage area is created by extending the perforation interval

Fig. 7 Field cumulative oil production

Fig. 8 Field oil in place
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horizontally, thus allowing more water to be injected into the reservoir and sub-
sequently improve the oil recovery. Extensive simulation studies were done to
select an optimum well structure strategy and understand the effect of trajectory to
the reserves production. Two graphs have been plotted in order to illustrate the
relationship between trajectory and oil production. The most productive case is
sensitivity case II that has both producer and injector wells drilled horizontally and
achieves 58% in recovery factor, a 17.1% increase as compared to the base case of
achieving recovery factor of 41%. This production difference can be explained by
easier and increased water injection and production in horizontal wells and most
importantly thorough sweeping; that is, no dead-flow regions left in the reservoir.
The net recovery factor and cumulative water injected suggest that horizontal well
trajectory should be the optimum design of trajectory. In a nutshell, the objectives
of the study have met, where different cases using different trajectories have been
simulated to foresee the impact on the oil recovery rate. The hypothesis is proven to
be true that well trajectory do play a significant role in recovering the oil, and the
higher the sweeping efficiency is, the greater the reservoir performance will be.

Acknowledgements The authors acknowledge the support from Universiti Teknologi
PETRONAS and Petroleum Engineering Department for providing the facilities and software for
this research to be carried out smoothly. The authors also acknowledge with profound gratitude
and reverence the help and guidance of one and all in completing this project.

References

1. Bond., A. Zhu, D., and Kamkon, R. (2006). “The Effect of Well Trajectory on Horizontal
Well Performance,” in SPE International Oil and Gas Conference and Exhibition 2006, China.

2. Higgins, R.V. and Leighton, A.J. 1974. Matching Calculated With Actual Waterflood
Performance by Estimating Some Reservoir Properties. J Pet Technol 26 (5): 501–506.
SPE-4412-PA.

3. Joshi, S.D.: “Production Forecasting Methods for Horizontal Well: Appendices A and B”,
paper SPE 17580, Presented at the SPE International Meeting on Petroleum Engineering, held
in Tianjin, China, November 1–4, 1988.

4. Manrique, E., Thomas, C., Ravikiran, R., Izadi, M., Lantz, M., Romero, J., and Alvarado, V.
(2010) “EOR: Current Status and Opportunities” in SPE Improved Oil Recovery Symposium
2010, Tulsa, Oklahoma, pp. 1–21.

Optimizing Well Structures and Trajectories … 793



Anionic Surfactant for Enhancing
the Performance of Water-Based Mud

Putri Yunita, Sonny Irawan, Dina Kania and Deni Subara

Abstract Drilling fluid that has better rheological properties and fluid loss controls
is required for optimum performance of oil well drilling. In this paper, an anionic
surfactant was mixed to the formulated water-based mud (WBM) as an additive to
improve the rheological properties of WBM. The rheological tests were conducted
after the mud being hot-rolled for 16 h at 250 and 275 °F. The filtration tests were
carried out at temperature up to 300 °F. It was found that WBM containing anionic
surfactant improved the stability of the mud at high temperature and reduced up to
46% of fluid loss.

Keywords Anionic surfactant � Water-based mud � Drilling fluid � Rheology

1 Introduction

Drilling fluid or mud is one of the important components in the oil well drilling
process. Selection of drilling fluid depends on formation oil field [1–4]. The
functions of drilling fluid are to carry cutting toward the surface, cooling the bit, and
to control formation pressure [1]. Drilling fluid was classified into two based on
system: water-based mud (WBM) and oil-based mud (OBM). The performance of
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OBM is better than WBM. OBM provides excellent wellbore stability, lubricity,
and temperature resistant at difficult well condition but non-environmental friendly
[3–6]. In other hand, WBM is commonly used in drilling operation due to its
cheaper and non-toxic characteristics. However, their rheological properties’ sta-
bility at high temperature is generally poor [3, 4]. Therefore, it is necessary to find
an additive to improve the performance of WBM.

From the previous studies, several researchers had reported that surfactant might
improve the rheology, reduce the fluid loss, risk of water blockage, oil/water
emulsifier, and could be used as lubricant [7–10]. In this study, we propose to use
anionic surfactant as an additive to optimize the WBM performance. The mud
property measurements include plastic viscosity, yield point, gel strength, and
filtration loss up to 300 °F temperature condition.

2 Materials and Methods

2.1 Water-Based Mud (WBM)

WBM used in this study consisted of water and various mud additives. Mud for-
mulation was comprised basically of the following ingredients: water-based fluid,
organophilic clay bentonite, and barite as weight agents. The ingredients of mud
were mixed using the Hamilton Beach Model 3 mixer at 45 min.

2.2 Surfactant

Surfactant is a compound that could reduce interfacial tension or surface tension
between two liquid or between solid and liquid. This study used anionic surfactant
alkyl benzene sulfonate. Surfactant had a good result from enhanced oil recovery
(EOR) process.

2.3 Rheological Test

Rheological properties’ test of mud was measured based on API (American
Petroleum Institute) standard procedure [11]. Plastic viscosity (PV), yield point
(YP), and gel strength (GS) of mud are measured by FANN VG viscometer.
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2.4 Filtration Test

Filtration test measured the filtration loss volume of mud using filtration press at
30 min. API filtration test was conducted at ambient temperature under 100 psi
condition. HPHT (high pressure, high temperature) test was conducted at temper-
ature 300 °F and 500 psi.

3 Result and Discussion

The rheological properties of the mud were controlled to provide their optimum
performance. The important properties to control are viscosity and gel strength.
They are related to release cuttings at the surface, holding cutting when not cir-
culated and removal of cuttings [12]. The results of the rheological properties of the
mud in the presence of surfactant are given in Table 1.

Rheological properties of mud contained surfactant had high stability compared
to the mud without surfactant. In this experiment, plastic viscosity (PV) of mud
changed from 33 to 36 and muds are more viscous when added the surfactant.
A long chain of surfactant possibly makes the mud more viscous compared to a
short chain when added in same concentration [13]. After hot-rolled (AHR) at 250
275 °F, PV of M1 (mud without surfactant) changed from 33 cP to 21 cP and
16 cP, PV of M2 (mud with surfactant) changed from 36 cP to 26 cP and 19 cP
(Fig. 1). PV decreased when temperatures increased [14].

Yield point (YP) reflects the resistance to initial flow or the stress required to
initiate fluid movement [15]. YP of M1 increased from 37 lb/100 ft2 to
44 lb/100 ft2 when surfactant added to mud. Moreover, the YP of M1 decreased
from 37 lb/100 ft2 to 1 lb/100 ft2 after aging at temperature 275 °F for 16 h. M2
appeared to have more improved YP at high temperature, and YP of M2 decreased

Table 1 Rheological properties of muds

Properties M1 M2

BHR AHR 250 °F AHR 275 °F BHR AHR 250 °F AHR 275 °F

PV 33 21 16 36 26 19

YP 37 11 1 44 23 9

GS 10 s 12 7 7 12 7 9

GS 10 min 34 29 23 34 28 29

Filtration loss 5 26 85 3.8 10 46

M1 mud without surfactant
M2 mud with surfactant
BHR before hot-rolled
AHR after hot-rolled
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from 44 lb/100 ft2 to 9 lb/100 ft2 (Fig. 2). Surfactant showed improvement in
WBM compared with WBM without surfactant. YP decreased after aging condition
[16]. The strength bonding between particles is weakening when temperature
increases, and this effect is explained the decreased in the yield point [13].

Gel strength (GS) depends on concentration colloidal clay in mud. The surfac-
tant used in his study caused water-based mud to be more viscous without affecting
the value of GS that is shown in Table 1. The GS of mud formulation M1 and M2
after aging was reduced. Gel strength decreases when temperature increases [17].
10s GS of M1 decreased from 12 lb/100 ft2 to 7 lb/100 ft2 after aging at 275 °F and
GS of M2 decreased from 12 lb/100 ft2 to 9 lb/100 ft2 (Fig. 3).

10 min GS of M1 decreased from 34 lb/100 ft2 to 29 lb/100 ft2 AHR 250 °F and
23 lb/100 ft2 AHR 275 °F. GS of M2 decreased from 34 lb/100 ft2 to 28 lb/100 ft2

AHR 250 °F and 29 lb/100 ft2 AHR 275 °F (Fig. 4). High value of GS 10 s and
10 min is not desirable; the meaning of high value has becoming hard to break the
gel [18].

Fig. 1 Plastic viscosity of
WBM with and without
surfactant

Fig. 2 Yield point of WBM
with and without surfactant

Fig. 3 10 s gel strength of
WBM with and without
surfactant
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The fluid loss of water-based mud was reduced in the presence of surfactant
additive. Molecules of surfactant were suspected to block the pore of mud cake;
hence, lower filtrate is collected. Therefore, in API test, mud with surfactant reduces
filtration loss from 5 to 3.8 ml. In HPHT test, surfactant additive reduces filtration
loss from 26 to 10 ml and 85 to 46 ml as shown in Fig. 5.

4 Conclusion

The rheology of water-based mud mixed after aging for 16 h at 275 °F was
improved in addition to anionic surfactant. It was also found that anionic surfactant
additive reduced the fluid loss up to 46% by blocking the permeable pore of filter
paper.
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Hydrocarbon Fire and Explosion’s Safety
Aspects to Avoid Accident Escalation
for Offshore Platform

Muhammad Imran, M.S. Liew, Mohammad Shakir Nasif,
Usama Muhammad Niazi and Airil Yasreen

Abstract Offshore platforms are never 100% secure from fire hazard despite of
using advanced technology. Hydrocarbon fire and explosion accidents are among
commonly reported incidents in the oil and gas process-related activities. In April,
2015, PEMEX-operated oil platform caught fire—45 injured and four died.
Accidents such as Piper Alpha have recorded greatest loss of human live on offshore
platform in history. A total of 167 persons perished victim of the tragedy confluence
of design flows, human error, and bad luck. Saving lives and property in such
disaster is extremely a challenging job for engineers. Hydrocarbon fire and explosion
produce extreme pressure and temperature, which cause fatalities and structural
damages at large scale within a fraction of time. The experimental studies are
restricted due to limited facilities available for fire and explosion testing for offshore
structure. In previous studies, individual structure member was tested, which cannot
represent the behaviour of the entire structure. Therefore, structural safety is always
being a main issue to prevent property damage or least-obtained safe evacuation
before structural collapse. To understanding the behaviour of structural modelling
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techniques allow to study the possible behaviour of the platform. These techniques
entirely depend on personal experience and modelling practice adopted in oil and gas
sector. Therefore, simulation should be verified by a full-scale experimental study on
combined structural members. The standard experimental studies should be con-
ducted and data should be easily available after testing for validation for future
simulation and to overcome lack of date issues.

Keywords Disaster � Explosion � Fire � Human � Hydrocarbon � Offshore �
Safety � Structure

1 Introduction

Malaysian economy imparts 30% in oil and gas operations. These operations are
extremely hazardous due to the presence of highly flammable hydrocarbon fuel [1–
4]. Hydrocarbon fuels in funnels are the worst-case scenarios for any offshore
facilities which caused massive engineering disasters such as Piper Alpha and Deep
Water Horizon. The major hazard among all process-related hazards happened
throughout the offshore operation is hydrocarbon fire followed by an explosion or
vice versa [5]. The temperature of the fire can exceed more than 1000 °C less than
10 min [6]. Similarly, pressures of explosion released in microseconds, which is
extremely challenging to secure structure in time [5]. Lessons learnt from past
accidents are not sufficient to predict the safety of structure under such hazardous
conditions due to limited experimental data [7, 8]. The Piper Alpha is one of
significant disasters in human and oil and gas industry—as happened during Piper
Alpha in which 20,000 ton rig vanished just in 1 h 30 min after the chain of events
leaving only flare tower and causing 167 precious lives. Indeed, the safety per-
spectives will be entirely changed because of this accident. Then another devas-
tating incident occurred which shook the entire oil and gas industry that was
Deepwater Horizon 2010. It caused a massive oil spill in the Gulf of Mexico, which
affected entire marine life almost 5 million barrel oil was spilled in Gulf of Mexico
[9, 10]. These types of incidence are not only a loss of property, but also precious
lives and company reputation. In case of deepwater horizon only cleaning operation
was more than 20 billion USD [11, 12]. Hazard assessment studies such as qual-
itative or quantitative risk assessment (QRA) [13, 14], fault tree analysis [8], and
event tree analysis [15] can predict potential hazard related to process, but it cannot
predict the behaviour of structure under extreme fire and explosion condition. Due
to limited data from the past event and experiment, it is difficult to predict structural
behaviour.

Some platforms are found to be well organised or safety measures are strong that
they can evacuate platform safely during accident without any loss of life. For
example on 16 February 2007 from Rough 47/3-B platform, during accident all
crew were safely evacuated. But unfortunately these examples are extremely rare in
oil and gas sector. An example is Ocean Ranger, on 15 February 1982 none of the

802 M. Imran et al.



crew survived when emergency evacuation took place in harsh weather condition.
Rescue operation was not performed during such harsh condition. Proper planning
and risk assessment safe evacuation strategy while structure in intact could be an
ideal condition [16]. Therefore, ensuring safe operation and human safety HSE
audit is becoming compulsory for every oil and gas process unit yearly to control
these deadly accidents.

These accidents are still not controlled. Recently in April 2015 another offshore
platform caught fire in Gulf of Mexico which took 4 workers lives [18, 19]. The
purpose of this review was to highlight the need for future studies by reviewing
previous studies on the issues causing major fatalities and structural damage due to
hydrocarbon fire and explosion, and understand the behaviour of structure under
extreme conditions.

2 Offshore Accidents and Damages

Major blast and fire incidents in the offshore industry are caused by human error
[20]. The biggest incident which shocked offshore industry was occurred on July
1988 in North Sea. Piper Alpha was extremely productive platform and a largest
living facility for more than 200 workers in North Sea. It can produce up to 360,000
barrels oil per day [21, 22]. After first blast and a series of incidents, within 40 min
the platform was completely vanished, leaving only the flare tower. The main
reason was a minor human error in routine maintenance, which caused a loss of 167
lives out of 228 workers on board. It is known as ‘World Deadliest Offshore
Industry Disaster’. The accident highlighted various safety issues such as mainte-
nance documentations, poor planning and communication, and failure of safety
provisions.

Despite of lesson learnt from past accidents on April 2010 the biggest accident in
US history has occurred in Gulf of Mexico on BP’s oil rig Deepwater Horizon. The
accident occurred on the next day of maintaining its 7 years of safety record. Rig
completely sunk within 36 h of continuous burning in Gulf of Mexico. This inci-
dent caused 27 billion USD property and 11 precious lives. The blowout resulted
massive oil spill in Gulf of Mexico over several months, which entirely disturbed
ecosystem of sea [7]. BP has to pay a billion dollars of federal fines to compensate
losses. Almost identical sequences Montara well to blow out in Australia just
8 months earlier than Deepwater Horizon [15].

Accidents can be due to sudden blowout of the platform may be due to ship
collision, human error, helicopter crash, or natural disaster such as rough weather. It
may cause sudden release of hydrocarbon gasses/fuel. These uncontrolled incidents
are always threat for billion dollar property, precious human lives, and company
reputations for investors [21]. These accidents also cause large-scale environmental
damages. Similarly, Montara incident in Australia caused continuous oil spill to
74 days, expected 30,000 barrels oil [23]. Deepwater Horizon on the other hand
caused almost 5 million barrels oil spill in Gulf of Mexico [6] which affect marine
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life. Therefore, it is important to identify expected risks for hydrocarbon blast and
explosion to minimise live losses, environmental pollution, and property damages.
There are various techniques are used to assess hazard related to fire and explosion.
The details will be discussed in the next section.

3 Process-Related Hazards

Hydrocarbon fuel is processed through main separator after being extracted from the
reservoir. The crude oil is mixed with oil and gases separated through a sequence of
subprocess [7]. The process diagram for oil and gas is described in Fig. 1. It is
essential to understand the potential sources of fire and explosion on offshore plat-
form. These sources require special attention to mitigate hazard. A study was con-
ducted by Khan et al. in 2002 to identify process-related hazard [14].

A study was conducted by Khan and Husain in 2002 on risk-based safety
assessment to measure the potential hazard related to processing facilities. The
hazard was reduced to an acceptable level for offshore facilities using risk-based
safety management. The risk for process activities was measured using feedback
from detailed qualitative analysis. Different methods and process for predicting
potential risk were presented such as event tree analysis (ETA) and fault tree
analysis (FTA) [24, 25].

Fig. 1 Hydrocarbon fuel reparation unit and process diagram [14]
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The study revealed the severity of each processing unit possessing highest
hazard such as separators, compressors, drier, and flash drum. On the other hand,
high-pressure oil and gas pipelines were under moderate hazard as shown in Fig. 2.
The values of FAR exceed the ALARP acceptance range. These processing units
required detailed analysis and safety precaution in order to reduce values to an
acceptable range [14]. Compressor 1 has been always in high risk of fire and
explosion due to the highest frequency of leakage—critical operation [26]. But it
does not mean to avoid other processing units. The risk assessment tools can be
used such as quantitative risk assessment (QRA) to assess risk and mitigate as low
as reasonable practice without increasing cost of mitigation.

4 Hydrocarbon Fire

The temperature of hydrocarbon can be raised unexpectedly high compared to
normal or cellulosic fire [27]. How long structure can sustain during the hydro-
carbon fire and explosion for safe evacuation. Steel is most commonly used in
offshore structure. Steel lose its mechanical property when exposed to 400 °C. The
strength significantly reduces as temperature exceeds 600 °C [28]. The temperature
of hydrocarbon fire can exceed more than 1000 °C less than 10 min. This extreme
temperature is hazardous to human and causes major damage to structure.

This temperature can immediately cause fatality as temperature increases. The
drastic change in temperature causes worst effects on structure as well. The strength

Fig. 2 Hazard Identification Index [14]
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of steel structure can significantly reduce between the ranges of 400–600 °C but
when the structure is loaded it immediately lose stability. The steel under elevated
temperature causes joints to weak under fire. Impact loading would cause serious
effects depending upon the type of loading, but the effect is not significant [29].
They involve an extreme explosion and heat flux, which have hazardous conse-
quences for safety, health, and the surrounding environment [24]. The effect on the
human body can get third-degree burns when exposed to 72 °C. The temperature of
hydrocarbon fire can cause 100% fatalities in a few minutes. Simulation steel uses
finite element (FEM) to overcome limitations of the study [30]. Hydrocarbon
explosions and fires are extremely hazardous for offshore installations.

5 Hydrocarbon Explosion

The explosion effects are devastating in any oil and gas processing unit.
Hydrocarbon fuel explosion can cause extreme pressure instantaneously depending
upon the type of leak source. Usually at 10 psi overpressure can cause fatality and
structural damage. The human body can survive relatively high blast overpressure
without experiencing barotrauma. A 5 psi blast overpressure will rupture eardrums
in about 1% of subjects, and a 45 psi overpressure will cause eardrum rupture in
about 99% of all subjects. The threshold for lung damage occurs at about 15 psi
blast overpressure. A 35–45 psi overpressure may cause 1% fatalities, and 55–65
psi overpressure may cause 99% fatalities [31]. During Piper Alpha, series of
explosion and fire caused 20,000 ton steel rig to collapse in an hour and 30 min [21,
22]. Major fatality occurred when living quarters felt down into the North Sea due
to instability of structure. Of the total 167 worker killed, 83 workers were in living
quarter waiting for rescue operation [6]. Careful considerations should be taken in
designing of the structure, equipment layout or arrangement of the facilities to
minimise the effects of mishaps or structure instability [32]. Hydrocarbon fuel can
cause evolvable massive explosion over pressure and heat flux, which have harmful
consequences for structural safety, health, and the surrounding environment [24].

Despite of deep understanding, accidents are still uncontrolled. Individual
experimental studies on the structural member cannot represent the behaviour of the
entire platform by such studies. The effects could be more severe when member
combined loaded member. Testing full-scale offshore platform is not only costly,
but also nearly impossible [6]. The only process by which behaviour of entire
structure can be observed is through simulation. Only protection arrangement
(Active and Passive Fire Protection) is not sufficient to secure structure integrity.
The area of risk fire intensity and loading condition played significant role in
structural integrity.
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6 Conclusion

Following are the conclusions drawn based on the current review:

1. Accidents such as Piper Alpha and Deepwater Horizon are the examples of the
worst-case scenario of oil and gas industry. Despite of learning lessons from
these accidents, they are not completely prevented. On offshore processing unit
Separator 1 possess highest risk of explosion and fire than any other processing
unit and required extra attention.

2. During the event of hydrocarbon fire time is extremely crucial to save lives and
property damages. As the temperature increased more than 1000 °C less than
10 min within that human body can get third-degree burn at the temperature of
37 °C or when exposed to thermal radiation of 1000 (kW/m2)4/3s. Similarly,
100% fatality observed if body received pressure more than 20 psi. Improved
analysis of risk assessment, proper planning, and structure protection hindrance
such as blast/fire wall can prevent lives and structural damages, and delay heat
radiation/pressure to spread out to other units.

3. The individual experimental study cannot represent the behaviour of the entire
offshore platform during fire and explosion. Therefore, it is essential to observe
behaviour through simulation and validate results from which experimental
study on full-scale frame.
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Developing Optimum Production Strategy
of Kailashtilla Gas Field and Economic
Analysis

H. Mahmud, M.M. Huque and P.C. Mandal

Abstract This study focuses on the utilization of integrated production optimiza-
tion of Kailashtilla Gas Field (KGF), Bangladesh. KGF has a current production
rate of 60 MMscfd gas with three producing wells. According to a previous study in
2009 by RPS Energy, gas initially in place of this field was 3.54 Tcf. However, only
640 Bcf gas has been produced over the last 30-year period from 1983 to 2014.
Only 39.39% recovery is achievable using the present field production strategy over
next 25 years. The ultimate goal of this study is to discover an optimum field
development strategy to increase the production from KGF. The proposed aug-
mentation program is based on recovery factor, plateau, and economic outcome.
The tasks have been divided into well modeling, reservoir modeling, and surface
facility modeling. Finally, some cases studies and economic analysis have been
done including net present value and benefit–cost ratio. This study involves
reservoir, wells, and surface facilities in an integrated model to investigate different
field development strategies. Effect of changing production systems such as
upgrading separator, changing tubing size, lowering separator pressure, and adding
new well in the system have been studied. This study estimates total reserve of this
field as 3.013 Tcf by material balance method from three sand layers: Upper Gas
Sand (UGS), Middle Gas Sand (MGS), and Lower Gas Sand (LGS). Comparative
analysis of the various prediction cases with economic analysis suggests three
optimum field development strategies for next 25 years as follows: (a) drilling one
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new well in UGS and one in MGS with 180 MMscfd plateau; (b) drilling two new
wells in UGS with 180 MMscfd plateau; and (c) changing the tubing size of
existing two wells with 120 MMscfd plateau. Current study yields a maximum
recovery of 63.02% from UGS, 80.03% from MGS, and 79.0% from LGS by
implementing the recommended development strategies.

Keywords Gas reservoir � Production optimization � Water drive � Economic
analysis � Field development

1 Introduction

Natural gas plays a major role in the energy matrix of Bangladesh as it accounts for
about 70% of the total commercial primary energy of the country. Currently, the
country produces around 2600 MMscfd gas from 20 gas fields but it suffers from
500 MMscfd shortages [1]. As there is no recent discovery, several augmentation
programs are required to boost up the gas production from existing gas field to meet
this demand.

Kailashtilla Gas Field is one of the largest reserves in Bangladesh. It was first
recognized in 1960 by shell. The reserves are primarily contained within three
distinct horizons: UGS, MGS, and LGS. A total number of six wells have been
drilled in this field since 1961 from which KTL-2, KTL-3, and KTL-6 are currently
in production. In 2009, RPS Energy estimated GIIP of UGS, MGS, and LGS to be
1.79, 0.72, and 1.10 Tcf, respectively [2]. The cumulative gas and condensate
production from this field are 640 Bcf and 4.04 MMstb, respectively [3]. Currently
the field produces 60 MMscfd of gas and 500 bbl condensate per day. Summary of
current producing wells is shown in Table 1.

This study focused on integrated production modeling of the reservoir, wells,
and surface facilities to ensure optimum production by using the commercial
simulator. This study covers material balance for updating GIIP and estimating
reservoir drive mechanism, production optimization of the wells as well as the
whole field, future performance prediction, and economic analysis to find out
optimum development plan.

Table 1 Summary of current producing wells [3]

Wells Sand Gas rate
(MMscfd)

FWHP
(psig)

WGR
(bbl/MMscf)

CGR
(bbl/MMscf)

KTL-2 UGS 19.32 2240 0.19 8.21

KTL-3 UGS 16.10 2530 0.20 8.21

KTL-6 UGS 23.80 2510 0.15 8.21

810 H. Mahmud et al.



2 Methodology

2.1 Model Preparation

Model preparation consists of well modeling, reservoir modeling, and integrated
production modeling of reservoir, wells, and surface facilities. In well modeling, IPR
and VLPs were generated for measuring the optimum flow of each well. Reservoir
model was prepared by history matching using material balance technique. The
prepared wells and reservoir models were incorporated with surface facilities in an
integrated model for forecasting reservoir performances under several preset
conditions.

2.2 Well Modeling

In well modeling, black oil method was used for PVT analysis. Inflow performance
relationship (IPR) curve for each well had been generated using the production test
data. There are several multiphase correlations available for well modeling such as
Duns Ros Original, Hagedorn and Brown, Beggs and Brill, Gray, and Petroleum
Expert [4]. The multiphase flow correlations were compared against the field well
test measurement. It was compared for both pressure and gas rate. Once the best
correlation was found, the vertical lift performance (VLP) curve had been created
using the best-matched tubing correlation. The summary of the well model is shown
in Table 2. A very good match of measured data and calculated data gives a high
level of confidence on well model [5].

2.3 Reservoir Modeling

Reservoir modeling includes history matching and simulation using material
balance technique. In this work, history matching and simulation of the three main

Table 2 VLP/IPR matched data and well test data of KTL-2, KTL-3, and KTL-6

Wells Parameters Measured Calculated % difference

KTL-2 Gas rate (MMscfd) 18.800 19.067 1.42

BHP(psig) 3435.6 3439.0 0.10

KTL-3 Gas rate 14.240 14.222 0.13

BHP 3132.82 3132.63 0.01

KTL-6 Gas rate 15.86 16.334 2.99

BHP 3184 3192.38 0.26
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sand layers of Kailashtilla namely UGS, MGS, and LGS had been performed
separately. For an example, model preparation for UGS has been discussed. At first,
the basic fluid data was matched with the laboratory measured PVT data [6].
Production history of UGS is shown in Fig. 1. Corey functions were used to
determine relative permeability parameters as these were not determined during
core analysis [7]. From the early history of the field, the sand was assumed as
depletion drive.

In history matching, reservoir drive mechanism can be recognized from Cole
plot response [8]. For depletion drive reservoir, ideal response of Cole plot is a
horizontal line. For Kailashtilla UGS, Cole plot as in Fig. 2 clearly indicates a
deviation from flat line that is found normally when an external energy support is
available.

Fig. 1 Production history of UGS

Fig. 2 Cole plot without aquifer support for UGS
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Therefore, the model was reconstructed with an aquifer. The most common Van
Everdingen–Hurst’s model was incorporated in this study [9]. Then, Cole plot
response as in Fig. 3 was nearly straight line and represents that this sand is aquifer
driven.

An iterative nonlinear regression had been performed to find the best mathe-
matical fit by analytical method. GIIP previously calculated from Cole plot was
matched with the model by analytical plot as shown in Fig. 4. For Kailashtilla UGS,
GIIP was found to be 2.18 Tcf.

A simulation was run for comparing the production history and checking the
validity of the model. Comparison of the history with simulated reservoir pressure
reflects a very good matching that is shown in Fig. 5.

Fig. 3 Cole plot with aquifer support for UGS

Fig. 4 Analytical plot for UGS
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2.4 Network Modeling

In network modeling, reservoir, wells, and surface facilities were integrated in a
single model using the previously generated well and reservoir models. Test data
for surface pipeline performances is not available. Thus, for industry standard
pipeline correlation, Mukherjee-Brill had been chosen for all pipelines section.
Separator capacities and pipeline geometries were also included in the model. The
model was validated with the current production data. The field model validation is
shown in Table 3 and reflects that KTL-2 matched very well where other 2 wells
matched within 4.5% of the field case [7].

2.5 Case Studies

Several cases with predetermined constraints had been studied for determining the
prospective cases in terms of gas recovery and plateau duration. The studied cases
are shown in Table 4.

Table 3 Network model validation

Wells Measured gas rate (MMscfd) Calculated gas rate (MMscfd) % difference

KTL-2 19.630 19.728 +0.50

KTL-3 16.100 15.381 +4.47

KTL-6 24.009 24.999 −4.12

Fig. 5 History and simulated reservoir pressure
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2.6 Economic Analysis

Network model provides future performance of the studied cases in terms of plateau
duration, recovery factor, and cumulative production. Economic analysis offers this
performance as net present value (NPV) and benefit–cost ratio (BCR) to determine
the optimum development plan. The cost for drilling new well, installing and
upgrading separator, changing tubing size, and installing compressor in case of
lowering separator pressure and the benefit of additional gas and condensate pro-
duction were considered during economic analysis [10].

3 Results and Discussion

Gas reserve and drive mechanisms obtained from reservoir modeling are shown in
Table 5. Again, production forecasting and economic analysis results are shown in
Table 6.

Table 6 shows that case 2(b), 4(a), and 4(c) are promising for field augmentation
program in terms of net present value as well as benefit–cost ratio.

Table 5 Gas reserves and drive mechanism

Parameter Sands Results

RPS study [1] This study

GIIP, Tcf UGS 1.89 2.17

MGS 0.66 0.647

LGS 0.99 0.196

Reservoir drive mechanism UGS Combination of depletion and
water driveMGS

LGS

Table 4 List of predictive cases

Case Plateau rate WHC Proposed modification

1 60 900 Existing condition

2(a) 120 1200 Change tubing size

2(b) 2400 Change tubing size

2(c) Lowering separator pressure to 400 psig

3(a) 150 3000 Drill 1 new well in UGS

3(b) Drill 2 new wells(1 in UGS, 1 in MGS)

4(a) 180 3600 Drill 2 new wells in UGS

4(b) Drill 3 new wells(1 in UGS, 1 in MGS, and 1 in LGS)

4(c) Drill 2 new wells(1 in UGS, 1 in MGS)

Note Water handling capacity (WHC) is in bbl and plateau rate is in MMscfd
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4 Conclusion

The GIIP was estimated as 3.013 Tcf by material balance method, which is about
0.327 Tcf lower than the previous RPS Energy’s estimation in 2009. Based on the
existing condition, a recovery of only 39.39% and full life plateau are achievable
using the existing wells over a 25-year prediction period.

Comparative analysis of the various predictive cases with economic analysis
suggests the three optimum production strategies:

(a) Drilling two additional wells (one in MGS and one in UGS) and upgrading the
separator capacity to 180 MMscfd gas and 3600 bbld water. This can produce
180 MMscfd plateau for 14 years with 64.71% recoveries. Economic analysis
shows NPV 168.38 Million USD and BCR 4.53.

(b) Drilling two additional wells in UGS and upgrading the separator capacity to
180 MMscfd gas and 3600 bbld water. This can produce 180 MMscfd plateau
for 12 years and 63.02% recovery with 147.21 Million USD NPV and 4.11
BCR.

(c) Changing the tubing size of KTL-2 and 3 wells from 3-1/2 in. to 4-1/2 in. and
upgrading the separators capacity to 120 MMscfd gas and 2400 bbld water.
This can produce 120 MMscfd plateau for 16 years and 55.77% recovery with
a net present value of 92.96 Million USD and BCR of 7.83.
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Erratum to: Pressure-Transient Behavior
of Injection/Falloff Tests

A.D. Habte, M. Onur, I.B.M. Saaid and T.N. Ofei

Erratum to:
Chapter “Pressure-Transient Behavior of Injection/Falloff
Tests” in: M. Awang et al. (eds.), ICIPEG 2016,
DOI 10.1007/978-981-10-3650-7_7

The original version of the book was inadvertently published without the following
corrections:

• The interchanged affiliations of co-authors, Prof. M. Onur and I.B.M. Saaid,
have to be corrected.

• The reference citations [9, 10], which were removed earlier, have to be retained
in Sect. 3.1.

• The references of [9, 10] have to be included in the reference list.

The erratum chapter and the book have been updated with the changes.

The updated online version for this chapter can be found at
http://dx.doi.org/10.1007/978-981-10-3650-7_7

© Springer Nature Singapore Pte Ltd. 2017
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