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Preface

Following the previous successful workshops in the series, the 12th China Workshop
on Machine Translation (CWMT) was held during August 25–26, 2016, in Urumqi,
China. This workshop provides an opportunity for researchers and practitioners to
communicate and exchange ideas, and aims to improve the research of machine
translation in China.

We were absolutely thrilled that 76 submissions were submitted to the conference.
All of them were carefully reviewed in a double-blind manner and each paper was
assigned to at least two independent reviewers. Finally, 15 Chinese and nine English
papers were accepted, yielding an overall acceptation rate of 31.6%. With an English
version of one Chinese paper, this proceedings volume comprises ten publications.
As is traditionally the case with CWMT, the papers cover a wide range of subjects,
including statistical MT, hybrid MT, MT evaluation, post editing, alignment, as well as
inducing bilingual knowledge from corpora.

This year, CWMT 2016 featured three keynote speeches delivered by renowned
experts in the field of MT and four invited talks exploring edge-cutting technologies by
young researchers. A common topic that was highlighted in these talks is the emer-
gence of neural-based MT paradigms, seemingly overtaking the statistical MT
approach that first appeared in this conference 11 years ago.

There are a number of people we would like to thank. Firstly, this conference would
not have been possible without the enormous efforts of Dr. Chengqing Zong, Dr. Le Sun,
Prof. Tiejun Zhao, Prof. Jingbo Zhu, and Prof. Xiaodong Shi. We would especially like
to thank the Springer for publishing the proceedings again (for the second time in CWMT
series). Secondly, our heartfelt thanks go to Prof. Zhang Min, the general chair, and the
members of the Program Committee, who, as usual, did sterling work over and above
what might have reasonably been expected from them. Finally, we would like to thank
Dr. Yating Yang and her team in Xinjiang Technical Institute of Physics and Chemistry,
CAS, whose excellent conference organization impressed the attendees of CWMT 2016.

August 2016 Muyun Yang
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MinKSR: A Novel MT Evaluation Metric
for Coordinating Human Translators
with the CAT-Oriented Input Method

Guoping Huang1,2(B), Chunlu Zhao3, Hongyuan Ma3, Yu Zhou1,
and Jiajun Zhang1

1 National Laboratory of Pattern Recognition, Institute of Automation,
Chinese Academy of Sciences, Beijing, China

{guoping.huang,yzhou,jjzhang}@nlpr.ia.ac.cn
2 University of Chinese Academy of Sciences, Beijing, China

3 CNCERT/CC, Beijing, China
chunluzhao@cert.org.cn, mahongyuan@foxmail.com

Abstract. In order to improve the efficiency of human translation, there
is an increasing interest in applying machine translation (MT) to com-
puter assisted translation (CAT). The newly proposed CAT-oriented
input method is such a typical approach, which can help translators sig-
nificantly save keystrokes by exploiting MT deep information, such as n-
best candidates, hypotheses and translation rules. In order to further save
more keystrokes, we propose in this paper a novel MT evaluation metric
for coordinating human translators with the input method. This evalua-
tion metric takes MT deep information into account, and makes longer
perfect fragments correspond to fewer keystrokes. Extensive experiments
show that the novel evaluation metric makes MT substantially reduce the
keystrokes of translating process by accurately grasping deep informa-
tion for the CAT-oriented input method, and it significantly improves
the productivity of human translation compared with BLEU and TER.

1 Introduction

Computer assisted translation (CAT) is a common way on language translation
in which a human translator uses a software to perform and facilitate the trans-
lation process. In order to improve the efficiency of human translations, bridging
machine translation (MT) and CAT has drawn more and more attention. For
instance, the newly proposed CAT-oriented input method, which is called CoCat
in [7], is such a typical approach. The input method can exploit deep information
used by the underlying statistical machine translation (SMT) system, including
translation rules, decoding hypotheses and n-best candidates, to significantly
save keystrokes and speed up translating for languages with complex characters,
such as Chinese and Japanese. In the CAT scenario, MT results vary consid-
erably in quality. As a result, the most notable advantage of the CAT-oriented
input method is that translators don’t have to proofread such MT results.

c© Springer Nature Singapore Pte Ltd. 2016
M. Yang and S. Liu (Eds.): CWMT 2016, CCIS 668, pp. 1–13, 2016.
DOI: 10.1007/978-981-10-3635-4 1



2 G. Huang et al.

Fig. 1. The overview of CoCat input method and MT evaluation metric.

According to [7], Fig. 1 demonstrates how the CoCat input method works
in translation from English to Chinese. In Zone A, if the translator adopts
the wildly accepted Google Pinyin to perform translation from scratch, the
abbreviated Chinese typing letters “zgklgg” (the acronym Chinese Pinyin) can-
not elicit the correct translation. Because the Google Pinyin can not perceive
what exactly the current user translating. Instead, in Zone B, the CoCat input
method can correctly decode the same abbreviated letters into the desired result
(“ ”, China considers to reform) with the help of translation rules
and hypotheses (in Zone C), all of which are used by the underlying SMT decoder
(in Zone E). What’s more, the CoCat input method provides an n-gram predic-
tion list (5-based ordinal in Zone B) based on the n-best list (in Zone D) pro-
vided by the SMT decoder. In this way, the CAT-oriented input method greatly
improves the productivity of human translation.



MinKSR: A Novel MT Evaluation Metric 3

And the input method has a lot of root for improvements in keystrokes saving.
It needs to be further upgraded. As we can see, both the input method decoding
results and the n-gram prediction lists heavily depend on the intermediate and
final MT results, such as n-best candidates, hypotheses and translation rules.
Obviously, better MT results can help the CAT-oriented input method.

In order to coordinate human translators with the CAT-oriented input
method, it raises the question of how to generate and rank the intermediate
and final MT results. Inspired by Fig. 1, the most natural way is to select a more
appropriate MT evaluation metric. Under the guidance of a better evaluation
metric, the SMT decoder is expected to generate more suitable deep information
required by the CAT-oriented input method, and human translators can have
higher efficiency.

However, almost all the evaluation metrics, such as BLEU [12], TER [13],
KSR [11] and KSMR [1], do not take such useful deep information into account.

To achieve our goals, we propose in this paper a novel MT evaluation metric
which considers deep information used by the underlying MT system, includ-
ing n-best candidates, hypotheses and translation rules. It makes longer perfect
fragments embedded in deep information correspond to fewer keystrokes. We call
this metric MinKSR: Minimum Keystroke Saving Ratio. The word “minimum”
means that the value of MinKSR shows how many keystrokes can be saved at
least. The higher the value of MinKSR, the more the keystrokes can be saved.

With the guidance of MinKSR, the MT system is tuned to generate the
most “suited” deep information from the point of view of the CAT-oriented
input method, rather than the general “best” final results in terms of BLEU and
TER. That is to say, MinKSR is a special MT evaluation metric for coordinating
human translators with the CAT-oriented input methods.

In contrast, MinKSR aims at estimating the minimum keystrokes that can
be saved by the underlying MT system to complete typing the translation using
the CAT-oriented input method. So far as we know, MinKSR is the first MT
evaluation metric for the CAT-based input method.

In summary, this paper makes the following contributions:

(1) MinKSR evaluates both the final MT results and the intermediate MT
results, including n-best candidates, hypotheses and translation rules.

(2) Under the guidance of MinKSR, the MT system generates more useful
deep information for coordinating human translators with the CAT-oriented
input method. It helps the input method substantially and firmly reduce the
keystrokes of translating process.

(3) MinKSR is an upgraded version of BLEU. It optimizes the intermediate MT
results required by the CAT-oriented input method, while the BLEU scores
of the final MT results don’t really change.

2 Background

In Fig. 1, the SMT decoder scores translation rules, translation hypotheses and
n-best candidates using a linear model. Generally speaking, the features of the
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Fig. 2. The comparison of key sequences based on the MT tuned by BLEU and
MinKSR.

linear model are the probabilities from language models, translation models, and
reordering models, plus other features. Tuning is the process of finding the opti-
mal weights for this linear model. In the SMT tuning process, the performance
of MT system is usually measured with a certain evaluation metric which com-
pares the final MT results with the specified references. And then, during SMT
decoding, the optimal weights directly influence the deep information required
by the CAT-oriented input method.

The existing MT evaluation metrics, including BLEU, TER, KSR and
KSMR, failed to cover such deep information. The well-known corpus-level met-
ric BLEU is based on the n-gram matching between the final MT output and
the reference translations. Another popular metric TER measures the amount of
editing needed in modifying the MT output to exactly match a reference trans-
lation, and works well in the post-editing scenario [2,10,16]. KSR (keystroke
ratio) and KSMR (keystroke ratio plus mouse-action ratio) is used to estimate
the effort needed, especially in the IMT scenario [4], to produce correct transla-
tions. Besides, KSMR and KSR don’t take account of languages with complex
characters, for which an input method is required, such as Chinese and Japanese.

In the CAT scenario with the input method, we find that translators prefer
to directly select the correct n-gram predictions. As a result, it is important to
generate the perfect beginnings and longer matched fragments, even if the scores
of BLEU or TER don’t really change.

To illustrate how MinKSR works in the CAT scenario, let’s consider the
example in Fig. 2. The human translation refers to the target sentence in mind.
For the sake of simplicity, deep information of the SMT decoder and the full
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n-best candidates are omitted. As we can see, it takes 13 keystrokes to input the
human translation with the MT system tuned by BLEU as shown in Fig. 2(a).

In contrast, in Fig. 2(b), the number of keystrokes will be reduced to 5 by
using MinKSR. The key is Step 1 and 3. Step 1 generates the ideal prediction
“ ” by grasping the perfect beginning fragment. And Step 3 hits the
perfect prediction (“ ”, the welfare system of civil service) by
searching the optimized MT deep information. This indicates that the deep
information is very important for coordinating human translators with the CAT-
oriented input method.

3 The MinKSR Metric

The purpose of MinKSR metric is to measure how many keystrokes can be
reduced at least by the MT system integrated in the MT-based input method.
The core idea of MinKSR is to map the longer perfect fragments to fewer key-
strokes. To automatically evaluate the MT system, MinKSR is calculated by
the empirical keystrokes rather than the practical keystrokes. There are three
sufficient statistics to calculate MinKSR:

(1) mknorm(tm1 ): the count of minimum keystrokes to input the human transla-
tion tm1 = t1t2 . . . tm using the general input method character-by-character
without the aid of the MT system.

(2) ek(Q, tm1 ): the count of empirical keystrokes to input the human translation
tm1 using the MT-based input method with the aid of the intermediate and
final MT result Q.

(3) pk(tm1 ): the count of minimum ideal keystrokes to input the human transla-
tion tm1 using the MT input method with the aid of the perfect MT candidate
cn1 = tm1 .

Let sj1 = s1s2 . . . sj denotes the source sentence, C denotes the n-best list
{cn1 = c1c2 . . . cn}Z1

1 , H denotes the hypothesis lists {hZ2
1 }, and L denotes the

translation rule lists {lZ3
1 }, where j refers to the word number of source sentence,

Z1 refers to the length limitation of the n-best list, Z2 refers to the length
limitation of the hypothesis list for each phrase, Z3 refers to the length limitation
of the translation rule list for each phrase. Then the MT intermediate and final
result can be defined as the triple Q = (C,H,L). And the number of phrases
is j×(j+1)

2 for phrase-based SMT systems. Given the reference translation tm1 =
t1t2 . . . tm of the source sentence, MinKSR, r, is given as follows:

r(Q, tm1 ) =
mknorm(tm1 ) − ek(Q, tm1 )
mknorm(tm1 ) − pk(tm1 )

(1)

If there is only the candidate cn1 = c1c2 . . . cn in the MT result without depth
information, MinKSR degenerates into a general MT evaluation metric and per-
forms similarly to BLEU. If there is more than one reference, we just simply
select the minimum ek(Q, tm1 ). To calculate the three terms in Eq. 1, we intro-
duce the following notations:
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– sn: the character number of separators between words. sn = 0 for Chinese,
sn = 1 for English (the space between words).

– kc: the count of keystrokes to select a certain candidate or prediction from the
input method. In general, kc = 1 without page turning.

– rk: a ratio dividing the character number of a word by number of keystrokes
with the help of an input method. The value of rk varies from language to
language. For Chinese, in this paper, we choose simply rk = 2 to guarantee
that MinKSR is indeed a lower bound.

Then we can count the three sufficient statistics in Eq. 1 as follows:

(1) The count of minimum keystrokes using a general input method without
the MT system:

mknorm(tm1 ) =
m∑

i=0

(mkwnorm(ti) + sn + kc) − sn (2)

where mkwnorm(ti) denotes the minimum keystrokes of word ti using a
general input method:

mkwnorm(ti) = len(ti) × rk (3)

where len(ti) is the character number of ti.
(2) The count of empirical keystrokes using the MT-based input method with

the MT system:

ek(Q, tm1 ) = min
cpq

1∈CP (tm1 )

{
q∑

i=1

(ek(Q, cpi) + sn) − sn

}
(4)

where CP (tm1 ) denotes the set of all partitions, each of which breaks the
human translation tm1 into non-empty contiguous sub-sequences, cp denotes
a specific partition member of set CP (tm1 ), q refers to the number of sub-
sequences in cp, ek(Q, cpi) denotes the empirical keystrokes to input the sub-
sequence cpi. Let P denote to the n-gram prediction list, then, ek(Q, cpi)
can be defined as:

ek(Q, cpi)=

⎧
⎨

⎩

kc cpi ∈ P
len(ti) + kc cpi /∈ P, cpi ∈ Q
mkwnorm(cpi) + kc cpi /∈ P, cpi /∈ Q

(5)

(3) Given the maximum length of n-gram prediction list W , the count of min-
imum idealized keystrokes using the MT-based input method with the aid
of the perfect MT candidate tm1 :

pk(tm1 )=
{

m
W × (kc + sn) − sn m mod W = 0
� m
W � × (kc + sn) + kc m mod W �= 0 (6)

The default value of W is 4 in this paper.
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In conclusion, with the sufficient statistics above, the value of MinKSR on
sentence-level can be calculated by Eq. 1. In addition, the value of MinKSR on
corpus-level is given by the equation:

r =

∑
t∈T mknorm(t) − ∑

t∈T,Q∈{Q} ek(Q, t)
∑

t∈T mknorm(t) − ∑
t∈T pk(t)

(7)

where T denotes the set of translation references.
Both pk(tm1 ) and ek(Q, tm1 ) emphasize the n-gram matching. As a result,

MinKSR is an extension to BLEU. MinKSR optimizes deep information required
by the CAT-oriented input method, including n-best candidates, hypotheses,
translation rules, and the perfect beginnings of the final MT results. And the
BLEU scores of the final MT results don’t really change.

What’s more, following the Eq. 3, MinKSR can be adjusted to suit other
languages by changing the value of rk according to [3,5].

4 MinKSR with Length Penalty

We have considered the word choice and the word order in baseline MinKSR.
Now we focus on the length of MT candidates. Let c be the average length of
the final MT candidates in the n-best list and t be the reference length. Inspired
by BLEU, we compute the brevity penalty BP:

BP =
{

1 if c ≤ t
e1− c

t if c > t
(8)

Then,
MinKSR = BP × r (9)

The value of MinKSR ranges from 0 to 1. The higher the value of MinKSR
is, the more the keystrokes can be saved. The perfect MT results for the source
sentence will attain a score 1 if it is identical to the human translation.

5 Experiments

We conduct the experiments, including comparison tests, the correlation tests
and the human productivity tests, to compare MinKSR with two popular met-
rics BLEU and TER. To have a comprehensive understanding, we measure the
human productivity from three perspectives: translation time, keystrokes and
translation quality.

5.1 Experimental Setup

The experiments are conducted on English-to-Chinese translation. The statisti-
cal significance test is performed by the re-sampling approach [8].
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Firstly, we re-implement CoCat input method and a similar phrase-based
MT system according to [7,14]. The integrated MT system is trained on about
10,000,000 parallel sentence pairs of English-Chinese news.

Secondly, in order to conduct the productivity tests, we re-implement a simi-
lar CAT platform according to [7]. This platform allows us to analyze the trans-
lation time, keystrokes and translation quality in detail afterwards.

Next, we will introduce the practitioners and experimental data of the human
productivity tests:

Professional Translation Practitioners: Following the convention, we
recruited 12 professional translators for our study. We divided the 12 trans-
lators into 4 groups evenly (A/B/C/D). Each translator translated the same
set of sentences from English to Chinese. All of the professional translators are
Chinese native speakers.

Human Translation Experimental Data: We choose 480 sentences from
China news (prior to December 2014) of China Daily as the test set for human
translators. This test set contains 11,869 English words. Each sentence ranges
from 23 to 26 words. Then, we split the test data into 12 subsets randomly and
evenly as shown in Table 1. In Table 1, each subset, including 40 sentences, for
one metric. All the translators in the same groups run the exact same test.

The professional translators were asked to translate the text with four dif-
ferent assistant tools: (1) the Google Pinyin (“Google”); (2) the CoCat input
method (“CoCat”); (3) post-editing with the Google Pinyin (“PE+Google”);
(4) post-editing with the CoCat input method (“PE+CoCat”). Naturally, for
each human translator, he/she should translate different sentences when using
different assistant tools and evaluation metrics. And Table 2 shows the details
about the permutation of assignments inspired by the previous works [6,9].

Table 1. The statistics of the 4 groups of human translation test subset data
M1/M2/M3/M4. Each group of test data contains 3 subsets, and each subsets con-
tains 40 sentences for one metric.

English-Chinese

#translators 12

male/female 6/6

Words

BLEU TER MinKSR

Total 3,918 3,849 4,102

M1 990 1,031 1,058

M2 983 966 1,012

M3 969 980 1,025

M4 976 882 1,007
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Table 2. The permutation of assignments for each metric. Translation subsets M1–M4

are assigned to the human translator groups A–D under the various assistances.

A B C D

Google M1 M4 M3 M2

CoCat M2 M1 M4 M3

PE+Google M3 M2 M1 M4

PE+CoCat M4 M3 M2 M1

Table 3. The comparison of BLEU, TER and MinKSR.

Part Metric BLEU(%) TER(%) MinKSR(%) Perfect Begin.(%)

Dev Test Dev Test Dev Test Dev Test

1 Baseline (BLEU) 22.78 21.86 60.11 61.16 41.16 40.50 41.30 40.98

TER 21.49 20.28 58.91 60.19 39.84 38.94 38.20 36.86

MinKSR 22.62 21.91 60.17 61.23 41.37** 40.73** 48.90** 48.52**

2 Baseline (BLEU) 21.86 21.98 61.88 60.81 40.53 40.22 40.60 40.39

TER 20.00 20.40 60.33 59.89 39.15 38.84 36.10 35.69

MinKSR 21.59 22.02 61.49 60.58 40.75** 40.58** 49.20** 48.73**

• Part 1 and 2 are parallel experiments.
• “**” means the scores are significantly better than the corresponding previous lines with
p < 0.05.

In the real world, there are many factors which may influence our experimen-
tal results, such as the different characteristic of the translators. To exclude the
translation irrelevant factors and retain consistency, we process the user data
purely following [7].

5.2 Results and Analysis

(1) The Comparison Tests. To have a general understanding about MinKSR,
we first compare test results with two popular metrics BLEU and TER. We
choose a set of 4,040 English news sentences (56,149 words), which was trans-
lated into Chinese (81,113 characters, 36,995 words) by professional translators,
from China Daily, and randomly split them into two parts, e.g., the repeated
experiments “Part 1” and “Part 2” in Table 3. Each part is randomly divided
into two groups: development set (Dev) including 1,000 sentence pairs, and test
set (Test) including 1,020 pairs. The integrated MT system is tuned by the cor-
responding development set using ZMERT [15] with the objective to optimize
BLEU, TER and MinKSR respectively. The corresponding systems and results
are denoted as “BLEU”, “TER” and “MinKSR”. Then, all translation results of
the development sets and test sets are evaluated with BLEU, TER and MinKSR.
In addition, we count the number of sentences which have perfect beginning frag-
ments, and the results are labeled “Perfect Begin.” We report all the results in
Table 3.
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If we focus only on the bold figures (e.g., 22.78 vs. 22.62) in Table 3, we can
find that MinKSR performs very similarly with BLEU on corpus-level evaluation
while the difference between MinKSR and TER is much bigger (e.g., 22.62 vs.
21.49). And it is reasonable since both MinKSR and BLEU emphasize the n-gram
matching as mentioned before. In contrast to BLEU and TER, the Figures in
Table 3 show that we can increase at least 1.79 and 0.23 MinKSR scores by
tuning the MT system with MinKSR on the test set. The scores show that it
has the potential to reduce more keystrokes through resetting a fitting evaluation
metric.

If we focus on the underline figures in Table 3, we can find that MinKSR can
increase at least 7.5 and 10.7% of perfect beginning fragments over TER and
BLEU. As mentioned before, perfect beginning fragments are very important to
the CAT scenario. Thus, the results are very significant.

To sum up, MinKSR is an extension to BLEU, and performs very similarly to
BLEU. It optimizes the intermediate MT results, such as the perfect beginning
fragments, required by the CAT-oriented input method, while the BLEU scores
of the final MT results don’t really change.

(2) The Correlation Tests. We further test whether MinKSR scores are posi-
tively correlated with the practical keystroke saving ratio (PKSR) of translation
process. The translators retyped 2,040 pre-translated target (Chinese) sentences
of the test set under different helper settings (a total of 8 times): the Google
Pinyin input method (denoted as “Google”), the pure CoCat input method
without MT (“CoCat-MT”), CoCat with the MT system but n-gram predic-
tion disabled (“CoCat(−P) + MT”), full-featured CoCat with the MT system
(“CoCat(+P)+MT”). During the analysis, We report all the results in Table 4.
The bold figures in Table 4 reveal that the CAT-oriented input method inte-
grated with MinKSR increases over 1.10 and 0.44 PKSR scores compared to
TER and BLEU on the test set.

The correlation tests show that there is indeed a positive correlation between
the MinKSR scores and the practical keystroke savings ratio.

(3) The Human Productivity Tests. At last, we test the performance
of three metrics on the ultimate goal of MinKSR, namely, improving the

Table 4. The practical keystroke savings ratio (%) based on the MT system tuned by
BLEU, MinKSR and TER.

Part Google CoCat-MT CoCat(−P)+MT CoCat(+P)+MT

BLEU(%) TER(%) MinKSR(%) BLEU(%) TER(%) MinKSR(%)

1 37.40 33.93 44.20 43.28 44.67** 48.44 47.31 48.89**

2 36.44 35.15 45.24 44.84 45.64** 47.70 47.04 48.14**

• Part 1 and 2 are the repeated experimentss
• “**” means the scores are significantly better than the corresponding previous columns with
p < 0.05.
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Table 5. Translation time, keystrokes and translation quality.

Approach
A B C D Total

time
(s)

keystrokes
quality
(BLEU)

time
(s)

keystrokes
quality
(BLEU)

time
(s)

keystrokes
quality
(BLEU)

time
(s)

keystrokes
quality
(BLEU)

time
(s)

keystrokes
quality
(BLEU)

T
E

R

Google 114.68 209.83 68.17 110.67 236.78 72.25 80.39 168.65 75.96 100.30 184.30 71.57 102.38 204.26 72.12 

CoCat 89.61** 138.41** 73.72** 98.05** 168.13** 78.15** 68.05** 93.94** 83.63** 71.56** 124.33** 79.64** 84.03** 134.85** 78.73**

PE+Google 64.70 100.66 78.49 52.93 92.24 80.74 83.25 158.13 77.02 71.78 121.81 77.72 66.59 115.75 78.79 

PE+CoCat 52.03** 59.36** 81.53** 48.34** 63.44** 85.32** 65.43** 80.77** 82.43** 66.90** 82.11** 72.76 56.63** 69.87** 81.98**

B
L

E
U

Google 101.48 198.72 69.55 94.67 221.68 74.64 76.45 148.44 77.12 91.45 160.75 73.26 91.32 182.74 73.53 

CoCat 76.20** 124.30** 76.27** 78.80** 154.62** 81.77** 61.96** 75.91** 85.65** 62.41** 103.51** 82.38** 69.96** 114.35** 81.29**

PE+Google 68.32 104.85 77.54 58.22 96.24 81.75 88.92 163.33 75.72 74.78 131.84 74.42 72.74 124.25 77.31 

PE+CoCat 51.39** 57.85** 82.36** 50.23** 62.73** 85.72** 50.02** 78.99** 83.09** 68.94** 84.71** 79.35 55.09** 71.24** 82.63**

M
in-K

SR

Google 109.74 204.32 68.72 102.83 229.98 73.93 78.44 161.83 76.81 101.49 164.84 72.02 98.42 191.55 72.66 

CoCat 75.08** 120.89** 77.80** 76.24** 143.42** 81.24** 60.44** 82.91** 87.01** 66.14** 94.30** 80.12** 69.48** 110.24** 81.76**

PE+Google 66.28 102.65 77.91 55.85 95.91 82.12 85.78 160.16 75.98 72.43 125.76 76.72 70.43 121.74 78.71 

PE+CoCat 46.62** 52.49** 84.52** 46.96** 60.00** 87.03** 61.34** 77.58** 84.58** 63.80** 75.56** 83.51 54.23** 66.48** 84.32**

“**” means the scores are significantly better than the corresponding previous lines
with p < 0.01.

productivity of human translators. We analyze the human productivity in terms
of translation time, keystrokes and translation quality. To improve the robust-
ness, we average the result values of repeated measurements. All the results are
reported in Table 5. To improve clarity, the comparison statistics of translation
time, keystrokes and translation quality over various assistance are reported in
Fig. 3. As we can see in Fig. 3, on average, human translators are faster and also
achieve better translation quality using CoCat with MinKSR (translating from
scratch or post-editing). Thus, the results in Table 5 verified further the feasibil-
ity of the MinKSR evaluation metric and the CAT-oriented input method.

For translation time and keystrokes, the underline figures and the bold fig-
ures in Table 5 show that our proposed MinKSR always helps human transla-
tors using CoCat input method significantly (with p < 0.01), saving more than
1.59 % time and over 4.85 % keystrokes compared with the strong baseline, i.e.,
(line “MinKSR PE+CoCat” vs. line “BLEU PE+CoCat” and line “MinKSR
PE+CoCat” vs. line “TER PE+CoCat”).

For translation quality, the figures in Table 5 demonstrate that MinKSR can
help human translators using the CoCat input method improve the translation
quality significantly as well (with p < 0.01) by more than 1.6 absolute BLEU
scores over the strong baseline, i.e., (line “MinKSR PE+CoCat” vs. line “BLEU
PE+CoCat”).

In short, the human productivity tests establish that MinKSR improves
actually the productivity of human translations using the CAT-oriented input
method.

In summary, the results of all the above experiments are very promising.
Under the guidance of MinKSR, the underlying MT generates more useful deep
information for the CAT-oriented input method. In the CAT scenario, MinKSR
helps the input method reduce substantially and firmly the keystrokes of trans-
lating process for coordinating human translators, and significantly improves the
actual productivity of human translations.
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Fig. 3. The comparisons of translation time (seconds), keystrokes and quality (BLEU).

6 Conclusion

In this paper, we proposed the MinKSR evaluation metric for coordinating
human translators with the CAT-oriented input method. MinKSR evaluates
both the final MT results and the intermediate results (e.g., n-best candidates,
hypotheses and translation rules), and estimates the keystrokes that can be
saved at least by the integrated MT system. MinKSR is an extension to BLEU.
Under the guidance of MinKSR, the MT system generates more useful deep
information for the input method. Experiments have shown that MinKSR helps
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the CAT-oriented input method substantially reduce the keystrokes of transla-
tion process, and significantly improve the productivity of human translation.
Further more, MinKSR has been friendly combined with the input method, the
existing MT system and the CAT platform.
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Abstract. Current neural machine translation (NMT) usually extracts a fixed-
length semantic representation for source sentence, and then depends on this
representation to generate corresponding target translation. In this paper, we
proposed a pivot-based semantic splicing model (PBSSM) to obtain a semantic
representation including more translation information for source sentence, thus
improving the translation performance of NMT. The spliced semantic repre-
sentation is derived from source languages of trilingual parallel corpus by the
pivot-based NMT. Besides, the proposed PBSSM only depends on one source
language to generate its semantic representation during the encoding process.
We integrated it into the NMT architecture. Experiments on the
English-Japanese translation task show that our model achieves a substantial
improvement by up to 22.9% (3.74 BLEU) over the baseline.

Keywords: Neural machine translation � Pivot-based translation � Semantic
splicing

1 Introduction

The neural machine translation systems implemented as encoder-decoder network with
recurrent neural networks (Mikolov et al. 2010; Rumelhart et al. 1988; Sundermeyer et al.
2012) have achieved impressive performance in many translation tasks (Sutskever et al.
2014; Cho et al. 2014a). Current neural machine translation (NMT) methods usually
extract a fixed-length semantic representation for source sentence, and then generate
corresponding target translation depending on the representation (Sutskever et al. 2014).
Obviously, the semantic representation obtained by the encoder is essential to NMT.

In order to obtain more effective semantic vector, many researchers use multilingual
parallel corpus to train a system that consists multiple encoders and multiple decoders
(Luong et al. 2015a; Dong et al. 2015; Ando and Zhang 2004; Cohn et al. 2007).
Despite their success, these methods center around learning semantic representation
depending on multilingual input to the encoder. However, they neglect the equiva-
lent translation information between multilingual inputs. This work shows that the
equivalent translation information is beneficial for NMT.

In this paper, we put forward the pivot-based NMT model, which significantly
improves the translation quality of English to Japanese. Based on the pivot-based NMT
model, we further enrich the semantic representation, proposing a pivot-based semantic
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splicing model (PBSSM) that achieves a substantial improvement of up to 3.74 BLEU
points over the baseline.

2 Background

In this section, we mainly introduce the pivot-based translation and NMT model with
attention mechanism: RNN-Search (Bahdanau et al. 2015). On the basis of these work,
we put forward pivot-based NMT model and its semantic splicing extension model
(PBSSM).

2.1 Pivot-Based Machine Translation

When being lack of the bilingual parallel corpus from the source language to the target
language, the whole translation performance will be degraded. To solve the problem
caused by the lack of parallel corpus, the pivot language is introduced. The pivot
language as an intermediary establishes a bridge from the source language to the target
language. Pivot-based translation model is shown in Fig. 1.

The representative research methods of pivot-based translation can be divided into
phrase-based translation method (Cohn et al. 2007), sentence-based translation method
(Utiyama et al. 2007) and Corpus-based method (Hua et al. 2009). At present, the
research on pivot-based translation is mainly carried out in Statistics Machine Trans-
lation (SMT). Inspired by the success of NMT, we implement the pivot-based machine
translation by neural network, and propose pivot-based NMT model.

2.2 Attention-Based Neural Machine Translation

The basic NMT model consists of an encoder and a decoder. The encoder reads and
encodes a source sentence, a sequence of vectors x ¼ ðx1; x2; . . .; xmÞ, into a semantic
representation C. The decoder then generates one target word yj; ð1� j� nÞ at a time
from the encoded semantic representation c. Motivated from the observation in (Cho
et al. 2014a), Bahdanau adopted attention mechanism in NMT model, proposed the
attention-based neural machine translation model (Bahdanau et al. 2015) (Fig. 2).

Fig. 1. The Pivot-based translation architecture
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The attention mechanism in translation task allows the model to learn to align
words when translating. The encoder of this model is constructed by a bidirectional
recurrent neural network (BiRNN) (Schuster et al. 1997), which consists of a forward

RNN ~f and a reverse RNN f
 
. When the encoder reads an input source sentence

x ¼ ðx1; x2; . . .; xmÞ, the forward RNN~f calculates a forward sequence of hidden states

ðh*1; . . .h
*

mÞ, and the reverse RNN f
 
computes a backward sequence ð h1

 
; . . . hm

 
Þ. At

each position of the source sentence x, the annotation vector hj ¼ ½~hj; h
 
j� is obtained by

concatenating the hidden states hj
!

and hj
 
. The decoder generates a corresponding

translation y ¼ ðy1; . . .; ynÞ with Beam-Search algorithm. When given the encoded
semantic representation c and all the previously predicted words y ¼ ðy1; . . .; yt�1Þ, the
decoder uses Eq. (1) to predict the next target word yi.

pðyijfy1; . . .; yi � 1g; cÞ ¼ gðyi � 1; si; ciÞ ð1Þ

Where g is a nonlinear function that outputs the probability of yi, and si is the
hidden state at time i which computed by Eq. (2).

si ¼ f ðsi - 1; yi 1; ciÞ ð2Þ

Where f is a nonlinear function, ci is related to the hidden states of the input
sentence, and is calculated by Eq. (3).

ci ¼
XTx

j¼1
aijhj ð3Þ

Where aij is computed by the following Eq. (4).

Fig. 2. The attention-based NMT model
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aij ¼ exp ðeijÞPTx
k¼1 exp ðeikÞ

ð4Þ

Where eij ¼ aðsi � 1; hjÞ is an alignment model. It is used to calculate the relevance
score, which measures how relevant the j-th encoded semantic representation of the
inputs and the output at position i. The score is computed with the decoded hidden state
si and the j-th hidden state hj of the encoder. The alignment model a is jointly trained
with all other parameters.

3 The Framework of Semantic Splicing Extension

Our baseline is implemented with attention-based neural machine translation model. In
order to improve the translation performance of English to Japanese, we utilize multiple
parallel corpora to strengthen the representation of source sentence with the method of
pivot-based translation. As illustrated in Fig. 3.

In Fig. 3, ① refers to a typical NMT structure, ② is an encoder process, ③ is a
decoder process. Referred to in the red dotted line is a typical structure of pivot-based

translation, which consists of ① and ②‚ and ③. It is just the pivot-based NMT model
we propose. In addition, to enrich the semantic representation, we put the semantic
representation of the source language (② on the left side) and the pivot language (②

Fig. 3. The framework of semantic splicing extension (Color figure online)
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on the right side) together to get an extended semantic representation C, and then use
c to generate target translation with the decoder (illustrated as ③). This is the other
model PBSSM (PBSSM) that we propose.

3.1 Pivot-Based Neural Machine Translation Model

In the case of scarcity of bilingual parallel corpora of source language and target
language, the model has a poor performance (Shown in dotted lines in Fig. 1). Based
on the research of pivot-based machine translation and neural machine translation, we
combine their advantages to improve the translation performance.

Considering the environment of pivot language, we introduce the pivot language
between the source language and the target language. Because there exist rich parallel
corpora of the source language to the pivot language and the pivot language to the
target language, which is crucial to the whole process of translation.

In Fig. 4, Model 1 and Model 2 adopt attention NMT model which is described in
Sect. 2.2. After we finish training the two separate models, Model 1 can be used to
translate the source language to the pivot language, and then, use Model 2 to translate
the pivot language to the target language. Model 1 and Model 2 are two separate
models, thus we try to use the available corpus of the source language to the pivot
language as much as possible, to improve the translation performance of the source
language to the pivot language, so does the whole translation system.

3.2 Pivot-Based Semantic Splicing Model

Most neural machine translation models are trained on bilingual parallel corpora. When
we have multilingual parallel corpora, we can make full use of them to improve the
performance of translation. Orhan (Orhan et al. 2016) proposes an attention-based
encoder-decoder network that admits a shared attention mechanism with multiple
encoders and decoders. Orhan proves that using the shared translation system with

Fig. 4. Pivot-based NMT architecture
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multiple parallel corpora can improve the system’s performance with less dataset by
experiments.

Some of our datasets is trilingual parallel corpora, we can use the semantic simi-
larity between parallel corpora, and treat bilingual parallel corpus as input, which will
increase the input information and extend the semantic representation. What described
above is shown in Fig. 5.

To extend semantic representation, the system needs bilingual parallel corpora
lan src1 and lan src2 as input. Using the function / to establish a connection between
the encoded vector c0 from lan src1 and the other encoded vector c00 from lan src2,

thus we can get a new vector c from function / that represents the semantic of bilingual
source language. Then, use the decoder to generate target language with c. As illus-
trated in Eq. (3), calculating the semantic representation is associated with hidden
states of the encoder. When calculating the hidden states, we create the connection
between the hidden state h0 of lan src1 and the other hidden state h00 of the lan src2, as
displayed in Eq. (5) to Eq. (10), where

h0 ¼ ðh00; h01; . . .; h0TÞ; h00 ¼ ðh000 ; h001; . . .; h00TÞ:

where

h0i ¼ ½ h0Ti
�!

; h0Ti
 ��T ; 0� i� Tx0 ;

h00i ¼ ½h00Ti
�!

; h00Ti
 ��T ; 0� i� Tx00 :

Before the forward hidden states are calculated by the forward RNN, they are

randomly initialized with h00
I
; Calculating h0i

I
; 1� i� Tx0 with Eq. (9); Initializing h000

I

Fig. 5. The structure of extended semantic vector
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with Eq. (6); Computing h00i
I
; 1� i� Tx00 with Eq. (10). And, before the hidden states are

calculated by the reverse RNN, they are randomly initialized with h00Tx00
S
, Calculating

h00i
S
; 1� i� Tx0 � 1 with Eq. (8); Initializing h0Tx0

S
with Eq. (5); Computing

h0i
S
1� i� Tx0 � 1 with Eq. (7).

h0Tx0
S
¼ rðW

h0
S
x0
Þx0Tx0 þW

h00
S
h0
S h00T0

S
þ b

h0
s ð5Þ

h000
I
¼ r(W

h00
r
x00
)x
00
0þW

h0
r
h00
r h00Tx00

S
þ b

h00
r ð6Þ

h
0
i

S

¼ rðW
h00
S
x00
Þx00i þW

h00
S
h00
S h

00
iþ 1

S

þ b
h00
S ð7Þ

h00i
S
¼ rðW

h00
S
x00
Þx00i þW

h00
S
h00
S h00iþ 1

S
b
h00
S ð8Þ

h00i
I
¼ rðW

h00
r
x00
Þx00i þW

h00
r
h00
r h00i�1

I
þ b

h00
r ð9Þ

h00i
I
¼ rðW

h00
r
x00
Þx00i þW

h00
r
h00
r h00i�1

I
þ b

h00
r ð10Þ

where
x00: the first word of lan src1;
x000: the first word of lan src2;
h0T : the hidden state of the last word of hidden state h0 from lan src1, which is the

last component of h0,h0 ¼ ðh00; h01; . . .; h0TÞ;
h00: the component of the zeroth word of the hidden state h00 from lan src1;
h
00
T : the hidden state of the last word of hidden state h00 from lan src2, which is the

last component of h00,h00 ¼ ðh000 ; h001; . . .; h00TÞ;
r: non-liner function, generally Sigmoid function or Tanh function;
w: the corresponding weight matrix;
b: the corresponding bias vector.

It can be known that the semantic representation c contains the source information
of lan src1 and lan src2 through the analysis of Fig. 5. Therefore, the target language
generated by the decoder with c will be more accurate. But, it is not difficult to find that
the translation model of lan src1 to lan trg and the other translation model of lan src2
to lan trg are not independent, so do the parameters. And both of the processes of
training and testing will need the parallel languages as input. It has a larger price and
does not conform to the user’s habits. Considering the pivot-based NMT model
described in Sect. 3.1, we can extend the semantic representation based on this model,
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which leads to the PBSSM defined in Fig. 6. Importantly, this model needs bilingual
input in training while only monolingual input in testing.

The model with framework shown in Fig. 5 has a disadvantage of requiring
bilingual input both training and testing. We can use the advantage of the pivot-based
NMT model to make up for this shortcoming. The model we propose is shown in
Fig. 6, pivot language is lan src1, source language is lan src2, target language is
lan trg. To enrich semantic representation of pivot language, we still link it with the
semantic representation of source language. Therefore, the PBSSM we proposed needs
bilingual input in training while only monolingual input in testing.

4 Experiment

In this section, we will first introduce our datasets, parameter settings and experimental
results, and then we analyze the results.

4.1 Datasets

We evaluate the proposed model on the task of English-Japanese translations, using
more than one parallel corpus. The Trilingual corpus of Chinese, Japanese and English
we use in experiment is from Harbin Institute of Technology (HIT) (Yang et al. 2006).
HIT corpus contains sports, tourism, transportation, catering, and business and other
fields, a totality of 59, 600 pairs of parallel sentences.

In addition, we also use the IWSLT2012 English-Chinese parallel corpus that is
oral language corpus, a totality of 72,575 pairs of parallel sentences. Apart from this,
there is also Foreign Broadcast Information Service (FBIS) parallel corpus. FBIS is a
corpus in the news field, contains about 220, 000 pairs of parallel sentences. Table 1 is
the statistics of the scale of the datasets used in the experiment.

Fig. 6. Pivot-based semantic splicing model
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4.2 Settings

As a baseline, we use the RNN-search model proposed by (Bahdanau et al. 2015).
Since our datasets are basically spoken language, involving much shorter sentences,
thus we use sentences of length up to 30 symbols. Both of the encoder and decoder
have 1500 cells and 1500 dimensional word embeddings. We train each model using
stochastic gradient descent (SGD) with Adam (Kingma and Ba 2015) as an adaptive
learning rate algorithm. Each SGD update is computed using a minibatch batch of 80
examples. And, we use the beam-search with beam-width 10 to (approximately) find a
translation of maximum log-probability. The vocabulary size of each language is set
differently by experiments, shown in Table 2. Our baseline only uses HIT corpus, we
trained English-Japanese model and Chinese-Japanese model separately. And, we use
HIT corpus, IWSLT2012 corpus and FBIS to train pivot-based NMT model and
PBSSM with translation English to Japanese task.

4.3 Experimental Results

We present the translation performance measured by BLEU score in Table 3. We use
the RNN-search as our baseline, and test the translation of English to Japanese and the
translation of Chinese to Japanese separately with HIT corpus. As illustrated in Table 2,
the Chinese to Japanese translation results clearly superior to English to Japanese. Due
to, in our datasets, that the parallel corpus of English and Japanese is limited, and the
parallel corpus of English and Chinese is abundant, i.e.IWSLT2012 and FBIS. Thus, we
take Chinese as the pivot language, English as the source language and Japanese as the
target language in pivot-based NMT model and PBSSM. Besides, in the process of
translating English to Chinese, we join other corpus, such as IWSLT2012 corpus and
FBIS, to improve the translation performance. According to the datasets, we set up three
groups of experiments. Among them, we translate Chinese to Japanese only use HIT
corpus. While there are three groups settings when translating English to Chinese, they

Table 1. The statistics of datasets

Corpus Scale(pair)

HIT 57600
IWSLT2012 (English-Chinese) 72575
FBIS 221348

Table 2. The vocabulary size of different corpus

Corpus Size

HIT(Chinese) 23000
HIT(English) 18000
HIT(Japanese) 16000
HIT(Chinese) + IWSLT(Chinese) 28000
HIT(English) + IWSLT(English) 21000
HIT(Chinese) + FBIS(Chinese) 30000
HIT(English) + FBIS(English) 30000
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are HIT corpus, the union of HIT corpus and IWSLT2012 and the union of HIT corpus
and FBIS. We set the parameters as Table 2 and described in Sect. 4.2, use the model
introduced in Sect. 3, finish our experiments, the result are shown in Table 3.

4.4 Analysis

In Table 3, the Chinese to Japanese translation result is much better than English to
Japanese in our baseline with HIT corpus. This is because the lexical and grammatical
structure of Chinese and Japanese is more close than that of English and Japanese. When
we only use HIT corpus to train the pivot-based NMTmodel, the result is worse than the
baseline. It is due to the poor performance in English to Chinese translation. When we
enrich the parallel corpora of English and Chinese, with the improvement of the trans-
lation quality of English to Chinese, the translation result of Chinese to Japanese is also
increased. Especially using FBIS to extend the corpus of English to Chinese, English to
Japanese translation quality has been greatly improved, due to the large amount of FBIS,
which nicely proves the validity of the pivot-based NMT model. And when we use the
PBSSM with the same settings and data as the pivot-based NMT model, the translation
quality has improved further, which proves the effectiveness of our proposed method
once again. It is because the PBSSM uses the extended semantic representation linked
with the semantic representation of pivot language which strengthens the information of
the encoded semantic representation of the input, thus brings a good experimental result,
and the model only requires one language as input in practical use.

5 Conclusion

In this paper, we explore the pivot-based semantic splicing to improve semantic rep-
resentation of source input in the end-to-end neural machine architecture. We imple-
ment the pivot-based translation method by neural network, and combine other related
semantic representation to the encoder on multiple parallel corpora. Experiments on the
English-Japanese translation task show that our proposed model substantially improves
the translation performance.

In the future, we can try to apply more complex splicing function on PBSSM, to get
better expression of inputs. In addition, we can add constraint on the encoded semantic
expression of input languages.

Table 3. The experimental results

System Dataset BLEU(%)

Chinese-Japanese (RNN-Search) HIT 22.19
English-Japanese (RNN-Search) HIT 16.35
English-Chinese-Japanese (Pivot-based NMT model) HIT 14.64
English-Chinese-Japanese (Pivot-based NMT model) HIT + IWSLT 17.06
English-Chinese-Japanese (Pivot-based NMT model) HIT + FBIS 19.53
English-Chinese-Japanese (PBSSM) HIT 15.53
English-Chinese-Japanese (PBSSM) HIT + IWSLT 17.38
English-Chinese-Japanese (PBSSM) HIT + FBIS 20.09
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Abstract. Recently a simple linear transformation with word embed-
ding has been found to be highly effective to extract a bilingual lexicon
from comparable corpora. However, the assumption that the pairs of
bilingual word embedding for training this transformation satisfy a lin-
ear relationship automatically actually cant be guaranteed absolutely in
practice. So the transformation of the source language to the target one
is not consistent with the one of the target language to the source one.
Given the translation candidate n-best list of a source word, we propose
a bi-directional linear transformation based re-ranking method by com-
bining the two direction linear score. The experimental results confirm
that the proposed solution can achieve a significant improvement of 69%
in the precision at Top-1 over the unidirectional baseline approach on
the English-to-Chinese bilingual lexicon extraction task.

1 Introduction

Bilingual lexicons serve as an invaluable resource of knowledge in various natural
language processing tasks, such as cross-lingual information retrieval [1] and
machine translation [14]. Generally, bilingual lexicons can be compiled by the
linguists manually or the statistical alignment on the parallel corpora. However,
compiling such lexicons manually is often an expensive task, while the methods
for mining the lexicons from parallel corpora are not applicable for language
pairs and domains where such corpora is unavailable or missing. Therefore the
automatic bilingual lexicon extraction (BLE) from comparable corpora [4,6,8,
15], where the documents are not direct translations each other but share a topic
or domain, has attracted many researchers.

In recent years, Distributed Representation [2,5,7,16] for a word, which is
often called word embedding, has been extensively studied. Word embeddings
project discrete words to a dense low-dimensional and continuous vector space
where co-occurred words are located close to each other. Inspired by the approx-
imate linear relation in the bilingual scenario (as shown in Fig. 1), a linear trans-
formation [13] is learned to project semantically identical words from a language
to another with the corresponding word embedding. Although its simplicity, the
authors reported a high accuracy on a bilingual lexicon extraction task.
c© Springer Nature Singapore Pte Ltd. 2016
M. Yang and S. Liu (Eds.): CWMT 2016, CCIS 668, pp. 25–34, 2016.
DOI: 10.1007/978-981-10-3635-4 3
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In practice, the bilingual word embeddings for the words translating each
other in two languages are not easy to be linearly mapped with comparable
corpora. The reasons can be explained as follows:

– the word embeddings obtained in [13] are learned from the WMT111 parallel
corpora other than comparable corpora which is often extremely asymmetrical.

– the performance achieved by the approach [13] is very high on the English
to Spanish direction and very low on the English to Vietnamese direction. It
shows the quality of linear relation of bilingual word embedding automatically
learned is very diverse for different language pairs.

– all the word embeddings in a language are learned independently from some
copora so that the relation between the corresponding word embeddings in
two languages is not explicit to be guaranteed.

Fig. 1. Word embeddings of animals in English (left) and Spanish (right) in [13]. It
can be seen that these concepts have similar geometric arrangements in both spaces,
suggesting that it is possible to learn an accurate linear mapping from one space to
another.

Under the condition where the assumption of bilingual linear relation is not
adequate the transformation from the source language to the target one is very
different with the one in the reverse direction. This will result in the inconsistent
rank for a pair of the source target word and the correct translation candidate in
the two directions. In this paper, we propose a bi-directional linear transformation
(BLT) based re-ranking method for BLE by interpolating the two direction linear
transformation scores to choose the translation candidates which both rank higher
in the translation candidate n-best list. The experimental results confirm that the
proposed solution can achieve a significant improvement over the unidirectional
linear transformation (ULT) method [13]. Specifically, in this work we:

– firstly learn the word embeddings on the monolingual side of the comparable
copora,

– and learn the two transformations from the source language to the target one
and vice versa with a bilingual seed lexicon,

1 www.statmt.org/wmt11/.

www.statmt.org/wmt11/
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– then given a source word to be translated, we get its translation candidate n-
best list and the corresponding scores with the source-to-target transformation,

– finally, for every pair of every translation in the candidate list and the source
word, we calculate the score with the target-to-source transformation. And
with two scores mentioned as above, we re-rank the source-to-target transla-
tion candidate list into the new translation candidate n-best list with a linear
weighted interpolation.

2 Word Embedding

Mikolov et al. proposed a skip-gram model [12] to learn word embedding which
aims at predicting the context words with a word in the central position. Mathe-
matically, the training process maximizes the following likelihood function with
a word sequence w1, w2, . . . , wN :

1
N

N∑

i=1

∑

−C≤j≤C

logP (wi+j |wi) (1)

where C is the length of the context in concern, and the prediction probability
is given by a softmax function:

P (wi+j |wi) =
exp(cTwi+j

cwi
)

∑
w exp(cTwcwi

)
(2)

where w is any word in the vocabulary, and cw is a continuous vector which
denotes the word embedding of word w.

3 Bi-directional Linear Transformation Based Re-ranking

3.1 Uni-directional Linear Transformation (ULT) for BLE

Mikolov et al. [13] solved the bilingual lexicon extraction task with learning a
linear transformation matrix from the source language to the target language by
the multiple linear regression. Let Σ ∈ Rn1×d1 and Ω ∈ Rn2×d2 be word embed-
dings space of two different vocabularies in two language where rows represent
words. During the training period we choose Σ

′ ⊂ Σ where every word in Σ
′
is

translated to one other word in Ω
′ ∈ Ω, Σ

′ ∈ Rn×d1 and Ω
′ ∈ Rn×d2 . In other

words, Σ
′

and Ω
′

consist of the bilingual seed lexicon.
The objective function is as follows:

Ŵ = argmin
W∈Rd2×d1

n∑

i=1

‖Wx�
i − y�

i ‖2 (3)

where xi ∈ Σ
′

is the word embedding of word i in the source language and
x�
i is its transpose, yi ∈ Ω

′
is the word embedding of the translation of xi,
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Ŵ is called the linear transformation matrix. The solution of Eq. 3 is Ŵ =
(Σ

′T
Σ

′
)−1Σ

′T
Ω

′
.

During the prediction period, given a new source word embedding x, the
standard way to retrieve its translation candidate word in the target language
is to return the top-n nearest neighbours (in terms of cosine similarity measure)
of mapped y� = Ŵx� from the set of word embedding of the target language,
i.e. Ω, that is

candNbest(x) = {y| argmaxN
y∈Ω

score(ŴxT , yT )} (4)

Here, score(a, b) = cosine(a, b).

3.2 Re-ranking for Bilingual Lexicon Extraction with Bi-directional
Linear Transformation (BLT)

As discussed in the Sect. 1, the pairs of bilingual word embedding for training
the linear transformation are assumed to be linearly correlated which actually
can’t be guaranteed very well in practice. So the transformation from the source
language to the target one is very different with the one in the reverse direction.
This will result in the inconsistent rank for the pair of the source target word and
the correct translation candidate in the two directions. In this paper, we propose
a bi-directional linear transformation based re-ranking method by interpolating
the two direction linear scores to choose the candidate translation which can
both rank higher in the candidate list.

Specifically, we firstly use the bilingual seed lexicon to learn the two direction
transformations,

Ŵs2t = argmin
W∈Rd2×d1

n∑

i=1

‖Wx�
i − y�

i ‖2 (5)

Ŵt2s = argmin
W∈Rd1×d2

n∑

i=1

‖Wy�
i − x�

i ‖2 (6)

During the prediction period, given a new source word embedding x, we first
use the Ŵs2t to get the translation candidate list candNbest(x), and re-rank this
candidate list as follows,

bi score(x, y) = α · scores2t(Ŵs2tx
T , y) + β · scoret2s(Ŵt2sy

T , x) (7)

Here y ∈ candNbest(x), and 0 < α, β < 1, α + β = 1.

4 Experiment and Results

4.1 Experimental Settings

In this paper, we carry on the bilingual lexicon extraction task in the English-
to-Chinese direction. For the comparable corpora, we use the English Gigaword
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Corpus (LDC2009T13) and the Chinese Gigaword Corpus (LDC2009T27). In
order to align these two comparable corpora better, we select the part of the two
corpus published by Xinhua News Agency which contains news articles from
January 1995 to December 2008.

In the corpus preprocessing step, we performed these operations:

– For the English corpus, we tokenize the text using the scripts from www.
statmt.org.

– For the Chinese corpus, we segment the text using the Stanford Chinese Word
Segmenter2.

– Duplicate sentences are removed.
– Numeric values are rewritten as a single token according to the heuristic rules.

Details of every corpus are reported in Table 1.

Table 1. The size of the monolingual
corpora for English and Chinese. The
vocabularies consist of the words that
occurred at least ten times in the corpus.

English Chinese

Training tokens 326 M 346 M

Vocabulary size 136 K 205 K

Table 2. The statistics of the train
set, dev set and test set for BLE. The
average number of the translations for
a English word is more than 4.

Train set Dev set Test set

Entries 64692 2062 10576

Words 14413 500 2500

Avg 4.48 4.12 4.23

For every language, we use the same setup to train the skip-gram model. We
use the word2vec toolkit3 to learn the word embeddings. We just consider the
words occurred at least 10 times, and set a context windows of 3 words to either
side of the center. Other hyper-parameters follow the default software setup.

To obtain a bilingual lexicon between English-to-Chinese to train the bilin-
gual transformation matrix, we use an in-house dictionary which consists of
55668 English words and 137420 Chinese words. We filter this dictionary with
the vocabulary of monolingual corpora for English and Chinese. From the filtered
dictionary, we randomly select 2500 (500) different English words and its trans-
lation as test set (dev set), and the left dictionary as the training set. Details of
the train set and test set are listed in Table 2.

We make the uni-directional linear transformation as our baseline system,
and evaluate the performance for our method and the baseline with the Top-N
Precision and the Mean Rank Reciprocal (MRR). Here the Top-N Precision and
MRR are defined as follows,

PN =
∑

t m(t)
T

(8)

2 http://nlp.stanford.edu/software/segmenter.shtml.
3 https://code.google.com/p/word2vec.

www.statmt.org
www.statmt.org
http://nlp.stanford.edu/software/segmenter.shtml
https://code.google.com/p/word2vec
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where T means the size of the test set and t means some test word. If some
correct translation of t appears in the translation candidate n-best list, we set
m(t) = 1.

MRR =
1
T

×
T∑

i=1

1
ranki

(9)

where ranki means the highest rank of the correct translation for i -th word in
the test set, and if there is no correct translation in the candidate list, we set

1
ranki

= 0.

4.2 Results

In our re-ranking method, there are 3 hyper-parameters, d, α,N , where d means
the dimensions of the word embeddings, and N means the length of the transla-
tion candidate n-best list. And we use the dev-set to tune these hyper-parameters
to achieve the best performance.

We firstly use the word2vec toolkit on each monolingual side of the compara-
ble corpora mentioned above to learn the monolingual word embeddings for the
two languages. In order to test our system effectiveness for the different dimen-
sions of word embedding, we learn the word embeddings with the dimensions
{200, 400, 600, 800, 1000} in the two languages. Firstly we fix α = β = 0.5 and
N = 100, the performance of our BLT based re-ranking method and the base-
line ULT method is shown in the Fig. 2. In the Fig. 2, the green dashed line is
our re-ranking method and the black solid line is the baseline method. In the
Fig. 2, for all the dimensions, our BLT based re-ranking method outperforms
the baseline method significantly. At d = 800, the baseline system achieve the
best performance. So in the experiments below, we all set the d = 800.

Next, we tune the length of translation candidate n-best list N from the set
{1, 2, 3, 4, 5, 10, 20, 30, 40, 50, 100, 150, 200} on the dev set. The performance of
the BLT based re-ranking methods is compared at the Fig. 3. From the Fig. 3,
we can see the performance is increased rapidly when we increase N at first,
while after N = 50 the performance of our BLT based re-ranking method keeps
constant almost. And in the experiments below, we set N = 100.

At last, we set d = 800, N = 100 and tune the different value α from the set
{0.3, 0.4, 0.5, 0.6, 0.7, 0.8}. The performance for the different α is shown at the
Fig. 4. According to the performance for the different hyperparameters on the
dev set, we set d = 800, α = 0.4, N = 100 in the experiments performed at the
test set.

The performance for the BLT based re-ranking and the baseline system ULT
on the test set is shown at Tables 3 and 4. From the Tables 3 and 4 we can see our
BLT based re-ranking method can improve the baseline system significantly, and
the Top-1 precision grow from 0.134 to 0.227, which is a significant improvement
of 69%. The same growth can be seen at the MRR. We choose three translation
examples whose translation candidates are improved by our reranking method
from the dev set as Table 6. We can see the correct translation of recall has
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Fig. 2. The performance of the BLT
based re-ranking and ULT with the dif-
ferent dimensions of the word embed-
ding on the dev set.

Fig. 3. The performance of the BLT
based re-ranking with the different
sizes of translation candidate n-best list
on the dev set.

Fig. 4. The performance of the BLT based re-ranking with the different value for α on
the dev set.

Table 3. The precision over the test
set at the Top-1, Top-10 and Top-50
achieved by the BLT based re-reranking
method and the ULT method.

Method P@1 P@10 P@50

Baseline (ULT) 0.134 0.328 0.472

BLT re-ranking 0.227 0.424 0.520

Table 4. The MRR over the test
set achieved by the BLT based re-
reranking method and the ULT
method.

Method MRR

Baseline (ULT) 0.199

BLT re-ranking 0.295

been reranked at the 1st in the new candidate list because the score of translated
as recall, 0.427, is rather higher. And the wrong translation of beware
has been reranked lower because the score of translated as beware, 0.377,
is very low. For the example netscape, the new rank of the correct translation

is better although it can’t be correctly translated.
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Finally, we test our BLT based re-ranking method on the word embedding
trained on the other corpora. We use the English word embeddings released from
the Google News dateset4. This copora consists of 100 billions tokens, 3 millions
words and phrases, where the dimension for a word embedding is pretrained as
300. We keep the Chinese word embedding unchanged. The performance on the
test set with the new English word embedding can be seen at Table 6. From the
table, we see our BLT based re-ranking method outperforms the baseline system
significantly too (Table 5).

Table 5. The precision over the test set at the Top-1, Top-10 and Top-50 achieved by
the BLT based re-reranking and the ULT with the English word embedding using the
GoogleNews-vector.

Method P@1 P@10 P@50 Coverage

Baseline (ULT) 0.104 0.262 0.400 95.2%

BLT re-ranking 0.227 0.424 0.520 95.2%

Table 6. The 3 examples whose translation is improved by the BLT based re-ranking
methods on the dev-set.

5 Related Works

In the BLE task from comparable corpora, most of the previous methods [4,6,
8,15] are based on the distributional hypothesis that a word and its translation
4 google GoogleNews-vectors-negative300.bin.gz.
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tend to appear in similar contexts across languages. Based on this assumption,
generally an unsupervised standard approach [3,11] which uses the co-occurred
context words to represent the target word calculates the context similarity and
then extract word translation pairs with the highest similarity.

Another unsupervised approach in [17] uses the bilingual topic distribution
to represent the target word. The authors train a bilingual topic model on the
document-aligned comparable corpora. It attempts to abrogate the need of seed
lexicon. However, the bilingual topic representation must be learned from aligned
documents.

Recently some supervised approaches have been tried to solve the BLE task.
An linear classifier [9] and a Random Forest classifier [10] are used to automat-
ically decide if two words in source language and target language are translated
each other. A linear transformation matrix [13] is learned to project semantically
identical words from one language to another. In this approach, the word is rep-
resented with a continues and dense vector i.e. word embedding. It is surprising
that this approach achieved a high accuracy on a bilingual word translation than
the standard approach. An normalized approach [18] is proposed to enhance the
word embedding.

6 Conclusions

In this paper we argue the assumption that the pairs of bilingual word embedding
for training the linear transformation for bilingual lexicon extraction satisfy a
linear relationship automatically actually cant be guaranteed absolutely in prac-
tice. So the transformation of the source to the target is not consistent with
the one of the target to the source. In this paper, we propose a bi-directional
linear transformation based re-ranking method by weighted interpolating the
two direction linear scores to choose the translation candidate which both rank
higher in two the candidate lists. The experimental results confirm that the
proposed solution can achieve a significant improvement over the unidirectional
linear transformation. In the further, we plan to test our method on the other
languages.

Acknowledgments. This work is supported by the project of National Natural Sci-
ence Foundation of China (91520204).
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Abstract. In this paper, we propose a novel approach learning bilingual
representations to predict quality estimation of machine translation. We
use two bi-directional Long Short-Term Memory (LSTM) based archi-
tectures map the source sentence and target sentence to two context
vector of a fixed dimensionality, then we compute the weighted cosine
distance of the two vectors to estimate the translation quality of the tar-
get sentence. Our experimental results show that our model improve the
performance over a baseline system with 17 features in the English-to-
Spanish sentence-level quality estimation task of WMT15.

Keywords: Machine translation · Quality estimation · Deep learning

1 Introduction

Quality Estimation (QE) is an interesting topic in the field of machine translation
(MT). QE system plays an remarkable role in guiding for improving the MT per-
formance and post-editing efficiency. Different from MT evaluation, QE systems
aim at predicting the translation quality of MT system outputs without any ref-
erence translations [1,15]. The first sentence-level QE shared task is established
in WMT2012 [5]. Each year since then, QE is encouraged as an successive task
rely on introducing new granularity levels (sentence-level/document-level/word-
level/phrase-level), new language pairs, and new datasets in different domains
[2–4].

Sentence-level QE, which is the most popular track in QE tasks, estimates
a score for each machine translation sentence to fitting the quality score of MT
outputs or ranking, such as HTER [14]. Current sentence-level QE researches
focus on feature engineering. Kinds of features from source and target texts
and external resources are proposed for machine learning framework such as
baseline features [17] and latent semantic indexing based features [11] and word
embedding features [13]. But these features, which has played a key role in the
QE, is time consuming.

Recurrent neural network have shown their potential in modeling bilingual
sentence, including syntactic and semantic information. For instance, neural net-
work model [6,12,18] have been successfully explored in machine translation.
c© Springer Nature Singapore Pte Ltd. 2016
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In this paper, we present a novel approach learning bilingual representations
to predict quality estimation of machine translation at sentence-level. In our
work, we use two bi-directional Long Short-Term Memory (LSTM) architectures
map the source sentence and target sentence to two context vector of a fixed
dimensionality, then we compute the weighted cosine distance of the two vectors
to estimate the translation quality of the target sentence. Our experimental
results show that our model improve the performance over a baseline system
with 17 features in the English-to-Spanish sentence-level quality estimation task
of WMT15.

The remainder of this paper is organized as follows. In Sect. 2, we introduce a
sentence-level representation based LSTM. In Sect. 3, we describe our approach,
which combines source and target sentence-level representations by the weighted
cosine distance. In Sect. 4, we report evaluation results, and conclude our paper
in Sect. 5.

2 A Sentence-Level Representation Based LSTM

The simple recurrent neural network (RNN) for sentence representations is to
find a dense and low dimensional vector by sequentially and recurrently process-
ing each word in a sentence. However, it is generally difficult in learning the long
term dependency within the sequence because of vanishing gradients problem.

To tickle with the problem, LSTM model [7–9] introduces a new structure
called a memory cell (see Fig. 1). A memory cell is composed of four main ele-
ments: an input gate, a neuron with a self-recurrent connection (a connection to
itself), a forget gate and an output gate.

In this section, we use LSTM model for learning the sentence embedding
vectors for QE. The architecture of LSTM illustrated in We use the architecture
of LSTM for the proposed sentence embedding method as follows:

−→
it = σ(

−→
Wi Ex xt +

−→
Ui

−−→
ht−1 +

−→
bi ) (1)

−→̃
Ci = tanh(

−→
Wc Ex xt +

−→
Uc

−−→
ht−1 +

−→
bc ) (2)

−→
ft = σ(

−→
Wf Ex xt +

−→
Uf

−−→
ht−1 +

−→
bf ) (3)

Fig. 1. Illustration of an LSTM memory cell.
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−→
Ct =

−→
it ∗

−→̃
Ct +

−→
ft ∗ −−→

Ct−1 (4)

−→ot = σ(
−→
Wo Ex xt +

−→
Uo ∗ −−→

ht−1 +
−→
Vo

−→
Ct +

−→
bo) (5)

−→
ht = −→ot ∗ tanh(

−→
Ct) (6)

where xt is the t− th word in the given source or target sentence, code as a one-
hot vector. Ex is the word embedding matrix. it, ot, ft, Ct are input gate, forget
gate, output gate and cell state vector respectively. σ() is the sigmoid function.
Wi,Wc,Wf ,Wo ∈ Rn× m, Ui, Uc, Uf , Uo ∈ Rn× n, Vo ∈ Rn× 2n are weights.
Again, m and n are the word embedding dimensionality and the number of
hidden units respectively.

In this paper, we use bidirectional LSTM by concatenating the forward and
backward states to obtain the annotations.

ht =

[−→
ht←−
ht

]
(7)

The sentence-level representation vector is computed by a single LSTM layer
followed by an average pooling and a logistic regression layer.

ctxx =
1
Tx

Tx∑

l=1

(htl) (8)

3 Quality Estimation Model with Neural Network

In this section, we explain our quality estimation model with neural network in
detail, Fig. 2 sketches the frame work of QE with Neural network.

Let X and Y be a source sentence of length Tx and a target sentence of
length Ty respectively:

X = (x1, x2, ..., xTx
) (9)

Y = (y1, y2, ..., yTy
) (10)

We represent the source and target sentences as two context vectors ctxx and
ctxx by the sentence-level. And a logistics sigmoid function is used to compute
the source and target QE vectors such that

Vx = σ(Wx ∗ ctxx) (11)

Vy = σ(Wy ∗ ctxy) (12)
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Fig. 2. Framework of quality estimation with neural network

where Wx,Wy ∈ R2n× 2n are matrix weights of the source and target context
vectors. The logistics sigmoid function holds the value in a range of each element
of VX , VY in a range of [0, 1].

Given a source sentence, to predict the quality estimation score as an HTER
score for target sentence, a cosine distance is used as follows:

QE(X,Y ) = 1 − cos(VX , VY ) (13)

where

cos(VX , VY ) =
VX · VY

|VX | ∗ |VY | (14)

3.1 Pre-training with Parallel Data

Because small amount of data with does not support the training of QE model
with neural network, we use a large parallel data to pre-train the model.

Given a parallel sentence pair <X,Y >, our goal is to maximize the negative
QE score between the source and target sentences. We take the sentence pair
<X,Y > as a positive instance, and select another target sentence Y

′
in sentence

pair <X
′
, Y

′
>, then package the X, Y

′
as a negative instance <X,Y

′
>. To make

the QE score of positive in larger than the negative by some margin η, we utilize
the following pairwise ranking loss:

L(X,Y ) = max{0, η − QE(X,Y ′) + QE(X,Y )} (15)
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where η = 1, and Y ′ �= Y is a random translation in the bilingual data. In this
paper, we introduce an additional constraints HTER(Y ′, Y ) > 0.7. The model
minimizes the pairwise ranking loss in all training data:

L = σX,Y L(X,Y ) (16)

We use the Stochastic gradient descent (SGD) algorithm with adaptive learn-
ing rate (Adadelta) [19] to learn the parameters in our proposed model. The
learned neural networks are used to initialize our proposed model in fine-tune
phrase.

3.2 Fine-Tuning with Post-editing Data

In the fine-tuning phrase, our model is trained on the post-editing data, which
contains the source, target and post-edit texts <X,YX , Ŷ >. Our goal is to min-
imize the mean square error between predict QE score and HTER score, so we
utilize the following loss function:

L(X, Ỹ ) = (HTER(X, Ỹ ) − QE(X, Ỹ ))2 (17)

We also use the SGD algorithm with Adadelta to learn the parameters in
our proposed model. Different from the pre-training phrase, we fix the word
embedding in fine-tuning phrase. Finally, the learned model are used to predict
the QE score.

4 Experiments

4.1 Experimental Settings

We present our experiments on WMT2015 Quality Estimation Share Task at
sentence level of English-Spanish. We pre-train our model on the English-Spanish
parallel corpus of Europarl v7 [10]. We trained bi-directional RNNs having 1000
hidden units on source and target sentence to get two context vectors of 2000
dimensions. The source and target word embedding are both 512 dimensions.
The batch size of we fine-tune our model on the training set of WMT2015 QE
task 1. And predict QE score on the test set in the shared task. All the data are
describe in Table 1.

Table 1. Data settings

Data Size Description

Pre-training 1,960,522 Source, target

Fine-tuning 13,000 Source, MT, target

Test 1,817 Source, MT, target
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To evaluate the prediction models, we use four evaluation metrics in the task:
Mean absolute Error (MAE), Root Mean Squared Error (RMSE), Spearman’s
correlation (Spearman), and Delta Average (DeltaAvg).

4.2 Results and Analysis

Tables 2 and 3 present the results of the QE models on the test for the scoring
variant. We use the 17 QUEST++ baseline features to train our baseline [16].
The pre-training results are generated by our model without fine-tuning. The
fine-tuning results are generated by our final model.

Table 2. The result on test set for the scoring variant of WMT2015 sentence-level

System ID MAE RMSE

Baseline 14.82 19.13

Pre-train 17.26 23.47

Fine-tune 14.48 18.86

Table 3. The result on test set for the ranking variant of WMT2015 sentence-level

System ID DeltaAvg Spearman

Baseline 2.16 0.13

Pre-train 2.08 0.10

Fine-tune 6.04 0.27

From Table 2, we can find that our proposed model (fine-tune) are better
than baseline in both regression metrics (MAE and RMSE) and ranking metrics
(DeltaAvg and Spearman). And only pre-training model have no improvement
comparing with baseline model.

5 Conclusion

This paper described an method of learning bilingual representations to pre-
dict quality estimation of machine translation at sentence-level. This model is a
language independent QE model using LSTM. We represent source and target
sentences to the context vectors and connect the two vectors by consine similar-
ity. We propose a pre-training approach to learning the model on bilingual data
using a pairwise ranking loss function and then fine-tune the model on a small
quality estimation data. We get a significant performance over baseline in both
scoring task and ranking task of WMT15.
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Abstract. In statistical machine translation, training data usually have the
characteristics of diverse sources, multiple themes, different genre, and are often
not in accordance with the domain of target text to be translated, resulting in
domain adaptive problem. The existing adaptive methods for statistical machine
translation aim for the target text and focus on the selection of training data and
the adjustment of translation models. These approaches have not specified
explicit domain labels for texts or data. This study gives explicit domain labels
and uses two examples for specific context knowledge, (1) Domain knowledge
based on Chinese Thesaurus are applied to assign domain labels of Chinese
Library Classification Number to Chinese texts; (2) Two-dimensional lexical-
ized domain knowledge, such as Semantic Category and Application Scenarios,
is used to label Japanese sentence. Based on the obtained domain labels for
development data and test data, the training data can be filtered to achieve the
goal of domain consistency. Experiments show that only a part of the training
data can gain a comparable translation performance to the whole training data.
This shows that the method is efficient and feasible.

Keywords: Statistical machine translation � Training data selection � Chinese
thesaurus � Chinese thesaurus � Domain label � Domain adaption

1 Introduction

Statistical machine translation (SMT) [1] system is usually trained on bilingual corpora
(hereinafter referred to as training data), and learns translation rules from training data
to generate their target translation in a log-linear optimization model. In this process,
translation quality is affected by many factors, for example, the quality of sentence
alignment, the scale and the domain of bilingual sentences. In general, when training
data has closer domain to the test data, higher quality of sentences alignment and bigger
scale of sentences pairs, more accurate translation rules will be learned and translation
system will be more robust. In practice, higher quality and bigger scale of training data
often results in its complex resources and diverse themes, which are usually different
from the test data and lead to domain adaptive problem.

The goal of domain adaptation in SMT is filtering and devising training data, or
designing and adjusting translation model, so that SMT system can generate translation
results with more domain properties. There are many adaptive methods in SMT, which
include data selection method, hybrid model method, semi-supervised learning method
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and topic model method [2]. Data selection method design similarity functions to select
the training data which domain are similar to test data; Hybrid model method divides
training data into several parts, then uses each part to train translation sub-model and
adjust weights for each sub-model; The semi-supervised learning method combine test
sentences with its translation results to form bilingual sentence pairs and then puts them
into training data to train translation system iteratively until the system acquires a stable
translation performance. The topic model methods mix topic information in training or
decoding process of translation system to improve translation quality. However, All
above methods consider test data as a benchmark and focus on adjustment of training
data or translation models for domain adaptation. Those methods have not given a clear
specific domain label for their training data or test data. Once test data change, those
methods need to implement domain adaptation again. If domain labels are added to
each sentence in training data or test data, they can first classify various data into
different special category, and then train the translation sub-model for each respective
category. Thus even if test data changes, the only thing we need to do is to find domain
label for test data, and choose the corresponding translation sub-model. This pattern is
more suitable to maintain SMT system and helpful for data accumulation and long-term
planning.

Nowadays domain has no an explicit definition. Different genres, topics, styles of
language are considered as different domains; Different national or ethnic origins,
dialects, etc. could be considered as different domains too. This study give explicit
domain label and use two examples for specific context knowledge, (1) Domain
knowledge based on “Chinese Thesaurus” [3, 4] is applied to assign domain labels of
Chinese Library Classification Number (CLCN) [5] to Chinese texts. Chinese The-
saurus is China’s first large-scale integrated thesaurus, which involves natural science
and social science and collects all kinds of lexical resource, such as document key-
words, users’ query words, encyclopedias, technical terms, and all kinds of relevant
professional and comprehensive thesaurus. Chinese Thesaurus contains 4 million
Chinese basic words. An automatic knowledge classification system based on Chinese
Thesaurus can be used for statistical classification and documents labeling so that the
system can achieve CLCN-Keywords integrated operation. (2) Two-dimensional lex-
icalized domain knowledge, such as semantic category and application scenarios, is
used to label Japanese sentence. This paper makes use of the domain knowledge to
classify the data into each domain category. Based on the obtained domain labels for
development data and test data, the training data can be filtered to achieve the goal of
domain consistency. Experiments show that only a part of the training data can gain a
comparable translation performance to the whole training data. This shows that the
method is efficient and feasible. This study has an important practical value for some
natural language processing task, such as machine translation, lexicon compilation and
cross-language information retrieval.

The paper is organized as follows: after the introduction in Sects. 1 and 2 gives the
related work about domain adaptation in SMT. Section 3 describes SMT system and its
training process. Domain labeling methods and the filtering algorithms to choose the
training data are explained in Sect. 4. Section 5 shows the experimental results to
verify the effect on translation performance. Finally Sect. 5 is the conclusion and the
future prospects.
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2 Related Work

The domain adaptive method in SMT can be classified into four categories, data
selection method, hybrid model method, semi-supervised learning method and topic
model method [2]. By designing similarity functions the data selection method can
select the training data which are similar to test data. TF-IDF in information retrieval is
used to select the language model data [6, 7]. Lü etc. propose offline translation method
to use TF-IDF to assign weight for each bilingual sentence pair in training data [8].
Matsoukas etc. use discriminate model to compute weight for training data [9]. Cross
entropy and the coverage rate of words or phrases can also be found to select the
language model or bilingual training data [10–12]. The differences in above methods
are how to design similarity functions or which data are chosen to process.

The hybrid model methods are more suitable for online machine translation, which
divide training data into several parts, then uses each part to train the translation
sub-model and assign weights for each sub-model according to the context of test data.
Foster and Kuhn [13] classify different sources of training data into corresponding
category and assigns the weight to each translation sub-model by calculate the text
distance between test data and sub-training data. The text distance not only considers
TF-IDF and perplexity, but also adopts latent semantic analysis and EM technology.
The online translation of Lv etc. is also a hybird model which redistributes the weights
for the translation probability of each phrase table [8]. The hybrid model is also applied
to word alignment to improve the translation system [14]. Koehn and Schroeder use
minimum error rate training to adjust the parameters of the hybrid model [15]. Finch
and Sumita trains hybrid model for different types of sentences, such as interrogative
sentences and declarative sentences [16]. Foster etc. use the logistic model to assign
weights for features in phrase table [17]. Baneljee etc. take advantage of the hybrid
model to translate the texts from online BBS [18]. Sennrich uses perplexity mini-
mization to adjust the parameters of the hybrid model [19]. Hal thinks that the error of
the translation system mainly lie in the unknown words (OOv, Out Of Vocabulary)
after transplanted into new domain, so they propose to mine the term dictionary from
comparable data in target domain data to solve OOV term translation problem [20]. All
above methods do not consider the topic content of test data, but focus on weights or
parameters for the translation sub-model.

The semi-supervised learning method puts test sentences with its translation results
into training data to re-trains translation system iteratively until the system acquires a
stable performance. Ueffing and Haffari adopt semi-supervised transductive learning
approach [21]. Wu and Wang etc. [22] train translation system by using the out-domain
data, and then improve translation performance of system by adding translation dic-
tionary and monolingual corpus in target domain. Schewenk [23] translate large-scale
monolingual data to improve the translation system. These methods also have no
specific definition of domain.

Topic models establish co-occurrence matrix for words and documents to get gen-
erative model to infer the topics. The models can cluster documents according to a given
topic with a certain probability, and then automatically acquire the relationship between
words. Hidden Markov models and bilingual topic model are combined to improve the
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accuracy of word alignment which then improves the performance of machine trans-
lation [24, 25]. Tam etc. [26] believes that bilingual Latent Semantic Analysis enables
latent topic distributions to be efficiently transferred across languages by enforcing a
one-to-one topic correspondence during training. They propose a cross-lingual language
model and translation lexicon adaptation for SMT based on bilingual latent semantic
analysis. All above methods explore topic information at word level. Su etc. utilize
in-domain monolingual topic information instead of the in-domain bilingual corpora.
They incorporate the topic information into translation probability estimation and
establishes the relationship between the out-of-domain bilingual corpus and the
in-domain monolingual corpora via topic mapping and phrase-topic distribution prob-
ability estimation from in-domain monolingual corpora [27]. Xiao etc. proposes a topic
similarity model to exploit topic information at the synchronous rule level for hierar-
chical phrase-based translation, associates each synchronous rule with a topic distri-
bution, and select desirable rules according to the similarity of their topic distributions
with given documents [28]. Those two methods are constructed on the phrase-level topic
information. Topic model methods consider topic information in texts, but their topics
are automatically obtained in training on document sets, especially unsupervised
learning algorithm. There are no explicit expressions of topic information.

The above adaptive methods for SMT pay more attention to data similar attributes
with statistical significance between the two domains and do not give explicit domain
label. This study utilizes specific domain knowledge to assign domain labels to
improve the quality of SMT. This strategy combines data selection methods and topic
model together and helps classify sentence according to domain labels. Thus training
data are filtered to realize the adaptive goal. This study is an extend work of [29, 30]
and we generalize Flow chartCLCN label based on Chinese Thesaurus, Semantic
category labels and Application Scenario labels as specific domain knowledge. Once
given a specific classification of domain knowledge, the domain adaptive method can
be applied into any language to improve SMT.

3 SMT Model and Training Process

3.1 Phrase-Based SMT Model

Given a source sentence S ¼ s1s2. . .sL, a log-linear model is usually used in
phrase-based SMT [1, 31, 32] system to find target translation. The whole process is to
search for translation sentence T ¼ t1t2. . .tK with the maximum probability:

T� ¼ argmax
T

XM

m¼1

kmhmðS; TÞ

Where hmðS; TÞ is the feature function, and km is the corresponding feature weight. Our
phrase-based SMT system integrates the following features: (1) Phrase posterior
probability based on relative frequency; (2) Lexical phrase posterior probability;
(3) N-gram language feature; (4) Word penalty; (5) Phrase penalty; (6) ME-based
lexical reordering feature; (7) MSD-based reordering feature.
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3.2 Training Process

A standard phrase-based SMT system usually includes three stages: training, tuning and
decoding, as shown in Fig. 1. What need to prepare is the training data, monolingual
corpus in target language, development set and test set. The training data contains
bilingual sentence pairs, namely sentence alignment, from which a variety of translation
rules can be extracted after preprocessing and word alignment, such as phrase translation
table, MSD-based reordering probability table and maximum entropy based reordering
probability table, etc. The monolingual corpus in target language is always used to train
language model. In addition to various translation rules and the language model, the
decoder also needs the feature weights, which is optimized in tuning process on the
development set. The development set is a set of sentence in the source language, each
of which is provided with one or more translation in target language. Tuning process on
the development set is usually implemented by minimum error rate training, which need
the decoder iteratively translate the development set by using the current weights,
automatically calculate and compare the BLEU score, then change the weights until the
counts of iterations reach the maximum number or translation performs become sta-
bility. This is a multi-parameter optimization problem. Based on all the obtained
translation knowledge, the decoder can realize the translation process. The test set can be
used to evaluate the translation performance with BLEU score.

Fig. 1. Translation system flow chart
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4 Training Data Selection of SMT Based on Specific Domain
Knowledge

By using all kinds of concepts and classification system of specific domain knowledge
this study implements training data selection of phrase-based SMT in order to achieve
domain adaptation. The selection flow chart is shown in Fig. 1. Firstly, we automati-
cally label the training data, development set and test set with domain information to
get the sentence-level domain labels. Then we generate target domain label set
according to both test set and development set.

Here we give two kinds of specific domain knowledge: (1) CLCN based on Chinese
Thesaurus; (2) Two-dimensional lexicalized domain knowledge, such as semantic
category and application scenarios. The main modules include how to label sentences
with domain information and how to filter the training data. Two modules are explained
as follows.

4.1 CLCN Labeling Based on Chinese Thesaurus

Chinese Thesaurus is a comprehensive thesaurus edited by Institute of Scientific and
Technical Information of China, including social science volume、natural science vol-
ume and schedule volume, totally ten fascicules. At present, the whole thesaurus covers
108568 subject words among which there are 91158 formal subject words, 17410
informal subject words, 3707 words families, 58 first-level category words, 674 second-
level categorywords and 1080 third-level categorywords. Chinese Thesaurus involves all
the disciplines and owns large vocabulary and normal compiling system, which plays an
important role in promoting the work of Chinese topic identification and professional
thesaurus compilation. Chinese Thesaurus has several knowledge organization systems,
such as the basic lexicon, core dictionary and thesaurus dictionary etc. which contains
words, terms, concepts, and examples database. Their ongoing work includes: basic
lexicon construction, professional core candidate thesaurus construction, mapping from
words space to concept space, automatic relationship construction between words.
Concept terms in Chinese Thesaurus were mainly determined by experts in the past and
now they are selected from extremely large concept terms set based on user’s retrieval
information logs from Wanfang Data, Chongqing VIP, CNKI and other large literature
corpus. Establishment of the words relationship not only depend on experts, but also
utilize massive corpus by counting the concept terms’ co-occurrence frequency and other
statistical techniques to guarantee the accuracy of words relationships.

Chinese Thesaurus has a tree structure which expands the knowledge nodes from
the top to branch level by level. Chinese Thesaurus chooses the high frequency stan-
dard words as the preferred term (denoted by Y, means “use”) from synonym families
and other words as non-preferred terms (denoted by D, means “used for”). Equivalence
relations between preferred terms and non-preferred terms are established, which
provide a path from non-preferred terms to its corresponding preferred term. In Chinese
Thesaurus, hierarchical structure of a preferred term is as follows from top to bottom:
the preferred term itself (Y), its English translation, CLCN, its “used for” term (D), its
broader term (S), narrower term (F), related term (C), and top term (Z), respectively
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denoted by D, S, F, C, Z. A non-preferred term in Chinese Thesaurus will be provided
Y term, which is the preferred term in the family. Figure 2 shows an example of the
preferred and non-preferred terms.

Figure 3 is the flow chart of Chinese thesaurus online tagging system which
automatically assigns domain labels to each sentence. Firstly the Chinese sentence is
segmented into word string based on the dictionary in Chinese thesaurus according to
the maximum forward matching algorithm. The segmented words are divided into three
types, the preferred terms, non preferred terms and words that are not in the thesaurus.
For a non preferred term, its corresponding preferred term must be found. Let the words
that are not in the thesaurus alone. Next for all the preferred words their frequency are
counted and sorted. Then we remove the preferred terms with low frequency and find
the family word for each left preferred term, merge the same family words and sum
their frequency. The preferred term is sorted according to the frequency and location.
The CLCNs of the first five preferred terms are chosen and merged. Finally the first
three CLCNs are output as the domain label for the sentence.

We label every Chinese sentence in training data, development data and test data based
onChinese thesaurus to get eachsentence’sCLCNas its domain label. Thus the domain each
sentence belongs to is identified approximately. For example Chinese sentence
“人们从蛋白的指纹分析技术中得到启发,开发基于质谱分析的核酸指纹识别技术”

Fig. 2. The micro-structure of the preferred word and non-preferred word
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(English translation: People were inspired by protein fingerprinting analysis technology
and developed the technology of nucleic acid fingerprint identification based on mass
spectrometry analysis.), its output label by Chinese thesaurus online tagging system is
(CLCN:Q4;Q7;T6), which means this sentence is most likely in the three sub-domain—O4
(Physics), Q7 (Molecular Biology), T6 (Reference Book). After merging all the CLCNs for
development set and test set, we can get the target domain label set. Next, the training corpus
is filtered according to the target domain label set and those sentence pairs are filtered out if
the label of its source sentence is in the target domain label set. Thus there will be different
number of sentences pairs for eachCLCN.So theCLCNsare sorted according to thenumber
of its sentences pairs. Here we also set threshold in different gradient to select training data.
Finally, all the filtered-out sentence pairs in the training data are domain-consistent with the
development set and test set.

4.2 Domain Labeling of Japanese Text Based on Semantic Category
and Application Scenario

This kind of domain knowledge is borrowed from lexical analysis of Japanese nouns, and
it can be generalized to any other language. Taking Japanese as an example, Japanese
nouns can be labeled in two-dimensions, such as Semantic Category and Application
Scenario. There are 22 labels for Semantic Category with their corresponding examples

1  maximum forward matching algorithm
2  for all 0...n -1 do
3          if current word is then
4       

word segmention by
words

non preferred term−

INPUT unlabeled sentences 
OUTPUT each sentence's CLCN domain label

         if then
5                       find its corresponding preferred term,add into array ( )
6                else
7                end if
8           else

contained by thesauru
L i

do nothing

add this preferred ( )
9          end if
10  end for
11for i in L(i)
12       sort according to frequency
13       filter out the low frequency
13       find every preferred term's family
14 end for

term to L i

set threshold and term
word

14 merge the same family word by summing frequency
15 sort preferred terms according to the frequency and location rules
16 the first five CLCN
17 merge CLC numbers, output the first three CLCN

pick words with

Fig. 3. Labeling algorithms of Chinese Thesauru online tagging system
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as shown in Table 1. Some words can be assigned multiple labels. For example “fish”
and “vegetables” is respectively classified as “animal” and “plant” and they also belong
to “artifact-food” category. Application Scenario has 12 labels shown as Table 2. Each
Japanese word can also be assigned more than one application scenario label. For
example “University” has two application scenario labels as “education and learning”
and “science and technology”.

Table 1. Semantic Category label set and their samples

Japanese (English
translation)

Japanese Example
(English translation)

Japanese (English
translation)

Japanese
Example
(English
translation)

人 (person) 生徒,教師,歌手

(student, teacher,
singer)

自然物

(natural object)
石,砂,地下水

(stone, sand,
groundwater)

組織・団体

(organization and
group)

政府,軍隊,国家

(government, army,
country)

場所-施設

(location-constuction)
ドア,天安門

(door,
Tian’anmen)

動物 (animal) 犬,怪獣,ペット (dog,
monster, pet)

場所-施設部位

(location-constuction
parts)

窓,壁,通廊

(window, wall,
corridor)

植物 (vegetable) 木,桜,藻類 (tree,
sakura, algae)

場所-自然

(location-natural)
山,海,空
(mountain,
sea, sky)

動物-部位

(animal-parts)
手,皮膚,傷 (hand,
skin, wound)

場所-機能

(location-function)
上,边缘,境界

(above, border,
state)

植物-部位

(vegetable-parts)
葉, 芽胞, 落葉

(leaf, spore,
defoliation)

場所-その他
(location-else)

市,村,戦場

(city, village,
battle)

人工物-食べ物

(artifact-food)
料理,弁当,飼料

(cooking, Bentos,
fodder)

抽象物 (abstract
objects)

理由,能力,言語

(reason, ability,
language)

人工物-衣類

(artifact-clothes)
セーター,シャツ,飾り
(sweater, shirt,
accessories)

形・模様

(shapes and patterns)
丸,正方形

(round, squre)

人工物-乗り物
(artifact-transportation)

車,椅子,ロケット
(car, chair, rocket)

色 (color) 赤色,青色,黄色

(red, green,
yellow)

人工物-金銭

(artifact-money)
給料,保険金,年玉

(wage, insurance,
lucky money)

数量 (quantity) 複数,多数, 和
(plural,
majority, sum)

人工物-その他
(artifact-else)

鉛筆,カップ,メガネ
(pencil, cup,
glasses)

時間 (time) 年,月,朝 (year,
month,
morning)
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When we label Japanese sentences with Semantic Category and Application Sce-
nario, we firstly parse the sentence to get its POS tagging and then use a domain
dictionary to label semantic category and application scenario for each basic Japanese
word. Most of the basic labeled Japanese words are nouns and verbs. This study adopts
a semi-automatic process to construct the domain dictionary by automatically gener-
ating a dictionary to represent semantic relation between each basic word and the
domain keywords, then manually revising the dictionary to ensure its accuracy.
Detailed construction can refer to the reference [34].

The working flow of selecting the training data in translation system according to
the domain knowledge of the development or test data is shown in Fig. 1. This process
is similar to the filtering process of training data in Sect. 4.1. Table 3 shows an
example of labeling an Japanese term “治療薬開発 (therapeutic drug developing)”.

Firstly we get semantic category and application scene labels of Japanese sentence in
the training data, development set and test set. Thus each word in source Japanese
sentences has two domain labels, namely Semantic Category label and Application
Scenario label. After merging the two labels of each word together, combining these
labels of each word in the sentence together and removing duplication labels, we got the
two-dimensional domain knowledge label at phrase level or sentence level. For the
example in Table 2, sentence-level domain label is “抽象物;健康・医学;人工物-食べ物;
科学・技術” (abstract object; health andmedicine; artifact-food; science and technology).
Subsequently, we extract two-dimensional domain knowledge labels for the source

Table 2. Application Scenario label set and their examples

Japanese (English translation) Japanese Example (English translation)

文化・芸術 (culture and arts) 写真,映画,音楽 (picture, movie, music)
レクリエーション (recreation) 遊園地,ゲーム,遊び playground, game, play
スポーツス (sports) 選手,試合,スポーツ players, competitions, sports
健康・医学 (health・medicine) 医療,病院,患者 medical treatment, hospital, patient
家庭・暮らし (family・life) 引越し,住宅,家庭 moving house, house, family
料理・食事 (cooking・food) おやつ,食事,料理 snacks, meals, dishes
交通 (transportation) 駅,道路,運行 station, road, operation
教育・学習 (education・learning) 教授,報告,入学 professor, report, entrance
科学・技術 (science・technology) 学会,分析,理論 society, analysis, theory
ビジネス (business) 販売,商品,経営 sale, merchandise, management
メディア (media) 放送,新聞紙,番組 broadcast, newspaper, program
政治 (politics) 行政,政府,軍隊 administration, government, army

Table 3. An example of domain knowledge labeling in two dimensions

Japanese sentences: 治療薬開発

English translation: therapeutic drug developing
word segmentation semantic category application scenario

治療 (therapeutics) 抽象物 (abstract object) 健康・医学 (health・medicine)
薬 (drug) 人工物-食べ物 (artifact-food) 健康・医学 (health・medicine)
開発 (developing) 抽象物 (abstract object) 科学・技術 (science・technology)
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sentence in development set and test set to form the target domain label set. Then
two-dimensional domain knowledge labels is also obtained for source Japanese sentence
in sentence pairs of training data by using the same strategy. Then we filter out sentence
pairs from training data which source sentence have the same labels with the labels in the
target domain label set. Thus each domain labels have different number of sentence pairs.
We sort them according to the number of sentence pair and set different gradient of
thresholds to select training data. All the sentence pairs in the selected training data are
domain-consistent with the development set and the test set.

5 Experiment

The aim of our experiment is to verify the effect of the domain labeling on SMT. Here
evaluation standard is the case insensitive BLEU-4 score with the shortest length
penalty. The phrase based SMT system adopts Niutrans [33] developed by Natural
Language Processing Laboratory of the Northeastern University of China. All the
parameters are set by default and language model is 3-gram. In this study, the
experiments were carried out on two respective tasks that are Chinese-English trans-
lation and Japanese-Chinese term translation.

5.1 Evaluation of Chinese-English Machine Translation

There are two data sets in the task of Chinese-English machine translation. One data set
is selected from the experimental data of Chinese-English Patent Machine Translation
Sub-task at the NTCIR-10 Workshop. The other data set is selected from Wanfang
Data owned by our research group, including 500000 parallel sentence pairs as the
training corpus covering different domain, as well as development set and test set
which CLCN is “T” representing “industrial Technology” domain. These detailed data
statistics are shown in Table 4.

Table 4. The statistics of Chinese-English machine translation

Data set Data set Language Number of
sentence

Average
sentence
length

Vocabulary

NTCIR-10 Training data Chinese 500,000 36 18,358,889
English 500,000 40 20,460,208

Development
set

Chinese 1,000 35 35,349
English 1,000 37 37,345

Test set Chinese 1,000 36 36,492
English 1,000 37 37,584

Wanfang
Data

Training data Chinese 500,000 29 14,075,889
English 500,000 32 15,493,249

Development
set

Chinese 2,500 29 72,830
English 2,500 32 81,597

Test set Chinese 2,500 28 72,330
English 2,500 33 84,300
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The Baseline system is trained by Niutrans and BLEU score is calculated on the test
set. Then Chinese Thesaurus online tagging system assign domain labels to the two
data sets. Table 5 shows the number of the domain labels for NTCIR data. There are
also some sentence pairs without domain labels. We take the union of the domain
labels of development set and test set to get 643 domain labels and build the target
domain label set. This domain label set is used to filter the original training data to get
478380 sentences pairs, which are sorted by the number of sentence pair corresponding
to each domain label. Those sentence pairs with high frequency of domain label are
more relevant to the domain of test corpus. This study designs gradient experiment to
narrow the scale of training data and set the threshold of frequency from 0 to 8000,
which means that the scale of training data reduces from 95% to 69% of the original
data. By using filtered training data to re-train Niutrans, the translation performance is
shown as Table 6 compared with Baseline. In the experiment of Wanfang Data, the
domain of test set and development set is known as “T industrial technology”
beforehand and the number of target domain labels is 796. 371229 sentence pairs are
filtered out from the original training data. As shown in Table 6, our domain adaptive
method on NTCIR data respectively uses 95% and 65% of the training corpus to obtain
BLEU scores that are close to baseline. For Wanfang Data, when the scales of the

Table 5. Number of domain labels

Data set Label number
of CLCN

Total number of
sentences

Number of sentences
without labels

NTCIR
data

Original
training set

1924 500000 19555

Development
set

485 1000 31

Test set 643 1000 54
Wanfang
data

Original
training set

2172 500000 97571

Development
set

777 2500 58

Test set 782 2500 65

Table 6. The translation performance of translation

Data System Number of
training data

Development
set BLEU

Test set
BLEU

NTCIR
data

Baseline 500,000 0.4031 0.3147
Threshold = 0 478,380 0.3917 0.3138
Threshold = 8000 349,390 0.3906 0.3132

Wanfang
data

Baseline 500,000 0.1087 0.1051
Training data on “T
industrial technology”

50,000 0.1059 0.1044

Domain adaptive training
data

371,229 0.1067 0.1049
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corpus were reduced to 10% and 74% of the original training data, the BLEU score is
almost not affected, but the training time and computational complexity are greatly
reduced. The two experiment results show that the domain knowledge based on Chi-
nese Thesaurus achieves domain adaption of SMT.

5.2 Evaluation of Japanese-Chinese Scientific and Technical Term
Translation

In the experiment, we use Japanese-Chinese bilingual corpus owned by our research
group and select some sentence pairs as training data, development set and test set. The
training data consists of two parts, one is bilingual term pairs, and the other is bilingual
sentence pairs. The development set and test set is bilingual term pair. The detailed
statistics are shown in Table. 7.

JUMAN1 [35] is adopted in the experiment to label Japanese sentence and assign
Semantic Category label and Application Scenario label to each word in the Japanese
sentence. According to the method in Sect. 4.2, word-level domain labels are trans-
formed to term-level or sentence-level domain labels. The source Japanese terms or
sentences in the original training data, development set and the test set are labeled to
get the semantic category labels and application scenarios labels. The statistics of the

Table 7. Detail statistics of Japanese-Chinese scientific and technical Term Translation

Data set Sentence
pair/term pair

Language Number Average
sentence length

Vocabulary

Training
data

Term pair Japanese 4,269,254 10 44,455,737
Chinese 4,269,254 7 33,708,490

Sentence pair Japanese 1,494,874 43 65,120,202
Chinese 1,494,874 33 49,741,866

Development set Japanese 2,500 5 12788
Chinese 2,500 6 16349

Test set Japanese 2,323 6 15668
Chinese 2,323 5 12341

Table 8. Number of the Domain labels

Data Number of two-dimension
domain labels

Total number of
sentence

Number of sentence
without labels

Original
training set

144 5764128 669297

Development
set

35 2500 190

Test set 36 2323 361

1 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN.
.
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domain labels assigned to each data set are shown in Table 8. After taking union of the
domain labels of development set and test set, we get 42 domain knowledge labels, and
build the target domain label set. By using this label set to filter the original training
data, we get 834504 sentence pairs or term pairs. They are sorted by the number of the
sentence pairs corresponding to each domain label. The training data which belong to
the 42 target domain labels is selected as new training data. Its size was reduced to
14.5% of the original training data, as shown in Line 3 of Table 9.

Since the filtered training data is too small and the translation performance turn
worse as shown in Table 9, the filtering criteria are appropriately relaxed to conducted
new training data (denoted by “Filtering RelaxationI” in Table 9). Here we merge some

Table 9. Translation Performance of Japanese-Chinese Sic-Tech Terms

System Number of
sentence pair of
Training data

Size of training data
compared with
baseline)

Test
set
BLEU

Translation
accuracy compared
with baseline

Baseline 5764128 100% 0.8012 100%
Filtering 834504 14.5% 0.6567 82%
Filtering
relaxationI

1421553 24.7% 0.7684 95.9%

Filtering
relaxationII

2966479 51.46% 0.7983 98.3%

Table 10. Rules of Filtering Relaxation

Labels before merging Labels after merging

Filtering relaxation
I

人工物-乗り物 (artifact-rider) 人工物 (artifact)
人工物-金銭 (artifact-money)
人工物-衣類 (artifact-clothes)
人工物-食べ物 (artifact-food)
人工物-その他 (artifact-else)
場所-施設部位 (location-constuction
parts)

場所 (location)

場所-施設 (location-constuction)
場所-自然 (location-natural)
場所-機能 (location-function)
場所-その他 (location-else)

Filtering relaxation
II

健康・医学 (health・medicine) 科技 (science・
technology)科学・技術 (science・technology)

人工物 (artifact) 物体 (object)
自然物 (natural object)
抽象物 (abstract object)
动物 (animal) 生命体 (life)
植物 (vegetable)
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Semantic Category labels together as Table 10. For example, “人工物-その他
(artifact-else)”, “人工物-金銭 (artifact-money)”, “人工物-衣類 ((artifact-clothes))”,
“人工物-食べ物 (artifact-food)”, are merged as “人工物 (artifact)”. These rules of
“Filtering RelaxationI” make the size of the filtered training data reduce to 24.7% of the
original data., In “Filtering Relaxation II”, “健康・医学 (health・medicine)”, “科学・技術

(science・technology)” are merged as“科技 (science)”, and “人工物 (artifact)”, “自然

物 (natural object)”, “抽象物 (abstract object)” as “物体 (object)”, “动物 (animal)”,
“植物 (vegetable)” as “生命体 (life)”. The size of the training data is reduced to
51.46% of the original data. By using the filtered training data to re-train Niutrans, our
domain adaptive method respectively reached the BLEU scores which are nearly close
to Baseline score by using 24.7% and 51.46% of the original training data, and the
training time and the complexity of calculation is greatly reduced. Experimental results
shows that two-dimension Japanese domain knowledge can realize domain adaptive
goal in SMT.

6 Conclusions and the Future Works

SMT often encounter inconsistent domain problems between training data and test set,
which leads to worse translation performance. So domain adaptation has been a con-
cerned research focus in SMT. This study takes advantage of factual data and topic
model in domain adaptive methods of SMT and assign explicit domain label to each
source sentence. Two examples of specific domain knowledge are adopted in our
study: the one is CLCN domain information based on Chinese Thesaurus and the other
is semantic category label and the application scenarios label. Both of the two specific
domain knowledge can label the source sentences in the training data, test data or
development data with domain labels, with which the training data can be filtered to
achieve the goal of domain adaptation for SMT. The experimental results show that
these two kinds of domain labels of sentences can help SMT system obtain compar-
ative translation performance by using parts of the training data. Our method reduces
the training and decoding cost of translation system without loss of translation per-
formance. The strategy can be applied to any other method of domain classification.
And the pattern of domain classification based on factual data, such as thesaurus or
domain dictionary, can be generalized to any other language.

The study will be improved in the future. The current algorithm of domain labeling
needs to be optimized and the number of domain dictionary is still sparse. Semantic
knowledge in WordNet or HowNet, or mapping relation in bilingual domain is helpful
to improve domain labeling.
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Abstract. HowNet is a Chinese-English Bilingual common-sense knowledge
base, playing an important role in machine translation tasks. However, when
facing domain-specific machine translation tasks, HowNet must be supple-
mented with domain-specific terminologies. In other words, we need to con-
struct domain terminology semantic knowledge base. In this paper, we propose a
method to automatically construct domain terminology knowledge base, based
on the headword of a terminology. Specifically, the semantic meaning (HowNet
DEF) of an unseen terminology is defined as one of the semantic meanings of
the headword of the terminology. Headword disambiguation is done by con-
sidering the context of headwords and adding domain-specific disambigua-
tion rules to the general disambiguation rules. Experiments on aviation domain
show that our proposed method on headword disambiguation achieves 9.4%
improvement based on the default disambiguation tools in HowNet. We also
find that with our automatically constructed domain terminology knowledge
base, HowNet machine translation system achieves better translation quality.

Keywords: Hownet � Domain terminology semantic knowledge base �
Headword � Disambiguation rule

1 Introduction

As the resource of HowNet MT system [1], knowledge base plays an import role in
translation. The HowNet knowledge base is a common-sense knowledge base, which
cannot meet the requirements of the translation tasks in the specific fields (such as
aviation, patent), and a large number of unknown words and terms greatly affect the
quality of translation. Therefore it is necessary to construct a large-domain bilingual
semantic knowledge base.
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The domain specific terms are highly professional and difficult to understand. And
the existing construction methods are not only inefficient for large-scale construction,
but the ambiguity of the words themselves also increased the difficulty in construction.
Wang [2] proposed a method of TCM theoretical knowledge base construction for
semantic retrieval, which requires additional terminological interpretation. Zhang [3]
built an aviation terminology semantic knowledge base, which is manual construction.
Liu [4] put forward the dynamic knowledge network model, which is oriented to 360
Chinese Wikipedia, but it still relies on manual construction. Cui [5] integration
HowNet to the Wikipedia encyclopedia and used a mapping relationship between the
two knowledge bases to construct a semantic annotation semantic repository. The
above-mentioned methods realized the expansion of semantic knowledge in various
fields, but most of them are manual and fail to disambiguate the annotations of the
polysemous words.

This paper proposes an automatic headword-based construction method of the
domain terminology knowledge, which efficiently improves the efficiency and quality
of terminology construction. Word sense disambiguation (WSD) problems during
construction are solved by taking the context of head words as features and expanding
the disambiguation rules of Sense Colony Testing (SCT). We made experiments on the
construction method in the field of aviation, where 500 aeronautical terms are manually
evaluated. On the basis of the constructed knowledge base, 50 sentences are translated
by the HowNet MT system [6] and the results are evaluated and analyzed.

In Sect. 2, the semantic knowledge base and the semantic disambiguation tools of
HowNet are introduced. Section 3 introduces the automatic headword-based domain
knowledge base construction method based on HowNet semantic disambiguation.
Experiments and analysis are given in Sect. 4.

2 HowNet

2.1 The Knowledge Base

HowNet knowledge base [7, 8] is the core of the HowNet system which contains
information like the explanation of the bilingual words, the phonetic notation of
Chinese, bilingual instances, syntax, semantic relationships, etc., which has been
applied to similarity calculation, words sense disambiguation, semantic analysis,
machine translation and so on. For instance, there are 6 records of “plane” in HowNet
knowledge base, distributed over 5 definitions. “plane|飞机”, “plane|刨子”, “plane|平
面” are noun records, “plane|平” is adjective record, and “plane|刨” is verb record. The
following samples are the two noun records of “plane” in HowNet.
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As a “plane|飞机”, the DEF (also known as concept) is “{aircraft|飞行器}”, and its
quantifier is “架”, the definition of “plane|刨子” changes to “{tool|用具: {AlterForm|
变形状: PatientValue = {level|平} {polished|光}, instrument = {*}}}”.

DEF in the record provides more semantic information than the word itself. Take
“plane|刨子” for example, its first feature is “AlterForm|变形状”, by means of which
the form of the object can be altered, and PatientValue “level|平” or “polished|光”
happens to the object. Through the first sememe “tool|用具”, it can be inferred that the
hypernym nodes of “plane|刨子” in the HowNet Taxonomy are successively imple-
ment, artifact, inanimate, physical, thing and entity. The hypernym nodes of “plane|飞
机” are successively vehicle, implement, artifact, inanimate, physical, thing and entity.
The taxonomy plays a key role in WSD.

2.2 Sense Colony Testing

In the HowNet MT system, the WSD problems of no-syntax-related type are solved by
SCT [10]. SCT calculates the concept distance of words in the given text by building
relevant concept fields with Concept Inference Machine (CIM). CIM is a rule-based
inference machine, which consists of more than 1200 general and special rules. The
general rules are related to synonyms, antonym and semantic roles etc., and special
rules are about specific words. For instance, the general rule of synonyms is as follows.

In the above rule, “*GeneralControl” is rule type which means this is a general
rule, “$” is symbol of condition, “@” is symbol of conclusion, “cd” is current defi-
nition, and searching mode is “SearchMode_First_Layer”. This rule is about searching
definitions which contains specific definition fragment in the first layer. For example,
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given an input “airplane”, relevant concept such as “passage” and “flight” would be
found. The HowNet definition of “flight” is “DEF = {Number|编号:host = {aircraft|飞
行器}}”. For instance, special rule for “aircraft” to find “wreckage” is as follows.

Tang [11] put forwards an unsupervised WSD method based on the sememe in
HowNet. In this paper, we expand inference rules base on domain information, and use
contexts of the polysemes as feature to improve the performance of disambiguation.

3 Automatic Construction Method of Knowledge Base

3.1 Headword Acquisition

Although most of domain terms themselves are not included in the knowledge base, but
the headword such as “floodlight”, “knob”, “valve”, “system”, “assembly”, “switch”
and “sensor” are almost in HowNet knowledge base. According to the annotation rules
of HowNet, value “1/2/3” of code in G_E is indicates that the record is a word, and
“4/5/6” a phrase. Through the analysis of the knowledge base, it is found that the G_E
and DEF of “AK-47步枪(AK-47 rifle)” and “步枪(rifle)” are as follows.

The DEF of phrase “AK-47步枪(AK-47 rifle)” is consistent with the headword “步
枪(rifle)”, annotating terminology with definition of headword can resolve the scarce
vocabulary and improve the efficiency of construction. Through the analysis, we found
that headwords are usually at end of the compound words, therefore the headwords
selected in the experiment are nouns at endings of the terms, as shown in Table 1.

3.2 Semantic Disambiguation of Headword

After headword acquisition, the DEF can be obtained. But some headwords have
ambiguities such as “system” in Table 1 which corresponds to three DEFs. According
to the statistics, for 125486 Chinese records in HowNet, there are 9.97% in which more
than two concepts exist. It is therefore indispensable to do WSD for headwords
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containing multiple DEFs. The distribution of number of concepts to which headwords
correspond is shown in Fig. 1.

This paper adopts the disambiguation method of SCT in HowNet as baseline. For
term of which headword has unique DEF doesn’t do any WSD, but WSD would be
done on the headword of term with multiple DEFs in the following process: (i) ex-
panding the contextual features to the terms, (ii) do WSD with SCT base on expanded
disambiguation rules, (iii) reorder the candidate list by target term and parts of speech.
The specific workflow is shown in Fig. 2.

Expansion of Contextual Features. Terminologies are short texts, which are not
abundant in semantic information, but by expanding the contextual features [12] such
as bilingual sentences which contains terminologies to improve SCT performance by
increasing the number of association between words. For example, the DEF selection
process of the headword “阀(valve)” of the “液压系统优先阀(Hydraulic System
Priority Valve)” is shown in Fig. 3.

It shows that without the context, the selected DEF of “阀” means “warlord”, and
the correct DEF is selected after the disambiguation with context as features. In this
paper, before disambiguation, maximum length pairs of sentences in which the

Table 1. Definition of terms headword in HowNet

Headword DEF of the headword Terms

泛光灯

(Flood
Light)

{tool|用具:{illuminate|照射:
instrument = {*}}}

“断路器板泛光灯”,”中央操

纵台泛光” etc.

传感器

(Sensor)
{part|部件:whole = {implement|器具},
{sense|感觉:instrument = {*}}}

“主起轮载传感器”, “转弯传

感器”etc.
系统

(System)
{consistent|有条理}
{part|部件:PartPosition = {bone|骨},
domain = {physiology|生理学},
whole = {animate|生物}}
{part|部件:PartPosition = {bone|骨},
whole = {artifact|人工物}}

“姿态和航向基准系统”, “自
动调压系统”, “自动系统“,
etc.

Fig. 1. Distribution of number of concepts
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bilingual terms exist are selected as context, and then the disambiguation is carried out
by taking the context as features.

Disambiguation Based on SCT. (1) Expansion of WSD rules. For the high-frequency
words in corpus, this paper deals with disambiguation by expanding the rules. For
example, “灯” appears for 211 times in the corpus with three different senses. The
aircraft includes the flight equipment lights like “navigation lights”, “cabin lights”,
“cargo door Lights”, etc., and the existing disambiguation rules mostly contain
common-sense knowledge association, and it is difficult to identify the association
within the domain, such as “灯(light)” and “飞行器(aircraft)”, therefore the association
between knowledge is increased by adding rules for disambiguation.

Rule for SCT

Knowledge Base

Reorder by target term and POS

WSD based on SCT

Expand the contextual features

Fig. 2. Word sense disambiguation process for words with multiple definitions

(Hydraulic System Priority Valve)

DEF={human| :modifier 

={powerful|

DEF={part| :whole={implement|

},{control| :instrument={~}}}

Expand contextual features

(Hydraulic System Priority Valve

Fig. 3. DEF selection based on expanding contextual features
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It is a general rule, and when the class of the DEF of the sub node of current DEF
(cd) is “aircraft|飞行器”, all the related records of lights about the aircraft can be
searched by fuzzy searching (SearchMode_Fuzzy) fragment (c0) “DEF = illuminate|照
射” to make association of the aircraft equipment with the lights, such as “L Wing Tip
Position Light” and “NLG Fixed Taxi Light”. The selection of the DEFs of the
headword “灯” is shown in Table 2.

(2) Optimization of WSD rules. For another example, “器” appears for 287 times in
the corpus with three different senses. For the term “作动器”, the DEFs of “作”, “动”
and “器” are shown in Table 3.

Table 2. Word sense disambiguation of headword “light”

Before or
after
expand
rules

Terminology Headword DEF = {tool|用具:
{WarmUp|加热:
instru-ment = {*}},
{burn|焚烧:
location = {*}}}

DEF = {tool|
用具:
{illuminate|
照射:
instrument
={*}}}

DEF = {part|部
件:
Whole = {tool|
用具}}

Before 舱灯 灯(lamp) √
After 舱灯 灯(lamp) √
Before 左航行灯 灯(lamp) √
After 左航行灯 灯(lamp) √
Before 左翼根着陆

灯

灯(lamp) √

After 左翼根着陆

灯

灯(lamp) √

Table 3. Definition of “作”, “动” and “器”

Word DEF

作(act) {act|行动}
动(act) {act|行动}
器

(utensil)
{Ability|能力:host = {human|人}}
{implement|器具}
{part|部件:domain = {physiology|生理学},whole = {AnimalHuman|动物},
{function|活动:experiencer = {*}}}
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The Rule 1 is a special rule for DEF = {implement|器具} of “器”, and any word of
which first sememe is DEF = {act|行动} would be found. This rule will make sense to
all the words before “器” with DEF = {act|行动}. Shield the Rule 1 and add the Rule 2
of common event class to “器” as follows.

The “def_class_h” used in this rule is the Taxonomy (see Fig. 4), and if the
hypernym of current DEF (cd) is the “act|行动” in the tree, all the words of which first
sememe is “implement|器具” shall be found.

For Fig. 4 HowNet sememes taxonomy tree of event doesn’t list all the sememes
nodes, in which “+” indicates that this node contains nodes haven’t been expanded and
“−” indicates that this node has no other branch.

-{event|

-{static|

  +{relation|

      +{state|

-{act

  -{ActGeneral|

       -{start|

       +{do

   +{DoNot|

……

Fig. 4. Sememe Tree of event in HowNet Taxonomy

Table 4. Sample of word sense disambiguation rules

Rule
No.

Headword Terminology

Rule
1

器

(utensil)
“供油切断阀作动器” and other terms end with “作动器”.

Rule
2

器

(utensil)
“作动器” and other terms end with “作动器”, “供油切断阀作动器”,
“蓄电池熔断器”, “发电机接触器”, “变阻器” etc.

68 C. Wu et al.



Both the Rule 1 and the Rule 2 can disambiguate the “器” in “作动器”, and can do
the same for other terms on top of that Table 4.

It can be found that Rule 2 of event class can disambiguate all the terms that the
Rule 1 can, and for general rule is preferred than multiple special rules for common
problems. Therefore, in the process of disambiguation of terms, the terms shall be first
analyzed, the commonalities of the terms of the same types shall be summarized, and
semantic disambiguation shall be carried out by means of the general rule instead of
special rule. For example, the rule of entity class can be added to “器” in the previous
example.

This rule disambiguates all the terms which entities are before “器”, such as “积水

器”, “咖啡器”, etc.

DEF Reorder Based on Target Headword. Through the expansion of the contextual
features and disambiguation of SCT, the candidate list of the headwords of terms is
obtained, and each candidate not only contains DEF information, but also the infor-
mation of the translation and parts of speech to which the headwords correspond.
Through the calculation of the similarity between the translations, the candidate
reordering is carried out. For example, “MCDU MENU 键” obtains the first candidate
DEF is “{part|部件: whole = {chemical|化学物}}” after SCT, but the optimal candi-
date DEF is “{part|部件: whole = {implement|器具}}” would be obtained by filtering
“key” which is the translation of “键”. The DEFs of “键” in the “MCDU MENU 键”
are shown in Table 5.

“MCDU MENU 键” corresponds to the English term “MCDU MENU Key” and
the correct DEF option is selected according to the target headword.

3.3 Generation Algorithm of Term DEF

The annotations of DEF can be translated into headword DEF acquisition and dis-
ambiguation in the domain knowledge base construction. The terminology pair t whose
concept is to be annotated is represented as 2-tuple t = <tch, ten>, in which tch represents

Table 5. DEFs of headword “键”

English Word DEF

W_E = bond DEF = {part|部件:whole = {chemical|化学物}}
W_E = key DEF = {part|部件:whole = {implement|器具}}
W_E = bolt DEF = {part|部件:whole = {implement|器具},

{fasten|拴连: instrument = {*}}, {fix|定住:instrument = {*}}}
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the original of Chinese term, and ten represents the translation of English term. The
bilingual sentence pair e = <ech, een> represented as the terminology pair appears; The
sense s of HowNet is represented as s = <w_c, g_c, w_e, g_e, def>, in which w_c is the
Chinese term, w_e is the English term, g_c is the part of speech of Chinese, g_c is the
part of speech of English and def is the representation of concept.

Generation algorithm based on the terms DEF headwords

Input: Bilingual terminology t

Output: Field dictionary DEF s

Begin

s = < tch, ten, “”, “”, “”>    // Initialization s 

if ech == “”  then

ech = tch // Get contextual information

endif

s.g_c = get_gc(tch)        // Get phonetic information

seglist = segment(ech)     // Get the word vector

list<list<unit>> ulist = disambiguation (seglist) 

foreach nodelist in reverse_enumrate(ulist):

foreach node in nodelist: // Reverse headword search

if node is central word:      

s.def = node.def

s.ge = get_ge(node)

end if

end for

end for

return s
End

4 Experiment and Analysis

4.1 Corpus

This paper mainly performs automatic construction in the field of aviation, where
bilingual terminology will be annotated. Aviation terminology has the following
features.

Firstly, most terms are compound NPs. Statistics show that in the aviation corpus,
90.55% (21,136 /23,343) terms are compound NPs. We also counted 10,161 termi-
nologies in patent, and the proportion is 90.84% (9230).
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Secondly, there is large number of abbreviations in terminology. For instance, CB,
ADV, PA, NWS, CDT are abbreviations which appear in the following terminologies.

4.2 Experimental Results and Analysis

There are 3710 high-frequency and multi-concept words such as “device”, “light”,
“system”, “valve”, “plate” in the corpus. 500 terms were randomly selected for testing
and the rest of 3210 terms are used for analysis of headwords phenomenon, 8 rules
were expanded for the HowNet SCT (not including the process of adding shielding
filter rules). In the paper, we focus on aviation terminology construction. The maxi-
mum length of bilingual sentences is selected as contextual feature for term which
correspond to more than two DEFs. Manual evaluation is made for the knowledge base
construction experiment, and HowNet MT system based on the terminology knowledge
is evaluated.

We performed statistics on the distribution of concepts corresponding to headwords
in the 500 terms, as shown in Table 6.

It can be seen that there’re 82 (47.76%) headwords correspond to multiple con-
cepts, which needs to be disambiguated. The WSD results are shown in Table 7.

Results shown that SCT of HowNet get 384 terms correctly annotated, which
account for 76.8%. The method in this paper solve polysemous headwords by SCT
where contexts are taken as features and rules are expanded, and got 431 correct terms

Table 6. Concept distribution of term head-words

Number of
terms

Number of different
headwords

Number of single
concept headwords

Number of multiple
concept headwords

500 172 90 82

Table 7. Manual evaluation result

Testing number Correct number Accuracy

Method of HowNet 500 384 0.768
Method in this paper 500 431 0.862
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accounting for 86.2% (increased by 9.4%). The results after construction are shown in
Table 8.

The headwords “螺母” and “控制器” are single concept words, which don’t need
disambiguation. “标志”, “灯” and “键” are multiple concepts, which need disam-
biguation. In the results, there are problems caused by the fault of word segmentation,
such as “外电源” segmented as “外电 源” for which there is something wrong with
annotations. “缘条” as a complete word in HowNet are segmented as “缘” and “条”.

4.3 Results Analysis of Machine Translation

HowNet MT is a rule-based and semantic-based system by the knowledge base. We
evaluate the translation results from two aspects, namely the accuracy and fluency of
the target text. Specific criteria are shown in Tables 9 and 10.

Knowledge base construction is carried out for the annotated terms by means of
HowNet browser, the experiment of HowNet MT System are made before and after
construction. 50 sentences which contain terminologies in 500 terms are randomly
selected. The test was scored by 5 professional translators before and after the results of
the construction, and the evaluation was made according to Tables 9 and 10. The
evaluation results are shown in Table 11.

Table 8. Sample of annotation result

Terminology DEF after automatic construction

外套螺母

(Sleeve Coupling Nut)
{part|部件:whole = {implement|器具},{fasten|拴连:
instrument = {*}},{fix|定住:instrument = {*}}}

蓄电池控制器

(Battery Controller)
{part|部件:whole = {implement|器具}, {control|控制:
instrument = {*}}}

临近地板出口标志

(Lower Exit Sign)
{mark|标志}

液压系统优先阀

(Hydraulic System
Priority Valve)

{part|部件:whole = {implement|器具}, {control|控制:
instrument = {*}}}

外电源

(External Power)
{Source|来源:host = {physical|物质}}

缘条

(Flange)
{part|部件:PartPosition = {limb|肢}, domain = {physiology|生理

学}, whole = {plant|植物}}

Table 9. The evaluation criteria of accuracy

Score Express degree of the original text

5 all the original meaning
4 most of the original meaning
3 more original meaning
2 Communicate less original meaning
1 Did not express the original meaning
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Result shows that the construction of the knowledge base can significantly improve
the Rule-based MT system. Not only the expansion of bilingual term, but also the
syntactic and semantic information improves the performance of HowNet MT system.
For example, terms containing verb may destroy the structure of sentences during
semantic analysis before expanding knowledge base and the problem was alleviated by
the terminology knowledge.

5 Conclusion

This paper realizes automatic construction of domain terminology knowledge base
based on the headword of a terminology. Headword disambiguation is done by con-
sidering the context of headwords and adding domain-specific disambiguation rules to
the general disambiguation rules. Experiments on aviation domain show that our
proposed method on headword disambiguation achieves 9.4% improvement over the
default disambiguation tools in HowNet. We also find that with our automatically
constructed domain terminology knowledge bases, HowNet machine translation system
achieves better translation quality.

For HowNet MT System, not only domain knowledge bases and the scenario-based
disambiguation rules are required, but also the expansion of the translation rules. And
The RBMT has a certain advantage in the framework translation and long-distance
reordering, and the SMT has an advantage in word selection. Following work will
expand the HowNet translation rules and complete the fusion of RBMT and SMT.
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Abstract. Phrase Treebank is an important resource for Natural Language
Processing research and practical application. For Vietnamese, we lack this kind
of Treebank resources. This paper presents a method to construct the Viet-
namese phrase Treebank by fusion of Vietnamese grammatical features and
improved PCFG. This method can automatically analyze Vietnamese phrase
structure tree and solve the problem of constructing the Vietnamese phrase
Treebank. Firstly, Vietnamese grammatical feature set is established by analysis
of Vietnamese grammatical features. Then, grammar rule set of PCFG model is
obtained from manual annotation Vietnamese phrase trees. Finally, Vietnamese
grammatical feature set is fused into improved PCFG model, which is regarded
as a supplement, and the method completes the construction of Vietnamese
phrase Treebank. The experimental results show that the accuracy of proposed
PCFG model for the Vietnamese phrase Treebank construction reaches 89.12%.
Compared to conventional PCFG model and the maximum entropy method, the
accuracy obviously is improved.

Keywords: Vietnamese � Phrase structure tree � Probabilistic context-free
grammar � Grammatical rule set � Treebank introduction

1 Introduction

The construction of Phrase Treebank plays a very important role in the study of lin-
guistics, such as syntactic pattern extraction and the survey of linguistic phenomena. At
the same time, it is often used to training tools for word segmentation, Syntactic analysis
and semantic role labeling. These tools are the basis of information extraction, machine
translation, question and answer system and text classification applications [1]. In recent
years, with the rapid development of machine learning and artificial intelligence,
automatic construction of phrase Treebank become more and more important [2].

Phrase syntactic analysis is that automatic sliding derive sentence grammatical
structure according to a given grammar system. It also can analyze contain grammatical
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unit and the relationship between grammatical unit (Allen 1995) [3]. Finally, it trans-
forms a sentence to structured syntactic tree. The phrase tree consists of three kinds of
symbols, which are in accordance with the specific grammatical rules. Some terminal
nodes constitute a phrase. At the same time, it plays as a non-terminal character involved
in a reduction until the whole sentence reduce for root node [4].

Syntactic analysis and construction of phrase Treebank have the function of mutual
promotion. The phrase Treebank provides the objective text annotation data for the
theoretical study [5]. Syntactic analysis has always been the focus of Natural Language
Processing’s research, but also a major obstacle to Natural Language Processing
research progress. Syntactic analysis can be simply divided into two types, which are the
early method that is based on rule and the statistical method [6]. The statistical method
becomes current mainstream method. The rule mainly relies on linguists to write rules to
describe the syntax of language, which is based on linguistic theory [7]. Through this set
of grammar rules, the syntax structure can be deduced when you put in a text string.
Linguists believe that the structure of all human languages is a hierarchical structure.
The hierarchical structure can be expressed in the form of rules, and the set of rules is the
syntax [8]. Rule-based method is a very tedious process. In addition, the cost of
development rules is very large, and it is difficult to find an effective way to improve the
efficiency of rule development. With the construction of the corpus, more and more
attention has been paid to statistics syntax analysis, which has become the mainstream
method in the field of Natural Language Processing [9]. This method uses statistical
processing techniques to acquire the knowledge of language analysis from large scale
corpus, and it tries to approach the true rule of language. Statistical parsing is required to
complete two tasks. The first task is to establish a language model for the resolution of
syntactic ambiguity. The second task is to find the Maximum probability value of all the
syntax trees. Then, the Maximum probability tree is output from the model.

At present, the most successful Treebank is the Penn Treebank for English, which
greatly promotes the syntactic analysis of English, and it has become the standard of
English syntactic analysis (ET, Al, Marcus, [10], 1993). Success of Penn Treebank
increased researcher’s attention to the construction of the Treebank. The construction
of other languages Treebank has also been launched. For example, the University of
Pennsylvania developed for English phrase structure Treebank PET (about 300,000
words) in 1994; the University of Pennsylvania built for Chinese phrase structure
Treebank PCT (about 25 million words) in 2003 [11]; Tsinghua University constructed
the Chinese phrase structure Treebank TCT973 in 2003 (about one million words) [12];
Saarland University developed for German phrase structure Treebank tiger in 2002
(about 3.5 million words) [13].

There is little study of the Vietnamese phrase Treebank. The studies of Vietnamese
mainly include three aspects. Nguyen C T, Nguyen T K (2006) completed the Viet-
namese word segmentation work which is based on CRF and SVM model [14]. Le H
Nguyen (2006) proposed lexical chain grammar, but he didn’t illustrate how to use the
grammar to construct phrase tree [15]. Nguyen PT et al. (2009) introduced the research
about construction of Vietnam syntax tree, but they didn’t give detailed experimental
results. Dinh Dien et al. (2009) built English - Vietnamese parallel bilingual syntactic
tree for Machine Translation. Vietnamese syntax tree constructed in this paper has
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many problems. For instance, English and Vietnamese can’t correspond one to one. It
will lead to accuracy rate of Vietnamese syntactic tree is very low [17].

Due to the lack of Vietnamese phrase Treebank, this paper proposes a fusion
Vietnamese grammatical features and improved PCFG method to construct Vietnamese
phrase Treebank. The method can automatically analyze Vietnamese phrase structure
tree, and it solves the problem of constructing the Vietnamese phrase Treebank. Firstly,
the inside-outside algorithm gets model PCFG grammar rule sets from the manual
annotation of Vietnamese phrase tree. Secondly, Vietnamese language feature set is
established by analysis of Vietnamese grammatical features. Finally, the grammatical
feature set as well as grammatical rule set into a PCFG model, and the new model
complete construction of Vietnamese phrase Treebank.

2 Formulation of Vietnamese Language Feature Set

Vietnamese belongs to SouthAsian languages, and it is the national language of Vietnam.
Every language has its own order. Vietnamesemainly relies on the composition to convey
important grammatical information. Vietnamese has three obvious characteristics, which
is different from the western language. Some Vietnamese characteristics have the
extremely important influence on Vietnamese phrase Treebank construction:

(1) The smallest unit of Vietnamese is syllable. Words can only be made up of one
(đẹp | beautiful) or more (cô gái | girl) syllables. Vietnamese hasn’t text delimiter
like many Asian Languages (such as Chinese, Japanese and Thai). Space is a
syllable separator, and it hasn’t a division of word, So Vietnamese sentences can
often have many kinds of segmentation methods.

(2) Vietnamese is an isolated language. Word doesn’t change its form but according
to word order to determine its grammatical function in this language. That is to
say that word order is the most important means of Vietnamese grammar meaning
in the table. Word order change will result in semantic change. For instance,
“người còn” is son while “còn ngườ” is human. Word order of Vietnamese
sentence is gradually enhanced. The more general meaning of the word, the more
previous position it gets in the sentence. On the contrary, the more specific
meaning of the word, the more back position it gets in the sentence. For example,
“Anh đã mua” | he bought “một quả táo” | an apple.

(3) Vietnamese is a relatively fixed word order language, and a fixed word order is
SVO (SVO). That is to say, they generally order: subject + predicate + object.
For example, “Kia” | that “là” | is “những” | some “nhà”| house. Through the
analysis of Vietnamese grammatical features, it can be found that there are some
obvious characteristics of Vietnamese such as Post-attributes and Post-Adverbials.
For instance, “Tôi thường ăn” | I often eat “ở quán ăn tự phục vụ”| in the canteen.

According to the characteristics of Vietnamese, this paper adopts the artificial
method of making Vietnamese language feature set. The Vietnamese language feature
set will be used for the construction of Vietnamese phrase tree, which is fused in the
PCFG model as a supplement of the probability of grammar rules. Part of the Viet-
namese language feature set is shown in Table 1. In given Table 1, the main part of
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Vietnamese language characteristics formulated is according to the characteristics of
Post-attributes and Post-Adverbials. Part of the constituency tags are shown in Table 2.

3 Improved PCFG Method

3.1 Introduction of PCGF Probability Model

Probabilistic context free grammar is a grammar rule system which is introduced into
the context free grammar rule system [18]. At present, the research of context free
grammar is mainly to improve the accuracy of the independent hypothesis. This paper
also introduces the syntactic analysis model of the concept of syntactic structure, to
improve the accuracy of PCFG model analysis.

The input sentence is S ¼ w1w2. . .wn ðwn
1Þ. Then, using statistical methods gets the

maximum syntactic tree φ, which eventually achieved max P u=Sð Þ. The parser returns
a syntax tree TðSÞ.

T Sð Þ ¼ argmaxuP u; Sð Þ=P Sð Þ ¼ argmaxuP u; Sð Þ ð1Þ

Firstly, probability values of all possible parse tree are calculated. Then, the maxi-
mum values of P u=Sð Þ is selected. Finally, it is regarded as the result of final analysis.

PCFG is a probabilistic extension of context free grammar. It assigns a probability
value to each production rule, which extends the description system of context free
grammar (CFG) [19]. With PCFG, the probability value of the syntax tree can be

Table 1. Part set example of Vietnamese language features

Grammatical rules Probability value

PP -> E NP 0.5
PP -> E 0.5
ADJP -> R A 0.4
ADJP -> A R 0.1
ADJP -> R A C 0.3
ADJP -> A 0.2

Table 2. Vietnamese Treebank constituency tags

Constituency tag Description

NP Noun phrase
PP Prepositional phrase
VP Verb phrase
ADJP Adjective phrase
AP Adverb phrase
QP Quantitative phrase
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obtained by calculating the probability of all the production rules used in the tree,
which is P u; Sð Þ. The equation of the form such as:

P u; Sð Þ ¼
Y

r2u P rð Þ ð2Þ

Formula (2) is based on the three independent assumptions of PCFG: context
independent, location independent, and ancestor independent.

However, natural language has a strong contextual relevance. Combined with
Vietnamese characteristics described previously, this paper adds some parts of speech
and the syntactic co-occurrence information. It is regarded as a new method to measure
the probability values of syntax tree. Two definitions are introduced. One is forward
co-occurrence probability, and another is backward co-occurrence probability.

Definition of 1: the forward co-occurrence probability Q (V, C) of syntactic
analysis refers to the probability that word v appears in front of syntactic category C. It
meets the limit:

8v
X

C2Vn
Q v;Cð Þ ¼ 1 ð3Þ

Definition of 2: syntactic analysis of the backward co-occurrence probability
H (V, C) refers to the probability that word v appears behind syntactic category C.
It meets the limits:

8v
X

C2Vn H v;Cð Þ ¼ 1 ð4Þ

Two co-occurrence probabilities are added to the formula for calculating the
probability of the syntax tree. The Vietnamese language feature probabilities, the
sub-tree probabilities, as well as co-occurrence probabilities are jointly to determine the
probability of syntactic tree.

We assume that the probability of leaf node is 1. The following is the calculation
method of probability for non leaf nodes. Hypothesis Amn expresses A ) wm. . .wn,
which are the phrases wm. . .wn. The phrases are derived by sub-tree. Then the
assumption of non-terminal expansion rules is r: A!X1X2. . .Xk. The probability of
sub-tree is jointly determined by the probability of a rule R, the probability of each Xi,
forward co-occurrence probability and backward co-occurrence probability. So we use
the arithmetic mean of these probabilities as the probability value of sub-tree Amn. The
formula is shown as (5):

P Að Þ ¼ P rð Þþ Pk
i¼1 P Xið ÞþQ vm�1;Að ÞþHðvnþ 1;AÞ

kþ 3
ð5Þ

Compared with the traditional PCFG model, the formula (5) can get a more
equitable evaluation result of the syntax tree. So it can get a more reliable and optimal
syntax tree.
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3.2 Acquisition of Grammatical Rules

The probability value of grammar rules is generally achieved by the method: first of all,
the rules and the number of rules are added up in the training corpus; then, the
probability value of rules is estimated from frequency of rules appearing by using the
maximum likelihood estimation; finally, the probability is a rule value [20]. The cal-
culation formula is

Pr A ! Xð Þ ¼ C A ! Xð ÞP
c2 VT [VNð Þ C A ! Yð Þ ð6Þ

C A!Xð Þ represents the number of rule A ! X, which appears in the Treebank.
Pr A ! Xð Þ is the probability value of rule A ! X.

The method mentioned above has a large dependence on the training corpus. The
scale and quality of the corpus are directly related to the accuracy of the probability
values of the grammatical rules. But Vietnamese Treebank’s scale is relatively small in
the current. This method cannot reflect the real Vietnamese language rules.

The method used in this paper is that the initial probability of generating rules is
changed. Firstly, Inside-Outside algorithm is used to calculate the initial set of rules in
the Treebank; then, EM algorithm is used to train the training corpus, which can get a
convergent PCFG grammar. In order to minimize the dependence of training corpus, the
formula (6) is used to obtain the initial estimate of the rule. The procedure is as follows:

Firstly, a threshold of Y is set. Rule set will be divided into high frequency rule set
(HFR) and low frequency rule set (LFR). Rules are

HFR ¼ A ! XjPr A ! Xð Þ[ cf g ð7Þ
LFR ¼ A ! XjPr A ! Xð Þ� cf g ð8Þ

Secondly, we assume that M is the number of rules in the LFR set, and N is the sum
of all the rules in the HFR.

N ¼
X

A!Xð Þ2HFR Pr A ! Xð Þ ð9Þ

Thirdly, the formula (10) and (11) are used to obtain the initial probability values
for the initial iteration.

Pr A ! Xð Þ ¼ a� Pr A ! Xð Þ
N

if A ! X2HFR ð10Þ

Pr A ! Xð Þ ¼ 1� að Þ
M

if A ! X 2 LFR ð11Þ

The a range is 0–1, which is the sum of the estimated probability values of all the
rules in the HFR set. At the same time, ð1� aÞ is the sum of the probability values of
the rules in the LFR set. In this paper, the a value is 0.91.
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3.3 The Calculation Method of Co-occurrence Probability

The method of Vietnamese co-occurrence probability calculation is maximum likeli-
hood estimation in this paper. The calculation formula is

Q e;Cð Þ ¼ CountðC is at the beginning of the sentenceÞ
CountðAll syntactic category appears in front of sentenceÞ ð12Þ

Q v;Cð Þ ¼ CountðV appears in front of CÞ
CountðvÞ ð13Þ

A similar method for calculating backward co-occurrence probability is

H e;Cð Þ ¼ CountðC is at the end of the sentenceÞ
CountðAll syntactic category appears at the end of sentenceÞ ð14Þ

H v;Cð Þ ¼ CountðV appears at the end of CÞ
CountðvÞ ð15Þ

In this paper, a simple smoothing method is used to solve the data sparse problem.
For the above formula (12) to (15) can use a unified formula (16) to express:

P ¼ M
N

ð16Þ

P is the requirement’s probability. M is a molecule, which is a statistical frequency.
N is the denominator, which is a total. When the statistics of M is zero, i/N can
be expressed 1/N. the probability of other conditions is calculated according to the
formula (17):

P ¼ M
N

1� i
N

� �
i is the number of 0 probability eventsð Þ ð17Þ

4 The Construction of the Treebank Vietnamese Phrase

Probabilistic model of Vietnamese syntactic analysis provides computational syntax
tree probability method. And it also provides a method to find the most possible phrase
tree when some syntactic ambiguities exist. The syntactic parsing algorithm is used to
realize the probability model of syntactic analysis. The syntactic parsing algorithm used
in this paper is an extension of the GLR algorithm. It is based on the GLR algorithm,
and it fused the Vietnamese language feature set and Vietnamese grammar probability
set in GLR algorithm.

Traditional GLR parsing algorithm: the first step, a sentence syntactic analysis of
the forest is obtained, and that is the acquisition of all possible phrase tree; the second
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step, the probability of each tree possible phrase tree is calculated; the third step, the
maximum probability of the phrase structure tree is picked out as a result of the final
analysis. In this paper, the traditional GLR parsing algorithm is improved, which can be
used in the acquisition of syntax analysis of the forest at the same time to pick out the
highest probability of the phrase tree as the final analysis of the results.

In this paper, firstly, production is preprocessed. All the FIRST collection and
FOLLOW collection of terminator and non-terminator are obtained according to the
production set. Automata grammars are constructed, which are based on the first set,
follow collection and production set. Finally, GLR parsing table is generated, which is
based on the self motivation.

5 Experimental Results and Analysis

5.1 The Experimental Data

Experimental data in this paper mainly includes two parts: one corpus is used to acquire
the rules of grammar phrase tree, which are 10000 manual annotation Vietnamese
phrase trees. 9000 sentences are regarded as training corpus, and 1000 sentences are
regarded as a test corpus. Using the training corpus statistics Vietnamese grammar rules
and calculates initial probability value. Another is 18,000 Vietnamese sentences, which
are used to construct the Vietnamese phrase tree. The Vietnamese sentences are mainly
from China Radio International Vietnamese section navigation. The navigation bar
includes the press, radio, blogs, forums, learning Chinese and entertainment thirteen
modules. Crawling web pages forms a text corpus through rules extraction, weight,
machine tagging, manual calibration steps. The scale of text corpus is 25981 Viet-
namese sentences, and the encoding of method uses UTF-8. Finally, the Vietnamese
sentences are processed with Vietnamese POS tagging platform SVMTool for Viet-
namese word segmentation and part of speech tagging. These sentences access to high
quality of the test corpus after manual correction. The Test corpus of Vietnamese
phrase Treebank is shown in Table 3.

Table 3. Test corpus of Vietnamese phrase Treebank

Category of Corpus Number of files Number of sentences Average length of sentences

news 121 3000 21.30
radio 92 2000 20.69
forum 115 2500 23.54
blog 53 1000 17.32
academia 120 3000 19.14
wiki 140 4000 18.56
entertainment 109 2500 19.07
total 750 18,000 21.27
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5.2 Evaluation Method

We use PARSEVAL syntax analysis and evaluation system, which is an international
standard evaluation criteria. It includes three indicators, which are the precision (LP),
the recall (LR) and the F-score. F-score is comprehensive consideration of the accuracy
and recall rate. Its definition is as follows [20]:

precision ¼ # of correct constituent in hypothesis
# of total constituents in hypothesis

ð18Þ

recall ¼ # of correct constituent in hypothesis
# of correct constituents in reference

ð19Þ

F ¼ 2 � precision � recall
precisionþ recall

ð20Þ

5.3 Analysis of Experimental Results

1. The selection of test subset

Test corpus is divided into 18 test subset, which will be used to construct Vietnamese
phrase Treebank. Each test set contains 1000 Vietnamese sentences, which are treated
with word segmentation and part of speech tagging tools. 8 test subsets are extracted
from 18 test subset. In order to ensure the diversity of the test data, 200 sentences are
achieved from in different corpus categories. The first 4 test subsets are regarded as
closed test sets, and the remaining 4 groups are regarded as open test sets. Details of the
selected 8 test subsets are shown in Table 4.

2. Using the improved PCFG method to construct Vietnamese phrase Treebank

Vietnamese Treebank is constructed by PCFG method which fuses the Vietnamese
grammatical features. Firstly, analysis of the Vietnamese language features make
Vietnamese language feature set. Then, the initial grammar probability set is obtained
from 9000 manual annotation Vietnamese phrase tree by the inside outside algorithm.

Table 4. Data of test subsets

Test subsets The number of sentences Average length of sentence

Test subset 1 1000 19.82
Test subset 2 1000 23.65
Test subset 3 1000 18.51
Test subset 4 1000 17.37
Test subset 5 1000 20.39
Test subset 6 1000 22.95
Test subset 7 1000 19.07
Test subset 8 1000 18.30
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Finally, the Vietnamese language feature set is regarded as the supplement of Viet-
namese initial grammar probability set. Vietnamese phrase structure tree is constructed
by improved PCFG method. Experimental result of 8 test subsets is shown in Table 5,
and Fig. 1 gives a more intuitive results. The comparison of exprimental results on
open and closed test subset is shown in (Figs. 2, 3 and 4).

Table 5. Experimental results based on the method proposed in this paper

Test subset 1 2 3 4 5 6 7 8 Average

LP% 83.12 79.51 82.52 83.31 77.57 78.37 76.23 78.38 79.88
LR% 82.57 78.86 81.69 82.03 76.62 77.35 75.81 77.23 79.02
F-value% 82.84 79.18 82.1 82.67 77.09 77.86 76.51 77.8 79.51

Fig. 1. Experimental results of test subsets based on the proposed method

Fig. 2. Comparison of the precision on open and closed test subset
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It can be found that the results of open test sets are obviously worse than results of
closed test sets. This was due to Vietnamese grammar rules can not cover all Vietnamese
sentences which are used in this paper. At the same time, because the grammar rule set is
extracted from the existing manual annotation Treebank, it cannot cover all the grammar
rules in the open test environment.

3. Using the improved PCFG method with diffrent features to construct Vietnamese
phrase Treebank

In order to accurately assess accuracy of Vietnamese phrase tree construction which is
used the proposed improvement PCFG model, this paper respectively joins the
Vietnamese language features and co-occurrence probability characteristics to do
contrast test. The test results are shown in Table 6. Firstly, analysis of the Vietnamese

Fig. 3. Comparison of the recall on open and closed test subset

Fig. 4. Comparison of the F-score on open and closed test subset
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language features make Vietnamese language feature set. Then, the initial grammar
probability set is obtained from 9000 manual annotation Vietnamese phrase tree by the
inside outside algorithm. Through the comparative analysis of experimental results, we
can see that adding co-occurrence probability characteristics in traditional PCFG model
brings F-value promote by 2.27 percentage points. In addition, when co-occurrence
feature and characteristics of Vietnamese language are added to the model, the results
of syntactic analysis can enhance by 1.93 percentage points. It is proved that the
characteristic information of co-occurrence probability can greatly improve experi-
mental results of traditional PCFG model. The results of PCFG syntactic analysis with
different features is shown in Table 6.

4. Using the traditional PCFG method to construct Vietnamese phrase Treebank

Vietnamese phrase Treebank is constructed by traditional PCFG method. Firstly, 5000
manual annotation Vietnamese phrase tree is used to get the initial Vietnamese
grammar rule set. Then, the construction of Vietnamese phrase Treebank is conducted
on eight test subsets by traditional PCFG model. Test results are shown in Table 7.

5. Using the maximum entropy method to construct the Vietnamese phrase Treebank

Vietnamese phrase Treebank is constructed by maximum entropy method. First of all,
5000 manual annotation Vietnamese phrase tree is regarded as the training corpus to
construct maximum entropy model. Then, Vietnamese phrase Treebank is constructed
by the maximum entropy model with the above extraction of eight test subsets. The
experimental results are shown in Table 8.

In this paper, Vietnamese phrase Treebank is constructed by traditional PCFG
model, maximum entropy model and improved PCFG model which fuses Vietnamese
language characteristics and co-occurrence probability feature. At the same time, the

Table 6. Results of PCFG syntactic analysis with different features

Model and feature LR% LP% F-score
%

Traditional PCFG model 76.26 74.43 75.31
+ Co-occurrence probability feature 78.15 77.02 77.58
+ Vietnamese language features 77.24 76.58 76.91
+ Co-occurrence probability feature + Vietnamese language
features

79.88 79.02 79.51

Table 7. Experimental results of test subsets based on traditional PCFG syntax analysis method

Test subset 1 2 3 4 5 6 7 8 Average

LR% 78.12 77.39 78.35 78.96 74.25 75.37 73.28 74.34 76.26
LP% 76.57 75.62 76.46 76.59 72.12 73.85 71.32 72.89 74.43
F-score % 77.34 76.49 77.39 77.56 73.17 74.60 72.29 73.61 75.31
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accuracy rate, recall rate, F-value of Vietnamese phrase Treebank are analyzed and
calculated. Thus, validating the improved PCFG method is most suitable for the
Vietnamese phrase Treebank construction method. Comparison experimental results
are shown in Figs. 5, 6, and 7.

Table 8. Experimental results of test subsets based on maximum entropy analysis method

Test subset 1 2 3 4 5 6 7 8 Average

LR% 80.86 79.37 80.01 81.28 76.30 77.52 76.08 76.94 78.55
LP% 78.31 77.28 78.45 79.60 74.12 75.85 74.39 74.87 76.61
F-score % 79.56 78.31 79.22 80.43 75.19 76.68 75.23 75.89 77.56

Fig. 5. The precision contrast of Vietnamese Treebank phrases construction methods

Fig. 6. The recall contrast of Vietnamese Treebank phrases construction methods
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Through analysis the experimental results from Figs. 5, 6, and 7, It can be seen that
the method which is proposed in this paper to construct Vietnamese phrase Treebank
have achieved relatively good results in accuracy rate and recall rate, F value method.
These results is mainly due to the improved PCFG model is more favorable for
Vietnamese phrase tree construction. However, it is also found that the results of
Vietnamese short sentences are much better than Vietnamese long sentences. This is
mainly due to the fact that word segmentation and part of speech tagging tools for
Vietnamese short sentences is much better than Vietnamese long sentences. So it direct
impacts on the final construction of phrase Treebank.

6 Conclusions

Since the experimental date used in this paper has some limitations, it can only deal
with some relatively simple sentences in the experiment. In the next step of work, we
will continue to enrich the grammar knowledge and adopt a larger corpus. By sum-
marizing the results of the experiments, it is found that the results of word segmentation
and part of speech tagging will affect the accuracy of syntactic analysis. How to
improve the accuracy of automatic word segmentation and part of speech tagging is
also a subject worthy of study. 2. How to effectively introduce more contextual
information and semantic information to guide the construction of Vietnamese phrase
Treebank will be directly related to Vietnamese phrase Treebank construction quality.
It is important one of our future works.
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Abstract. Commas are widely distributed and used in Chinese and play
important role in detecting boundary of basic units in sentences and discourses.
Towards Chinese-English patent machine translation, this paper presents two
methods using rich linguistic information to identify commas which separate
sub-sentences and non-sub-sentences. The first method employs word knowl-
edge base and formal rules to determine roles of commas, while the second one
uses machine learning approaches. The experimental results show that overall
F1 scores of rule-based method are higher than 93%, indicating the approach
performs well in classifying commas. On the other hand, the classifiers show
some differences. We also draw the conclusion that identifying commas is
actually able to improve the quality of translation outputs.

Keywords: Comma � Rule � Machine learning � Patent machine translation

1 Introduction

As one of the most important punctuations, commas are widely used in Chinese patent
texts, having several functions in the sentences. In which two basic functions are end of
sub-sentence (EOS) and end ofwords or phrases, i.e. None EOS (NEOS). In the paper, the
sub-sentence are defined as dependent components of awhole sentence, they are top-level
children in the syntax trees, and there must be a predicate verb in the sub-sentence.

Different with newswire or other domain texts, sentences in patent texts are usually
much longer, with more characters, and the syntactic structures tend to much more
complex, furthermore, they often involve amounts of specific terminology in various
fields, such as chemistry and biology. A long patent sentence (S) ended with a full stop
can be composed of several sub-sentences (SS), connected by commas or some other
punctuations such as semicolons, in which the SS can further contain kinds of phrases
and chunks.

Here is an example sentence from patent text and its syntax tree:
[SS1在上述结构中, 单电池由突起部支撑], [SS2因此可以提高耐振动性。] (In

above structures, the single cell is supported by the protrusions, therefore the vibration
resistance can be improved.)

The example includes two sub-sentences connected by an EOS comma, and there is
a NEOS comma in the first sub-sentence. (Fig. 1)
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Correct disambiguation and classification of commas is a necessary step to detect
sentence boundaries, which will further have positive impacts on many tasks and
applications in Natural Language Processing (NLP) such as parsing and Machine
Translation (MT). In this paper, towards Chinese-English patent MT, we present two
methodswith rich linguistic information to identify the EOS andNEOS commas. Thefirst
method is featured with knowledge base and formal rules which describe the linguistic
and contextual information. The method is conducted within a parser which is integrated
in a Chinese-English patentMT system (Li et al. 2015) to parse the sentences and identify
the commas. In the second approach, we train three machine learning classifiers (Maxi-
mum Entropy, Naïve Bayes and Decision Tree) to classify the functions of commas.

We then carry out experiments to testify the performance of the proposed approa-
ches, overall F1-measure of rule method are higher than 93%, indicating its effectiveness
and feasibility. But when comparing results of the two approaches, the differences are
remarkable. Translation evaluation tests also prove that identifying commas is beneficial
to improve the quality of translation outputs.

The rest of this paper is organized as follows: Sect. 2 discusses some related works,
Sect. 3 describes commas in Chinese patent texts briefly, Sect. 4 presents the
rule-based identification method in detail, Sect. 5 proposes the machine learning
approach, Sect. 6 conducts experiments and gives some analysis, and the last section
concludes the work.

2 Related Works

In recent years, Chinese comma has gradually attracted amounts of research from the
viewpoint of natural language processing, including sentence segmentation, discourse
analysis and other perspectives.

Jin (Jin et al. 2004) and Li (Li et al. 2005) proposed that Chinese comma disam-
biguation is part of “divide-and-conquer” strategy to syntactic parsing. Long sentences
are split into shorter sentence segments on commas before they are parsed, and the
syntactic parses for the shorter sentence segments are then assembled into the syntactic
parse for the original sentence.

Xue and Yang (2011) viewed Chinese comma disambiguation as the detection of
loosely coordinated clauses separated by commas, which are syntactically and

Fig. 1. Syntax tree of the example sentence
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semantically complete on their own and do not have a close syntactic relation with one
another. They (Yang and Xue 2012) further pointed out that the Chinese comma signifies
the boundary of discourse units and also anchors discourse relations between adjacent
text spans, and they proposed a discourse structure oriented classification of the comma
that can be automatically extracted from the Chinese Treebank (CTB) based on syntactic
patterns. Similar works are also conducted later, using some machine learning approa-
ches to disambiguate and classify the Chinese commas (Xu and Li 2013; Li 2013; Li
2014; Gu et al. 2015).

Kong and Zhou (2013) employed a comma disambiguation method to improve
syntactic parsing and help determine clauses in Chinese. In order to address the
problem that performance of Chinese comma disambiguation usually heavily depends
on the performance of syntactic parser, they then proposed a joint approach combining
k-best parse trees to reduce the dependent on parsing (Kong and Zhou 2014).

Many previous works are based on newswire texts, mainly based on the CTB
corpus, and use machine learning methods such as CRF, Maximum Entropy and
Decision Tree. Besides the news corpus, some works also study commas in patent
domain texts from the aspect of patent machine translation (Zhu et al. 2012; Li et al.
2015). In this paper, we will also conduct research on identifying and classifying
commas in Chinese patent documents.

3 Commas in Chinese Patent Texts

As mentioned, most sentences in patent texts are much longer and may contain more
than one comma, and positions of these commas are quite flexible, they can follow
words (W), phrases (P) or sub-sentences (SS). As a result, theoretically, commas can
separate 9 different types of elements in the sentence. Let’s take the following patent
sentence example to state the combinations.

[P在本发明的一个方面], ①[P被沉积的墨水], ②[W例如], ③[W喷墨], ④[SS可
以被进行处理], ⑤[P在另一方面], ⑥[SS把它们进行固化], ⑦[SS然后通过紧缩方

式形成本发明的防伪特征], ⑧[W例如], ⑨[P样本中的反射性防伪特征]。(In an
aspect of the present invention, the deposited ink, e.g., ink jet, may be treated, in
another aspect, they are cured, and form the security features of the invention by
compression, e.g., reflective security feature in the sample.) (Table 1)

Table 1. Type of elements connected by each comma

Combination Position of comma

SS+SS ⑦
SS+W ⑧
SS+P ⑤
W+W ③
W+P ⑨
W+SS ④
P+W ②
P+P ①
P+SS ⑥
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Clearly, only commas in the first three combinations can be recognized as EOS, as
they follow the SS, and the remaining are all NEOS commas.

After analyzing the sentences in patent corpus, we’ve found that the “SS+SS” type
accounts for the highest proportion, almost about 50% of total sentences, followed by
the type “P+SS”, in which phrases most are noun phrases (NPs), prepositional phrases
(PPs) and adverbial phrases (ADVPs). Such distribution once again the importance of
commas and its identification.

Note that, commas in some specific terms or formulas of chemical field (for
example, “5-oxo-4, 5-dihydro-1, 2, 4-oxadiazol-3-yl”) should not be identified as EOS
or NEOS comma. And they will be preprocessed in advance before the identification,
Sect. 4 will discuss this in detail.

4 Rule-Based Methods

There exists many fixed structures and expressions from word-level to sentence-level in
patent texts, such fixed structures are more suitable to be described by formal rules.
That’s why we decide to use rule-based method to identify and classify the commas. In
this part, we will discuss the approach with some rules and example sentences.

4.1 Identification Procedures

Figure 2 shows the processing steps in identifying the commas, we will describe each
stage in the following.

Preprocessing. In patent sentences, there are amounts of supplementary statements
that appear in brackets, they usually have negative impacts on analyzing the regular
structures. Thus we need to delete them to guarantee the parsing as much as possible
(as shown in Table 2). On the other hand, special terms and expressions containing
commas, which are not related to detection of the boundaries of sentences and chunks,
also need to be deleted. Note that, preprocessing should guarantee the meaning and
syntactic structures of sentences are not affected.

Next, word segmentation are conducted based on conditional random field
(CRF) approach (Lafferty et al. 2001). Then the sentences will be separated into strings
by commas, semicolons and colons in the step of sentence segmentation.

Fig. 2. Rule-based identification procedures
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Finally, in parsing process, the parser will generate a syntax tree for each sentence,
and the commas will be classified and tagged with corresponding symbols on the tree.

Knowledge base and rules are necessary for rule-based methods in NLP. For the
identification of commas, we have built a Chinese word knowledge base consisting
more than 30,000 words which are all extracted from the Chinese patent corpus pro-
vided by the State Intellectual Property Office of China (SIPO)1. The words are
annotated with various syntactic and semantic information. Note that, besides words,
some common fixed expressions like parenthesis, “也就是说(that is to say)”, for
example, are also included. We also manually wrote formal identification rules in the
form of Backus-Naur Form (BNF) based on linguistic analysis of various contextual
information in the sentences.

4.2 NEOS Identification

In patent texts, it is common that a whole sentence often begins with monosyllables
(such as “即” (that is)), conjunctions(marked as “LB”), parenthesis, as well as fixed
expressions, followed by commas. These elements can usually recognize such commas
as NEOS commas (marked as “DBT”).

On the other hand, kinds of NPs, PPs and ADVPs at the beginning of a sentence
can also be separated from other chunks by NEOS commas. In these phrases, there are
many collocations between the left and right boundary words. As for NPs serving as
subject, a fixed typical NP is that begins with the word “一种(a/an)” as modifier and
ends with head NP such as “方法(method)/装置(device)/系统(system)”. As for PPs,
types and structures have been discussed in (Li et al. 2014), and collocation expressions
between left and right boundary words like “当……时 (when……)” “在……中 (in)” are
widely used.

All these features and linguistic information are beneficial to determine the commas
as NEOS. In the rules, we need to pay more attention to exploit such important
information.

Here are some rules and examples.
(−1){LC_CHK[LB]&BEGIN%} + (0)CHN[,] =>LC_TREE(DBT,0,0)
(−1){LC_CHK[NP, PP, ADVP]&BEGIN%} + (0)CHN[,] =>LC_TREE(DBT,0,0)
(b){(−1)LC_CHN[一种]&BEGIN%} + (0)CHN[,] =>LC_TREE(DBT,0,0)

Table 2. An example of preprocessing

Before preprocessing After preprocessing

在一些实施例中, 可以使用其他数目的虚拟

天线/信道(例如, 一个或更多个)。
In some embodiments other numbers of virtual
antennas/channels (e.g., one or more) may be
used.

在一些实施例中, 可以使用其他数目的

虚拟天线/信道。
In some embodiments other numbers of
virtual antennas/channels may be used.

1 http://www.sipo.gov.cn/.
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The Arabic numbers in the rules indicate positions of nodes in the string, and the
left parts of the rule indicate the contextual information of the commas while the right
parts show that they will be marked with the DBT node on the syntax tree.

e.g. [S [Conj.而且], [PP在该实施例中], [NP一种用于预防或治疗哺乳动物中循

环系统疾病的方法], [SS其可以包括任何一项的化合物。]] (Furthermore, in this
embodiment, a method for preventing or treating of circulatory diseases in a mammal
can include any one of the compounds.)

4.3 EOS Identification

As for identification of EOS comma (marked as “SST” on the syntactic tree), the
conjunctions is a useful clue once again. But different with those in NEOS, the con-
junctions here usually introduce sub-sentences at the beginning. These conjunctions
can either appear as collocations in a pair, such as “虽然……,但是……(although……)”
“不但……,而且……(not only……,but also……)”, or singly used, for example, “同时

(meanwhile)” “以便(so that)”, to express various discourse semantic relationships.
Once commas appear together with such conjunctions, there is usually high possibility
that the comma is EOS.

We try to find out all the possible conjunctions representing semantic relationships
exhaustively to cover the contexts that commas may appear, and put them into the rules.

Here we give some rules which represent causal, conditional and progressive
relationship respectively.

(b){(−1)LC_CHK[LB]&CHN[因为,因,是因为,为的是,由于]} + (0)CHN[,] + (1)
LC_CHK[LB,LA]&CHN[所以,因此,因而,故,就,便,才,之所以] =>LC_TREE
(SST,0,0)

(b){(−1)LC_CHK[LB]&CHN[如果,假如]} + (0)CHN[,] + (f){(1)LC_CHK[LB]
&CHN[将,则,那么]} =>LC_TREE(SST,0,0)

(0)CHN[,] + (1)LC_CHK[LB]&CHN[继而,进而,直到,直至] =>LC_TREE
(SST,0,0)

But, a question is, not all sub-sentences are introduced by conjunctions and have
explicit discourse relationship, under such situation, then how to identify the commas?
We suppose the key problem is to identify the core verb first.

Since sub-sentences are defined as sentences which must contain predicate verb, only
the predicate is recognized, can we know that the strings before the comma are really
sub-sentences instead of phrases or chunks, then can we make sure that the comma is
EOS. That means, identifying such EOS actually depends on the recognition of core
verbs.

To solve the problem, we utilize a weight-ranking strategy (Zhu et al. 2012; Li et al.
2015) to identify corn verb from several verbs in the same sentence. The basic idea is,
series of weights representing the possibilities to be predicate are designed, after
excluding some verbs that definitely cannot be core verb, remaining possible verbs will
obtain corresponding weights based on contextual, syntactic and semantic information
after matching kinds of rules. The verbs with the highest weight will be selected as
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predicate verb finally. Once the predicate verb are recognized, the comma will be EOS
and tagged with SST consequently.

Sum up, in the process of identify EOS and NEOS commas, the rules always try to
capture and use linguistic and contextual information which are helpful and effective to
the identification. In most cases, the left and right boundary words of phrases or
sub-sentences are especially useful for chunking and parsing.

5 Machine Learning Classification

Disambiguating the two roles of commas can be considered as the binary classification
problem. In this part, we will train the Maximum Entropy (ME), Naïve Bayes (NB) and
Decision Tree (DT) classifiers with the Mallet2 machine learning package to classify
the Chinese commas.

Considering the specific characteristics of patent texts, we adopt some of features
used in (Xue and Yang 2012) and (Li et al. 2013), and also design some new features
for the classifiers based on linguistic analysis of patent corpus. The final features can be
divided into three types: lexical, phrasal and syntactic features.

Taking the simple example “在上述结构中, 单电池由突起部支撑。” for
instance, we will describe the features as follow. (Table 3)

Table 3. Features for training the classifiers

Features Statement of features Examples

Lexical
features

The Combination of first and last words and part of
speech (POS) in the strings before the commas.

F1 = 在 + 中,
F2 = P+LC

The first word and its POS behind the comma, and
whether the POS is conjunction.

F3 = 单电池,
F4 = NN, F5 = No

Whether the string before the comma is just a single
word.

F6 = No

Whether the string before the comma contains core
predicate and conjunctions.

F7 = No, F8 = No

Phrasal
features

Whether the string before the comma is NP. F9 = No
Whether the string before the comma is ADVP. F10 = No
Whether the string before the comma is PP. F11 = Yes

Syntactic
features

The phrase label of the left sibling and right sibling of
the comma on the syntactic tree, as well as their
conjunction.

F12 = PP, F13 = IP,
F14 = PP + IP

The conjunction of the phrase label of the left sibling,
the parent node and the phrase label of the right sibling.

F15 = PP + S+IP

Whether the comma is a top-level child in the syntactic
tree.

F16 = Yes

2 http://mallet.cs.umass.edu/.
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6 Experiments and Analysis

In this part, we will conduct experiments to testify the performance of the two proposed
methods, using precision rate (P), recall rate (R) and F1-measuere as measure metrics.

In order to find out whether identifying commas has influence on the quality of
translation, we also use BLEU evaluation to compare the performance of MT system
without adding comma identification rules and system with these rules.

6.1 Data Setting

We take the development set of Chinese-English patent MT test on NTCIR-93 as test
set, which contains 2000 bilingual patent sentence pairs. Sentences without commas
were excluded, and the final test set contains 1666 sentences with 3110 commas, in
which 1747 were EOS, occupying about 56.17%, and the remaining 1363 (43.83%)
were NEOS commas.

In the rule-based test, we will use the parser to parse the sentences and analyze
commas on each syntactic tree to determine the performance.

In the machine learning test, after labelling the test set with features, we divide the
total set into training data set and testing data set with the proportion of 80%: 20%, and
employ 10-times, 10-fold cross-validation policy to test the classification performance.

6.2 Results

Tables 4 and 5 show the final classification results of the two methods. And Table 6
shows BLEU evaluation of two systems.

6.3 Analysis

Rule-base method. As can be seen from Table 4, F1 scores of the two kinds of
commas are all over 93%, the precision rates even higher than 95%. The figures have
clearly proved that our approach performs well in disambiguating roles of commas, and
it is effective and feasible. Performance of EOS is a little better than NEOS.

Table 4. Rule-based classification results of commas

Total Identified Correct P (%) R (%) F1 (%)

EOS 1747 1780 1706 95.84 97.65 96.74
NEOS 1363 1262 1231 97.54 90.45 93.86

3 http://research.nii.ac.jp/ntcir/permission/ntcir-9/perm-en-PatentMT.html.
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More specifically, for EOS, recall rate was higher than precision rate by about 2%,
however, the situation was just opposite for NEOS, in which recall rate was 7% lower
than precision rate. While recall rate of NEOS was also lower than that of EOS, the
precision rate of NEOS was a litter higher than that of EOS.

After analyzing the test results, we’ve found some following reasons accounting for
improper or error identification.

To begin with, word segmentation error could lead to incorrect results. For
example, in the NP “在/蜂窝/网络/上/传递/的/辅助/信息,”(the assistance information
delivered over the cellular network), the italic string “上传递” was mistakenly seg-
mented as “上传/递”, and “上传(upload)” was identified as predicate verb, the NP was
parsed as a sentence, as a result, the NEOS comma was mistakenly considered as EOS.

Second, some words, such as “在(ZAI)/为(WEI)”, are multi-category word which
can be verb or preposition in different sentences. Error analysis of such words may also
has negative impacts on commas. For example, in the sub-sentence “这种应用程序可

以在SIM卡内,……” (The application can be in the SIM card,……), the word “在”
tended to be a verb, but the system parsed it as preposition and the sentence as ADVP,
thus the SST comma was marked as DBT.

Last, phrases with ambiguous structures could lead to erroneous identification.
Especially for those NP modified by only verb instead of other adjectives or numerals.
Such NPs were more likely to be parsed as VP or sentences.

For example, “另一个沉积墨水的方法的例子,例如,可喷射墨水或数字墨水,可
以减少墨水组分的粘度。” (Another example of a method for depositing the ink, e.g.,
an sprayable ink or digital ink, can decrease the viscosity of the ink composition.)

According to the context, the italic part was actually a NP, and “可喷射(spray-
able)” was the modifier of “墨水(ink)”. However, it was parsed as VP (i.e. spray the
ink), in which “ink” become object of “喷射”, and the word “可” was recognized as
modal verb “can”. Thus the NP was identified as a sub-sentence at last. Correspond-
ingly, the NEOS comma behind NP was incorrectly classified as EOS.

Machine Learning Approach. Regarding the results of machine learning tests in
Table 5, we will also give some analysis. First of all, the overall results indicate that the
Naïve Bayes classifier overweighed other two. This is different with conclusion in Li’s
work (Li et al. 2013), in which it indicated that ME classifier was the best one based on
CTB6.0 corpus.

In our experiments, similar to rule-based results, the precision rates of NEOS were
still much higher than recall rates, we suppose the main reason lies in that, the struc-
tures and expressions of non-sentence units such as NPs and PPs are more fixed in

Table 5. Machine learning classification results of commas

EOS NEOS
P (%) R (%) F1 (%) P (%) R (%) F1 (%)

DT 74.27 98.75 84.64 94.25 40.01 55.24
ME 74.82 98.24 84.53 94.37 40.67 55.23
NB 74.56 99.16 84.96 96.32 40.03 55.64
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patent texts, and they possess more obvious features, thus they are more easily and
correctly identified with no matter rule-based or classification approaches.

Comparing the results of the two approaches, we can also find out some similar-
ities. For example, precision rates were all lower than recall rates in EOS, but situation
was opposite in NEOS. And F1 scores of NEOS were all lower than those of EOS. But
it is quite surprising that, in the rule-based test, F1 of NEOS was only about 3% lower
than that of EOS, but the differences even become 30% in the machine learning tests!
One possible reason for the result may be the number of NEOS examples was less than
EOS in the test set.

BLEU Comparison. Finally, from Table 6, after adding identification rules related to
commas to the MT system, its performance is better than the system without the rules,
and the BLEU score increased from 11.28 to 11.44. It clearly indicates that identifying
commas correctly does have positive impacts on improving the quality of final trans-
lation outputs.

7 Conclusion

In this paper, based on rich linguistic information, we proposed two methods to identify
commas, which serve as sub-sentence boundaries and non-sub-sentence boundaries in
Chinese patent texts. The first one is a rule-based method, in which we built a
knowledge base and wrote formal linguistic rules to disambiguate the commas. The
second is training classifiers with machine learning toolkit. We then conducted
experiments to testify the performance of the proposed approaches. Experimental
results have proved that the rule-based approach performs well in the identification,
although there also existed some error results. And the Naïve Bayes classifier per-
formed best in the machine learning test. On the other hand, there is big differences
between the results of the two approaches, which is much worth further researching.

In the future, we will pay more attention to address the reasons resulting in error
identification, we will also explore more useful features and expand the test set, trying
to improve further performance.
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Abstract. Machine Translation (MT) evaluation is very important for a MT
system. In this paper, we investigate an improved Cilin-based smoothed BLEU
(BLEUS-syn). As the possible cases that the short translation or English
abbreviations in candidate may cause unigram have no matches, this evaluation
metric smoothed the traditional BLEUS n-gram. It applied synonym substitution
in unigram matching, and calculated the other 2–4-gram. It performed experi-
ments in Russian and Chinese bilingual sentence data set and evaluated the
output translations of online translation systems such as Google, Baidu, Bing
and Youdao. The experimental results show that the effectiveness of our
BLEUS-syn and traditional BLEUS are consistent. The performance of Baidu is
the best, that of Youdao is the second, and that of Bing is the worst. Using
BLEUS-syn can greatly enhance the performance of traditional BLEUS evalu-
ation. It makes the Baidu BLEUS value improve 6.81%, Youdao improve
6.98%, Google 7.82%, and Bing 7.55%.

Keywords: Cilin � Evaluation � BLEU � BLEUS

1 Introduction

With the popularity of Internet and the arrival of the era of big data, Internet languages
become more and the contacts of various countries become more frequent. As the main
platform of information, the language translation becomes the key factor. With the
multi-language information processing, traditional human translation cannot meet the
daily needs, and the machine translation, which can translate multi-language automati-
cally, become a hot topic. With the continuous development of information technology,
translation quality, various machine translation systems and models appear. The trans-
lation quality and performance index become critical for the machine translation system.
The evaluation ofMT systems becomes important for the research ofmachine translation.

Machine translation evaluation usually refers to the quantitative evaluation of a given
translation system. It can evaluate the system performance and enable the developers to
learn the problems and improve it in time. The text evaluation of MT system mainly has
two kinds of human evaluation and automatic evaluation, which is provided in the
language specification released by the State Language Work Committee [1]. The human
evaluation is mainly scoring the adequacy and fluency of system output by language
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experts subjectively according to references. But the human translation has many
shortcomings, such as strong subjectivity, expensive, easy to be affected by external
factors, the long evaluation period and so on. These will cause the human translation
unable to adapt to the progress of MT system modification and parameter optimization,
extend the system development period, and difficult to provide developers and users with
efficient evaluation. As a result, researchers prefer the automatic evaluation.

Automatic evaluation methods can be divided into three categories: the linguistic
point of detection, string similarity and machine learning. The linguistic point of
detection method proposed by Professor Y Shiwen [2], is not widely used because it
doesn’t consider the whole of translation and tests the corresponding part of the
translation according to the prior definition of a good linguistic test points, which cost
higher. The method based on the string similarity becomes the most widely used
evaluation method among the single metric evaluation. The best one is BLEU, which is
proposed by Papineni [3] in 2002. BLEU matches the n-gram between candidate and
reference, and the more n-gram match, the higher score is. Then researchers have made
a lot of improvements against the problems such as not applied to sentence level and
lack of recall. The most famous and widely used are the smoothed BLEU (BLEUS) [4],
ROUGE-N [5] and METEOR [6]. The machine learning method develops fast as the
emergence of deep neural networks and the multi-features evaluation.

In view of the maturity of the application, the operating speed and the degree of
application, in this paper, we propose a new metric BLEUS-syn based on Cilin [7] and
smoothed BLEU [8]. We adopt the synonym match except the exact word match in
BLEU smoothing technology to improve the evaluation metric performance.

2 BLEUS-syn Metric

2.1 Smoothing BLEU

Papineni [3] has proposed the first evaluation metric BLEU based on n-gram in 2002.
Then it is widely used in various evaluations. BLEU is calculated through matching the
n-grams between candidate and reference. We take the geometric mean of the test
sentences’ modified precision scores and then multiply the result by a brevity penalty
factor (BP). BLEU is defined as:

BLUE = BP� exp
XN

n¼1
wn log pn

� �
ð1Þ

And the N is the maximum base element of n-gram, pn is the precision of n-gram,
wn is the weight of n-gram. Generally, the N is set 4 and wn is 1/N. The brevity penalty
BP is defined as Formula (2), which is used to compensate the lack of recall.

BP ¼ emin 1�r=c;0ð Þ ð2Þ

However, the original BLEU is designed for the corpus-level. When any n-gram
precision is zero, the final geometric mean will be zero. So BLEU is short of mean-
ingful sentence-level score, which is important for distinguishing system performance.
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In order to compute BLEU at sentence level, we apply smoothing technique to deal
with the zero precision.

Lin [4] has proposed smoothing BLEU for the first time. Add one count to the
n-gram hit and total n-gram count for n > 1, which is shown as Formula (3). Therefore,
for candidates with less than n words, we can still get a positive smoothed BLEU score
from shorter n-gram matches. If nothing matches BLEU will be zero.

pn ¼
Countclip n�gramð Þþ 1

Count n�gramð Þþ 1
ð3Þ

Countclip(n-gram) is the minimum n-gram number in candidate translation, and
Count(n-gram) is that in reference translation. And the BLEUS is calculated as Formula (4).

BLEUS ¼ min eð1�r=cÞ; 1
� �

� exp
XN

n¼1
wn log pn ð4Þ

2.2 Word Similarity Computation Based on Cilin

Diversification of language expression increases the difficulty of information pro-
cessing. Different systems will produce different translations for the same source lan-
guage. Semantic analysis and synonym match are important for MT evaluation. Word
similarity is the base of research on metric evaluation, and it is important for improving
metric performance.

The semantic dictionary, such as WordNet, HowNet and Cilin, leads the word
similarity computation to be a hot spot.

2.2.1 Cilin Introduction
Cilin is a semantic dictionary compiled by Mei Jiaju and other scholars and published
in 1980s. Then Information Retrieval Laboratory in Harbin Institute of Technology
completes HIT IR-Lab Tongyici Cilin (Extended) through deleting not widely used
words and dictionary expansion, which contains 77,343 words finally [7].

Cilin contains not only synonym words, but relevant words. Only the leaf nodes of
its tree hierarchy are sets of words. Concept is the smallest unit of semantic description,
and the tree hierarchy is shown as Fig. 1.

Virtual Node O

AB L

a b aa

01 02 01 01 01

A B A A B D

01 02 01 01 01 01 01

Level 1

Level 2

Level 3

Level 4

Level 5

Fig. 1. Cilin tree hierarchy
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Five level coding is used in Cilin. The uppercase letters of the alphabet are adopted
to represent the major category; medium category with a lowercase letter; minor cat-
egory is represented by two decimal integers; the fourth level is called word group
adopting uppercase letters of alphabet; the fifth grade with two decimal integer is
named atomic word group, in each category, there are not many words, a lot of which
have only one word that cannot be subdivided any more. With the increasing of the
level, the semantic description is more and more detailed.

2.2.2 Cilin Coding Improvement
The paper adopts six-level coding system to facilitate the calculation. Two digits
encoding is used for each level, and the English letters are encoded in sequence, such as
“A” or “a” substituted by “01”, “B” or “b” by “02”, and postponed in order. The last
two bits we call “mark-bit”, which is the sixth level in coding system: “=” is substituted
by “01”, “#” by “02” and “@” by “03”. The new coding system is shown in Table 1.
For example, “Da15B02#” becomes “040115020202” in new coding system.

2.3 BLEUS Based on Cilin

As Cilin focusing on adequacy, the paper proposed a new smoothed BLEU metric,
BLEUS-syn, based on Cilin. This metric mainly introduces the synonym match into
BLEUS. It smoothed the precision with n = 1 as Formula (3) to maintain the consis-
tency of the n-gram precisions with different n. Also this smoothing technique can
avoid the zero matching in candidate translations because of the short translation and
abbreviated form. The pseudo code of the BLEUS-syn algorithm is shown as Fig. 2,
which contains two main functions: isSynonym and bleuscalculate.

When two words content1 and content2 arrive, the isSynonym function will be
triggered: (1) It returns index = 1 if content1 and content2 are not in Cilin but have the
same form; (2) It extracts the twelve-bit-code sets code1 and code2 of content1 and
content2 from “Cilin.xls”. It returns index = 1 if the two code sets have the same code.

When the bleuscalculate function is triggered, it will smooth unigram firstly in
Ngramprecision function: (1) Put the candidate after word segmentation candi into
seg2, and after de-duplication it is put into array arr[]; (2) When calculating the
minimum number of unigram in candidate count, it will replace the unigram content2
in seg2 with the content in arr[] if the two variables get 1 on isSynonym function; And

Table 1. New coding system of Cilin

Level 1 2 3 4 5 6

Symbol
example

D a 15 B 02 #

Symbol
property

Major
category

Medium
category

Minor
category

Word
group

Atomic
word group

Mark-bit

Coding 04 01 15 02 02 02
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record the count at the same time; (3) The same way, when counting max_ref_count it
will replace the unigram content1 in seg1 with the content in arr[] if the two variables
get 1 on isSynonym function; Then put the seg1 and seg2 after replacement into seg11
and seg22; (4) Then we get the minimum of count and max_ref_count, which is called
count_clip, and calculate the sum of count_clip and unigram precision. For N = 2, 3, 4,
we obtain the corresponding smoothed precision with seg11 and seg22, and then the
final BLEUS value.

BLEUS-syn algorithm has smoothed the traditional BLEU to make the evaluation
at sentence level possible. It also has smoothed unigram precision to deal with the zero
matching of unigram as a result of short translations and English abbreviations. And the
synonym match based on Cilin decreases the precision reduction caused by the
diversity of language expression.

1. // BLEUS based on Cilin (BLEUS -syn)
2. String: content1; //word in reference
3. String: content2; //word in candidate
4.
5. Function Integer isSynonym(content1, content2)
6. Integer index=0;

7. if(content1.equals(content 2)) index=1;
8. List<String>list1 = getCodesByContent(content 1);
9. List<String>list2 = getCodesByContent(content 2);
10. for (Stringcode1 : list1)
11. for (Stringcode2 : list2)
12. If(code1==code2) index=1;break;
13. return index;
14.
15. Function List<String> getCodesByContent(String content)
16. Map<String, String>result=XLSLoad.getDataFromFile("/Cilin.xls");
17. for (String key : result.keySet())
18. String val = result.get(key);
19. String[] valItem = val.split(" ");
20. for (String : valItem)
21. if (string.equals(content)) codes.add(key);break;
22. return codes;
23.
24. Function Double: Ngramprecision(ref, candi, N); // N-gram precision of "count 1" smoothing
25. Function Float: bleuscalculate(ref, candi)
26. Integer: lr ref.length(); // length of reference
27. Integer: lc candi.length(); // length of candidate
28.

29. Double:BLEUS4 min(0, (1-lr/lc)) +1/4* (log(Ngramprecision(ref,candi,1)) + 

+ log(Ngramprecision(ref,candi,4)))
30. Return exp(BLEUS4);

log(Ngramprecision(ref,candi,2)) + log(Ngramprecision(ref,candi,3)) 

Fig. 2. BLEUS-syn algorithm.
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3 Metric Performance Analysis

3.1 Corpus and Environment

In the experiment, we use a publicly available benchmark dataset [9], which contains
total 8,848 sentence pairs with Russian-Chinese bilingual alignment from 5 websites in
news domain. These sentences are different from each other in the form. They are
ranked according to Russian sentence length. We proceed the Russian Chinese online
translation on Google1, Baidu2, Bing3 and Youdao4and get 4 candidate translations
from the 4 online translation systems. The Chinese sentences in corpus are considered
as reference translations.

We run the experiment on the computer with 8.00 GB memory and Intel(R) Core
(TM) i7-6700HQ CPU. Firstly, we implement the traditional BLEUS algorithm to take
the BLEUS of the 4 online translation systems. Secondly, we adopt the synonymmatch to
smooth unigram precision; And then we take the other n-gram matches with the seg-
mentation translations after synonym substitution. Finally, we get the BLEU-syn value.

3.2 Result and Discussion

Firstly, we implement the traditional BLEUS algorithm with the test dataset to take the
BLEUS through comparing the similarity of reference and 4 candidates. The 4 systems’
average BLEUS (BLEUS-word) on the whole test set is shown as Fig. 3.

Fig. 3. BLEUS evaluation results of 4 systems.

1 http://translate.google.cn/.
2 http://fanyi.baidu.com/.
3 https://www.bing.com/translator/.
4 http://fanyi.youdao.com/.
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We take the average of the 200 experimental results as the final result of the group
in order to display the results with the chart show. Then we obtain the 45 groups of
BLEUS change curve shown as Fig. 4.

Secondly, we implement the BLEUS-syn in the same way with the same corpus to
evaluate the translation quality of the 4 systems. We adopt the same experimental
process as the BLEUS. Then, we get the results of average BLEUS-syn as shown in
Fig. 3 and obtain the 45 groups of BLEUS-syn change curve shown as Fig. 5.

Fig. 4. BLEUS change curves of 4 systems.

Fig. 5. BLEUS-syn change curves of 4 systems.
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Finally, we compare the experimental results of the BLEUS-syn and the traditional
BLEUS. Figures 4 and 5 present the average BLEUS and BLEUS-syn results. The
horizontal coordinate is the sentence group sequence and the vertical coordinates are
the traditional BLEUS4 and BLEUS4-syn scores respectively. The two figures show
that the evaluation results of BLEUS and BLEUS-syn are consistent: (1) The two
algorithms’ average BLEUS4 have the same trend in the whole range; (2) Baidu system
performance is the best and its BLEUS4 score is the highest; Youdao performance is
slightly worse than Baidu, but better than that of Google; the translation quality of Bing
is the worst and its BLEUS4 score is the lowest; (3) The score of BLEUS4 was lower in
the first few groups, and then this value increases dramatically with the increase of
sentence length. The main reason is that there may be English abbreviations or short
translation when the sentence length is short, so that the candidate match with the
reference worse, the n-gram matched will be less and the BLEUS4 is reduced. But the
value of BLEUS4 tends to be stable with the increase of the sentence length.

Figure 3 shows that, in the whole test set, (1) The evaluation value of BLEUS-syn
is higher than that of the traditional BLEUS for the 4 online systems; (2) The 4 systems
on Russian Chinese translation is consistent that Baidu performance is the best, Youdao
the second, Google the third and Bing is the worst; (3) When using the synonym match
based on Cilin, the BLEUS value of Baidu increases from 0.356719 to 0.381015, with
an increase of 6.81%; the BLEUS value of Youdao increases from 0.297568 to
0.318339, with an increase of 6.98%; the Google BLEUS is increased by 7.82% from
0.288532 to 0.311082; the one of Bing is increased by 7.55% from 0.276273 to
0.297125; (4) we use longitudinal comparison to compare the performance of different
smoothing algorithms based on the same evaluation metric-BLEU; and we only apply
the average BLEU value for evaluation, which is convenient and clear, and conducive
to the evaluation metric performance parameters’ adjustment and optimization; This
will greatly save resources and time, and improve the efficiency; We will apply hori-
zontal comparison for different types of metrics; (5) Google performance improves the
most and Baidu the least; this result will play a very good role in the system integration.

We adopt longitudinal comparison to evaluate the performance of BLEUS and
BLEUS-syn in the above experiment. The quality of these evaluation metrics is usually
measured by determining the correlation of the scores assigned by the evaluation metrics
to scores assigned by a human evaluation metric, most commonly fluency and adequacy.
In this paper, Pearson correlation coefficient rxy is used to evaluate the two measure-
ments. The higher the coefficient, the better the performance of the evaluation metric.

Suppose the data point on test set, which includes variable automatic scoring x and
manual scoring y, is set to {(xi,yi)}. Then the Pearson correlation coefficient rxy is
defined as follows:

rxy ¼
P

i xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i xi � �xð Þ2Pi yi � �yð Þ2

q ð5Þ

�x ¼ 1
n
Pn

i¼1 xi and �y ¼ 1
n
Pn

i¼1 yi are the averages of sample X and Y respectively.
The variable n is the source sentences number of test set. The correlation coefficient rxy
does not depend on sample size [10]. Its value ranges from –1 to 1. The positive correlation
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coefficient indicates that variableX and variable Y tend to increase or decrease at the same
time. On the contrary, the negative correlation coefficient indicates that the variableYwill
decrease with the increase of the variable X or increase with the decrease of X.

Take the 4 Russian-Chinese machine translation systems with BLEUS and
BLEUS-syn to get the Pearson correlation coefficient rxy between the automatic evalu-
ation score and human scores of adequacy and fluency, which is shown in Fig. 6.

As can be seen in Fig. 6, the Pearson correlation coefficient of adequacy and
fluency are all improved as using the Cilin-based SST algorithm for the traditional
BLEUS method. For example, the adequacy correlation coefficient of Baidu increases
from 0.475910 to 0.492123, Google from 0.325697 to 0.338902, Youdao from
0.378886 to 0.392699, and that of Bing from 0.346638 to 0.360357. And the fluency
correlation coefficient is the same. Use of synonym matching does not influence the
fluency of candidate translation and simultaneously improve the adequacy of the
translation. And the translation is still readable.

The results of the longitudinal comparisons above are consistent with the results of
the human evaluation. The above experiment results show that the longitudinal com-
parison method to evaluate the metrics with different parameter settings based on the
same method is effective. This method is conducive to the adjustment and optimization
of evaluation metrics, and is more convenient. Also it can significantly save energy and
time and improve the timeliness.

In this paper, we use the significance test to verify the effectivity of experimental
results. Also, this method can be applied to the offline open source system. It can
greatly enhance the MT system performance in the case of the corpus size is not
limited. The BLEUS-syn algorithm can greatly improve the performance of traditional
BLEUS algorithm. And it plays a very good role in the MT evaluation with Chinese as
the target language.

Fig. 6. Pearson correlation coefficient rxy between the automatic score and human scores of
adequacy and fluency.
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In this paper, we use the significance test to verify the effectivity of experimental
results. Also, this method can be applied to the offline open source system. It can
greatly enhance the MT system performance in the case of the corpus size is not
limited. The BLEUS-syn algorithm can greatly improve the performance of traditional
BLEUS algorithm. And it plays a very good role in the MT evaluation with Chinese as
the target language.

4 Conclusion

This paper proposes an improved smoothed BLEU evaluation metric (BLEUS-syn).
This metric has smoothed n-gram of the traditional BLEUS in the light of zero
matching caused by English abbreviations or short translation, and introduced synonym
match in unigram matching, and then calculated the other n-gram precisions. The
results of the new algorithm and the traditional BLEUS algorithm are consistent from
the longitudinal comparison. It will greatly enhance the performance of traditional
BLEUS algorithm, especially in machine translation with Chinese as target language.

Further research will concern that the relevant word in Cilin, HowNet and other
metrics with synonym match such as ROUGE, METEOR. Also we will evaluate these
different types of metrics with horizontal comparison, for example, ORANGE and
traditional human evaluation.
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Abstract. In this paper, for the low similarity computation accuracy of concept
in the field of domain ontology mapping, formal concept analysis theory and
rough set theory are introduced to similarity computation. Jointly considering
attribute hierarchies in concept lattice, the semantic hierarchy of the concepts are
weighted differently, and the theory and methods of semantic similarity based on
concept hierarchy is given. Finally, similarity computing model is prospected.
Experimental results show the model has a high computational accuracy.

Keywords: Semantic similarity � Attribute hierarchies � Concept lattice

1 Introduction

With the explosive growth of knowledge, representation, sharing and exchanging of
which has become urgent to solve. Ontology is a shared concept of a clear explanation
standardization, which makes it possible to resolve all these issues. It has increasingly
become important component of knowledge engineering. Formal concept analysis
theory is a mathematical method put by Professor Willie R, which comes from the
understanding of concept related to the areas of philosophy, and reflects the hierarchy
between the concepts.

Rough set theory is a theory of data analysis proposed by Z. Pawlak, which uses the
approximate relationship between the upper and lower use of data to describe the
uncertainty of information. Now has been widely used in decision analysis, pattern
recognition, machine learning and knowledge discovery.

Wu Qiang broadens the scope of formal concept in the paper [1], applying rough set
to Formal concept analysis area, to definite the concept which cannot be studied. Yang
wen-ping discusses the rough approximation of formal concept, proposing to use the
rough set method to solve the upper and lower approximation of rough concept, which
theoretically proves that the result of this theory is equivalent to the approximate
extension of other ones. Kent gives the analysis of the approximate operator model of
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concept lattice, illustrates the relationship between the approximation operators. Shao
[2] synthesizes the basic rough model and reduction concept lattice model, getting the
corresponding functional dependency algorithms, by the theory of rough set operations
[3]. The phenomenon of missing values is a widespread problem in knowledge engi-
neering, which mainly related to the expression and processing of uncertain concepts
[4]. With the rapid development of the Semantic Web, the number of domain ontology
gradually increases, to some extent, which seriously affects the sharing and reuse of
knowledge between domain ontologies.

Ontology mapping is an effective method to solve the problem foregoing, the key
of which is to get conceptual similarity [5]. Due to the reasons above-mentioned, this
article uses upper and lower approximation of rough set theory, proposes rough formal
concept in missing-value context, put forward the improved theory and methods for
similarity calculation of rough formal concept in missing-value context.

2 Related Concepts

2.1 Rough Set Theory

Rough Set Theory is some kind of mathematical tool dealing with fuzzy and uncertain
knowledge. The main idea of this theory is to access decision-making or classification
rules, in the premise of maintaining the same classification, by knowledge reduction
[6]. Rough Set Theory generally refers to some undefined subset, regularly be
approximation defined by two precision sets (upper approximation and lower
approximation).

Definition 1. For a given knowledge base K = (U, R), U refers to non-empty set of
objects; R is a family of equivalence relations based on U. If P�R, and P are not empty,
then the intersection of all equivalence relations in P set is also an equivalence relation,
called indiscernibility relations. For each subset X�U and equivalence relation R, we
can get these as follows:

RX ¼ [fY 2 U=RjY�Xg ð1Þ
RX ¼ [fY 2 U=RjY \X 6¼ ;g: ð2Þ

They are called the upper approximation and lower approximation of relation P
respectively. If the upper and lower approximation are not equal, X is called the rough
set of R, otherwise, called the defined or precise set of R [7].

2.2 Theory of Formal Concept Analysis

Formal Concept Analysis are widely used in many area, such as data analysis and rule
extraction, the core of which is the concept lattice, that is the concept hierarchy based
on binary relation. Concepts exist in the form of relations of posts in the lattice. For
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each concept, they are composed of extensions and intensions of their own. The
relationship of the concept of upper and lower nodes is the one of father and son. The
concept hierarchy between concepts can be clearly seen by the Hasse map. The
visualization of data could be easily got.

Definition 2. There is a set of L, and a, b, c 2 L, the prerequisites that binary relation
� is the poset of L are: (1) a � a (reflexivity); (2) a � b and b � a ) a = b
(anti-symmetry); (3) a � b and b � c ) a � c (transitivity).

Definition 3 (Infimum and Supremum). There is a subset S 2 L in the poset (L, � ),
and then arbitrary element in set L is called the lower bound of subset S. And if it
contains a largest element, we call it Infimum; similarly, the definition of Supremum
could be got.

Definition 4 (Lattice). The poset (L, � ) can be called Lattice only if it could Satisfy
the following requirements: (1) For any a, b 2 L, a ^ b and a _ b are both exist;
(2) Infimum and Supremum are presence for any a, b 2 L.

2.3 Missing-Value Context and Rough Formal Concept

Ordinary formal context K = (G, M, I) is a triple context, G is a set of objects, M is a
set of attributes, and I is a binary relation such that I�G�M, and it is identified.
However, in real life due to lack of information or unpredictable cases happening,
knowledge we need cannot be obtained in the normal way, which makes it hard to
express. Based on the reasons above it is necessary to take specially steps to deal with
these problems [8]. First of all, the definition of missing-value context is given. When
the relationship between certain object g and property m is uncertain, I � (g, m) not
being judged, it could be called being missing-value [9].

Definition 5 (Missing-Value Context). Missing-Value Context T = (U, A, R) is a
triple context, U = {o1, o2 … on} is a set of objects, A = {a1, a2 … an} is set of
Attributes. R is an uncertain relationship between U and A [10].

Better to explain the definition of rough formal concept, formal concept is given
firstly.

Definition 6 (Formal Concept). For a given formal context K = (G, M, I), concept (A,
B) is called Formal Concept, if it satisfies the conditions that (1) A 2 G, B 2 M;
(2) (A, B) 2 I; (3) A′ = B, B′ = A, among which A′ represents the shared attribute sets
of objects A, B′ is on behalf of the shared object sets of attributes B.

Definition 7 (Rough Formal Concept). For a given Missing-Value Context T = (U,
A, R), only if the concept meets the conditions as follows, it could be named Rough
Formal Concept: (1) A 2 G, B 2 M; (2) A � B is a rough set based on relation I.
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3 Traditional Similarity Calculation Model

Comprehensive analysis of domestic and foreign literature, the existing techniques and
methods focus on solving the problem of semantic visual concept set, combined with a
variety of algorithms. The concept of re clustering, which contains a number of
additional concepts. So as to achieve the concept of semantic image annotation,
unsupervised image distance measurement problem is to eliminate regional similarity.
The concept contained in the visual concept set is an important factor to determine the
classification accuracy of the image scene, the capacity of the assembly to reduce the
scene classification speed. When the capacity is too small, it may cause the decline of
classification accuracy. The main problem is that there is no mapping between the
underlying feature and the upper level of the image, which leads to the error between
the information of the feature expression and the actual semantic.

Therefore, it is necessary to establish the mapping relationship between the
underlying visual concepts and the upper level semantic relations. On the other hand,
the concept of the right amount can not only guarantee the time efficiency of classified
search, but also is easy to implement the mulch-level classification model. Therefore it
is necessary to set up the concept of semantic level set, dynamically adjust the clas-
sification granularity, get the concept of vector reduction set, and realize the classifi-
cation performance of image semantics.

3.1 Tversky Ratio Model

Tversky measured the degree of similarity between concepts by using the shared
feature sets of entities. The computational model is as follows [11]:

Sinðm; nÞ ¼ f ðM \NÞ
f ðM \NÞþ a � f ðM � NÞþ b � f ðN �MÞ ð3Þ

Among which Sin (m, n) denotes the similarity between concept m and n; M and N
are the feature sets of m and n; f is the metric function of feature sets; (M − N)
indicates the feature sets which lies in M rather than in N; Similarly, (N − M) indicates
the feature sets which lies in N rather than in M; Parameter a, b adjust the cases dealing
with the asymmetric feature sets.

3.2 The Similarity Calculation Model Based on Formal Concept Analysis

Based on the Tversky Ratio Model, the similarity calculation model to the basis of
Formal Concept Analysis is proposed by Souza and Davis, which uses the mathe-
matical operation ^ and _ to calculate the irreducible infimum [12].

Sinðm; nÞ ¼ j ðm _ nÞ^ j
j ðm _ nÞ^ j þ aj ðm� nÞ^ j þ ð1� aÞj ðn� mÞ^ j ð4Þ
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m ^ n represents the supremum of formal concept m and n; ðm ^ nÞ^ means the
element sets of irreducible infimum of the supremum features; m� nð Þ^ denotes the
irreducible infimum element sets which lies in m instead of n; and vice versa.

3.3 The Similarity Calculation Model Based on Information

Based on the Tversky Ratio Model, Formica put forward the similarity calculation
model that based on information, which makes use of the similar map of concepts in
domain knowledge.

Sin M1, N1ð Þ; M2; N2ð Þð Þ ¼ jM1\M2j
k

� xþ ½1
h
�maxð

X

\m;n[2P
f ðm; nÞÞ� � ð1� xÞ ð5Þ

M1 \ N1 is the number of the same objects in the pairs of the concepts; k is the bigger
value to be comparedwith the numerical objects; h is the larger value to be comparedwith
the numerical attributes;

P
\m;n[2P

f ðm; nÞ is the summation of the concepts whose

attributes matches one another in the concept similarity map; x is the weighting factor
adjusting different cases.

It is not difficult to draw conclusions from the model above that many scholars just
improved the model raised by Tversky. The semantic meaning of similarity model is
enriched by pulling in the Rough Set Theory and Formal Concept Analysis. But there
are still limitations, specifically expressed in two aspects: (1) simply counting the
numbers of upper concept nodes, lacking of accuracy measurement, (2) no consider-
ation about the differences between the feature properties of different concept level,
only depending on computing the semantic distance between concepts to determine the
value of similarity.

3.4 Feature Matrix Filtering

The characteristic matrix filtering classification module using the experimental image
local feature information, calculate the frequency of visual concepts, the concept of
annotation selected frequency is higher than the average word frequency of image
concept, denoted as the number 1 [13]. the semantic information of such images can be
approximated by the concept of visual, ergodic concept set, the remaining part is a
value of 0, finally through the numerical normalization method, the characteristic
matrix of various classification database into a feature vector corresponding to visual
concepts, test image feature vector and classification of library image features to cal-
culate the Euclidean distance weight, the minimum distance of neighbor statistics
marked concept of minimum, and the final output image of the scene the closest image
classification category base number [14].

Feature matrix filtering classification algorithm, the specific process description,
such as Algorithm 1.
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Algorithm 1. feature matrix filter classification algorithm

Input: array set, experimental image set,
Output: Image Classification Library serial number
1 calculate the frequency of the occurrence of the 
visual concept word, the frequency of the statistical 
concept word, form the concept word frequency array;
2 traversal frequency array, the frequency of each ar-
ray to calculate the mean;
3 the comparison of the numerical value is larger than 
the concept of the mean of the word, and marked 1, the 
remaining concept of the word mark is 0;
4 the Euclidean distance between the feature vector of 
the test image and the feature vector group of the 
Classification Library is calculated;
5 statistical distance of the smallest tagging concept, 
the output image classification library serial number.

4 Rough Formal Concept Similarity Calculation Model

4.1 Irreducible Supremum and Infimum in Formal Concept Analysis

The theory of concept lattice as a formal tool of knowledge representation can directly
show the structural characteristics of the domain knowledge and the classification,
inside the objects and attributes of concept nodes, which can be represented by a set of
objects node extension, attribute set by the nodes within the culvert structure. The
hierarchical structure of concept lattice is easy to represent the domain concept relation
with different granularity [15].

Formal concept is formed of objects and attributes, which can determine the
equivalence relation of the object G and attribute M by the formal context K = (G, M,
I). For every non-empty set of formal concept, there always exists the sole largest
sub-concept and smallest parent concept, which is called supremum and infimum. If it
existing the only element not expressed by the largest sub-concept of others, it is named
Irreducible supremum element; similarly, it is easy to get the definition of irreducible
infimum element.

4.2 Conceptual Semantic Classification Model

The concept of semantic classification problem can be transformed into solving the
minimization problem, whose core is to use the feature information acquisition and
semantic quantification in the training sample set in the decomposition of local features,
combined with the concept of clustering initialization word set. Through semantic
measurement of the distance between the sample words set. In this paper, we use the
hierarchical classification model of concept lattice to map the object set and attribute set
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of the concept lattice nodes, and the semantic feature vector corresponding to the two
elements of the formal context.

The relation of feature information can be expressed by the collar matrix Mat, if the
set of the non-edge graph is the set of nodes, which represents the concept set. The
definition of any two node, if the node to meet the boundary between the inter node,
node friends. The undirected graph represented by the collar matrix satisfies the
symmetry and the commutative property.

This paper proposes the conversion algorithm of random stratified form background
based on adjacency matrix, the algorithm initializes the formal context, concept node is
added to the random object set and attribute set, judgment on whether any node to meet
friends node relationship, if meet this relationship, the relationship between the nodes
corresponding to the I is set to 1, and the 0. Traverse to all nodes, repeat the process,
can get the formal background (O, A, I), the specific process description, such as
Algorithm 2.

Algorithm 2. Based on the collar matrix of random hierarchical background 
conversion algorithm

Input:Non edge graph set ( , )G V E= Collar matrix
( )ijMat m=

Output: Formal context O ,A,I

1 Begin O = ∅ A = ∅

2 For  each v V∈

3 Add v to 1 2{ , ,.....}o o
Add v to 4 1 2{ , ,.....}u u

5 Endfor

6 For   each v

7 IF 1ijm =

8 Then
( , )i jo u I∈

9 EndIf
10 Endfor
11 End

4.3 Improved Rough Concept Lattice Similarity Calculation Model

On the one hand, by observing the structure of the Hasse map, we know that the
included attributes of the upper parent node in concept lattice is the minimal subset
attributes of the lower sub-class nodes. And if two nodes have the same feature
properties, the conclusion that they must have the same upper parent node can be got.
On the other hand, from the taxonomic point of view, the similarity degree between
underlying object is higher than the one between upper layer object.
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Concept lattice module collects the related medical concepts, which describes the
concept of classification as the same class and sets up the scene library; local features
are based on the concept of concept words obtaining different categories by hierarchical
clustering method set. According to the statistical distribution of the set of concepts,
feature matrix obtain the characteristic information of concepts, clustering to get the
concept set; Using concept lattice incremental algorithms, it is respectively using from
the scene of concept lattice, the lattice structure, and the dynamic adjustment of the
concept of extension parameters to obtain with an array of annotation word set
reduction.

Concept lattice construction algorithm is the specific process description, which can
be descried as Algorithm 3.

Algorithm 3. Concept lattice construction algorithm based on formal context of 
visual word set

Input: classification map training set, image receive 
matrix, classification dimension
Output: array set
Begin
1 get the local characteristics of the set of the 
classification map
2 each For,
3 adjust the classification set, to generate mufti-
dimensional image matrix
4 set attribute to Maps grid and node attribute set
5 While
6 End for
7 eliminate redundant information of all kinds of XOR 
training sets feature vector
8 IF any set of feature vectors,
9 delete Then
10 meet the requirements of dynamic adjustment of con-
cept of extension parameters, so that the form of ob-
ject of the same dimension could be defined as the 
background,
11 get types of training sets of generating in concept
lattice structure
12 obtain the reduction array on the basis of grid 
attribute hierarchy
13 EndIf
14 Endfor
15 End

Based on the above analysis, semantic parameters of the upper layer is greater than
the one of the lower layer. The improved rough concept lattice similarity calculation
model is given below.
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fRSIM ¼ ððA1 ;B1 Þ; ðA2 ;B2 ÞÞ ¼ jA1 \ A2 j
c

� aþ
Pn

i¼1
Xi Wi

Pn

i¼1
Yi Wi

� ð1� aÞ ð6Þ

Specific parameters are defined as follows: Xi = fi(B1_ \ B2_) represents the
shared property features of the rough concept lattice in level i; Yi = fi(B1_ \ B2_) + fi

(B1_� B2_) + fi(B2_� B1_) denotes the property features of the rough concept lattice
in level i; Wi means the weight of the conceptual elements in level i. A1_ is the lower
approximation concept (A1_, B1_)’s object, while (A1_, B1_) is the rough formal
concept of (A1, B1), so as A2_; B1_ is the upper approximation concept (A1_, B1_)’s
attribute; Parameter a is the weighting factor adjusting accuracy of the model. The
weight of the different level is determined by 1/2i − 1, known through the literature [4],
among which i stands for the number of the level. In order to better explain the model
above, a formal context of domain ontology modeling is given below, shown as Table 1.

Based on the literature [4], the generating algorithm for building concept lattice to
the basis of matrix column rank with attribute priority, by which uses the matrix
column rank of the concept and the union operation of the concept pairs to generate
rough formal concepts having hierarchical structure. The hierarchical concepts corre-
sponding with Table 1 are just as follows.

Layer 1: C1ðG; ;Þ;
Layer 2: C2{{P1, P2, P4, P5}, {A(H) }}, C3{{P1, P2, P3, P4}, {A(B)}};
Layer 3: C4{{P1, P2, P4}, {A(H), A(B) }}, C5{{P1, P2, P5}, {A(E) }};
Layer 4: C6{{P1, P2}, {A(H), A(B), A(E), A(D)}}, C7{{P3, P4}, {A(L), A(B)}};
Layer 5: C8{{P5}, {A(D), A(H), A(E), A(J) }}, C9{{P3}, {A(L), A(F), A(K), A
(B) }}, C10{{P4}, {A(L), A(H), A(M), A(R), A(B)}};
Layer 6: C11ð;;MÞ

Table 1. Formal context of the domain ontology

A(D) A(L) A(B) A(J) A(F)

P1 � �
P2 � �
P3 � � �
P4 � �
P5 �

A(E) A(K) A(R) A(M) A(H)

P1 � �
P2 � �
P3 �
P4 � �
P5 � �
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The rough formal concept with the hierarchical structure is generated just as the
map 1. The weight of different layers is given in Table 2. Using the formula above, the
similarity between the concept nodes can be calculated. For example, the similarity
value between concept C2 and C6 is got by setting the parameter a = 0.25.

fRSIMðC2;C6Þ ¼
2
4
� 0:25þ 1� 1þ 0� 1

2 þ 0� 1
4 þ 0� 1

8

ð1þ 3Þ � 1þð0þ 1Þ � 1
2 þð0þ 1Þ � 1

4 þð0þ 0Þ � 1
8

¼ 0:34 ð7Þ

By using this similarity measure, all the objects and attributes which are non-empty
could be calculated. In order to analyze these data we get, the result of the improved
model and the one of the Souza model are put together to make comparison shown as
the Table 3. The table is divided into two parts by the diagonal of the number one. The
value of the upper triangular is the result of the improved similarity of rough formal
concepts. The value of the lower triangular is the result of the similarity of the Souza
model.

5 Model Analysis

For the reason that precision and recall always changes with the mutative thresholds,
they cannot be used to analyze the result of the similarity accurately. Based on the
values in Table 3, the concept node in the high-level such as C2 and its child node C4
are chosen to analyze the relationship between other concept nodes. Compared to the
Souza model, the conclusion that the improved model is better could be got at two
aspects. On the one hand, the result of accuracy is improved. The values of the
improved model increase to the different degrees, for jointly considering attribute

Table 2. Property values of the related levels

Layer 1 A(H), A(B) Weight: 1
Layer 2 A(E) Weight: 1/2
Layer 3 A(L), A(D) Weight: 1/4
Layer 4 A(L), A(F), A(K), A(B) Weight: 1/8

Table 3. Values of the similarity between concepts

C2 C3 C4 C5 C6 C7 C8 C9 C10

C2 1 0.1 0.6 0.1 0.3 0.1 0.6 0.0 0.4
C3 0.0 1 0.6 0.1 0.4 0.9 0.0 0.4 0.4
C4 0.6 0.6 1 0.1 0.9 0.5 0.3 0.4 0.9
C5 0.0 0.0 0.0 1 0.4 0.0 0.5 0.0 0.0
C6 0.4 0.4 0.7 0.4 1 0.3 0.6 0.4 0.8
C7 0.0 0.7 0.5 0.0 0.3 1 0.0 0.9 0.8
C8 0.4 0.0 0.3 0.4 0.5 0.0 1 0.0 0.3
C9 0.0 0.4 0.3 0.0 0.3 0.7 0.0 1 0.4
C10 0.4 0.4 0.7 0.0 0.5 0.7 0.3 0.5 1
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hierarchies in concept lattice and the relations between objects and attributes. On the
other hand, irrelevant concept pairs decrease. Due to the concepts in the domain area
have certain similar characteristics, all the values of the concept pairs could not be zero.
The improved model cuts down the number of the pairs with zero effectively,
enhancing the measurement accuracy between concept pairs.

Experimental selection of different concept word capacity and concept extension
threshold will directly affect the accuracy of image classification. The concept of word
capacity set is large, the concept of the word set in useless word easy to appear, the
visual description ability is low, the accuracy of classification results is not high, with
decreasing capacity limit, the more likely to describe the concept of different expression
of the same scene. This model can effectively reduce the synonymous expression of the
concept of description, but the accuracy of the algorithm is related to the capacity value.
When the value exceeds the ideal range, the classification accuracy is more significant.

The concept of the extension of the threshold will directly affect the concept of the
formal context, resulting in the concept of effective visual node is too concentrated or
loose. When the extension threshold is smaller, the effective visual concept node
focused on concept lattice structure of low layer, describe the concept of synonymous
expression is evident, the classification accuracy is low; when the extension threshold
is greater, the effective visual concept node focused on concept lattice structure is high,
the number of nodes is less effective, easy to cause the characteristic of node loss. Due
to the single concept expression ability is low, the scene classification is rough, the
classification accuracy is relatively low.

This method dynamically adjusts the capacity limit and the extension of the concept
of concepts from different levels of threshold. Concept lattice node, semantic concept
matrix ofmultilevel cross can be also improved, in the precondition of reducing the size of
the calculation, which effectively improve the classification accuracy of the image scene.

6 Conclusions and Future Work

The paper puts forward the theory and methods for similarity calculation of rough
formal concept in missing-value content, in which formal concept analysis theory and
rough set theory are introduced to similarity computation. Jointly considering attribute
hierarchies in concept lattice, the semantic hierarchies of the concepts are weighted
differently. Experimental results show the model has a high computational accuracy.
The model above proposes a practical theory and methods to merge domain ontology,
helping to raising the accuracy of ontology integration.
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