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Abstract. Visual tracking is a very important application in the field of
computer vision. The tracking process can be formulated as a dynamic
optimization problem, which can be solved by particle swarm optimiza-
tion (PSO) algorithms. PSO algorithm with particle filter (PF) has been
actively used in visual tracking. In this paper, we propose an improved
resampling cellular quantum-behaved PSO (RScQPSO) algorithm, which
is a probabilistic variant of PSO, and combine the PF to solve the track-
ing problem. The cQPSO algorithm can better keep the population diver-
sity and balance the global and local search than PSO algorithm. For
better tracking performance, we further improve the tracking algorithm
by improving the particle initialization approach in cQPSO, resampling
technique in PF as well as using the Gaussian mixture model in fitness
assessment. Experimental results demonstrate that the proposed track-
ing algorithm is more effective and accurate, especially for the cases
that the object has an arbitrary motion or undergoes large appearance
changes, than the compared algorithms.

Keywords: Visual tracking · Quantum-behaved particle swarm opti-
mization · Particle filter

1 Introduction

Visual tracking has been a core issue in many applications, such as monitor,
visual-based control, human-machine interface, intelligent transportation and
augmented reality, etc. Robust target tracking algorithm needs to undergo a more
stringent test of complex conditions (such as sudden movement, fast-moving,
shape variation, and occlusion, etc.). Particle Filter (PF) [1,2] is an effective
target tracking technology. Compared with traditional filtering method, PF has
unique advantages in dealing with the parameter estimation and filtering prob-
lem of non-Gaussian and nonlinear time-varying system. In PF, when the impor-
tance weight variance increasing over the time, the weight only concentrates on
a small number of particles so that the particle collector cannot express the true
posterior probability distribution, which is termed as the ’degradation of par-
ticles’. Resampling method [3] can inhibit the degradation of particles, but it
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may cause the loss of particle diversity. Particle Swarm Optimization (PSO) is
a new optimization algorithm proposed in recent years, which is inspired by the
social behavior of bird flocking [4]. PSO algorithm has been used with PF for
visual tracking problems in order to improve the diversity of particles and the
stability of particle filter. In [5], a target tracking method based on PSO-PF is
proposed to solve the problem of particle diversity recession. However the pre-
cision of this PSO-PF target tracking algorithm still depends on the accuracy
of PSO. Similarly, In [6], another method called PPF can also deal with the
particle diversity recession to some extent with the help of PSO. However, the
standard PSO algorithm has some shortcomings, such as low precision, easily
getting into local optimum and slow convergence. A lot of PSO variants have
been proposed to address the shortcomings. Quantum-behaved particle swarm
optimization (QPSO) algorithm is one of the PSO variants and is proposed based
on the trajectory analysis of particles in PSO [7] and the quantum potential well
model [8,9]. QPSO algorithm has been used for solving many optimization prob-
lems with satisfying performance [10]. In [11], a decentralized form of QPSO
(cQPSO) is proposed by using the cellular structured population. In cQPSO
algorithm, the local attractor in the sub-population is also modified in order
to accelerate the diffusion of the best solution. The cQPSO algorithm can bet-
ter keep the population diversity and balance the global and local search than
QPSO algorithm. In this paper, we propose the tracking algorithm based on the
cQPSO and combining the resampling section of PF. For better tracking per-
formance, we further improve the tracking algorithm by improving the particle
initialization approach in cQPSO, resampling technique in PF as well as using
the Gaussian mixture model in fitness assessment.

The rest of this paper is organized as follows. Section 2 introduces related
work on particle filter and QPSO algorithm. In Sect. 3, the improved tracking
algorithm, which is called improved resampling cQPSO(RScQPSO), is proposed.
Experimental results are given in Sect. 4. Section 5 concludes this paper.

2 Related Work

2.1 Particle Filter

Particle filter is commonly used in solving Bayesian probability, and it is a tech-
nique to estimate target motion state from data with noise. The main idea of
PF is generating a random sample called particles in the state space, comb-
ing the observation of each moment to adjust the weight and position of each
particle. Through continuous searching, decision-making and resampling, parti-
cle filter replace integral calculation with sample mean as estimation value of
system state. This algorithm only requires simple iteration, and can be applied
to predicting and smoothing problems. It can also handle non-Gaussian noise,
and allow the use of non-linear system equations. Particle filter is flexible and
easy to be implemented. Therefore it is widely used in target tracking. Specific
processes of particle filter includes initialization, sampling, state transition, and
systematic observation.
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2.2 Cellular QPSO (cQPSO) Algorithm

The particle’s position Xi,j of QPSO algorithm updates according to the follow-
ing equations:

Xi,j(t + 1) = pi,j(t) ± α · |Cj − Xi,j(t)| · ln
(

1
ui,j(t)

)
(1)

pi,j(t) = ϕi,j(t) · Pi,j(t) + (1 − ϕi,j(t)) · Gi,j(t) (2)

Cj(t) =
1
M

(
M∑
i=1

Pi,1(t),
M∑
i=1

Pi,2(t), · · · ,
M∑
i=1

Pi,N (t)

)
(3)

where pi,j(t) is the local attractor position, Pi,j(t) is the personal best position
of the ith particle at the tth iteration, Gi,j(t) is the global best position of the
population, ϕi,j(t) is a random number being in the range of [0, 1], M and N
represent the population size and problem dimension respectively.

We expanded the QPSO algorithm to cQPSO algorithm by modifying the
neighborhood structure according to the cellular automata (CA) [11]. In cQPSO
algorithm, the particles distributed in the two dimensional toroidal mesh and
they can only interact with the neighbors. Six kinds of neighborhood structure
have been studied in cQPSO as shown in Fig. 1.

Fig. 1. Six kinds of neighborhood structure

In this paper, we use the C9 structure in cQPSO and then the average posi-
tion equation Cj(t) is changed to

lmbestj(t) =
1
9

(
9∑

i=1

Pi,1(t),
9∑

i=1

Pi,2(t), · · · ,

9∑
i=1

Pi,N (t)

)
(4)

Therefore the particle in cQPSO updates according to the following equation

Xi,j(t + 1) = lbesti,j(t) ± α · |lmbestj(t) − Xi,j(t)| · ln
(

1
ui,j(t)

)
(5)

where lbesti,j(t) is best Pi,j position of the particles in the C9 neighborhood.
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3 Improved Sequential cQPSO Algorithm for Target
Tracking

For better tracking the object with higher accuracy, we improve the tracking
algorithm which is based on the sequential cQPSO algorithm in this section.
There are four improvements on the proposed sequential cQPSO algorithm,
including the improvement on the particle initialization for cQPSO, resampling
technique learnt from PF as well as the application of Gaussian mixture model.

3.1 The Improvement on the Particle Initialization

Since the video sequence is continuous, we can model the target movement
according to previous motion results. The particles are distributed within the
scope where the target is most likely to appear in the next frame. Let the suc-
cessfully searching target position of the present frame and the previous frame
be g(t) and g(t − 1), the vpre(t + 1) can be predicted by the following formula:

vpre(t + 1) = g(t) − g(t − 1) (6)

We should preset a vmin, when vpre(t + 1) < vmin, vpre(t + 1) = vmin. Next,
use the following Gaussian distribution xi,0(t+1) ∼ N(g(t), Σ) or motion model
xi,0(t+1) = Axi,0(t)+Bwi,0(t) to make particles evenly distributed around the
current target. Σ is a covariance matrix of Gaussian distribution in which the
diagonal elements is the vpre(t + 1).A generally take 1, and B is aforementioned
vpre · kv (kv is a predefined constant). wi,0(t) is a random number in [−1, 1].

3.2 The Improvement on the State Representation of Particles

The particles state of the proposed target tracking algorithm is represented by
pari = (X,S, θ). X = (x, y) represents the corresponding position of the particles
in images to be tracked, S = (sx, sy) represents scaling ratio between the images
corresponding to particles and the original image of the target, θ is the deflection
angle of the image. Under the initial state, the location of corresponding pixels
can be obtained by the following transformation and the tracking result is shown
in Fig. 2.

(x, y) = X + T ×
∣∣∣∣sx 0

0 sy

∣∣∣∣ ×
∣∣∣∣ cos(θ) sin(θ)
− sin(θ) cos(θ)

∣∣∣∣ (7)

Fig. 2. Affine result
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3.3 The Improvement on MOG Appearance Mode

The model used in the proposed algorithm is the MOG (mixture of Gaussian)
model, which is used to evaluate the fitness value of particles. Similar to [12,13],
three components, which are S, W, F, exist in the appearance model. The S
component describes temporarily stable images, the W component characterizes
the two-frame variations, and the F component is a fixed template of target which
is used to prevent the model from drifting away. Based on this appearance model,
we can calculate individual’s fitness value according to the following equation,

f(x(t)) = p(o(t)|x(t)) = Πd
j=1

{
Σl=s,w,fπl,j(t)N(oj(t);μl,j(t), σ2

l,j(t))
}

(8)

where {πl,j(t), μl,j(t), σ2
l,j(t), l = s, w, f} respectively represent mixture proba-

bilities, mixture centers and mixture variances of these three components, oj(t) is
the candidate region corresponding to state of particle x(t) and d is the number
of pixels inside oj(t). N(·) is a Gaussian density defined as follows,

N(x;μ, σ2) = (2πσ2)−1/2exp{− (x − μ)2

2σ2
} (9)

More importantly, we use a forgetting factor to avoid keeping all the data
from the previous frame. This makes the model parameters be more dependent
on recent observations. An online EM algorithm is used as follows:

E-step:
The ownership probability of each component is computed as:

ml,j(t) ∝ πl,j(t)N(oj(t);μl,j(t), σ2
l,j(t)) (10)

which fulfills Σl=s,w,fml,j(t) = 1
The mixing probability of each component is computed as:

πl,j(t + 1) = ∂ml,j(t) + (1 − ∂)πl,j(t); l = s, w, f (11)

And the first- and second-moment images are evaluated as (14)

Mk,j(t + 1) = ∂ok
j (t)ms,j(t) + (1 − ∂)Mk,j(t); k = 1, 2 (12)

where ∂ = 1 − e−1/τ acts as a forgotten factor, and τ is predefined.
M-step:
The mixture centers and the variances are estimated in the M-step:

μs,j(t + 1) =
M1,j(t + 1)
πs,j(t + 1)

, σ2
s,j(t + 1) =

M2,j(t + 1)
πs,j(t + 1)

− μ2
s,j(t + 1) (13)

μw,j(t + 1) = oj(t), σ2
w,j(t + 1) = kMOGσ2

s,j(t + 1) (14)

μf,j(t + 1) = μf,j(1), σ2
f,j(t + 1) = kMOGσ2

s,j(t + 1) (15)
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3.4 The Improvement on Resampling

When cQPSO iteration comes into the later period, the convergence speed
becomes slower. We introduce the resampling step of the particle filter into
the proposed algorithm. In that way, we can reduce the search region as well as
improve the convergence speed and the solution accuracy. In the proposed algo-
rithm, when the number of iterations is greater than IF (IF is predefined), after
each iteration, generate a random number u ∼ U(0, 1). If u > p (p is predefined),
resample as follows.

Firstly, calculate the weight of each particle (wi) according to the distance
between it and the global best of particles and normalize them. Let Ci = Ci−1 +
wi. Then generate n random numbers ui ∼ U(0, 1) i ∈ [1, n]. For each ui, find
the Minimal j that meet Cj > ui. Finally, copy the jth particle into the new
particle population.

3.5 The Improved Sequential RscQPSO Based Tracking Algorithm

Above all, the process of the proposed algorithm is shown in Table 1.

Table 1. The process of the proposed algorithm

1. Load and display the original image, outline the target
2. Built the appearance models

3. Randomly initialize the particles Xi+1 =
{
xi,0

}N

i=1
4. For k=0 to T do

For i=1 to N do
5. Calculate particles’ fitness by the SWF model according to Eq.(8)
6. Update particles, personal best and global best
7. If the particles are converged then Terminate the QPSO iteration

Else Resample
8. end for

end for
9. Update the appearance models
10. Output

4 Experimental Results

The proposed tracking algorithm is implemented in Opencv/Matlab on a PC
with AMD A4 CPU (1.9 Ghz) and 2.74 GB memory. For each sequence, the
state of the target object is manually set in the first frame. Parameters set as
follows (Table 2).
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Table 2. Parameter setting

Parameter p M vmin kMOG

Value 0.75 25 0.04* image length/width 3

4.1 Experiment 1

In this section, we conduct the comparison experiments between QPSO based
tracking algorithm and the proposed algorithm. One video sequence named
“Dog”, contains a dog face moving to the left and right with appearance
and scale variation. The other dataset is called “Boy” in which a boy moves
quickly. All datasets mentioned are available at http://cvlab.hanyang.ac.kr/
tracker benchmark/seq/name.zip. “name” in the URL need to be replaced with
the dataset names when you download them.

As shown in Fig. 3, QPSO based tracking algorithm also successfully finish
this tracking task. However, the proposed algorithm tracks the target more accu-
rately, which shows a better performance in search for the global optimum in a
long tracking task. Compared to the “Dog”, the “Boy” dataset are more diffi-
cult to be tracked. As can be seen from Fig. 4, when the tracking window of the
QPSO based tracker fails to cover the object after the frame 251, the proposed
algorithm still locks the target. The result shows that the improved RScQPSO
is a relatively robust tracking algorithm.

In order to comprehensively evaluate the result of the two algorithm, we
calculate the MSE (mean square error) between the estimated position and the
labeled ground truth as well as the rate of successful tracking. Here only the
successful frame is taken into consideration to calculate MSE. The comparison
result is shown in Table 3. We can see from the tables that our tracker achieves
very favorable performance in terms of both accuracy and successful rate.

frame 1 frame 368 frame 1000 frame 1200

(a) QPSO based algorithm

frame 1 frame 368 frame 1000 frame 1200

(b) the proposed tracking algorithm

Fig. 3. Tracking performance of “Dog” sequence

4.2 Experiment 2

In order to further evaluate the performance of our algorithm, more dataset
are used for testing. The first video “fish”, shown in Fig. 5(a), contains a static
object with camera motion, which means everything in the sequence is under
illumination variation. Despite all this, our algorithm is able to track the target

http://cvlab.hanyang.ac.kr/tracker_benchmark/seq/name.zip
http://cvlab.hanyang.ac.kr/tracker_benchmark/seq/name.zip
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Frame 1 Frame 85 Frame 173 Frame 251

(a) QPSO based algorithm

Frame 1 Frame 85 Frame 173 Frame 267

(b) the proposed tracking algorithm

Fig. 4. Tracking performance of “Boy” sequence

Table 3. The tracking results of “Dog” and “Boy”

Tracking algorithm MSE of position Frame tracked

Dog Boy Dog Boy

QPSO 5.951298 6.470549 1200/1200 251/267

Improved RScQPSO 4.837096 6.040748 1200/1200 267/267

(a) dataset: fish

(b) dataset: Jumping (c) dataset: seq sb

Fig. 5. The more performance of our algorithm

correctly. The second dataset “Jumping” is a jumping person with a vaguely
face. Results in Fig. 5(b), demonstrate that the proposed improved RScQPSO
algorithm performs well even though the target undergo fast and abrupt motion.
The last dataset, “seq sb”, describes a person undergoing large pose, appearance,
and lighting changes, as well as partial occlusions. The result in Fig. 5(c) shows
that our tracker finishes the task successfully.

5 Conclusion

In this paper, we proposed an improved tracking algorithm based on cQPSO
and PF. The proposed tracking algorithm can deal with tracking tasks with
objects undergoing various environments such as illumination, scale, appearance
variation, partial occlusion, abrupt and fast motion. Compared with the color
histogram, the MOG (mixture of Gaussian) based appearance model we use can
make a better object description. From the experiment results, the improved
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RScQPSO based tracker has a favorable performance compared with the QPSO
based tracker both in terms of accuracy and efficiency.
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