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Preface

Bio-inspired computing is a field of study that abstracts computing ideas (data struc-
tures, operations with data, ways to control operations, computing models, etc.) from
living phenomena or biological systems such as evolution, cells, tissues, neural net-
works, immune system, and ant colonies. Bio-Inspired Computing: Theories and
Applications (BIC-TA) is a series of conferences that aims to bring together researchers
working in the main areas of natural computing inspired from biology, for presenting
their recent results, exchanging ideas, and cooperating in a friendly framework. The
conference has four main topics: evolutionary computing, neural computing, DNA
computing, and membrane computing.

Since 2006, the conference has taken place at Wuhan (2006), Zhengzhou (2007),
Adelaide (2008), Beijing (2009), Liverpool and Changsha (2010), Penang (2011),
Gwalior (2012), Anhui (2013), Wuhan (2014), and Anhui (2015). Following the
success of previous editions, the 11th International Conference on Bio-Inspired
Computing: Theories and Applications (BIC-TA 2016) was organized by Xidian
University, during October 28–30, 2016.

BIC-TA 2016 attracted a wide spectrum of interesting research papers on various
aspects of bio-inspired computing with a diverse range of theories and applications.
We received 343 submissions, of which 115 papers were selected for two volumes of
Communications in Computer and Information Science.

We gratefully thank Xidian University, Huazhong University of Science and
Technology, and Northwestern Polytechnical University for extensive assistance in
organizing the conference. We also thank Dr. Jiao Shi and all other volunteers, whose
efforts ensured the smooth running of the conference.

The editors warmly thank the Program Committee members for their prompt and
efficient support in reviewing the papers, and the authors of the submitted papers for
their interesting papers.

Special thanks are due to Springer for their skilled cooperation in the timely pro-
duction of these volumes.

October 2016 Maoguo Gong
Linqiang Pan

Tao Song
Gexiang Zhang



Organization

Steering Committee

Guangzhao Cui Zhengzhou University of Light Industry, China
Kalyanmoy Deb Indian Institute of Technology Kanpur, India
Miki Hirabayashi National Institute of Information and Communications

Technology (NICT), Japan
Joshua Knowles University of Manchester, UK
Thom LaBean North Carolina State University, USA
Jiuyong Li University of South Australia, Australia
Kenli Li University of Hunan, China
Giancarlo Mauri Università di Milano-Bicocca, Italy
Yongli Mi Hong Kong University of Science and Technology,

Hong Kong, SAR China
Atulya K. Nagar Liverpool Hope University, UK
Linqiang Pan Huazhong University of Science and Technology, China
Gheorghe Păun Romanian Academy, Bucharest, Romania
Mario J. Pérez-Jiménez University of Seville, Spain
K.G. Subramanian Universiti Sains Malaysia, Malaysia
Robinson Thamburaj Madras Christian College, India
Jin Xu Peking University, China
Hao Yan Arizona State University, USA

Program Committee

Rosni Abdullah, Malaysia
Muhammad Abulaish, Saudi Arabia
Chang Wook Ahn, South Korea
Adel Al-Jumaily, Australia
Bahareh Asadi, Iran
Li He, USA
Eduard Babulak, European Commission,

Community Research
and Development Information

Mehdi Bahrami, Iran
Soumya Banerjee, India
Jagdish Chand Bansal, India
Debnath Bhattacharyya, India
Monowar H. Bhuyan, India
Kavita Burse, India

Michael Chen, China
Tsung-Che Chiang, Taiwan, China
Sung-Bae Cho, South Korea
Kadian Davis, Jamaica
Sumithra Devi K.A., India
Ciprian Dobre, Romania
Amit Dutta, India
Carlos Fernandez-Llatas, Spain
Pierluigi Frisco, UK
Maoguo Gong, China (Chair)
Shan He, UK
Jer Lang Hong, Malaysia
Tzung-Pei Hong, Taiwan, China
Wei-Chiang Hong, Taiwan, China
Mo Hongwei, China



Sriman Narayana Iyengar, India
Antonio J. Jara, Spain
Sunil Kumar Jha, India
Guoli Ji, China
Mohamed Rawidean Mohd Kassim,

Malaysia
M. Ayoub Khan, India
Razib Hayat Khan, Norway
Joanna Kolodziej, Poland
Ashwani Kush, India
Shyam Lal, India
Kenli Li, China
Chun-Wei Lin, China
Wenjian Luo, China
Mario J. Pérez-Jiménez, Spain
Vittorio Maniezzo, Italy
Francesco Marcelloni, Italy
Hasimah Mohamed, Malaysia
Chilukuri K. Mohan, USA
Abdulqader Mohsen, Malaysia
Holger Morgenstern, Germany
Andres Muñoz, Spain
G.R.S. Murthy, India
Akila Muthuramalingam, India
Atulya Nagar, UK
Asoke Nath, India
Linqiang Pan, China (Chair)
Mrutyunjaya Panda, India
Manjaree Pandit, India
Gheorghe Păun, Romania
Andrei Păun, USA
Yoseba Penya, Spain
Ninan Sajeeth Philip, India
Hugo Proença, Portugal

Balwinder Raj, India
Balasubramanian Raman, India
Nur’ Aini Abdul Rashid, Malaysia
Mehul Raval, India
Rawya Rizk, Egypt
Thamburaj Robinson, India
Samrat Sabat, India
S.M. Sameer, India
Rajesh Sanghvi, India
Aradhana Saxena, India
Sonia Schulenburg, UK
G. Shivaprasad, India
K.K. Shukla, India
Madhusudan Singh, South Korea
Pramod Kumar Singh, India
Ravindra Singh, India
Sanjeev Singh, India
Satvir Singh, India
Don Sofge, USA
Tao Song, China
Kumbakonam Govindarajan

Subramanian, Malaysia
Ponnuthurai Suganthan, Singapore
S.R. Thangiah, USA
Nikolaos Thomaidis, India
D.G. Thomas, India
Ravi Sankar Vadali, India
Ibrahim Venkat, Malaysia
Sudhir Warier, India
Ram Yadav, USA
Umi Kalsom Yusof, Malaysia
Sotirios Ziavras, USA
Pan Zheng, Malaysia

Sponsors

Xidian University
Huazhong University of Science and Technology
Northwestern Polytechnical University

VIII Organization



Contents – Part II

Evolutionary Computing

Kernel Evolutionary Algorithm for Clustering. . . . . . . . . . . . . . . . . . . . . . . 3
Xiangming Jiang, Jingjing Ma, and Chao Lei

A Multi-parent Crossover Based Genetic Algorithm for Bi-Objective
Unconstrained Binary Quadratic Programming Problem . . . . . . . . . . . . . . . . 10

Chao Huo, Rongqiang Zeng, Yang Wang, and Mingsheng Shang

Unsupervised Image Segmentation Based on Watershed and Kernel
Evolutionary Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Chao Lei, Jingjing Ma, and Xiangming Jiang

Classification Based on Fireworks Algorithm . . . . . . . . . . . . . . . . . . . . . . . 35
Yu Xue, Binping Zhao, and Tinghuai Ma

Overlapping Community Detection in Network:
A Fuzzy Evaluation Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Wei Zhao, Yangzhi Guo, Chao Lei, and Jianan Yan

Multifactorial Brain Storm Optimization Algorithm . . . . . . . . . . . . . . . . . . . 47
Xiaolong Zheng, Yu Lei, Maoguo Gong, and Zedong Tang

An Improved Heuristic Algorithm for UCAV Path Planning. . . . . . . . . . . . . 54
Kun Zhang, Peipei Liu, Weiren Kong, Yu Lei, Jie Zou, and Min Liu

An Efficient Benchmark Generator for Dynamic Optimization Problems . . . . 60
Changhe Li

Ensemble of Different Parameter Adaptation Techniques in Differential
Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Liang Wang and Wenyin Gong

Research on Multimodal Optimization Algorithm for the Contamination
Source Identification of City Water Distribution Networks . . . . . . . . . . . . . . 80

Xuesong Yan, Jing Zhao, and Chengyu Hu

Visual Tracking by Sequential Cellular Quantum-Behaved Particle Swarm
Optimization Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Junyi Hu, Wei Fang, and Wangtong Ding

An Improved Search Algorithm About Spam Firewall . . . . . . . . . . . . . . . . . 95
Kangshun Li, Lu Xiong, and Zhichao Wen

http://dx.doi.org/10.1007/978-981-10-3614-9_1
http://dx.doi.org/10.1007/978-981-10-3614-9_2
http://dx.doi.org/10.1007/978-981-10-3614-9_2
http://dx.doi.org/10.1007/978-981-10-3614-9_3
http://dx.doi.org/10.1007/978-981-10-3614-9_3
http://dx.doi.org/10.1007/978-981-10-3614-9_4
http://dx.doi.org/10.1007/978-981-10-3614-9_5
http://dx.doi.org/10.1007/978-981-10-3614-9_5
http://dx.doi.org/10.1007/978-981-10-3614-9_6
http://dx.doi.org/10.1007/978-981-10-3614-9_7
http://dx.doi.org/10.1007/978-981-10-3614-9_8
http://dx.doi.org/10.1007/978-981-10-3614-9_9
http://dx.doi.org/10.1007/978-981-10-3614-9_9
http://dx.doi.org/10.1007/978-981-10-3614-9_10
http://dx.doi.org/10.1007/978-981-10-3614-9_10
http://dx.doi.org/10.1007/978-981-10-3614-9_11
http://dx.doi.org/10.1007/978-981-10-3614-9_11
http://dx.doi.org/10.1007/978-981-10-3614-9_12


Artificial Bee Colony Algorithm Based on Clustering Method and Its
Application for Optimal Power Flow Problem . . . . . . . . . . . . . . . . . . . . . . 101

Liling Sun and Hanning Chen

Study on Hybrid Intelligent Algorithm with Solving Pre-stack AVO Elastic
Parameter Inversion Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Qinghua Wu, Ying Hao, and Xuesong Yan

A Hybrid Multi-objective Discrete Particle Swarm Optimization Algorithm
for Cooperative Air Combat DWTA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Guang Peng, Yangwang Fang, Shaohua Chen, Weishi Peng,
and Dandan Yang

A Novel Image Fusion Method Based on Shearlet and Particle Swarm
Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Qiguang Miao, Ruyi Liu, Yiding Wang, and Jianfeng Song

Generalized Project Gradient Algorithm for Solving Constrained Minimax
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

Cong Zhang, Limin Sun, and Zhibin Zhu

A Real Adjacency Matrix-Coded Differential Evolution Algorithm
for Traveling Salesman Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Hang Wei, Zhifeng Hao, Han Huang, Gang Li, and Qinqun Chen

A Hybrid IWO Algorithm Based on Lévy Flight. . . . . . . . . . . . . . . . . . . . . 141
Xuncai Zhang, Xiaoxiao Wang, Guangzhao Cui, and Ying Niu

Evolutionary Process: Parallelism Analysis of Differential Evolution
Algorithm Based on Graph Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Xiaoqi Peng, Zhifeng Hao, Han Huang, Hongyue Wu, and Fangqing Liu

A Mean Shift Assisted Differential Evolution Algorithm . . . . . . . . . . . . . . . 163
Hui Fang, Aimin Zhou, and Guixu Zhang

Quantum-Behaved Particle Swarm Optimization Using MapReduce. . . . . . . . 173
Yangyang Li, Zhenghan Chen, Yang Wang, and Licheng Jiao

Dynamic Fitness Landscape Analysis on Differential Evolution Algorithm . . . 179
Shuling Yang, Kangshun Li, Wei Li, Weiguang Chen, and Yan Chen

Improving Artificial Bee Colony Algorithm with Historical Archive . . . . . . . 185
Yalan Zhou, Jiahai Wang, Shangce Gao, Xing Yang, and Jian Yin

Recent Advances in Evolutionary Programming . . . . . . . . . . . . . . . . . . . . . 191
Jing Yu and Lining Xing

Application of Discrete Ant Colony Optimization in VRPTW. . . . . . . . . . . . 204
Qinhong Fu, Kang Zhou, Huaqing Qi, and Tingfang Wu

X Contents – Part II

http://dx.doi.org/10.1007/978-981-10-3614-9_13
http://dx.doi.org/10.1007/978-981-10-3614-9_13
http://dx.doi.org/10.1007/978-981-10-3614-9_14
http://dx.doi.org/10.1007/978-981-10-3614-9_14
http://dx.doi.org/10.1007/978-981-10-3614-9_15
http://dx.doi.org/10.1007/978-981-10-3614-9_15
http://dx.doi.org/10.1007/978-981-10-3614-9_16
http://dx.doi.org/10.1007/978-981-10-3614-9_16
http://dx.doi.org/10.1007/978-981-10-3614-9_17
http://dx.doi.org/10.1007/978-981-10-3614-9_17
http://dx.doi.org/10.1007/978-981-10-3614-9_18
http://dx.doi.org/10.1007/978-981-10-3614-9_18
http://dx.doi.org/10.1007/978-981-10-3614-9_19
http://dx.doi.org/10.1007/978-981-10-3614-9_20
http://dx.doi.org/10.1007/978-981-10-3614-9_20
http://dx.doi.org/10.1007/978-981-10-3614-9_21
http://dx.doi.org/10.1007/978-981-10-3614-9_22
http://dx.doi.org/10.1007/978-981-10-3614-9_23
http://dx.doi.org/10.1007/978-981-10-3614-9_24
http://dx.doi.org/10.1007/978-981-10-3614-9_25
http://dx.doi.org/10.1007/978-981-10-3614-9_26


Differential Evolution Algorithm with the Second Order Difference Vector . . . 219
Xinchao Zhao, Dongyue Liu, Xingquan Zuo, Huiping Liu, and Rui Li

Multi-objective Optimization

Biomimicry of Plant Root Foraging for Distributed Optimization:
Models and Emergent Behaviors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Hanning Chen, Xiaodan Liang, Maowei He, and Weixing Su

Adaptive Bacterial Foraging Algorithm and Its Application in Mobile
Robot Path Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

Xiaodan Liang, Maowei He, and Hanning Chen

A Novel Hierarchical Artificial Bee Colony Optimizer and Its Application
for Model-Based Prediction of Droplet Characteristic in 3D Electronic
Printing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

Maowei He and Hanning Chen

Research on Network-on-Chip Automatically Generate Method Based
on Hybrid Optimization Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

Chao Li and Yuqiang Chen

Evolutionary Algorithms for Many-Objective Ground Station Scheduling
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

Zhongshan Zhang, Lining Xing, Yuning Chen, and Pei Wang

Indicator-Based Multi-objective Bacterial Foraging Algorithm with
Adaptive Searching Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Lianbo Ma, Xu Li, Tianhan Gao, Qiang He, Guangming Yang,
and Ying Liu

Applying K-means Clustering and Genetic Algorithm for Solving MTSP . . . . 278
Zhanqing Lu, Kai Zhang, Juanjuan He, and Yunyun Niu

A Multi-objective Optimization Algorithm Based on Tissue P System
for VRPTW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285

Wenbo Dong, Kang Zhou, Huaqing Qi, Cheng He, Jun Zhang,
and Bosheng Song

The Subideal Version of the SOI-Algorithm and Its Application . . . . . . . . . . 302
Haifeng Sang and Qingchun Li

A Diversity Keeping Strategy for the Multi-objective Examination
Timetabling Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

Yu Lei, Jiao Shi, and Kun Zhang

Contents – Part II XI

http://dx.doi.org/10.1007/978-981-10-3614-9_27
http://dx.doi.org/10.1007/978-981-10-3614-9_28
http://dx.doi.org/10.1007/978-981-10-3614-9_28
http://dx.doi.org/10.1007/978-981-10-3614-9_29
http://dx.doi.org/10.1007/978-981-10-3614-9_29
http://dx.doi.org/10.1007/978-981-10-3614-9_30
http://dx.doi.org/10.1007/978-981-10-3614-9_30
http://dx.doi.org/10.1007/978-981-10-3614-9_30
http://dx.doi.org/10.1007/978-981-10-3614-9_31
http://dx.doi.org/10.1007/978-981-10-3614-9_31
http://dx.doi.org/10.1007/978-981-10-3614-9_32
http://dx.doi.org/10.1007/978-981-10-3614-9_32
http://dx.doi.org/10.1007/978-981-10-3614-9_33
http://dx.doi.org/10.1007/978-981-10-3614-9_33
http://dx.doi.org/10.1007/978-981-10-3614-9_34
http://dx.doi.org/10.1007/978-981-10-3614-9_35
http://dx.doi.org/10.1007/978-981-10-3614-9_35
http://dx.doi.org/10.1007/978-981-10-3614-9_36
http://dx.doi.org/10.1007/978-981-10-3614-9_37
http://dx.doi.org/10.1007/978-981-10-3614-9_37


A Grid-Based Decomposition for Evolutionary Multiobjective
Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316

Zhiwei Mei, Xinye Cai, and Zhun Fan

Multi-objective Evolutionary Algorithm for Enhancing the Robustness
of Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

Zheng Li, Shanfeng Wang, and Wenping Ma

Multi-objective Optimization with Nonnegative Matrix Factorization
for Identifying Overlapping Communities in Networks. . . . . . . . . . . . . . . . . 328

Hongmin Liu, Hao Li, and Wei Zhao

Magnetic Bacterial Optimization Algorithm for Mobile Robot Path
Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334

Hongwei Mo, Lifang Xu, and Chaomin Luo

Pattern Recognition

A Simple Deep Feature Representation for Person Re-identification. . . . . . . . 343
Shengke Wang, Lianghua Duan, Yong Zhao, and Junyu Dong

A Common Strategy to Improve Community Detection Performance Based
on the Nodes’ Property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355

Wei Du and Xiaochen He

HVS-Inspired Dimensionality Reduction Model Based on Factor Analysis . . . 362
Zhigang Shang, Mengmeng Li, and Yonghui Dong

Human Face Reconstruction from a Single Input Image Based on a Coupled
Statistical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373

Yujuan Sun, Muwei Jian, and Junyu Dong

Research on Micro-blog New Word Recognition Based on MapReduce . . . . . 379
Chaoting Xiao, Jianhou Gan, Bin Wen, Wei Zhang, and Xiaochun Cao

A Memetic Kernel Clustering Algorithm for Change Detection
in SAR Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388

Yangyang Li, Gao Lu, and Licheng Jiao

Collaborative Rating Prediction Based on Dynamic Evolutionary
Heterogeneous Clustering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394

Jianrui Chen, Uliji, Hua Wang, and Chunxia Zhao

Improving Sample Optimization with Convergence Speed Controller
for Sampling-Based Image Matting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 400

Liang Lv, Han Huang, Zhaoquan Cai, and Yihui Liang

XII Contents – Part II

http://dx.doi.org/10.1007/978-981-10-3614-9_38
http://dx.doi.org/10.1007/978-981-10-3614-9_38
http://dx.doi.org/10.1007/978-981-10-3614-9_39
http://dx.doi.org/10.1007/978-981-10-3614-9_39
http://dx.doi.org/10.1007/978-981-10-3614-9_40
http://dx.doi.org/10.1007/978-981-10-3614-9_40
http://dx.doi.org/10.1007/978-981-10-3614-9_41
http://dx.doi.org/10.1007/978-981-10-3614-9_41
http://dx.doi.org/10.1007/978-981-10-3614-9_42
http://dx.doi.org/10.1007/978-981-10-3614-9_43
http://dx.doi.org/10.1007/978-981-10-3614-9_43
http://dx.doi.org/10.1007/978-981-10-3614-9_44
http://dx.doi.org/10.1007/978-981-10-3614-9_45
http://dx.doi.org/10.1007/978-981-10-3614-9_45
http://dx.doi.org/10.1007/978-981-10-3614-9_46
http://dx.doi.org/10.1007/978-981-10-3614-9_47
http://dx.doi.org/10.1007/978-981-10-3614-9_47
http://dx.doi.org/10.1007/978-981-10-3614-9_48
http://dx.doi.org/10.1007/978-981-10-3614-9_48
http://dx.doi.org/10.1007/978-981-10-3614-9_49
http://dx.doi.org/10.1007/978-981-10-3614-9_49


An Improved Extraction Algorithm About Disease Spots . . . . . . . . . . . . . . . 407
Lu Xiong, Dongbo Zhang, and Kangshun Li

Fine-Grained Image Categorization with Fisher Vector . . . . . . . . . . . . . . . . 413
Xiaolin Tian, Xin Ding, and Licheng Jiao

Analysis of SNP Network Structure Based on Mutual Information of Breast
Cancer Susceptibility Genes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420

Shudong Wang, Shanqiang Zhang, Shanshan Li, Xinzeng Wang,
Sicheng He, Yan Zhao, Xiaodan Fan, Fayou Yuan, Xinjie Zhu,
and Yun Jiang

Novel Image Deconvolution Algorithm Based on the ROF Model. . . . . . . . . 431
Su Xiao

Nucleic Acid Secondary Structures Prediction with Planar Pseudoknots
Using Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441

Zhang Kai, Li Shangyi, He Juanjuan, and Niu Yunyun

The Short-Term Traffic Flow Prediction Based on MapReduce . . . . . . . . . . . 448
Suping Liu and Dongbo Zhang

Saliency Detection Model for Low Contrast Images Based on Amplitude
Spectrum Analysis and Superpixel Segmentation. . . . . . . . . . . . . . . . . . . . . 454

Hua Yang, Xin Xu, and Nan Mu

Memetic Image Segmentation Method Based on Digraph Coding . . . . . . . . . 461
Tao Wu, Jiao Shi, and Yu Lei

Change Detection in Remote Sensing Images Based on Clonal Selection
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467

Tao Wu, Yu Lei, and Maoguo Gong

Others

An Improved Algorithm for Constructing Binary Trees Using the Traversal
Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475

Fangxiu Wang, Kang Zhou, Huaqing Qi, and Bosheng Song

Improved Multi-step Iterative Algorithms for the Fixed Points of Strongly
Pseudo-Contractive Mappings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489

Jiangrong Liu, Kang Zhou, Shan Zeng, Huaqing Qi, Bosheng Song,
and Tingfang Wu

Grammar Automatic Checking System for English Abstract of Master’s
Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497

Yueting Xu, Ziheng Wu, Han Huang, Tianxiong Yang, Pan Yu,
and Erang Lu

Contents – Part II XIII

http://dx.doi.org/10.1007/978-981-10-3614-9_50
http://dx.doi.org/10.1007/978-981-10-3614-9_51
http://dx.doi.org/10.1007/978-981-10-3614-9_52
http://dx.doi.org/10.1007/978-981-10-3614-9_52
http://dx.doi.org/10.1007/978-981-10-3614-9_53
http://dx.doi.org/10.1007/978-981-10-3614-9_54
http://dx.doi.org/10.1007/978-981-10-3614-9_54
http://dx.doi.org/10.1007/978-981-10-3614-9_55
http://dx.doi.org/10.1007/978-981-10-3614-9_56
http://dx.doi.org/10.1007/978-981-10-3614-9_56
http://dx.doi.org/10.1007/978-981-10-3614-9_57
http://dx.doi.org/10.1007/978-981-10-3614-9_58
http://dx.doi.org/10.1007/978-981-10-3614-9_58
http://dx.doi.org/10.1007/978-981-10-3614-9_59
http://dx.doi.org/10.1007/978-981-10-3614-9_59
http://dx.doi.org/10.1007/978-981-10-3614-9_60
http://dx.doi.org/10.1007/978-981-10-3614-9_60
http://dx.doi.org/10.1007/978-981-10-3614-9_61
http://dx.doi.org/10.1007/978-981-10-3614-9_61


Verified Error Bounds for Symmetric Solutions of Operator Matrix
Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507

Qingchun Li, Ziyu Li, Haifeng Sang, and Panpan Liu

Immune Multipath Reliable Transmission with Fault Tolerance in Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 513

Hongbing Li, Dong Zeng, Liwan Chen, Qiang Chen, Mingwei Wang,
and Chunjiong Zhang

The Research of Solving Inverse Problems of Complex Differential
Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 518

Kangshun Li, Yan Chen, and Jun He

Fast Algorithms for Verifying Centrosymmetric Solutions of Sylvester
Matrix Equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524

Ziyu Li, Haifeng Sang, and Ying Zhao

Research on Distributed Anomaly Traffic Detection Technology Based
on Hadoop Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 530

Qiang Chen

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 537

XIV Contents – Part II

http://dx.doi.org/10.1007/978-981-10-3614-9_62
http://dx.doi.org/10.1007/978-981-10-3614-9_62
http://dx.doi.org/10.1007/978-981-10-3614-9_63
http://dx.doi.org/10.1007/978-981-10-3614-9_63
http://dx.doi.org/10.1007/978-981-10-3614-9_64
http://dx.doi.org/10.1007/978-981-10-3614-9_64
http://dx.doi.org/10.1007/978-981-10-3614-9_65
http://dx.doi.org/10.1007/978-981-10-3614-9_65
http://dx.doi.org/10.1007/978-981-10-3614-9_66
http://dx.doi.org/10.1007/978-981-10-3614-9_66


Contents – Part I

DNA Computing

DNA Self-assembly Model to Solve Compound Logic Operators Problem . . . 3
Shihua Zhou, Bin Wang, Xuedong Zheng, and Changjun Zhou

Model Checking Computational Tree Logic Using Sticker Automata . . . . . . . 12
Weijun Zhu, Yanfeng Wang, Qinglei Zhou, and Kai Nie

Two-Digit Full Subtractor Logical Operation Based on DNA
Strand Displacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Junwei Sun, Xing Li, Chun Huang, Guangzhao Cui, and Yanfeng Wang

One-Bit Full Adder-Full Subtractor Logical Operation Based on DNA
Strand Displacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Yanfeng Wang, Xing Li, Chun Huang, Guangzhao Cui, and Junwei Sun

Logic Gate Based on Circular DNA Structure with Strand Displacement . . . . 39
Guangzhao Cui, Xi Wang, Xuncai Zhang, Ying Niu, and Hua Liu

The Working Operation Problem Based on Probe Machine Model . . . . . . . . 47
Jing Yang and Zhixiang Yin

Matrix Flat Splicing Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Rodica Ceterchi, Linqiang Pan, Bosheng Song, and K.G. Subramanian

A Universal Platform for Building DNA Logic Circuits . . . . . . . . . . . . . . . . 64
Zicheng Wang, Jian Ai, Yanfeng Wang, Guangzhao Cui, and Lina Yao

Membrane Computing

A Hybrid “Fast-Slow” Convergent Framework for Genetic Algorithm
Inspired by Membrane Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Zhongwei Li, Shengyu Xia, Yun Jiang, Beibei Sun, Yuezhen Xin,
and Xun Wang

An Image Threshold Segmentation Algorithm with Hybrid Evolutionary
Mechanisms Based on Membrane Computing . . . . . . . . . . . . . . . . . . . . . . . 85

Shuo Liu, Kang Zhou, Shan Zeng, Huaqing Qi, and Tingfang Wu

K-Medoids-Based Consensus Clustering Based on Cell-Like P Systems
with Promoters and Inhibitors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Xiyu Liu, Yuzhen Zhao, and Wenxing Sun

http://dx.doi.org/10.1007/978-981-10-3611-8_1
http://dx.doi.org/10.1007/978-981-10-3611-8_2
http://dx.doi.org/10.1007/978-981-10-3611-8_3
http://dx.doi.org/10.1007/978-981-10-3611-8_3
http://dx.doi.org/10.1007/978-981-10-3611-8_4
http://dx.doi.org/10.1007/978-981-10-3611-8_4
http://dx.doi.org/10.1007/978-981-10-3611-8_5
http://dx.doi.org/10.1007/978-981-10-3611-8_6
http://dx.doi.org/10.1007/978-981-10-3611-8_7
http://dx.doi.org/10.1007/978-981-10-3611-8_8
http://dx.doi.org/10.1007/978-981-10-3611-8_9
http://dx.doi.org/10.1007/978-981-10-3611-8_9
http://dx.doi.org/10.1007/978-981-10-3611-8_10
http://dx.doi.org/10.1007/978-981-10-3611-8_10
http://dx.doi.org/10.1007/978-981-10-3611-8_11
http://dx.doi.org/10.1007/978-981-10-3611-8_11


Fault Classification of Power Transmission Lines Using Fuzzy Reasoning
Spiking Neural P Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Kang Huang, Gexiang Zhang, Xiaoguang Wei, Haina Rong,
Yangyang He, and Tao Wang

Membrane Algorithm with Genetic Operation and VRPTW-Based Public
Optimization System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

Yingying Duan, Kang Zhou, Huaqing Qi, and Zhiqiang Zhang

An Immune Algorithm Based on P System for Classification . . . . . . . . . . . . 133
Lian Ye and Ping Guo

Simulation of Fuzzy ACSH on Membranes with Michaelis-Menten Kinetics . . . 142
J. Philomenal Karoline, P. Helen Chandra,
S.M. Saroja Theerdus Kalavathy, and A. Mary Imelda Jayaseeli

A Family P System of Realizing RSA Algorithm . . . . . . . . . . . . . . . . . . . . 155
Ping Guo and Wei Xu

A General Object-Oriented Description for Membrane Computing. . . . . . . . . 168
Xiyu Liu, Yuzhen Zhao, and Wenping Wang

Matrix Representation of Parallel Computation for Spiking
Neural P Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Juan Hu, Guangchun Chen, Hong Peng, Jun Wang, Xiangnian Huang,
and Xiaohui Luo

The Computational Power of Array P System with Mate Operation. . . . . . . . 200
P. Helen Chandra, S.M. Saroja T. Kalavathy, and M. Nithya Kalyani

The Computational Power of Watson-Crick Grammars: Revisited . . . . . . . . . 215
Nurul Liyana Mohamad Zulkufli, Sherzod Turaev,
Mohd Izzuddin Mohd Tamrin, and Azeddine Messikh

An Improvement of Small Universal Spiking Neural P Systems
with Anti-Spikes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Shuo Liu, Kang Zhou, Shan Zeng, Huaqing Qi, and Xing Chen

The Implementation of Membrane Clustering Algorithm Based on FPGA . . . 237
Yunying Yang, Jun Ming, Jun Wang, Hong Peng, Zhang Sun,
and Wenping Yu

Tools and Simulators for Membrane Computing-A Literature Review . . . . . . 249
S. Raghavan and K. Chandrasekaran

Parallel Contextual Hexagonal Array P Systems . . . . . . . . . . . . . . . . . . . . . 278
James Immanuel Suseelan, D.G. Thomas, Robinson Thamburaj,
Atulya K. Nagar, and S. Jayasankar

XVI Contents – Part I

http://dx.doi.org/10.1007/978-981-10-3611-8_12
http://dx.doi.org/10.1007/978-981-10-3611-8_12
http://dx.doi.org/10.1007/978-981-10-3611-8_13
http://dx.doi.org/10.1007/978-981-10-3611-8_13
http://dx.doi.org/10.1007/978-981-10-3611-8_14
http://dx.doi.org/10.1007/978-981-10-3611-8_15
http://dx.doi.org/10.1007/978-981-10-3611-8_16
http://dx.doi.org/10.1007/978-981-10-3611-8_17
http://dx.doi.org/10.1007/978-981-10-3611-8_18
http://dx.doi.org/10.1007/978-981-10-3611-8_18
http://dx.doi.org/10.1007/978-981-10-3611-8_19
http://dx.doi.org/10.1007/978-981-10-3611-8_20
http://dx.doi.org/10.1007/978-981-10-3611-8_21
http://dx.doi.org/10.1007/978-981-10-3611-8_21
http://dx.doi.org/10.1007/978-981-10-3611-8_22
http://dx.doi.org/10.1007/978-981-10-3611-8_23
http://dx.doi.org/10.1007/978-981-10-3611-8_24


Superadiabatic STIRAP: Population Transfer and Quantum
Rotation Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

Youssouf Hamidou Issoufa and Azeddine Messikh

Image Segmentation Using Membrane Computing: A Literature Survey. . . . . 314
Rafaa I. Yahya, Siti Mariyam Shamsuddin, Salah I. Yahya,
Shafatnnur Hasan, Bisan Al-Salibi, and Ghada Al-Khafaji

Integrated Membrane Computing Framework for Modeling Intrusion
Detection Systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 336

Rufai Kazeem Idowu, Ravie Chandren Muniyandi,
and Zulaiha Ali Othman

Neural Computing

A Deep Learning Model of Automatic Detection of Pulmonary Nodules
Based on Convolution Neural Networks (CNNs). . . . . . . . . . . . . . . . . . . . . 349

Xiaojiao Xiao, Yan Qiang, Juanjuan Zhao, and Pengfei Zhao

A Study on the Recognition and Classification Method of High Resolution
Remote Sensing Image Based on Deep Belief Network . . . . . . . . . . . . . . . . 362

Guanyu Chen, Xiang Li, and Ling Liu

Classification Based on Brain Storm Optimization Algorithm . . . . . . . . . . . . 371
Yu Xue, Tao Tang, and Tinghuai Ma

Stacked Auto-Encoders for Feature Extraction with Neural Networks . . . . . . 377
Shuanglong Liu, Chao Zhang, and Jinwen Ma

Fault Diagnosis of Power Systems Based on Triangular Fuzzy Spiking
Neural P Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

Chengyu Tao, Wenping Yu, Jun Wang, Hong Peng, Ke Chen,
and Jun Ming

A Recognition Method of Hand Gesture with CNN-SVM Model . . . . . . . . . 399
Miao Ma, Zuxue Chen, and Jie Wu

Cross-Media Information Retrieval with Deep Convolutional
Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

Liang Bai, Tianyuan Yu, Jinlin Guo, Zheng Yang, and Yuxiang Xie

Exploration of the Critical Diameter in Networks . . . . . . . . . . . . . . . . . . . . 411
Haifeng Du, Jingjing Wang, Xiaochen He, and Wei Du

Image Compression Based on Genetic Algorithm and Deep
Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

Haisheng Deng, Hongying Liu, Feixiang Wang, Zhi Wang,
and Yikai Wang

Contents – Part I XVII

http://dx.doi.org/10.1007/978-981-10-3611-8_25
http://dx.doi.org/10.1007/978-981-10-3611-8_25
http://dx.doi.org/10.1007/978-981-10-3611-8_26
http://dx.doi.org/10.1007/978-981-10-3611-8_27
http://dx.doi.org/10.1007/978-981-10-3611-8_27
http://dx.doi.org/10.1007/978-981-10-3611-8_28
http://dx.doi.org/10.1007/978-981-10-3611-8_28
http://dx.doi.org/10.1007/978-981-10-3611-8_29
http://dx.doi.org/10.1007/978-981-10-3611-8_29
http://dx.doi.org/10.1007/978-981-10-3611-8_30
http://dx.doi.org/10.1007/978-981-10-3611-8_31
http://dx.doi.org/10.1007/978-981-10-3611-8_32
http://dx.doi.org/10.1007/978-981-10-3611-8_32
http://dx.doi.org/10.1007/978-981-10-3611-8_33
http://dx.doi.org/10.1007/978-981-10-3611-8_34
http://dx.doi.org/10.1007/978-981-10-3611-8_34
http://dx.doi.org/10.1007/978-981-10-3611-8_35
http://dx.doi.org/10.1007/978-981-10-3611-8_36
http://dx.doi.org/10.1007/978-981-10-3611-8_36


DNN-Based Joint Classification for Multi-source Image Change Detection . . . 425
Wenping Ma, Zhizhou Li, Puzhao Zhang, and Tianyu Hu

Differencing Neural Network for Change Detection in Synthetic Aperture
Radar Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431

Feng Chen, Jiao Shi, and Maoguo Gong

Change Detection in Synthetic Aperture Radar Images Based on Fuzzy
Restricted Boltzmann Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 438

Na Li, Jiao Shi, and Maoguo Gong

Machine Learning

Decision Variable Analysis Based on Distributed Computing . . . . . . . . . . . . 447
Zhao Wang, Maoguo Gong, and Tian Xie

A Multi-task Learning Approach by Combining Derivative-Free
and Gradient Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 456

Yiqi Hu and Yang Yu

A Collaborative Learning Model in Teaching-Learning-Based
Optimization: Some Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 466

Bei Dong, Xiaojun Wu, and Yifei Sun

Incremental Learning with Concept Drift: A Knowledge
Transfer Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473

Yu Sun and Ke Tang

Visual Tracking Based on Ensemble Learning with Logistic Regression. . . . . 480
Xiaolin Tian, Sujie Zhao, and Licheng Jiao

A New Optimal Neuro-Fuzzy Inference System for MR Image
Classification and Multiple Scleroses Detection. . . . . . . . . . . . . . . . . . . . . . 487

Hakima Zouaoui, Abdelouahab Moussaoui, Abdelmalik Taleb-Ahmed,
and Mourad Oussalah

The Influence of Diversification Strategy on Capital Structure . . . . . . . . . . . 494
Xuefeng Li

An Improved Hybrid Bat Algorithm for Traveling Salesman Problem . . . . . . 504
Wedad Al-sorori, Abdulqader Mohsen, and Walid Aljoby ßer

Design of Selecting Security Solution Using Multi-objective
Genetic Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 512

Yunghee Lee, Jaehun Jung, and Chang Wook Ahn

XVIII Contents – Part I

http://dx.doi.org/10.1007/978-981-10-3611-8_37
http://dx.doi.org/10.1007/978-981-10-3611-8_38
http://dx.doi.org/10.1007/978-981-10-3611-8_38
http://dx.doi.org/10.1007/978-981-10-3611-8_39
http://dx.doi.org/10.1007/978-981-10-3611-8_39
http://dx.doi.org/10.1007/978-981-10-3611-8_40
http://dx.doi.org/10.1007/978-981-10-3611-8_41
http://dx.doi.org/10.1007/978-981-10-3611-8_41
http://dx.doi.org/10.1007/978-981-10-3611-8_42
http://dx.doi.org/10.1007/978-981-10-3611-8_42
http://dx.doi.org/10.1007/978-981-10-3611-8_43
http://dx.doi.org/10.1007/978-981-10-3611-8_43
http://dx.doi.org/10.1007/978-981-10-3611-8_44
http://dx.doi.org/10.1007/978-981-10-3611-8_45
http://dx.doi.org/10.1007/978-981-10-3611-8_45
http://dx.doi.org/10.1007/978-981-10-3611-8_46
http://dx.doi.org/10.1007/978-981-10-3611-8_47
http://dx.doi.org/10.1007/978-981-10-3611-8_48
http://dx.doi.org/10.1007/978-981-10-3611-8_48


A Multi-agent System for Creating Art Based on Boids with Evolutionary
and Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 518

Tae Jong Choi, Jaehun Jeong, and Chang Wook Ahn

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 525

Contents – Part I XIX

http://dx.doi.org/10.1007/978-981-10-3611-8_49
http://dx.doi.org/10.1007/978-981-10-3611-8_49


Evolutionary Computing



Kernel Evolutionary Algorithm for Clustering
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Abstract. In this paper, we propose a novel clustering algorithm named
KECA based on kernel function and evolutionary optimization. As we
know, Euclidean distance based similarity metrics can help clustering
algorithms handle datasets with compact super-sphere distributions per-
fectly, but it is undesirable for the complex structural or irregular shaped
datesets. Proper mapping function can map the data in original space to
high-dimensional feature space, which exposes more features and sheds
light on complex structural datasets. However, clustering in feature space
is time-consuming and often suffers from curse of dimensionality. Fortu-
nately, we can cluster the mapped data in feature space which performs
nonlinearly in original space with the help of kernel function in our pro-
posed KECA. What’s more, evolutionary algorithm is used in KECA
to avoid local optimal. Experimental results on artificial as well as UCI
datasets show the effectiveness and robustness of the proposed KECA in
compare with the genetic algorithm-based clustering and the K-means
clustering.

Keywords: Kernel function · Evolutionary algorithm · Clustering ·
Similarity metric

1 Introduction

Cluster [4,13] is a kind of important tool for data analysis, which has been
widely used in computer vision, data mining and pattern recognition. The goal
of clustering analysis [9] is to find the best category under some evaluating cri-
teria using only the metrics of similarities among samples without training. The
Euclidean distance based similarity metrics are widely used in typical clustering
algorithms and the gradient descent methods are usually used to optimize it’s
objective function. However, the Euclidean distance based similarity metric is
undesirable for datasets with complex manifold and the gradient descent meth-
ods often get trapped in local minimum when confront nonlinear and multimodal
evaluate function.

Kernel clustering is proposed as a new kind of clustering method in the field
of clustering analysis [2,3]. These methods [6,8,10] first map the data from orig-
inal space to high-dimensional feature space using nonlinear mapping. Then the
differences (dissimilarity) among data are enlarged to a certain degree, which
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 3–9, 2016.
DOI: 10.1007/978-981-10-3614-9 1
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promotes a better clustering results [12]. Therefore, we attempt to use the
kernel-based similarity metric to replace Euclidean distance-based similarity
metric in evolutionary clustering algorithms in this paper. The resultant method
is called kernel evolutionary clustering algorithm, which is written as KECA for
short.

The rest of this paper are organized as follows: In the second section, we
analyze the drawbacks of Euclidean distance based similarity metrics, and intro-
duce the favourable characters of kernel function. We describe the proposed
KECA in detail in the third section. The experimental results are shown in the
fourth section, in which we test KECA on the artificial as well as UCI datesets
in compare with GAC and KM algorithms and analyze the robustness of these
algorithms. Conclusions are drawn in the final section.

2 Existing Problems and Kernel Methods

From the example illustrated in Fig. 1, we expect that the sample 1 and sample
3 belong to the same category. But the Euclidean distance between sample 1
and sample 3 is higher than that between sample 1 and sample 2. Therefore, the
sample 1 and sample 2 are more likely to be clustered into the same category
according to the similarity metrics based on Euclidean distance, which is incon-
sistent with the fact. As a conclusion, the similarity metrics based on Euclidean
distance will discount the performance of clustering algorithms on the complex
structural datasets. Therefore, we propose a kernel mapping method which is
more suitable for clustering problems in the next subsection [13].
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Fig. 1. Illustration of shortcomings of the pure Euclidean distance-based clustering
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In kernel methods, mapping functions are designed to map the nonstructured
data from original space into high-dimensional space, in which the mapped data
shall be structured, separable and desirable (see Fig. 2 for illustration). Readers
can refer to [11] for more details about kernel functions.

Fig. 2. Illustration of samples mapped from original space to feature space

3 Kernel Evolutionary Clustering Algorithm

3.1 Kernel Function Used in KECA

Assuming that input sample set X = {x1, x2, · · · xN} , xn ∈ R
d has been mapped

into feature space as X̃ = (Φ(x1), Φ(x2), · · · Φ(xN )). In our KECA, we use

dH(xi, xj) =
√

‖Φ(xi) − Φ(xj)‖2

=
√

Φ(xi) · Φ(xi) − 2Φ(xi) · Φ(xj) + Φ(xj) · Φ(xj)
(1)

as a similarity metric for clustering. By denoting K(xi, xi) = Φ(xi) · Φ(xi), the
expression (1) becomes

dH(xi, xj) =
√

K(xi, xi) − 2K(xi, xj) + K(xj , xj) (2)

In this paper, we simply use expression (2) with the Gaussian kernel function to
measure the clustering similarity. Finally, the KECA algorithm is given in 1.

3.2 Evolutionary Strategies of KECA

Evolutionary algorithm (EA) is a generic population-based metaheuristic algo-
rithm which imitates the evolution of the species. The concept “evolution”
is implemented with a series of biological mechanisms, namely, reproduction
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Algorithm 1. The kernel evolutionary clustering algorithm (KECA)
1: procedure KECA(k) � 2 ≤ k ≤ N , N is the size of sample set
2: Initialize the clustering centers, and set gen(it) ← 0
3: Compute the distances of every sample to the centers of categories using (2)
4: Compute the fitness of the initial population
5: while gen(it) < maxgen do
6: Perform cloning, crossover and mutation processes
7: Compute the fitness of the offspring in temporary population pool
8: Perform selection process and store selected individuals temporarily
9: gen(it) ← gen(it) + 1

10: end while
11: Output clustering results
12: end procedure

(cloning), recombination (crossover), mutation, and selection. In this section, we
mainly explain the above procedures for Algorithm1.

(1) Individual representation
Every individual is encoded by a real integer array, which records the indexes
of K categories. For a clustering problem of K categories, the length of
a chromosome (an array) is K, the first gene (the first element of array)
records the index of first category, the second one records the index of second
category, and so on [7].

(2) Fitness function
The point xi, (i = 1, 2, · · · , n) in data set can be classified into the jth

category Cj ∈ C, j ∈ {1, 2, · · · ,K} if

j = arg min
j=1,2,··· ,K

(D(xi, uj)) (3)

where uj represents the clustering center of Cj , the expression 3 can be
regarded as a classifier. After the classification, the fitness of individual C
is computed as

Dev(C) =
∑

Ck∈C

∑
i∈Ck

D(i, μk) (4)

where C represents the code (genotype) of an individual, μk is the clustering
center of category Ck, D(i, μk), (i ∈ Ck) represents the shortest distance
from the ith data of category Ck to its center μk.

(3) Recombination and Mutation
Because the code for an individual is real-valued and discrete in our pro-
posed encoding method, we use uniform crossover operator and single-point
mutation in our proposed algorithm. With a randomly generated mask code
array whose elements are either 0 or 1, the elements of an offspring are
selected from either the parent A or B accordingly.
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4 Experimental Study

In this part, we apply KECA to cluster some representative data sets including
some artificial data sets and UCI data sets1 [1], and compare its performance
with Genetic algorithm-based clustering technique (GAC) and K-means cluster-
ing algorithm (KM).

In order to quantize the performance of the KECA and two comparison meth-
ods, we intuitively construct a metrics for clustering accuracy which is the ratio
of the number of correct clustered data and the size of data sets. Clustering accu-
racy is a positive number in [0, 1], and the bigger the value of clustering accuracy
of an algorithm is, the better performance it has. We also adopt the robustness
analysis method used in [5] to compare the robustness of the three algorithms on
the thirteen datasets. In order to make the comparison intuitively, we normalize
the clustering accuracy of three algorithms for each data set as follows

ak =
Rk

max
i

Ri
, i = 1, 2, 3 (5)

where Rk represents the clustering accuracy of the k-th algorithm.
The parameters settings for experiments are as follows, the stopping thresh-

old for all these three algorithms are set as 100 iterations or 10−4 relative tol-
erance, the crossover and mutation probability for KECA and GAC are set
identically as Pc = 1 and Pm = 1/(k ∗ size(Datas, 2)) respectively, the size of
population is set as 20. For each data set, we run these algorithms for 30 times,
and the average results are shown in Table 1.

Table 1. Clustering accuracy and robustness of three algorithms on thirteen datsets

Date set (Accuracy, Robustness)

KECA GAC KM

Square1 (0.9870, 0.9975) (0.9895, 1) (0.9820, 0.9924)

Square2 (0.9346, 1) (0.9345, 0.9999) (0.9270, 0.9919)

Long1 (1,1) (0.5631, 0.5631) (0.5140, 0.5140)

Spiral (0.9000, 1) (0.5956, 0.6618) (0.5940, 0.6600)

Line-blobes (1, 1) (0.7366, 0.7366) (0.7444, 0.7444)

Sticks (1, 1) (0.7336, 0.7336) (0.7188, 0.7188)

Iris (0.9000, 1) (0.9000, 1) (0.8867, 0.9852)

Wine (0.8138, 1) (0.7022, 0.8629) (0.7022, 0.8629)

Zoo (0.8369, 1) (0.7921, 0.9464) (0.7007, 0.833)

Balance (0.6448, 1) (0.5504, 0.8535) (0.5072, 0.7866)

Australian (0.6507, 1) (0.5551, 0.8530) (0.5522, 0.8436)

Pimaindians (0.6741, 1) (0.5260, 0.7802) (0.5482, 0.8132)

German (0.7000, 1) (0.5930, 0.8471) (0.5970, 0.8528)

1 http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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From Table 1, we can see that KECA achieves the most accurate clustering
results than the other two algorithms for twelve of thirteen datsets except for
Square1. Even for the Square1 datset, the KECA achieves the comparable clus-
tering accuracy to the other algorithms. Due to the representative characters
of these datasets, we conclude that our proposed KECA is more applicable to
complex structural problems than GAC and KM algorithms.

5 Concluding Remarks

In this paper, we propose an evolutionary clustering algorithm based on kernel
function. In this algorithm, the data in original space are firstly mapped into a
feature space where the mapped data are separable and structural. Then we can
cluster the mapped data in feature space nonlinearly in the original space. What’s
more, the evolutionary algorithm is designed to search the optimal clustering
centers in the KECA. The results of comparison tests on thirteen benchmark
datasets show the effectiveness and robustness of our proposed KECA.
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dation of China (Grant no. 61422209), the National Program for Support of Top-notch
Young Professionals of China and the Specialized Research Fund for the Doctoral Pro-
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Abstract. In this paper, we present a multi-parent crossover based
genetic algorithm for the bi-objective unconstrained binary quadratic
programming problem, by integrating the multi-parent crossover within
the framework of hypervolume-based multi-objective optimization algo-
rithm. The proposed algorithm employs a multi-parent crossover opera-
tor to generate the offspring solutions, which are used to further improve
the quality of Pareto approximation set. Experimental results on 10
benchmark instances demonstrate the efficacy of our proposed algorithm
compared with the original multi-objective optimization algorithms.

Keywords: Multi-objective optimization · Hypervolume contribution ·
Genetic algorithm · Multi-parent crossover · Unconstrained binary
quadratic programming problem

1 Introduction

The Unconstrained Binary Quadratic Programming (UBQP) problem is one of
the most studied NP-hard problem with its various practical applications. The
multi-objective UBQP problem can be mathematically formulated as follows [15]:

fk(x) = x′Qkx =
n∑

i=1

n∑
j=1

qkijxixj (1)

where fk(x) (k ∈ {1, . . . , m}) is the kth objective and to be maximized, Qk =
(qkij) is an n × n matrix of constants and x is an n-vector of binary (zero-one)
variables, i.e., xi ∈ {0, 1} (i = 1, . . . , n).
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 10–19, 2016.
DOI: 10.1007/978-981-10-3614-9 2
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The formulation of UBQP is notable for its ability to represent a wide range
of important combinatorial optimization problems, including traffic management
[9], financial analysis [20], molecular conformation [25], cellular radio channel
allocation [26], and so on. The literature reports a large number of heuristic and
metaheuristic algorithms to deal with the UBQP problem [14], which include
scatter search [2], directed local search [7], simulated annealing [1,13], evolu-
tionary algorithms [6,17,22], tabu search [10,23,24], etc.

Moreover, Liefooghe et al. [15] first extended the single UBQP problem into
the multi-objective case and proposed a hybrid metaheuristic algorithm to solve
the multi-objective UBQP problem. In [16], they further proposed three versions
of multi-objective local search algorithms with different search strategies to solve
the bi-objective UBQP problem.

In the current paper, we study a multi-parent crossover based genetic algo-
rithm for the bi-objective UBQP problem, which integrates a multi-parent
crossover within the framework of hypervolume-based multi-objective optimiza-
tion algorithm. The proposed algorithm consists of two main procedures: hyper-
volume contribution selection procedure and genetic algorithm with multi-
parent crossover. The hypervolume contribution selection procedure iteratively
improves the Pareto approximation set until it can not be improved any more.
Then, the multi-parent crossover is used to further improve the entire quality of
the Pareto approximation set.

The remaining part of the paper is organized as follows. In the next section,
we introduce the basic notations and definitions of multi-objective optimization.
In Sect. 3, we briefly review the previous work related to the uniform crossover
and the multi-parent crossover. Afterwards, we describe our proposed multi-
objective genetic algorithm with multi-parent crossover in Sect. 4. Section 5 is
dedicated to the computational results and concluding remarks are given in the
last section.

2 Multi-objective Optimization

In this section, we present the basic notations and definitions of multi-objective
optimization. Let X denote the search space of the optimization problem under
consideration and Z the corresponding objective space. Without loss of general-
ity, we assume that Z = �n and that all n objectives are to be maximized. Each
x ∈ X is assigned exactly one objective vector z ∈ Z on the basis of a vector
function f : X → Z with z = f(x), and the mapping f defines the evaluation of
a solution x ∈ X [8].

Actually, we are often interested in those solutions that are Pareto optimal
with respect to f . The relation x1 � x2 means that the solution x1 is preferable
to x2. The dominance relation between two solutions x1 and x2 is often defined
as follows [8]:

Definition 1 (Pareto Dominance). A decision vector x1 is said to dominate
another decision vector x2 (written as x1 � x2), if fi(x1) ≥ fi(x2) for all i ∈
{1, . . . , n} and fj(x1) > fj(x2) for at least one j ∈ {1, . . . , n}.
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Definition 2 (Pareto Optimal Solution). x ∈ X is said to be Pareto optimal
if and only if there does not exist another solution x′ ∈ X such that x′ � x.

Definition 3 (Pareto Optimal Set). S is said to be a Pareto optimal set if
and only if S is composed of all the Pareto optimal solutions.

Definition 4 (Non-dominated Solution). x ∈ S (S ⊂ X) is said to be non-
dominated if and only if there does not exist another solution x′ ∈ S such that
x′ � x.

Definition 5 (Non-dominated Set). S is said to be a non-dominated set if
and only if any two solutions x1 ∈ S and x2 ∈ S such that x1 � x2 and x2 � x1.

In fact, there does not exist the total order relation among all the solutions in
multi-objective optimization. Thus, the aim is to generate the Pareto optimal
set, which keeps the best compromise among all the objectives.

Nevertheless, in most cases, it is impossible to generate the Pareto optimal
set in a reasonable time. Therefore, we are interested in finding a non-dominated
set which is as close to the Pareto optimal set as possible, and the overall goal
is often to identify a good Pareto approximation set.

3 Related Work

The uniform crossover and its variants are usually integrated into the hybrid
metaheuristics as an important part for further improvement, which are widely
used to solve many combinatorial optimization problems, such as quadratic
assignment problem [5], gate assignment problem [12], single-objective UBQP
problem [14]. In this section, we briefly review the literature on solving the
UBQP problem with the uniform crossover and the multi-parent crossover.

Merz and Freisleben [21] proposed a hybrid genetic algorithm, which incor-
porates a simple local search into the traditional genetic algorithm. A variant
of uniform crossover is used to generate offspring solutions based on Hamming
distance from the parents. Computational results on the UBQP problem show
that the proposed algorithm is sufficient to find best known results for the prob-
lem instances with less than 200 variables, but not very effective on the problem
instances with large size.

Lodi et al. [17] presented an effective evolutionary method for solving the
UBQP problem. In this algorithm, a uniform crossover operator is used to pro-
duce the offspring solutions, where the variables with common values in parental
solutions are temporarily fixed in the current round of local search. Computa-
tional results on the problem instances with up to 500 variables show the attrac-
tiveness and the effectiveness of the proposed method, especially on the small
problem instances.

Lü et al. [18] proposed a hybrid metaheuristic approach for solving the UBQP
problem, which incorporates a tabu search procedure into the framework of
evolutionary algorithms. In this algorithm, a uniform crossover operator and a
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diversification-guided combination operator are used to generate offspring solu-
tions in order to further enforce the search capacity of the proposed algorithm.
The extensive computational studies on problem instances with up to 7000 vari-
ables reveal that their proposed algorithm is very competitive.

Wang et al. [27] integrated four multi-parent crossover operators (called MSX,
Diagonal, U-Scan and OB-Scan) within the memetic algorithm framework for
dealing with unconstrained binary quadratic programming problem. Their pro-
posed algorithms apply these crossover operators to further improve the results
generated by the tabu search procedure. The experimental results and the analy-
sis on the behavior of the algorithm provide the evidences and the insights as to
key role of the crossover operators.

4 Multi-parent Crossover Based Genetic Algorithm

The Multi-Parent Crossover based Genetic Algorithm (MPCGA) is proposed to
solve the bi-objective UBQP problem, which consists of two main procedures:
hypervolume contribution selection and genetic algorithm with the multi-parent
crossover. The general architecture of the MPCGA algorithm is described in
Algorithm 1.

Algorithm 1. Multi-Parent Crossover based Genetic Algorithm
Input: N (Population size)
Output: A: (Pareto approximation set)
Step 1: P ← N randomly generated individuals
Step 2: A ← Φ
Step 3: Calculate a fitness value for each individual x ∈ P with HC indicator
Step 4:
while Running time is not reached do

repeat
1) Hypervolume Contribution Selection: x ∈ P

until all neighbors of x ∈ P are explored
2) A ← Non-dominated solutions of A

⋃
P

3) Genetic Algorithm: z ∈ A
end while
Step 5: Return A

In MPCGA, all the individuals in an initial population are randomly gen-
erated, i.e., each variable of an individual is randomly assigned a value 0 and
1 (Step 1). Then, each individual is calculated a fitness value by the Hyper-
volume Contribution (HC) indicator defined in [4] (Step 3) and optimized by
the hypervolume contribution selection procedure. Afterwards, we employ the
multi-parent crossover operator proposed in [19] to produce the offsprings, in
order to further improve the quality of Pareto approximation set.
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4.1 Hypervolume Contribution Selection

After the fitness assignment for each individual, we apply the Hypervolume Con-
tribution Selection (HCS) procedure [4] presented in Algorithm 2 to the initial
population, in order to generate a set of efficient individuals.

Algorithm 2. Hypervolume Contribution Selection (HCS)
Steps:

1) x∗ ← one randomly chosen unexplored neighbors of x
2) P ← P

⋃
x∗

3) calculate x∗ fitness: HC(x∗, P )
4) update all z ∈ P fitness values
5) ω ← the worst individual in P
6) P ← P\{ω}
7) update all z ∈ P fitness values
8) if ω �= x∗, Progress ← True

In the HCS procedure, an individual x∗, which is one of the unexplored
neighbors of x in the population P , is assigned to a fitness value by the HC
indicator. If x∗ is dominated, the fitness values of all the individuals in P remain
unchanged. If x∗ is non-dominated, we need to update the fitness values of non-
dominated neighbors of x∗.

Actually, the neighborhood of UBQP is usually defined by the simple one-flip
move, which flips the value 0 (or 1) of the kth variable of each solution x ∈ P to 1
(or 0) to obtain a new individual x∗ as the neighbor of x [11]. Then, we calculate
the objective function values of this new neighbor with the fast incremental
neighborhood evaluation formula [19] below:

Δi = (1 − 2xi)(qii +
∑

j∈N,j �=i,xj=1

qij) (2)

Afterwards, the individual ω with the worst fitness value is deleted from
the population P . If ω is dominated, the fitness values of the other individuals
remain unchanged. If ω is non-dominated, the fitness values of the non-dominated
neighbors of ω need to be updated. The HCS procedure will repeat until the
termination criterion is satisfied.

4.2 Genetic Algorithm

The main idea of uniform crossover is to assign values to the variables of offspring
that represent assignments made in common by both parents, and to randomly
assign values to remaining variables of the offspring solution [18]. Based on this
idea, a multi-parent crossover operator called MSX is proposed to solve the
UBQP problem [19]. In this work, we employ the MSX crossover operator to
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Algorithm 3. Genetic Algorithm (GA)
Steps:

1) randomly select a subset of individuals E from A
2) z ← MSX Crossover Operator(E)
3) A ← HCS(z)

improve the Pareto approximation set A generated by the HCS procedure. The
exact steps are presented in Algorithm 3.

In our algorithm, we randomly select a set E (|E| = s) of non-dominated
individuals from the Pareto approximation set A. Let E = {x(1), x(2), . . . , x(s)},
where x(i) = {x

(i)
1 , x

(i)
2 , . . . , x

(i)
n } and the individuals in E are ordered in terms

of their fitness values, i.e., x(1) is the best individual in E and x(s) is the worst
individual in E. As suggested in [19], we set s to be a random number between
4 and 8. Then, the MSX crossover operator is defined below [27]:

MSX Crossover Operator: we define a weight w(i) for the individual x(i)

and a strength value Strength(j) for variables xj as: w(i) = 1/
∑

sum(i) =
1/

∑n
j=1 x

(i)
j and Strength(j) =

∑s
i=1 w(i)x(i)

j .

The value Strength(j) gives a relative indication of the tendency of the indi-
viduals in E to favor xj = 1 or xj = 0. Furthermore, we take an advantage of the
sum(i) values over E to get a value for the number of xj components that should
be 1 in an average individual, denoted by Avg =

∑s
i=1 sum(i)/s [19]. Then, the

variables with the first Avg largest Strength values receive assignment 1 and
other variables receive assignment 0. Afterwards, a new offspring is generated
and inserted into the Pareto approximation set A with the HC indicator for
further improvement.

5 Experiments

In order to evaluate the efficiency of our proposed algorithm, we carry out the
experiments on 10 benchmark instances of bi-objective UBQP problem, which
are generated by the tools provided in [15]. The MPCGA algorithm is pro-
grammed in C++ and compiled using Dev-C++ 5.0 compiler on a PC running
Windows 7 with Core 2.50 GHz CPU and 4 GB RAM.

5.1 Parameters Settings

The MPCGA algorithm requires to set a few parameters, we mainly discuss two
important ones: the running time and the population size. The exact information
about the instances and the parameter settings is presented in Table 1.
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Table 1. Parameter settings used for bi-objective UBQP instances: instance dimension
(D), population size (P ) and running time (T ).

Dimension (D) Population (P ) Time (T )

bubqp 1000 01 1000 10 100′′

bubqp 1000 02 1000 10 100′′

bubqp 2000 01 2000 20 200′′

bubqp 2000 02 2000 20 200′′

bubqp 3000 01 3000 30 300′′

bubqp 3000 02 3000 30 300′′

bubqp 4000 01 4000 40 400′′

bubqp 4000 02 4000 40 400′′

bubqp 5000 01 5000 50 500′′

bubqp 5000 02 5000 50 500′′

5.2 Performance Assessment Protocol

In this paper, we evaluate the efficiency of multi-objective optimization algo-
rithms using a test procedure that has been undertaken with the performance
assessment package provided by Zitzler et al.1. The quality assessment protocol
works as follows: we first create a set of 20 runs with different initial popu-
lations for each algorithm and each benchmark instance. Afterwards, we cal-
culate the reference set PO∗ in order to determine the quality of k different
sets A0 . . . Ak−1 of non-dominated solutions. Furthermore, we define a reference
point z = [w1, w2], where w1 and w2 represent the worst values for each objective
function in A0 ∪ · · · ∪ Ak−1. Then, the evaluation of a set Ai of solutions can
be determined by finding the hypervolume difference between Ai and PO∗ [28],
and this hypervolume difference has to be as close as possible to zero.

5.3 Computational Results

In this subsection, we present the computational results obtained by our pro-
posed MPCGA algorithm, the indicator-based multi-objective local search algo-
rithm (IBMOLS) proposed in [3] and the hypervolume-based multi-objective
local search algorithm (HBMOLS) proposed in [4].

The computational results are summarized in Table 2. Each line in this table
contains a value both in bold and in grey box, which is the best result obtained
on the considered instance. The values both in italic and in bold mean that
the corresponding algorithms are not statistically outperformed by the algorithm
which obtains the best result (with a confidence level greater than 95%).

1 http://www.tik.ee.ethz.ch/pisa/assessment.html.

http://www.tik.ee.ethz.ch/pisa/assessment.html
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Table 2. The computational results on bi-objective UBQP problem obtained by the
algorithms: IBMOLS, HBMOLS and MPCGA

Algorithm
Instance IBMOLS HBMOLS MPCGA

bubqp 1000 01 0.175422 0.102101 0.100887

bubqp 1000 02 0.125044 0.093831 0.091997

bubqp 2000 01 0.102348 0.100722 0.094091

bubqp 2000 02 0.122507 0.094502 0.093091

bubqp 3000 01 0.103768 0.102531 0.066613

bubqp 3000 02 0.105664 0.093186 0.093022

bubqp 4000 01 0.120652 0.104065 0.103641

bubqp 4000 02 0.931491 0.930591 0.901945

bubqp 5000 01 0.944998 0.959954 0.287479

bubqp 5000 02 0.115645 0.101692 0.101490

From Table 2, we can observe that all the best results are obtained by
MPCGA, and the most significant result is achieved on the instance bubqp 5000
01, where the average hypervolume difference value obtained by MPCGA is much
smaller than the values obtained by IBMOLS and HBMOLS.

However, the values on the instances (bubqp 1000 01, bubqp 3000 02, bubqp
4000 01 and bubqp 5000 02) obtained by HBMOLS are not statistically outper-
formed by MPCGA. Actually, the new offsprings generated by the MSX crossover
operator evidently improve the entire quality of Pareto approximation set, which
makes the MPCGA algorithm have a chance to search the high-quality individ-
uals in the objective space. Thus, MPCGA has a better performance on all the
instances.

6 Conclusion

In this paper, integrating the multi-parent crossover within the hypervolume-
based multi-objective optimization algorithm to further improve the overall qual-
ity of Pareto approximation set, the MPCGA is proposed to deal with the bi-
objective unconstrained binary quadratic programming problem. The computa-
tional results of MPCGA on 10 benchmark instances have shown the feasibility
of the improvements and the effectiveness of MPCGA for the bi-objective UBQP
problem.
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The unconstrained binary quadratic programming problem: a survey. J. Comb.
Optim. 28, 58–81 (2014)

15. Liefooghe, A., Verel, S., Hao, J.-K.: A hybrid metaheuristic for multiobjective
unconstrained binary quadratic programming. Appl. Soft Comput. 16, 10–19
(2014)

16. Liefooghe, A., Verel, S., Paquete, L., Hao, J.-K.: Experiments on local search for
bi-objective unconstrained binary quadratic programming. In: Gaspar-Cunha, A.,
Henggeler Antunes, C., Coello, C.C. (eds.) EMO 2015. LNCS, vol. 9018, pp. 171–
186. Springer, Heidelberg (2015). doi:10.1007/978-3-319-15934-8 12

17. Lodi, A., Allemand, K., Liebling, T.M.: An evolutionary heuristic for quadratic
0–1 programming. Eur. J. Oper. Res. 119(3), 662–670 (1999)

http://dx.doi.org/10.1007/978-3-319-15934-8_12


A Multi-parent Crossover Based Genetic Algorithm 19
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Abstract. In this study, a novel image segmentation algorithm based
on watershed and kernel evolutionary clustering algorithm (WKECA) is
proposed. An improved watershed algorithm, marker driven watershed
transform, is used to segment image into many small regions and the
image features of every region are extracted. By using kernel functions,
the image features in the original space are mapped to a high-dimensional
feature space, in which we can perform clustering efficiently on the unsu-
pervised segmentation task. The proposed algorithm can be used to cope
with different types of images, such as natural image, texture image and
remote sensing image. The experimental results show that WKECA is
competent for segmenting most of the testing images with high quality.

Keywords: Evolutionary algorithm · Clustering · Image segmentation ·
Watershed algorithm · Kernel function

1 Introduction

Image segmentation [1–3] is an important step of image processing and analytical
application, whose purpose is to divide an image into several regions with some
kinds of uniform consistency. To extract objects or interesting regions from com-
plex scene and locate the edges of regions as accurately as possible, many algo-
rithms are purposed. Currently, these segmentation algorithms can be classified
into two categories, including edge-based methods and region-based methods [4].
The essence of edge-based methods is to extract the edge of interesting regions of
segment objects, such as Snake algorithm [5] and Level Set algorithm [6]. Snake
algorithm has strict requirements for the initial contour selection, and Level Set
algorithm extends 2-dimensional plane to 3-dimensional surface, whose complex-
ity is very high. Therefore, these two methods cannot achieve ideal segmentation
results on weak edge detection. The essence of region-based methods is to con-
nect the regions with some similar characters together, and then construct the
segmentation regions. About region-based methods, watershed algorithm [7] is
most typical. Watershed algorithm has several advantages, such as light compu-
tational burden and high precision segmentation, so it has been widely used in
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 20–34, 2016.
DOI: 10.1007/978-981-10-3614-9 3
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the field of image segmentation. However, traditional watershed algorithm has
two serious disadvantages. One is particularly sensitive to noise, and the other is
over-segmentation. Watershed and multi-scale method are often used to relieve
over-segmentation. It is easy to make the contour fuzzy and shift when the scale
is large for multi-scale method. Based on the above analysis, we propose an
image segmentation method by combining watershed with kernel evolutionary
clustering algorithm (WKECA). The advantages of WKECA is overcoming the
noise and over-segmentation. Therefore, the segmentation results are satisfac-
tory, which can reflect the relation of image data much better, and get good
results in image segmentation.

This paper propose a method that combines watershed algorithm with clus-
tering algorithm. An novel kernel evolutionary clustering algorithm which is
different from traditional clustering algorithms is adopted to improve the per-
formances of traditional ones. Its main idea is to apply a median filter on the
image, which can filter noises and won’t reduce the edge strength of image; image
morphological gradient is computed after de-noising, after that the watershed
transformation according to the morphological gradient is taken; then the region
texture feature is made which is obtained by discrete wavelet transformation as
input samples of clustering; the image characteristics in the original space are
mapped to the high-dimensional feature space by using kernel mapping, where to
take clustering; finally, using clustering method to merge region, our algorithm
obtains the segmentation results.

The rest of the paper is organized as follows: In Sect. 2, the principle, charac-
teristics, mathematical description and improvement of watershed algorithm are
introduced. In Sect. 3, the kernel evolutionary clustering algorithm is proposed.
In Sect. 4, the method of image segmentation by combining watershed and kernel
evolutionary clustering algorithm is depicted in detail. Section 5 shows experi-
ment results and analysis, in which WKECA is applied to natural images, tex-
ture images and SAR images segmentation. Finally, the concluding remarks are
presented.

2 Watershed Algorithm

The common methods of image segmentation are threshold method, edge detec-
tion method, region growing method, clustering method and watershed transfor-
mation based on mathematical morphology. Watershed transformation based on
mathematical morphology [8] is a classical and effective segmentation method.
The watershed transformation [9–11] always gets closed, continuous and single-
pixel wide contour of objects, and it has the advantages of accurate location,
high precision segmentation, and easy for parallel processing. So it arouses
great attention and widespread concern, and becomes a hot spot of image
segmentation.
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2.1 Principle and Characteristics of Watershed Algorithm

The idea of watershed transformation comes from geomorphology and it regards
the image as topology landform in geomorphology. The gray value of each pixel
in the image represents its altitude, and every region has its local minimum.
Every local minimum and its affect region is called catchment basin, and the
edges of catchment basins become watershed. There are two kinds of description
of watershed transformation [12]. One is the raindrop method, namely, because
of gravity, when the raindrops drop from different terrain surface, they have
to drop down along the steepest path and decline to the minimum point. The
set of the points together to same local minimum point becomes a connected
region called catchment basin, and the edge of neighbor catchment basin is
watershed. The other one is simulation water immersion method that is a kind
of method applying bottom-up iterations to generate regions. A small hole is
made at every local minimum point, and immerse the terrain model of image
into the land vertically. Making the water immerse into every hole uniformly
and slowly, then the water rises continuously. When different minimum regions
of water increase to converge gradually, a dam is built to prevent water eventually
converging. When the water gets to the highest point of the terrain, the overflow
procession ends. Surrounded by the dams that are corresponding watershed lines,
every minimum region is becoming to a catchment basin. No matter using which
methods, the main goal is to find the watershed. Figure 1 is the illustration of
watershed algorithm.

Watershed transformation is a kind of useful image segmentation method in
mathematical morphology algorithm, which takes advantages of contrast features
(gradient) and neighborhood space relation (side affective area) fully [13,14].
The reason for arousing attention of researcher is that watershed algorithm can
get closed, continuous and single-pixel wide contour of objects with accurate
location. But traditional watershed algorithm has two serious disadvantages that
is particularly sensitive to noises and over-segmentation of image. In this paper,
we propose a kind of image segmentation method combining watershed and
kernel evolutionary clustering algorithm. We first use the watershed method to
get the contour of region, and then use kernel evolutionary clustering algorithm

Fig. 1. Illustration of watershed algorithm.
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to merge categories among regions. Our algorithm uses kernel cluster to eliminate
over-segmentation, which retains the advantages of watershed algorithm and
works more effective than traditional clustering algorithms [12].

2.2 Mathematical Description of Watershed Algorithm

According to the theory of watershed algorithm above, set M1,M2, · · · ,Mr as
the minimum regions of the image waiting for segmentation (gradient image).
C(Mi) is the related basin, min and max are the minimum and maximum of
gradient respectively. Assuming that the overflow procession increases by single
gray value and n is the increasing value of the overflow (the deep of the overflow
at the nth step). T [n] is the set subjected to f(x) < n and f(x) is gray value
of gradient image. For a given basin, at the nth step, it is possible to appear
overflow in different degrees, or maybe not. Assuming that at the nth step,
minimum region Mi appears overflow, and set Cn(Mi) as minimum region Mi’s
part of the related basin. Namely, when the deep of overflow is n, the plane in
C(Mi) constructs the region. Obviously, Cn(Mi) is binary image, which can be
expressed as:

Cn(Mi) = C(Mi) ∩ T [n]. (1)

If the gray value of minimum region Mi is n, then at the (n + 1)th step, the
overflow part of basin is same as Mi totally, that is Cn+1(Mi) = Mi. Set C[n]
as the union of the overflow part at the nth step, and C[max + 1] is the union
of all the basins. When the algorithm initializes, set C[max + 1] = T [min + 1].

The definition of overflow is recursive. Assuming that at the nth step, it has
constructed C[n−1]. Based on (1), C[n] is a subset of T [n]. And because C[n−1]
is a subset of C[n], C[n − 1] is a subset of T [n]. D is a set of T [n]’s connected
components, but for each component d ∈ C[n], there are 3 kinds of possibilities:

(1) d ∩ C[n − 1] is empty;
(2) d ∩ C[n − 1] is not empty, has one connected component of C[n − 1];
(3) d ∩ C[n − 1] is not empty, has more than one connected components of

C[n − 1].

When the increasing overflow arrives to a new minimum region, the situation
(1) would happen. As for the situation (1), d locates in some minimum region
and must have some basins Cn−1(Mi) to construct C[n − 1]. So it has to make
a dam to prevent the overflow from overflowing in a single catchment basin.

2.3 Marker Driven Watershed Transformation

Watershed algorithm borrows the concept of geomorphology, and the essence is
a kind of region growing algorithm. The difference is that it begins to grow from
local minimum of the image. It takes the gradient of the image as input and
the output is continuous contour. However, due to the dark noises and texture
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details, there are many pseudo-minima which generate corresponding pseudo-
catchment basin. So every pseudo-minimum and the true minimums are regarded
as an independent region through watershed algorithm to be divided into small
regions, which leads to over-segmentation and makes the results meaningless
finally.

In most cases, it always adopts pre-processing and post-processing to over-
come over-segmentation. Pre-processing, one of the most commonly method of
overcoming over-segmentation, is to add some markers [13,16,25] to guide seg-
mentation that the segmentation regions of unmarked minimums will be merged
into the regions of marked minimums. In fact, it is researcher who decide the
number of segmentation regions.

Among the recent pre-processing methods, the inside and outside marker
driven watershed algorithm in [25] is widely used. The basic idea is that using
marker can revise the gradient image and make local minimum regions just locate
in the places of markers. As a result, when delete other local minimum regions
it relieves the problem of over-segmentation.

A marker belongs to the connected components of an image. The typical
selecting markers has two steps that is pre-processing and defining a set that
all the markers subject to it. As a result of some small scale of regions, a lot of
these minimums are details that are not related to each other. Assuming that
the inside markers are defined as follows: the regions are surrounded by points
with high altitude; the points in the region construct a connected component;
all the points belong to this connected component have same gray value. After
smoothing process of the image, the one which satisfies these above definitions is
inside marker. Using watershed algorithm for the image after smoothing process,
these inside markers are limited to the local minimums required, and get the
watershed lines that are outside markers. It is worth noting that the points
along watershed lines are good candidate points for the background, because
they pass the highest point among the adjacent markers.

The steps of this marker driven watershed transformation [16] are shown
below:

(1) compute the gradient image of the image waiting for segmentation,
(2) select inside markers: the course of selecting inside markers is find the local

minimums which the range of gray value is in a continuous gray area and
the gray value is lesser than the value near this area,

(3) select outside markers: the outside markers are the watershed transforma-
tion of inside markers,

(4) gradient revision: use (2) and (3), and apply mandatory minimum technol-
ogy to revise the gradient that make sure the local minimum regions just
appear in the places of markers,

(5) watershed transforms the revised gradient images and texture segmentation
images are obtained finally.
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3 Kernel Evolutionary Clustering Algorithm

3.1 Kernel Method

Minky and Papert pointed that the limited abilities of linear learning in 20th cen-
tury 60s [15]. In application, complex applications need richer expression of the
hypothesis space than linear functions. Kernel method [17–19] expression sup-
plies another way for solution, namely, mapping the data to the high-dimensional
feature space to increase the computation ability of linear learning machine, and
the expression in dual space of linear learning makes this step as implicit proces-
sion become possible. In the problems of learning, training samples not appear
independently, and always appear with paired samples that product by inner.
Through selection, we use suitable kernel functions to replace the inner product,
which can map the training data to the high-dimensional feature space implicitly.
Another advantage of kernel method is that the learning algorithm and theory
can be separated in some degree, which makes the hard solved problem in the
original space become obvious in the feature space, as Fig. 2 shows.

For the complex distributed data, we introduce the learning method based
on kernel. Through the kernel, we map the samples into the high-dimensional
feature space, and then cluster in the feature space. As for the samples is mapped
by kernel functions, it can be clustered easliy.

Assuming that sample set in input space X = {x1, x2, · · · xN} , xn ∈ Rd, and
it is mapped to some feature space H to get Φ(x1), Φ(x2), · · · Φ(xN ) by nonlinear
mapping Φ. So the inner product in the input space can be expressed in Mercer
kernel [21] as follows:

K(xi, xj) = (Φ(xi)Φ(xj)). (2)

All the samples make up a kernel function matrix Ki,j = K(xi, xj). Sup-
porting vector machine uses Mercer kernel to build a linear decision function in
feature space, and it corresponds to a nonlinear function on the input space. The
basic idea of kernel clustering is using Mercer kernel to map the input samples
into the feature space, which makes the samples has better clustering.

Fig. 2. Samples mapped from input space to feature space
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Table 1. Kernel functions

Polynomial Kernel K(xi, xj) = (xi
T xj + γ)δ

Gaussian Kernel K(xi, xj) = exp(−‖xi − xj‖2/2σ2)

Sigmoid Kernel K(xi, xj) = tanh(γ(xi
T xj) + θ)

In fact, every function satisfying Mercer condition that can be a Mercer
kernel decomposed to inner product in the feature space. Mercer condition can
be described as follows, for every square integrable function g(x), it satisfies:

∫∫

L2⊗L2

K(x, y)g(x)g(y)dxdy � 0. (3)

Then it is easy to find the feature function and feature value of kernel function
K, its kernel function is defined as:

K(x, y) =
NH∑
i=1

λiΦi(x)Φi(y). (4)

In the high dimension of feature space, the nonlinear functions can be
wrote as,

Φ(x) = (
√

λ1Φ1(x),
√

λ2Φ2(x), · · ·
√

λNH
ΦNH

(x))T . (5)

It is easy to get (2) by (4) and (5). Table 1 shows some conventional kernel
functions used widely. More kernel functions are shown in [15]. Currently, the
selection of the kernel function is still inconclusive that in the supervised learning
model. Although kernel function can be selected by cross validation, the time
complexity is high. However, in the non-supervised learning model, it is selected
by experiences. It is worth mentioning that Gaussian Kernel function [24] is the
most widely used kernel function and in the formula that σ �= 0 ∈ R. The feature
space of Gaussian Kernel function is infinite dimensional, so limited samples is
linearly separable in this feature space. This paper chooses Gaussian Kernel
function as the kernel function.

3.2 Kernel Evolutionary Clustering Algorithm

Assuming that the input samples have been mapped into feature space, the
Euclidean distance [21] can be express as

dH(xi, xj) =
√

‖Φ(xi) − Φ(xj)‖2 =
√

Φ(xi)Φ(xi) − 2Φ(xi)Φ(xj) + Φ(xj)Φ(xj).
(6)

Generally, the formula of nonlinear function is unknown, so it can be wrote
as (2) and (6).

dH(xi, xj) =
√

K(xi, xi) − 2K(xi, xj) + K(xj , xj). (7)
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This paper chooses (7) as measure function of clustering similarity.
The explicit steps of kernel evolutionary clustering algorithm are shown

below:

Step (1). Determine the number of cluster categories k, 2 ≤ k ≤ N , and initial-
ize gen (it) ← 0.

Step (2). Construct mapping of kernel function:

Kii = K(xi, xi);

Kij = K(xi, xj);

Kjj = K(xj , xj).

Step (3). Compute the distances of every sample to the centers of categories
according to (7), namely dH(xi, xj).

Step (4). Compute the individual fitness of the initial population.
Step (5). If gen (it) > genmax, then stop, otherwise go on.
Step (6). Take evolutionary operators.
Step (7). Compute the fitness of the offspring in temporary population pool.
Step (8). Apply selection operator, make the best individual of current genera-

tion come into the temporary population.
Step (9). Go to the next generation and set gen (it) ← gen (it)+1 that replace

the current generation with the temporary population, then go to
Step 5.

4 Algorithm of WKECA

Watershed algorithm is sensitive to noise [20] and it leads to over-segmentation
which can not express the meaningful regions of the image, so it has to merge the
segmentation results. For digital images, the changed gray among pixels is non-
linear and the average gray of every region is also nonlinear. Kernel evolutionary
clustering uses Mercer kernel to take nonlinear mapping, which can identify the
nonlinear characters of changed average gray well and cluster more correctly.

WKECA algorithm is proposed based on marker driven watershed image
segmentation algorithm [23] and combines with kernel clustering algorithm. The
method has two strategies: First, in order to get better segmentation effect, some
post-processions are used for the image segmentation; Second, the single pixel
wide, connected, and accurate contour is obtained by using watershed algorithm
that takes a coarse segmentation. However, a problem of watershed algorithm is
that the performance of segmentation influenced by the noise and quantization
error seriously and there will be many small segmentation regions appearing in
the region which should be surrounded by the large edge. So inside marker driven
watershed segmentation based on median filter is used to solve this problem.
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Fig. 3. Flow chart of WKECA Fig. 4. Flow chart of kernel evolutionary
merge

The flow chart of WKECA is shown in Fig. 3, and the flow chart of kernel
evolutionary clustering is shown in Fig. 4.

The steps of WKECA algorithm are shown below:

Step (1). Take the median filtering to filter the noise and compute the mor-
phological gradient of the image after median filtering.

Step (2). Extract the inside and outside markers of the image and use the
markers to revise the gradient image (use mandatory minimum tech-
nology to revise the gradient, and make local minimum regions just
locate in the places of markers), then take the watershed algorithm
to coarse segmentation.

Step (3). Extract the three sub-band energy of discrete wavelet transformation
for the image and set the wavelet feature median of every block as
the feature of this block in the coarse segmentation image.

Step (4). Set the features of the blocks as samples of input and initialize the
number of cluster categories and population.

Step (5). Construct kernel function mapping,

Kii = K(xi, xi);

Kij = K(xi, xj);

Kjj = K(xj , xj).
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(a) Original image (b) Watershed transfor-
mation result

(c) Segmented result of
WKECA

(d) Segmented result of
WGAC

(e) Segmented result of
WKM

Fig. 5. The experimental results of nature image 1

Step (6). Compute the distances between each sample and center of clustering
according to (7).

Step (7). Compute the fitness of each individual, and take clustering by evo-
lutionary algorithm.

Step (8). If gen (it) > max gen, then stop, otherwise go on.
Step (9). Take the course of cloning, recombination and mutation.

Step (10). Compute the fitness of the offspring in the temporary population
pool.

Step (11). Apply selection of optimal, take the best individual of current gen-
eration into the population.

Step (12). Go to the next generation that replace the current generation with
the population, then go to Step 7.

Step (13). If gen (it) > max gen, then stop, output the optimal clustering
result, which is the final segmentation result.

In this paper, the image has been taken initial segmentation by watershed
method before the kernel evolutionary clustering, which is equivalent to already
have a defined initial segmentation result. The number of samples be decreased
significantly, at the same time, the algorithm further merges by kernel evolu-
tionary clustering.

Here the three sub-band energies are chosen to implement discrete wavelet
transformation for the image as the feature vector {f1, f2, · · · , ft}, in which t is
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the dimension of feature vector. In this example, t = 10 but not be limited to
10. The energy in this sub-bond is:

f =
1

MN

M∑
i=1

N∑
j=1

|x(i, j)|, (8)

where M × N and (i, j) is the size and index of sub-band, respectively. And
x (i, j) is the coefficient value in the ith line and the jth column of sub-band.
For all points at the same image block, the average value of its corresponding
dimensional characteristics is found as the characteristics of the block after the
coarse segmentation.

5 Experiments

5.1 Results on the Nature Image

The basic content of image segmentation has been stated in the former part.
WKECA method is made up of 3 parts: watershed transformation, character
extraction and merging of regions based on clustering. In this image segmentation
algorithm, the sub-band energy of discrete wavelet transformation (DWT) is
used and image gray values as features. The sub-band energy of DWT vectors
has ten features, and image gray values have one feature.

In order to validate the effectiveness of this method, the segmentation for
the nature image, texture image and SAR image have been implemented respec-
tively. In the experiments, the parameters of WKECA and watershed genetic
algorithm of clustering (WGAC) are set as Table 2. Based on parameter sensi-
tivity tests that the parameter of Gaussian Kernel function has little effect on
the experimental results, so the maximum number of iterations of WKM is set
100 and stopped threshold is set 10−4.

In the first experiment, nature image 1 is shown as Fig. 5(a), it is made up
of plane and sky and the size is 256 × 256. Figure 5(b)–(e) show the results of
watershed transformation, WKECA, WGAG and WKM. We analyze the result
of our algorithm that it is better than WGAC and WKM. From the figures, it
can be seen that the result of WKECA is more smooth and with higher regional

Table 2. The experimental parameters

Parameters Meaning Values

it The number of iterations 100

Nm Size of population 20

Pc The probability of crossover 1

Pm The probability of mutation 0.06

Np Mating pool size 100
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(a) Original image (b) Watershed transfor-
mation result

(c) Segmented result of
WKECA

(d) Segmented result of
WGAC

(e) Segmented result of
WKM

Fig. 6. The experimental results of nature image 2

consistency compared with WGAC and WKM. And the worse effects of last two
algorithms indicate that WKECA has effectiveness and feasibility.

Nature image 2 is shown as Fig. 6(a), and the size is 320×320. It is expected to
divide into 3 categories that is architecture, sky and wood. Figure 6(b)–(e) show
the results of watershed transformation, WKECA, WGAG and WKM and the
result of our algorithm is better than WGAC and WKM. From the figures, it can
be seen that the three algorithms can not distinguish the 3 categories completely,
but comparatively speaking, WKECA obtains a much better performance and
the contour is more clear.

5.2 Results on the Texture Image

Texture image is shown as Fig. 7(a) that size is 256 × 256. Figure 7(b)–(e) show
that the results of watershed transformation, WKECA, WGAC and WKM,
respectively. From the figures, the result of WKECA has unsmooth edge, but it
is divided into 2 categories precisely. The results of WGAG has the situation of
misclassification, and the problem of WKM is sensitive with initializes.

5.3 Results on the SAR Image

Finally, the third experiment is intended to assess the performance of WKECA
in SAR image. The SAR image is shown in Fig. 8(a), and it is expected to divide
into 2 categories which is ridge and valley. Unlike the previous dataset, SAR
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(a) Original image (b) Watershed transfor-
mation result

(c) Segmented result of
WKECA

(d) Segmented result of
WGAC

(e) Segmented result of
WKM

Fig. 7. The experimental results of texture image

(a) Original image (b) Watershed transfor-
mation

(c) Segmented result of
WKECA

(d) Segmented result of
WGAC

(e) Segmented result of
WKM

Fig. 8. The experimental results of SAR image
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images often involve more details and the texture information of SAR is astatic.
Figure 8(b)–(e) show the results of segmentation. As the figures shown that the
result of WKECA is more smooth and higher regional consistency than WGAC
and WKM.

6 Conclusion

Image segmentation is one of important tasks in computer vision and image
analysis. This paper has pointed out the shortcomings of watershed algorithm
and kernel evolutionary clustering algorithm, and has proposed an image seg-
mentation method by combining watershed and kernel evolutionary clustering
algorithm. WKECA not only solves the shortcomings of watershed transforma-
tion, but also uses the information of DWT sub-band energy and the image gray
value in kernel evolutionary clustering algorithm. The new method has retained
the advantages of the two algorithms, which enhances the completeness of seg-
mentation regions. The experiments has proved that WKECA has better effects
on segmentation of nature images, texture images and SAR images.
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Abstract. Data classification has attracted many researchers’ atten-
tion. Many evolutionary algorithms (EAs) were employed to take advan-
tage of their global search ability. In supervised classification research
issues, EAs were only used to improve the performance of classifiers
either by optimizing the parameters or structure of the classifiers, or by
pre-processing the inputs of the classifiers. Although genetic program-
ming or evolutionary based decision tree approaches are proposed for
classification, the development of these approaches is limited by their
special structure. In this paper, we propose a new mathematical opti-
mization model for the supervised classification problem and use fire-
works algorithm (FWA) to do classification directly without modifica-
tion. In the new optimization model, a linear equations set is constructed
based on training set, and we propose an objective function which can
be optimized by FWA. Four different data sets have been employed in
the experiments, and 70% samples are used as train sets while the rest
are used as test sets. The results show that the label of test sets can be
identified accurately by our new methods. This paper also shows that
the optimization model can be used for classification and employing EA
to solve this optimization model is feasible.

Keywords: Data classification · Evolutionary classification algorithm ·
Evolutionary algorithm · Evolutionary learning · Fireworks algorithm
(FWA)

1 Introduction

Data classification has been researched for several decades and this problem can
be classified into two categories, i.e. unsupervised classification and supervised
classification.

Unsupervised classification problem is usually called clustering problem.
Supervised classification methods, such as support vector machine (SVM) [1],
artificial neural network (ANN) [2], and k-nearest neighbor (KNN) [3], have
become a hot research direction. However, the existing methods are determin-
istic algorithm in some extend. They are also easy to fall into local optimum.
Although genetic programming or evolutionary based decision tree approaches
are proposed for classification, the development of these approaches is limited

c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 35–40, 2016.
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by their special structure. At present, the situation in the classification research
field is different from that in clustering research field. EAs have been only used
to improve the classification accuracy either by optimizing the parameters or
structure of classifiers, or by pre-processing the inputs of classifiers [4–6].

In this paper, we choose EAs to solve the classification problem from another
direction in order that any existing excellent EA can be used to do classifica-
tion directly and easily almost without modification. First, we proposed a new
optimization classification model for the classification problem. Through this
optimization model or framework, classification problem can be solved by EAs.
Second, we introduced fireworks algorithm (FWA) [7] into supervised classifica-
tion problem. Furthermore, four different data sets from UCI were employed in
the experiments. The purpose of this paper is to investigate the feasibility to
solve classification problems by EA through the new optimization model, and
investigate the performance of EA when it is employed to solve classification
problem.

2 Fireworks Algorithm

FWA, inspired by observing fireworks explosion, was proposed for global opti-
mization of complex functions. The explosion process of a firework can be viewed
as a search in the local space around a specific point where the firework is set
off through the sparks generated in the explosion. The framework of the FWA
is described in Algorithm 1.

Algorithm 1. Framework of the FWA
Randomly select n locations for fireworks;
While stop criteria = false do

Set off n fireworks respectively at the n locations;
for each firework xi do

Calculate the number of sparks that the firework yields: ŝi;
Obtain locations of ŝi sparks of the firework xi;

end for
for k=1: m̂ do

Randomly select a firework xj ;
Generate a specific spark for the firework with Gaussian explosion;

end for
Select the best location and keep it for next explosion generation;
Randomly select n-1 locations from the two types of sparks and the current

fireworks according to the probability;
end while

When considering the minimization problem, for a real function f (x) ∈ R
and x ∈ [xmin, xmax], a continuous variable with the domain Rd, the global min-
imum point x∗ satisfies condition f (x∗) ≤ f (x) in the case of ∀x ∈ [xmin, xmax].
The bounds of search space are xmin and xmax.
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The number of sparks generated by each firework xi is defined as follows.

si = m · ymax − f (xi) + ξ
n∑

i=1

(ymax − f (xi)) + ξ
(1)

where m is a parameter controlling the total number of sparks generated by the
n fireworks, ymax = max (f (xi)) (i = 1, 2, . . . , n) is the maximum value of the
objective function among the n fireworks, and ξ denotes the smallest constant in
the computer. There is a limit to the number of sparks generated by fireworks.

ŝi =

⎧⎨
⎩

round (a · m) if si < am
round (b · m) if si > bm, a < b < 1
round (si) otherwise

(2)

where a and b are constant.
Amplitude of explosion for each firework is defined as follows.

Ai = Â · f (xi) − ymin + ξ
n∑

i=1

(f (xi) − ymin) + ξ
(3)

where Â denotes the maximum explosion amplitude, ymin = min (f (xi)) (i =
1, 2, . . . , n) is the minimum value of the objective function among the n fireworks.

The effects of explosion from random z directions are considered as follows.

z = round (d · rand (0, 1)) (4)

where d is the dimensionality of the location x. m̂ sparks of this type are gen-
erated in each explosion generation. The general distance between a location xi

and other locations is defined as follows.

L (xi) =
∑
j∈K

d (xi, xj) =
∑
j∈K

‖xi − xj‖ (5)

where K is the set of all current locations of both fireworks and sparks, and
‖xi − xj‖ is the Euclidean distance between xi and xj . The selection probability
of a location xi is defined as follows.

p (xi) =
L (xi)∑

j∈K

L (xj)
(6)

3 Classification Method Based on EA

Given a data set D = {x1, x2, ..., xm} and a training set T = {(x1, y1), · · · ,
(xm, ym)}, where (xi, yi) is the ith example, xi = xi1, xi2, ..., xid ∈ X = Rd is
the ith sample, yi ∈ Y = {1, 2, · · · , l} (i = 1, 2, · · · ,m) is the label of the ith
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sample. The task of classification problem is to learn a model f(x) : X → Y from
the training set T .

The examples of training data can be written as
⎡
⎢⎢⎣

x11, x12, ... , x1d, y1
x21, x22, ... , x2d, y2
... , ..., ..., ..., ...
xm1, xm2, ... , xmd, ym

⎤
⎥⎥⎦ (7)

First, we introduce a weight vector W = (w1, w2, ..., wd), and let
⎧⎪⎪⎨
⎪⎪⎩

w1x11 + w2x12 + ... + wdx1d = y1
w1x21 + w2x22 + ... + wdx2d = y2
... + ... + ... + ... = ...

w1xm1 + w2xm2 + ... + wdxmd = ym

(8)

However, there is no necessarily exact solution for these linear equations.
Fortunately, it is a classification problem in fact, so it is not necessary to find the
exact solution. For a classification problem, it is enough to find an approximate
solution of the following equations:

⎧⎪⎪⎨
⎪⎪⎩

w1x11 + w2x12 + ... + wdx1d ≈ y1
w1x21 + w2x22 + ... + wdx2d ≈ y2

... + ... + ... + .... ≈ ....
w1xm1 + w2xm2 + ... + wdxmd ≈ ym

(9)

Obviously, EAs can be employed to solve this kind of problems. The objective
function can be defined as follows:

min(f(W ) =

√√√√
m∑
i=1

d∑
j=1

(wj · xij − yi)
2) (10)

In fact, this model is feasible when the following equations are satisfied.
Because we can predict label of xi belongs to yi when yi+δ ≤ w1xi1 + w2xi2 +
... + wdxid < yi+δ.

⎧⎪⎪⎨
⎪⎪⎩

y1+δ ≤ w1x11 + w2x12 + ... + wdx1d < y1+δ
y2+δ ≤ w1x21 + w2x22 + ... + wdx2d < y2+δ

... ≤ + ... + ... + .... < ....
ym+δ ≤ w1xm1 + w2xm2 + ... + wdxmd < ym+δ

(11)

There are a lot of methods to ensure lower boundary and upper boundary of
wi, i = 1, 2, ..., d. In this paper, we estimate the lower boundary and upper
boundary by following equations:

± σ

N∑
i=1

yi

N∑
i=1

d∑
j=1

xij

(12)
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4 Experiments and Comparisons

4.1 Data Sets Used in Classification

Four data sets from the Machine learning repository [8] are employed in this
paper. The information of all the data sets is summarized in Table 1.

Table 1. Description of data

Dataset Number of features Number of classes Number of examples

Iris 4 3 150

Thyroid 5 3 215

Musk1 166 2 476

Biodegradation 41 2 1055

4.2 Parameter Settings for FWA

For the FWA, run time is set to 26, number of fitness evaluations is set to 500000.
The other settings of FWA are: n = 8,m = 64, a = 0.04, b = 0.8, Â = 2, and
m̂ = 8, which is applied in all the comparison experiments.

After W is found, we calculate classification accuracy for each class and the
whole data set. For each example (xi, yi), if −0.5 ≤ (WT · xi − yi) < +0.5, then
we deem the class of (xi, yi) is correct. In the experiment, we chose 70% samples
of each data to constitute training sets, and the rest were used for test data sets.

4.3 Experimental Results and Analysis

The results of the experiment are listed as Tables 2 and 3.
We can see from Tables 2 and 3 that the performance of the data sets (iris,

thyroid, musk1, and biodegradation) is excellent as high value of classifica-
tion accuracy. The minimum mean value of classification accuracy is 74.7% on
biodegradation data set and the classification accuracy on iris can reach up to
100% at maximum. Besides, all the values of std are lower than 0.2 and the
amplitude of the experimental results is small.

“min” and “max” mean the minimum and maximum value of classification
accuracy, “mean” and “std” denote the average and standard deviation of the
corresponding classification accuracy obtained in 26 runs.

Table 2. Classification accuracy on iris and thyroid data set

Classification accuracy Iris Thyroid

Min Max Mean Std Min Max Mean Std

Test data 91.111% 100% 95.38% 0.14714 68.75% 85.94% 78.43% 0.18621
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Table 3. Classification accuracy on musk1 and biodegradation data set

Classification accuracy Musk1 Biodegradation

Min Max Mean Std Min Max Mean Std

Test data 65.034% 80.42% 72.24% 0.18336 69.304% 80.38% 74.7% 0.14317

5 Conclusion

Data classification is a classical problem in machine learning or data mining
research field. Many researchers have proposed excellent methods to solve clas-
sification problems and they all have been proved with good performance. We
proposed a new optimization classification model and can be solved by any EA
easily and directly. We chose FWA to search for global optimal solution on four
different data sets. The results show that the label of test sets can be identified
accurately by our new methods. On the whole, the optimization model which
be used for classification and the performance of EA on classification problems
is feasible and promising. Our next work is to improve the optimization model
and the FWA. More different data sets will be employed in the experiments and
the number of fitness evaluations, the structure of optimal classification model
will be also taken into account.
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Abstract. A community is typically viewed as a group of nodes, and
most connections in the community generally happen between interior
nodes. Community in network also overlap as a person may belong to
more than one social group. Therefore, detecting overlapping partition of
a network is necessary for the realistic social analysis. In this paper, We
develop a fuzzy evaluation using the membership degree of each node
belonging to every community, and present a fuzzy evaluation based
memetic algorithm for overlapping community detection in network. Our
proposed algorithm is a synergy of genetic algorithm with a variant of
fuzzy K-means strategy as the local search procedure. Experiments in
real-world networks show that our method has an excellent performance
in identifying overlapping structures.

Keywords: Overlapping community detection · Fuzzy evaluation ·
Memetic algorithm · Fuzzy K-means

1 Introduction

Many systems in real world can be represented as various complex networks,
and have received remarkable attentions in recent years. Most researches have
demonstrated that network has complex internal connection and various struc-
ture characteristics, e.g., small-world, scale-free and community structure. Com-
munity structure is considered to be a significant property of real-world social
network, and numerous methods have been developed for efficient community
detection. The Modularity proposed by Girvan and Newman [1] can quantita-
tively describe the community structure, which has been widely used. Many
optimization algorithms have been proposed to optimize Modularity, including
the greedy algorithm [2], simulated annealing [3], extremal optimization [4], etc.
However, some researchers found that this function has the resolution limitation
[5], which cannot obtain reasonable result when there are small communities in
the large-scale network. For this reason, Li et al. proposed a quality function
called modularity density [6], which includes a tunable parameter to explore the
network at different resolutions.

However, in many real networks, the communities are not isolated but over-
lap and intersect with each other, which means that some nodes may belong
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 41–46, 2016.
DOI: 10.1007/978-981-10-3614-9 5
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to no less than one community. For instance, in social network, a person may
usually simultaneously associate with serval social groups like school, family and
colleagues; and this is also happens in biological networks, where a cell might
have multiple functions. Therefore, the research of overlapping community is
indeed significant in real-world networks. There is growing interest in overlap-
ping community detection and many algorithms have been proposed, e.g., GCE
[7], CPMw [8] and CONGA [9]. Most methods have trouble scaling to large net-
works, and the lack of reliable accurate networks partitions makes evaluations
of detect overlapping communities surprisingly difficult.

In this paper, we propose an effective metric based on the fuzzy theory,
named Fuzzy evaluation (M), and the metric can find these nodes locating in
the overlapping communities using membership degree of each node belonging to
every community. Due to the good performance of the evolutionary algorithms
(EAs), EA has been successfully used to detect the communities in many com-
plex networks [10,11]. We design a memetic algorithm (FMD) and a variant
of fuzzy K-means strategy as the local search procedure. Experiments on real-
world networks, the results demonstrate that our algorithm shows effectiveness
of overlapping community detection.

The rest of this paper is organized as follows. Section 2 introduces the Fuzzy
evaluation function and describe the algorithm in detail, while experiments are
given in Sect. 3. Finally, conclusions of this method are given in Sect. 4.

2 Relate Work

2.1 Fuzzy Evaluation

To solve the problems existing in the overlapping communities, in this paper, we
proposed a Fuzzy evaluation M . The membership degree of each node belonging
to each community is defined as:

μi,k =
|L(vi, Vk)|
|L(vi, v̄i)| (1)

where vi is the ith node in the network, Vk is the kth partition of the network.
Then the membership degree of vi to Vk is the ratio of the number of the edges
that vi connected with Vk between the other connected nodes. Thus, membership
degree matrix can be presented as:

U =

⎡
⎢⎣

μ1,1 μ2.1 · · · μn,1

...
...

. . .
...

μm,1 μm,2 · · · μm,n

⎤
⎥⎦ (2)

which represents the membership degree matrix, and μm,n denotes of n nodes
in m communities. Therefore, a Fuzzy evaluation metric is proposed as follow.

Mλ =
k∑

i=1

λμk,i − (1 − λ)(1 − μk,i)
|Vk| (3)
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where μk,i denotes the membership degree, of which node vi belongs to commu-
nity Vk. It is worth mentioning that the network could effectively avoid dividing
all nodes into a community by ratio Vk. Optimizing μk,i will divide a network
into many small communities while optimizing −(1, μ(k,i)) will divides a net-
work into large communities. Where λ is an tunable parameter, and proper λ
can detect the true partitions of the network community.

2.2 The Proposed Algorithm

In this section, we will give a detailed description of the proposed algorithm and
local search procedure. The objective is Fuzzy evaluation M defined in Eq. 3,
and it is taken as the fitness function. First, the framework of FMD is given,
and then further explanations of the algorithm are introduced.

Algorithm 1. The framework of FMD
Input:

Gmax: Maximum number of generations
Nm: The size of mating pool
Np: The population size
Nt: The tournament size
Pc: The crossover probability
Pm: The mutation probability

1: P ← Population Initialization
2: while Termination criterion are not satisfied(Gmax) do
3: Pparent ← Selection Operation(P , Np, Nm)
4: Pchild1 ← Genetic operators(Pparent, Pc, Pm)
5: Pchild2 ← Local Search(Pchild1)
6: P ← Tournament Selection(P , Rchild2)
7: end while
Output:

Convert the fittest chromosome in P into a overlapping community solution.

The local search procedure used in our method is a variant of fuzzy K-means
strategy, which is shown in Algorithm 2. K-means is simple and effective, and
works as follows: (1) randomly select k objects as the center of the initial cluster,
which represents a cluster; (2) calculate the distance from each vertex to each
cluster and assign it to the nearest cluster; (3) repeat until the iteration is
exhausted.

As shown in Algorithm 2, MDM() function aims to calculate the membership
degree matrix in the input population, K-means() function is used to the find
the maximum membership degree of the vertex i in each community by using
K-means strategy, and Fit() function is responsible for evaluating the fitness of
a solution.
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Algorithm 2. Local search procedure
Input:Pchild1

Output:Pchild2

1: for each chromosome of population do
2: P ← MDM(chromosome)
3: Xcurrent ← K-means(P)
4: Xnext ← Xcurrent

5: end for
6: if Fit(Pnext) > Fit(Pchild1) then
7: Pchild2 = Pnext

8: end if

3 Experiments

In this section, we apply our algorithm to the real-world networks whose real
clusters are known to investigate the performance of FMD. We test the overlap-
ping community detection of Zachary’s karate club networks (karate) [12], and λ
are 0.2, 0.5 and 0.8 respectively. The partition of each node for λ = 0.5 in karate
is shown in Table 1.

Table 1. The membership degree of each node

Vertex(i) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

µ1i 0.31 0.11 0.1 0.17 1 1 1 0.25 0.2 0 1 1 0.5 0.2 0 0 1 0.5 0 0.33
µ2i 0.44 0.56 0.3 0.7 0 0 0 0.25 0 0 0 0 0.5 0.2 0 0 0 0.5 0 0.33
µ3i 0.25 0.33 0.6 0.33 0 0 0 0.25 0.8 1 0 0 0 0.4 1 1 0 0 1 0.33

Vertex(i) 21 22 23 24 25 26 27 28 29 30 31 32 33 34

µ1i 0 0.5 0 0 0 0 0 0 0 0 0 0.17 0 0
µ2i 0 0.5 0 0 0 0 0 0 0 0 0.25 0 0 0.05
µ3i 1 0 1 1 1 0 0 0 0 0 0.75 0.83 1 0.95

In the membership degree matrix, those nodes (the value of which is not 1)
are within the overlapping community, e.g., nodes 1, 2, 3, 4, 8, 9, 13, 14, 18 and
20. Similarly, the size of the value can be used to denote the overlapping level,
e.g., node 8 has greater overlapping level than node 9. Therefore, the problem
of overlapping community detection can be solved by algorithm FMD.

Figure 1 displays the overlapping community corresponding to Imax on this
network for different value of λ. In the inside of the dotted line is the overlap-
ping partitions. As we can see from the figure, for λ = 0.2, the whole network
is grouped into two overlapping communities, which containing one overlapping
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(a) (b)

(c)

Fig. 1. Overlapping partitions on kareta network for (a) λ = 0.2, (b) λ = 0.5, (c)
λ = 0.8

partition as well as is the closest to the true partition, of which the corresponding
NMI (Normalize Mutual Information) [13] is 0.83717; for λ = 0.5, the network
is grouped into three overlapping communities, which contains four overlapping
partitions and the corresponding NMI is 0.73292; for λ = 0.8, the network is
grouped into four overlapping communities, which contains five overlapping par-
titions and the corresponding NMI is 0.68726. For λ is larger, more small over-
lapping communities will be found. The experiments show that by tuning the
parameter λ, we could explore the network at different resolutions. In general,
the larger the λ value is, the smaller the overlapping communities FMD tends
to find.

4 Conclusions

In this paper, we developed a novel community detection method that accurately
discovers the overlapping community structure of real-world networks. Our algo-
rithm is a synergy of a memetic algorithm with a variant of K-means strategy
as the local search procedure. Experimental results demonstrate that, compared
to conventional modularity and modularity density, Fuzzy evaluation has more
significant superiority and practicability. By tuning parameter λ, our algorithm
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can be used to analyze the networks for various resolutions. In addition, our
algorithm identified a set of networks where nodes explicitly state their commu-
nity membership and outperforms community detection methods in accurately
discovering network communities as well as the overlaps between communities.

However, our algorithm has high time complexity to calculate the fuzzy eval-
uation degree. Besides, there is no effective way in our algorithm to choose
appropriate λ for the real-world community, thus the value of λ depends on the
priori knowledge.
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Abstract. Multifactorial optimization (MFO) is an optimization prob-
lem proposed in recent years to solve the multiple problems simultane-
ously. In this article we will introduce brain storm optimization (BSO)
algorithm into MFO, and name this new methodology as multi-factorial
brain storm optimization algorithm (MFBSA). In addition, we propose
a new strategy of applying clustering technique into multitasking. The
clustering process gathers the tasks who have similar information into
a class, promoting the solving process of these tasks. The individuals in
MFBSA have different cultural and biological characteristics, and their
interaction in the evolutionary process format the ways of the exchange
and sharing of information between multiple tasks.

Keywords: Evolutionary multitasking · Multifactorial optimization ·
Brain storm optimization

1 Introduction

Since the birth of swarm intelligence algorithms, many scientific and engineering
problems in real-life have been solved. The main reason, I think, is that this type
of algorithm is very suitable for all kinds of maximum or minimum problems in
real life. In this article, we will focus on another novel optimization problems,
multitasking [5] optimization problems (MFO), in the aim of proposing an effi-
cient algorithm to solve such problems.

The main feature of MFO [5] is the coexistence of multiple different search
spaces, the spaces corresponding to different tasks. In MFO, the tasks with
different cultural backgrounds [4] commonly affect each individual in the pop-
ulation. The first multifactorial optimization algorithm (MFEA) is first pro-
posed by several scholars from Nanyang Technological University [5]. Based on
genetic algorithm framework, MFEA introduces multifactorial inheritance model
[6] into MFO. This algorithm solves the two major problems in MFO, individual
allocation strategy and presentation of culture. The use of multifactorial inheri-
tance models enhances the exchanges and cooperation between different cultures,
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 47–53, 2016.
DOI: 10.1007/978-981-10-3614-9 6



48 X. Zheng et al.

which greatly improves the global searching ability of the genetic algorithm and
achieves a considerable accelerating rate on the convergence speed.

Multifactorial optimization tries to optimize several issues who have different
optima and solution space. Suppose we now have a multitasking optimization
problem containing k independent minimization problems. The searching spaces
X1,X2, . . . , Xk of these k questions are encoded into a unified [0, 1] space as
mentioned before. So the purpose of MFO is to find the k solutions:

{x1, . . . , xi, . . . , xk} = arg min{f1(x1), . . . , fi(xi), . . . , fk(xk)}, i = 1, . . . , k. (1)

The optima set can be expressed as:

S∗ = (x1
∗, x2

∗, . . . , xk
∗) , xi

∗ ∈ Xi and ∀x ∈ Xi, fi(xi
∗) < fi(x), i = 1, . . . , k.

(2)
where Xi is the di-dimensional search space of Ti.

In this article, we propose a novel multifactorial brain storm algorithm
(MFBSA) for MFO. In MFBSA, we use clustering technique to cluster simi-
lar solution into a class, and find the relationship between tasks and each class
through the best individual of each task. Then, each class will mainly solve
the tasks with which have a relationship, and assist in solving other tasks not
related. Each individual in the population carries the information to solve its
related task. To cluster these individuals into different group is actually a clus-
ter of tasks who have similar characteristics. Clustering them into one group can
help speed up the solving process.

Algorithm 1. Basic Structure of MFBSO
1: Randomly generate initial population P.
2: Evaluate all solutions on every task. Record the function value of each individual

and the optima on each task.
3: while (stopping conditions are not satisfied) do
4: Cluster P into n classes. The optima of all tasks are used as the initial cluster

centres.
5: Find out the class that each task belongs to using its optima. For each class

containing k tasks, execute the following procedure.
6: for i = 1 to k do
7: Calculate the individuals’ probability of producing offspring in class i.
8: Generate k × size of P

num of tasks
new solutions.

9: Assess the new solutions. Record the function value of each individual and the
optima for each task.

10: end for
11: Combine all new solutions generated by each class into the new population P.
12: end while
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2 Multifactorial Brain Storm Optimization Algorithm

MFBSA simulates the process of human society to solve a set of problems simul-
taneously. And it is the first attempt to extend a variant BSO [8] to solve multi-
tasking problems in aid of the transmission of both biological [3,7] and cultural
information [2].

The procedure of MFBSA is as show in the Algorithm 1. We do not generate
new individuals based on each task but based on each class. This is because
gathering similar individuals into a class and gathering similar tasks into a class
are substantially equivalent. We generate offspring based on each class, just like
the similar tasks produce their next generations together. Also, because the
similarities of the tasks in the different classes are very low, the exchange of
information between the different classes can be reduced, which thus avoids the
phenomenon of mutual inhibition between these tasks.

3 Experiments

3.1 Test Problems

In order to fully verify the performance of MFBSA on solution quality and con-
vergence rate, we select the following continuous objective functions, including
five unimodal benchmark functions and four multimodal functions. These func-
tions and their properties are descripted in paper [1]. Here we list these functions
and their labels in Table 1.

Table 1. Function lists

Label Unimodal functions Label Multimodal functions

F1 Sphere function F6 Ackley function

F2 Schwefel function F7 Griewank function

F3 Rosenbrock function F8 Rastrigin function

F4 Perm function F9 Weierstrass function

F5 Levy function

3.2 Definitions of Related Terms

We measure the number of function calls (NFCs) corresponding to each function.
A small NFCs means a faster convergence rate. Because function values of the
optima in all test functions are 0, we set VTR (value to reach) as a threshold to
determine whether the algorithm successfully find the accurate enough optima.
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We define the success rate (SR) as the ratio of the number of times reached VTR
and the total number of trials.

SR =
number of times reached VTR

total number of trials
(3)

Because there are k functions in a MFO problem set, it’s reasonable to calculate
the average number of function calls (ANFCs) and the average success rate
(ASR). The specific formula of ANFCs and ASR are as follows:

ANFCs =
1
K

K∑
i=1

NFCsi (4)

ASR =
1
K

K∑
i=1

SRi (5)

3.3 Experiment 1: Problem-Sets with the Same Dimensionalities
but Separated Optima

In any set of tasks for this experiment, the optima of the two tasks are different.
Herein, we set the offset O of task 1 to 0.1, and keep the offset O of task 2 as 0.
The dimensions of each task is 30. The final results of the experiment as listed
in Table 2, which are the average values of 30 times.

Experimental results in Table 2 show that, MFBSA has a higher average suc-
cess rate of 0.94 than MFEA of 0.78. We then look at the average number of
function calls. MFBSA achieves a faster convergence rate in 25/27 experiments
than MFEA in ANFCs. This experiment shows that the individuals of the pop-
ulation can share information more efficiently in our model, accelerating the
solving speed of each task in MFO.

3.4 Experiment 2: Three Tasks of the Same Dimension
and the Separated Optima

In the dual-task problems, we have tested the performance of the algorithm
under several different factors. We will only test the performance of MFBSA in
three different tasks with various optima. The problem set is listed in Table 3.
In the set, the optima of the tasks are different. And their optima are showed in
encoded format as follow. The dimensionality of all tasks is 30 in the following
experiments. We run MFBSA and MFEA on the problem set1 in Table 3 30
times.

The optima’s distribution of the two algorithms on set 1 can be seen in Fig. 1.
In the figure, MFBSA get a more stable solution than MFEA on the two tasks
T1 and T3. On the task T2, MFEA is performed relatively well.
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Table 2. Problem-sets with the same dimensionalities but separated optima

Task1 Task2 MFBSA MFEA

Dim O Dim O ANFCs ASR ANFCs ASR

30 0.1 30 0

F1 F1 19,902 1 31,150 1

F2 276,640 1 538,340 1

F3 404,190 1 679,850 1

F4 902,400 1 1,216,300 1

F5 6,780,400 1 8,235,100 1

F6 1,190,800 1 1,760,200 1

F7 121,320 1 2,052,300 1

F8 5,403,200 0.98 12,269,000 0.65

F9 16,333,000 0.50 16,872,000 0.50

F5 F1 1,414,400 1 1,762,100 1

F2 6,533,200 1 7,680,600 1

F3 4,336,000 1 6,105,600 1

F4 4,191,300 1 4,638,500 1

F5 8,941,900 1 16,018,000 1

F6 3,067,700 1 5,033,700 1

F7 4,084,700 1 5,436,000 1

F8 12,469,086 1 24,549,000 0.63

F9 29,662,000 0.50 29,550,000 0.50

F7 F1 4,743,100 0.98 11,738,000 0.60

F2 28,787,000 0.98 49,388,000 0.63

F3 15,315,000 1 37,667,015 0.57

F4 17,763,000 0.98 23,162,000 0.58

F5 23,304,000 1 39,739,000 0.65

F6 12,132,000 0.98 27,940,000 0.58

F7 19,791,000 0.98 34,158,000 0.57

F8 12,466,000 0.95 21,491,000 0.23

F9 29,662,000 0.50 29,550,000 0.50

Ave - 0.94 - 0.78

Table 3. Problem-sets with 3 tasks.

Problem set Task

Objective label Optimal objective value Optima in unified space

Set 1 Griewank 0 [0.3, 0.3, . . . , 0.3]

Ackley 0 [0.5, 0.5, . . . , 0.5]

Rastrigin 0 [0.7, 0.5, . . . , 0.7]
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Fig. 1. Box plots of the distribution of optimal obtained by MFEA and MFBSA on
the 3 objectives in set 1 by (a) Task 1, (b) Task 2 and (c) Task 3.

4 Conclusion

In this paper, a novel multifactorial optimization algorithm has been proposed
for multitasking optimization. The proposed MFBSA employs a unique way of
cooperation to make the individuals share information. By the use of clustering
technology, the objects that individuals cooperate to in the MFO environment
has undergone tremendous changes compared to MFEA. Later in the article we
conduct a series of experiments to test the algorithm in terms of the convergence
rate, the success rate and robustness. As what we can see in the above exper-
imental analysis, MFBSA generally performes well on the convergence rate. In
other respects, MFBSA’s performance is not bad too, which in totally is similar
to MFEA. However there are still many problems to be solved in MFBSA. Espe-
cially when problems become complicated, the stability problem of optima is
gradually revealed. In future studies, we need to consider how to apply MFBSA
into cross domain issues in addition to solve the stability problem.
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Abstract. It is more important in study of unmanned combat aerial
vehicle (UCAV) path planning in military and civil field. This paper
presents a new mathematical model and an improved heuristic algorithm
based on Sparse A* Search (SAS) for UCAV path planning problem. In
this paper, flight constrained conditions will be considered to meet the
flight restrictions and task demands. With three simulations, the impacts
of the model on the algorithms will be investigated, and the effectiveness
and the advantages of the models and algorithms will be validated.

Keywords: Unmanned combat aerial vehicle · Path planning · Heuris-
tic algorithm · Sparse A* Search

1 Introduction

Nowadays, unmanned combat aerial vehicle (UCAV) path planning has long
been a challenging area for researchers in military and civil field. Currently, the
represented techniques of UCAV path planning include PSO [1,12], dynamic
programming method [2], the A* algorithm [9], ant colony algorithm [3], genetic
algorithm [4,11], and so on [5–8]. Reference [9] adopted sparse A* algorithm, but
angle heuristic function is not taken into consideration; Reference [10,11] pro-
posed the algorithms with large amount of calculation. To address these prob-
lems, an improved heuristic algorithm is studied and corresponding simulation
is given in this paper.

2 Related Works

2.1 Basic Mathematical Model

The planning space is divided into two-dimensional grids or three-dimensional
grids, the nodes are acquired and built into a network graph, as shown in Fig. 1.

c© Springer Nature Singapore Pte Ltd. 2016
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Fig. 1. Network graph

Supposing the nodes of network graph form a set S = {s1, s2, s3, ...sm}.
Define a set that includes all paths from the starting point to the ending point
as E = {e1, e2, e3, ...en}. Let si and sj be two adjacent nodes on the path, the
cost value of the connecting line between two nodes can be expressed by uij , the
path planning problems are defined as follows

⎧
⎨
⎩

min f(ek) =
∑

(si,sj)∈εk

uij

s.t.ek ∈ E, si ∈ S, sj ∈ S
(1)

Compared with reference [9], our new mathematical model takes more con-
straints into account.

Models of Threats

Threat Model of Radar. Supposing the flying height is h, the horizontal distance
from aircraft to radar is R, radar maximal horizontal range is Rmax, radar
performance coefficient is k. Threat model of radar can be represented as follows:

PR =

{
R4

max

R4+R4
max

R � Rmax

0 R > Rmax

(2)

Threat Model for SAM. Supposing Rm is the horizontal distance. RMmax is the
maximum attack radius. Threat model of missile can be presented as follows:

PR =

{
RMmax

Rm+RMmax
Rm � RMmax

0 R > RMmax

(3)

Threat Model of Terrain. Supposing the horizontal cross-section of the peak is
a circumference at the flight height, and the radius of circumference is Rd. RAT

is the horizontal distance from aircraft to the central of the peak. Threat model
of peaks can be presented as follows:

PT =

⎧⎪⎨
⎪⎩

0 RAT > 10 km + Rd

1 RAT � 2 km + Rd

1
RAT

2 km + Rd < RAT < 100 km + Rd

(4)
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Threat Model of Atrocious Weather. Supposing the radius of atrocious weather
is Rc and horizontal distance from aircraft to the center of atrocious weather is
RAW . Mathematical model of atrocious weather can be given as follows:

PW =

{
0 RAW > 5 km + Rc

1
RAW

RAW � 5 km + Rc

(5)

Path Planning Cost Calculation Function. In this paper, the cost calcu-
lation function can be given as:

J =
n∑

i=1

(wsli + wtfTAi)

Ji = (wsli + wtfTAi)

(6)

where J is the total cost of the route, Ji is the ith route cost, li is the ith route
leg length, fTAi is the ith threat index of route, ws,wt are the weight coefficients
of distance factors and threat factors and ws + wt = 1.

3 Path Planning Methods Based on Sparse A* Searching
Algorithm

3.1 Extensible Rules of Nodes

The medial axis of the fan shaped region is the direction of the current nodes.
The fan-shaped region is divided into m equal parts, the cost of knot vector
whose distance between each sub-part and the current nodes is calculated. Before
inserting the nodes with the minimum cost into OPEN table, make a judgment:

DL(x) + SL(x) � dmax (7)

where DL(x) is the distance between the start point and the end point, SL(x) is
the line between current node to the target point, dmax is a multiple of straight-
line distance which is between the starting point to the destination point.

3.2 Trajectory Cost Function

The cost function of heuristic search can be represented as f(x) = g(x) + h(x).
g(x) can be calculated by the formula (6), here we discuss h(x). The Manhattan
distance can be given as follow:

h1(x) = |x − xm| + |y − ym| (8)

where (x, y) is the coordinate of the current nodes, (xm, ym) is the coordinate of
the target nodes. In this paper, the cost function [1] can be expressed as follow:

h2(x) = wdh1(x) + wθh(θ) (9)

hθ =
√

Δθ2 (10)
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where h1(x) is distance heuristic function; h(θ) is angle heuristic function, θ
be maximum turning angle wd and wθ are the weight coefficients of distance
heuristic and angle heuristic and wd +wθ = 1. Δθ = θx − θm, θx is the direction
of the line which connects current nodes and target nodes, θm is the prede-
termined target approaching angle. Suppose θx ∈ (−π,+π], θm ∈ (−π,+π],
Δθ ∈ (−2π,+2π], Δθ is regulated as follow:

Δθ =

{
−(2π − Δθ) π < Δθ � 2π

Δθ + 2π −2π < Δθ � −π
(11)

Let radius be a ∗ d, d be the simulation step size, a be range coefficient, f(x)
can be expressed as follow:

f(x) =

{
J(x) + h1(x) DL(x) > a ∗ d

J(x) + h2(x) DL(x) � a ∗ d
(12)

where DL(X) is the distance between current nodes and target nodes, J(X) is
the actual cost value.

3.3 Trajectory Smooth Straighten Processing

The first method is as follows. Set start points as current points, traverse other
nodes. If the connection line of current node and a certain visiting node encoun-
ters threat, go back to the previous node, set it as current node, delete all nodes
between current node and last current node, update information of current notes,
and reiterate traverse backward the beginning with this current node until reach-
ing the target node. Otherwise it continues to traverse and repeat above steps;
Another method is as follows, let A be current node, B be father node of current
node, C be ancestral node, their cost value are fa,fb,fc. The route cost from A
to C is Δf3 = fa − fc, the route cost from A to B is Δf1 = fa − fb, the route
cost from B to C is Δf2 = fb − fc. If Δf3 < Δf1 + Δf2, set ancestral node of
current node as its father node and adjust its cost value.

4 Experimental Study

Define the range of path planning as 500 km×500 km, d as 5 km. Define ws = 0.5,
wt = 0.5. Define wd = 0.5 and wθ = 0.5. The maximum route distance constraint
is 1.5 times of the straight distance between the start point and target point.
Let a be 5, maximum turning angle be 60, m be 3.

(1) Supposing the coordinate of start point is (100, 100), the coordinate of
target point is (500, 450), target approaching angle is 120. The result is presented
in Fig. 2. (2) The coordinate of start point and end point are the same as the first
settings, target approaching angle is 80, the result is shown as Fig. 3. The result
which considers the first method of trajectory smooth straighten processing can
be shown as Fig. 4. (3) Supposing the coordinate of start point is (100, 100), the
coordinate of target point is (300, 300), target approaching angle is 80. The result
which considers the first method of trajectory smooth straighten processing can
be shown as Fig. 5.
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Fig. 2. The first result Fig. 3. The second result

Fig. 4. The third result Fig. 5. The fourth result

5 Conclusion

This paper presents an improved heuristic algorithm which is an improved ver-
sion of SAS algorithm for UCAV path planning. Compared with reference [9],
our algorithm considers not only traditional constraints of path planning but also
various flight constrained conditions, such as angle information, track smooth
straighten processing and so on. The simulation results show that angle infor-
mation and trajectory smooth straighten processing are advisable, effective and
feasible. And the running efficiency is much better. Besides, Some simulations
have shown that our proposed new model and algorithm can meet the flight
restrictions and task demands of UCAV path planning.
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Abstract. A number of benchmark generators have been proposed
for dynamic single objective optimization problems. The moving peaks
benchmark and the GDBG benchmark are widely used to test the per-
formance of an evolutionary algorithm. The two benchmarks construct a
fitness landscape with a number of peaks that can change heights, widths,
and locations. The two benchmarks are simple and easy to understand.
However, they exist two major issues: (1) the time complexity is high for
evaluating a solution and (2) peaks may become invisible when changes
occur. To address the two issues, this paper proposes an efficient genera-
tor with enriched features. The generator applies the k-d tree to partition
the search space and sets a simple unimodal function in each sub-space.
The properties of the proposed benchmark are discussed and verified by
a set of evolutionary algorithms.

Keywords: Dynamic optimization problem · Generator

1 Introduction

In recent years, there has been a growing interest in developing evolutionary algo-
rithms in dynamic environments. To comprehensively evaluate the performance
of an evolutionary algorithm (EA), an important task is to develop a good bench-
mark generator. Over the years, a number of benchmark generators for dynamic
optimization problems (DOPs) have been proposed. Generally speaking, these
benchmark generators can be classified to the following three classes in terms of
the way to construct problems. Note that, this paper focuses on only dynamic
continuous unconstrained single objective optimization problems.

The first class of generators switch the environment between several station-
ary problems or several states of a problem. Early generators normally belong
to this class. A generator based on two static landscapes A and B was pro-
posed in [7]. Changes can occur in three ways: (1) linear translation of peaks
in landscape A; (2) only the global optimum randomly moves in landscape A;
(3) switching landscapes between A and B. In [15], the environment oscillates
among a set of fixed landscapes.

Like the first class of generators, the second class of generators also consist of
a number of basic functions. However, the environment normally takes the form
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 60–72, 2016.
DOI: 10.1007/978-981-10-3614-9 8
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f(x) = max{gi(x)}, i = 1, . . . , N to construct the fitness landscape and it does
not switch among the basic functions. The environmental changes are caused
by the changes of every g(x). Many generators fall into this class. The moving
peaks benchmark (MPB) [15] is one of the widely used generators. The MPB
consist of a number of peaks. Each peak is constructed by a simple unimodal
function which can change in height, width, and location. The DF1 generator
[15] and the rotation dynamic benchmark generator (RDBG) [10] use a similar
way to construct the fitness landscape. The DF1 generator uses the logistic
function to change the height, width and location of a peak, while the RDBG
rotates the fitness landscape to generate changes. A new generator based on
the framework of the DF1 was proposed in [20], where the basic function used
to construct a peak in DF1 was replaced by two traditional functions in [20].
A fitness landscape consists of a number Gaussain peaks was introduced in
[8] where a peak changes in its center, amplitude, and width. A challenging
dynamic landscape was proposed in [10], called composition dynamic benchmark
generator (CDBG), where a set of composition functions are shifted in the fitness
landscape. The CDBG introduces several change types, e.g., small step changes,
large step changes, random changes, chaotic changes, recurrent changes and noisy
environments.

The third class of generators divide the search space into subspaces and set
simple unimodal functions in each subspace. A disjoint generator was proposed in
[21], where each dimension of the search space is evenly divided into w segments.
The total number of subspaces is wD (D denotes the number of dimensions).
In each subspace, a peak function is defined where its global optimum is at the
center of the subspace.

The first and the third classes of generators lack of the ability of manipulating
a single peak. In the literature of EAs for DOPs, the second class of generators
are mostly used for experimental studies. This class of generators are flexible
and easy to manipulate the characteristics of a change for every peak. However,
it has two disadvantages. Firstly, to evaluation a solution x, we need to compute
the objective value of x for each basic function (g(x)) in O(D) and then find out
the maximum value as the fitness value of x. Therefore, the time complexity of
evaluating a solution is at least O(ND). Secondly, a peak may become invisible
when a change occurs, and hence the total number of peaks will be less than the
predefined value.

Besides the way of the construction of the fitness landscape, researchers
have also been interested in developing characteristics of changes to simulate
real-world applications, such as the predictability–whether changes are pre-
dictable in a regular pattern, time-linkage–whether future changes depend on
the current/previous solutions found by optimizers [4,17], detectability–whether
changes are detectable, severity– determines the magnitude of a change, and
change factors (objective functions, the number of dimensions, constraints,
domain of the search space, and function parameters).

A good benchmark generator should have the following characteristics [16]:
(1) Flexibility, the generator should be configurable regarding different aspects,
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e.g., the number of peaks, change severity, and change features, etc.; (2) Sim-
plicity and efficiency, the generator should be simple to implement, analyze, and
computationally efficient; (3) The generator should be able to resemble real-
world problems to some extent. Most real-world problems are very hard and
complex, with nonlinearities and discontinuities [14].

Based on the above considerations, this paper aims to propose a novel gener-
ator, which is able to (1) address the two issues mentioned above of the current
mainly used generators and (2) provide enriched characteristics of changes. To
achieve the aims, this paper uses the idea of space partition and chooses a peak
function for every sub-space from a predefined function set. A new benchmark
generator, called Free Peaks (FPs), is proposed. The k-d tree [1] is used to par-
tition the solution space. Each peak in a sub-space can be freely manipulated
regarding its height, peak location, shape, and basin of attraction. A set of char-
acteristics of changes are also introduced in this paper.

The rest of this paper is organized as follows. Section 2 introduce the con-
struction of the FPs in detail, including the partition process of the k-d tree,
a set of basic peak functions, and the setup of subspaces. Section 3 gives the
construction of different types of changes. Section 4 presents the results of the
experimental studies. Finally, conclusions are given in Sect. 5.

2 Free Peaks

The section introduces the basic elements of the free peaks (FPs) benchmark
generator. Without loss of generality, maximization optimization problems are
assumed in this paper. Before the introduction of the generator, we need to
prepare a set of simple shape functions.

2.1 One Peak Function

In this paper, eight simple symmetrical unimodal functions are defined as follows:

s1(x) = h − d(x), (1a)
s2(x) = h · exp(−d(x)), (1b)

s3(x) = h −
√

h · d(x), (1c)
s4(x) = h/(1 + d(x)), (1d)

s5(x) = h − d2(x)/h, (1e)

s6(x) = h − exp (2
√

d(x)/
√

D) + 1, (1f)

s7(x) =

{
h ∗ cos(π · d(x)/r) d(x) ≤ r

−h − d(x) + r d(x) > r
, (1g)

s8(x) =

{h∗(cos(mπ·d(x)(1−1/r))−ηmd(x)/r)√
d(x)+1

d(x) ≤ r

−h(η(m − 1) + 1)/
√

r + 1 d(x) > r
(1h)
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Fig. 1. Shapes of the eight functions with D = 1, where h = 100, r = 50, η = 5.5, and
m = 3 (objective values of all functions are standardized within [0, 100].

where d(x) =
√∑D

i (xi − Xi)2 is the Euclidean distance from x to the peak,
which is located at a user-defined location Xsv with a height of h > 0 (v =

1, . . . , 8), r is a parameter of value in [0,
√∑D

i (usv
i − lsv

i )2] (usv
i = 100, lsv

i =
−100), and m and η determine the number of segments and the gap between
two neighbor segments of s8, respectively. The default values of Xsv=0, h =
100, r = 50,m = 3 and η = 5.5 are used in this paper.

Figure 1 shows the shapes of the eight functions. Among these functions, s1 is
a linear function, s2-s4 are convex functions, s5 and s6 are concave functions, s7
is partially convex, partially concave, and partially linear and s8 is a disconnected
function. Each function has a single peak located at X and is monotonic from
the peak.

2.2 Partition the Search Space

The k -d tree [1] is a binary tree where each node is a k -dimensional point. Every
non-leaf node can be thought of as implicitly generating a splitting hyperplane
that divides the space into two parts. Points to the left of this hyperplane are
represented by the left subtree of that node and points to the right of the hyper-
plane are represented by the right subtree. Every leaf node denotes a sub-space

Fig. 2. An example of the k-d tree for the division of a 2-D space with ranges ([0:10],
[0:10]) by a set of six points.
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Algorithm 1. kdtree(list, depth)
1: axis ← depth%D;
2: Select the median by axis from list
3: if ‖list‖=1 then � A leaf node
4: Create a sub-space;
5: else
6: Create a node node with data of the median point;
7: node.left ← kdtree(points in list before the median, depth+1);
8: node.right← kdtree(points in list after the median, depth+1);
9: return node;

10: end if

Algorithm 2. inquire(x, node,depth)
1: i ← depth%D;
2: if node is a leaf node then return the sub-space; end if
3: if xi < nodei then
4: inquire(x, node.left,depth+1);
5: else
6: inquire(x, node.right,depth+1);
7: end if

of the solution space. Fig. 2 shows a k-d tree (Fig. 2-left) for the decomposition
of a 2-D solution space (Fig. 2-right) with six points.

To construct a balanced tree, the canonical method [1] is used, where a
median point is selected with the cutting axis. Algorithms 1 and 2 present the
space partition process and the inquiry of a sub-space, respectively. In this paper,
the solution space is divided by default into N subspaces with random sizes

2.3 Setup of the Sub-space

A function f(x) constructed based on the FPs can be defined by

f(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fb1 (x),x ∈ [lb1 ,ub1 ]

fb2 (x),x ∈ [lb2 ,ub2 ]

· · · · · · · · · · · · · · · · · ·
fbN (x),x ∈ [lbN ,ubN ]

(2)

where each subspace bk contains a basic function f bk associated with a shape
function sv(k = 1, 2, . . . N, v = 1, 2, . . . , 8). The whole search space of f([l,u]) is
divided into N subspaces: [lb1 ,ub1 ], . . . , [lbN ,ubN ], i.e., [l,u]={[lbk ,ubk ], . . .}, k =
1, 2, . . . N . To compute the objective of x (f(x)), we need to find the subspace
bk where x is (i.e., lbk ≤ x < ubk) by Algorithm 2, then map x to a solution xsv

in the search space of sv associated with f bk in subspace bk by

map(xi) = x
sv
i = l

sv
i + (u

sv
i − l

sv
i )

xi − l
bk
i

u
bk
i − l

bk
i

, i = 1, 2, . . . D, (3)
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where the mapping is linear from a solution in the subspace bk of f([lbk ,ubk ]) to
a solution in the search space of sv ([lsv ,usv ]). Eventually, we set the objective
f(x) by

f(x) = f
bk (x) = sv(x

sv ). (4)

2.4 Time Complexity

According to the above description of the FPs, to evaluate a solution x we need
to perform the following three steps of procedures: (1) find out the sub-space (bk)
where x is; (2) map x to a location (xsv ) in the search space of f bk ; (3) compute
the objective of (xsv ) by one of the eight shape functions. Identifying a solution
in which sub-space has a time complexity of O(log(N)) by Algorithm 2. Both the
second and the third steps run in O(D). Therefore, the total time complexity of
evaluating a solution in the FPs is O(log(N)) + 2O(D).

3 Constructing Dynamic Optimization Problems

This section introduces two types of changes: physical changes and non-physical
changes. Physical changes are changes, which can be observed, including changes
in peak location, peak shape, peak height, the size of the basin of attraction,
and the number of peaks. Non-physical changes are characteristics of physi-
cal changes, including detectability, predictability, time-linkage, and noise. The
physical changes are listed as follows.

3.1 The Change in a Peak’s Location Within the Peak’s Basin

To change a peak’s location (Xbk(t)) within its basin bk at time t, we change
its mapping location Xsv (t) (see Eq. (3)) in the search space of the associated
component function sv by

Xsv (t + 1) = (Xsv (t) − Xsv (t − 1))λ + ν(1 − λ)N(0, σsv ), (5)

where ν is a normalized vector with a random direction; N(0, σsv ) returns a
random number of the normal distribution with mean 0 and variance σsv (the
shift severity with a default value of (1); λ ∈ [0, 1] is a parameter to determine
the correlation between the direction of the current movement and the previous
movement. λ = 1 indicates the direction of a peak’s movement is predictable,
and λ = 0 indicates the movement of a peak is completely in a random direction.
The ith dimension of Xsv (t) will be re-mapped to a valid location if it moves
out of the range of the component function as follows:

X
sv
i =

⎧
⎪⎨

⎪⎩

lsvi + (usv
i − lsvi )

(lsv
i

−X
sv
i

)

(uisv−X
sv
i

)
Xsv

i < lsvi ,

lsvi +
(usv

i
−l

sv
i

)2

(Xsv
i

−l
sv
i

)
Xsv

i > usv
i

(6)
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3.2 The Change in the Size of a Peak’s Basin of Attraction

To vary the size of the basin of attraction of a peak, we just need to change the
value of the cutting hyper-plane constructed with the dimension c of a division
point dp (point dp should be a parent node of a leaf node in the kd-tree, e.g.,
node (2,3) in Fig. 2) as follows.

dpc = dpc + R(−σc, σc)(b
u
k+1,c − b

l
k,c), (7)

where σc = 0.01 is the severity, bl
k,c and bu

k+1,c are the upper boundary and
lower boundary of two neighbour subspaces bk and bk+1, respectively, which are
generated by cutting the cth dimension of the hyper-rectangle for the generation
of sub-spaces bk and bk+1; Note that, two neighbour subspaces will change if we
change the value of a cutting dimension.

3.3 The Change in a Peak’s Height

The height of a peak at time t is changed as follows:

Hi(t + 1) =

{
Hi(t) − δhi

Hi(t + 1) < Hmin||Hi(t + 1) > Hmax,

Hi(t) + δhi
Otherwise,

(8)

where δhi
= N(0, σhi

), σhi
is the height severity of peak pi, σhi

is set to a random
value in [0,7]; Hmin and Hmax are the minimum and maximum heights, which
are set to 0 and 100, respectively, in this paper.

3.4 The Change in the Number of Peaks

The number of peaks follows a recurrent change as follows:

N(t + 1) =

{
σN (N(0) + t)%T + Nmin (N(0) + t)%T = 0,

σN (T − (N(0) + t)%T ) + Nmin Otherwise,
(9)

where N(t) is the number of peaks at time t (N(0) is the initial number of peaks);
σN = 2 is a change step; T = 25 is the time period; Nmin = 1 is the minimum
number of peaks. If the number of peaks increases, σN random division points
are added to the division set; Otherwise, σN points are randomly removed from
the division set.

In addition to the predictable change in a peak’s location and the recurrent
change in the number of peaks, three other non-physical features are introduced:
a time-linkage change, a partial change, and noisy environments. In the time-
linkage change, a peak changes only when it is found by an optimizer. For the
partial change, a part of peaks change when an environmental change occurs. In
the noisy environment, noise is added to a solution when it is to be evaluated by

xi = xi + σnoiBRbkN(0, 1), (10)

where i = 1, . . . , D, bk = inquire(x), σnoi = 0.01 is the noise severity; BRbk is
the basin ratio of the subspace bk where x is located.

Table 2 summarizes the feature comparison between FPs and other four pop-
ular benchmarks. From the table, the FPs provides many more features than the
other four benchmarks.
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Table 1. Default settings for the FPs, where u means that the problem changes every
u objective evaluations, a peak is found if the distances in objective space and decision
space are less than εo and εs, respectively.

Parameter Value Parameter Value

Number of peaks (N) 10 Number of dimensions (D) 5

Change frequency (u) 5000 Correlation coefficient (λ) 0

Basin change No Ratio of changing peaks (rc) 1.0

Time-linkage change No Noisy environments No

Height severity(σh) [0,7] Basin severity (σc) 0.01

Height range (0,100] Domain range [−100, 100]

Initial peak shape Random Initial peak height 100

Initial peak location Sub-space center Number of steps (σN ) 2

Shift severity (σsv ) 1.0 Noise severity (σnoi) 0.01

Objective threshold (εo) 0.01 Distance threshold (εs) 0.1

Table 2. Feature comparison with peer benchmarks

Physical change/
Non-physical change

MPB [5] DF1 [15] RDBG [10] CDBG [10] FPs

Peak location � � � � �
Peak height � � � � �
Peak width � � � � �
Movement within
the basin

× × × × �

Manageable basin
size

× × × × �

Number of peaks × × � × �
Recurrent × × � � �
Partial × × � × �
Time-linkage × × × × �
Noise × × � × �
Predictable � × × × �

4 Experimental Studies

In this section, two groups of experiments are carried out. The first group of exper-
iments aim to investigate the performance of the FPs and the second group of
experiments aim to compare the performance of a set of existing EAs on the FPs.
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4.1 Comparison of Computing Efficiency

In this subsection, an experiment is carried out to compare the performance of
the FPs with two peer benchmark generators (the MPB [5] and the rotation DBG
[10]) in terms of two different aspects. The first comparison is the computational
efficiency. Figure 3 shows the time cost on evaluating one million random points
for the three benchmarks in different scenarios. The left graph of Fig. 3 shows the
comparison on problems with different numbers of peaks with 100 dimensions
and the right graph shows the comparison on problems with different numbers
of dimensions with 1,000 peaks. From the results, it can be seen that the time
spent with the FPs is significantly smaller than the other two benchmarks. In
both cases, the time spent with the FPs is almost constant as the number of
dimensions/peaks increases in comparison with the time spent with the other
two benchmarks.
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Fig. 3. Time cost of three benchmarks for evaluating one million random points in
different scenarios.

The second comparison is the number of invisible peaks. Table 3 shows the
average number of invisible peaks for the three benchmarks over 1,000 changes.
From the results, the issue of the rotation DBG is more serious than the MPB
in all test cases. Moreover, the number of invisible peaks will increase as the
number of peaks increases for the MPB and the rotation DBG. This is because,
in the two peer benchmarks a peak can be hidden by a higher peak with a
broader basin of attraction. This issue does not exist in the FPs as each peak
takes a different subspace.

4.2 The Performance of Existing Algorithms

In this subsection, 11 peer algorithms are selected. They are mQSO [3], SAMO
[2], SPSO [18], AMSO [12], CPSO [22], CPSOR [11], FTMPSO [24], DynDE
[13], DynPopDE [19], mNAFSA [23], and AMP/PSO [9]. For parameters of
all the peer algorithms, default values suggested in their proposals are used.
Note that, the parameter settings for these algorithms may be not the optimal
values. The stopping criterion is 100 changes. All the results are averaged over
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Table 3. The number of invisible peaks of three benchmarks with D = 5

Problem The number of peaks (N)

10 50 100 500 1000

Free peaks 0 0 0 0 0

Moving peaks [15] 0 0.04 0.124 4.77 18.85

Rotation DBG [10] 0.12 4.12 10.23 90.22 217.24

30 independent runs of an algorithm on each problem. The offline error (EO)
[6] and the best-before-change error (EBBC) are used. The offline error used in
this paper is the average of the best error found every two objective evaluations
and the best-before-change error is the average of the best error achieved at the
fitness evaluation just before a change occurs.

A two-tailed t-test with 58◦ of freedom at a 0.05 level of significance was
conducted for each pair of algorithms on EO and EBBC . The t-test results are
given with the letters “w”, “l”, or “t”, which denote that the performance of an
algorithm is significantly better than, significantly worse than, or statistically
equivalent to its peer algorithms, respectively.

Tables 4, 5 and 6 show the comparison between the chosen algorithms on
the FPs with different numbers of peaks, different changing ratios, and the
time-linkage feature, respectively. From the results, it can be seen that different
features have very different impacts on the performance of a particular algo-
rithm. For example, the partial change feature cause difficulties for algorithms

Table 4. Performance comparison on the FPs with different number of peaks, where
the default settings in Table 1 are used.

N AMP/PSO SAMO DynPopDE SPSO mQSO CPSOR CPSO FTMPSO DynDE AMSO mNAFSA

10

EO 2.62±0.1 3.11±0.081 7.75±1.7 13.2±3.5 2.7±0.075 4.14±0.25 7.53±0.3 3.97±0.13 3.23±0.049 3.36±0.7 10.2±0.97
w,t,l 10,0,0 7,1,2 2,1,7 0,0,10 9,0,1 4,0,6 2,1,7 5,0,5 6,1,3 6,2,2 1,0,9
EBBC 0.426±0.12 1.64±0.12 6.25±1.4 12.2±3.7 1.22±0.11 2.39±0.25 6.26±0.28 2.96±0.088 2.22±0.079 1.95±0.91 7.48±0.87
w,t,l 10,0,0 7,1,2 2,1,7 0,0,10 9,0,1 5,0,5 2,1,7 4,0,6 6,1,3 6,2,2 1,0,9

20

EO 3.04±0.16 3.16±0.11 6.93±1.8 11.8±2.2 3.56±0.81 4.46±0.75 7.37±0.35 3.96±0.082 3.44±0.6 3.88±0.79 9.1±0.82
w,t,l 10,0,0 9,0,1 2,1,7 0,0,10 6,2,2 4,0,6 2,1,7 5,1,4 7,1,2 5,2,3 1,0,9
EBBC 1.2±0.19 2.08±0.13 5.64±1.6 11.3±2.4 2.2±0.75 2.85±0.71 6.3±0.36 3.08±0.06 2.59±0.55 2.8±0.92 6.99±0.8
w,t,l 10,0,0 8,1,1 3,0,7 0,0,10 8,1,1 4,3,3 2,0,8 4,2,4 5,2,3 4,3,3 1,0,9

30

EO 2.08±0.065 2.24±0.08 5.36±1.3 9.9±2.3 3.23±0.77 3.65±0.68 5.23±0.2 2.69±0.084 3.73±0.88 2.57±0.5 8±0.65
w,t,l 10,0,0 9,0,1 2,1,7 0,0,10 6,0,4 4,1,5 2,1,7 7,1,2 4,1,5 7,1,2 1,0,9
EBBC 1.17±0.069 1.65±0.077 4.24±1.2 9.24±2.7 2.28±0.69 2.51±0.66 4.36±0.21 2.03±0.053 3.08±0.84 1.92±0.51 5.83±0.51
w,t,l 10,0,0 9,0,1 2,1,7 0,0,10 5,2,3 5,1,4 2,1,7 6,2,2 4,0,6 7,1,2 1,0,9

50

EO 2.73±0.15 2.8±0.11 4.7±1.2 9.91±1.7 4.16±0.9 4.86±1.2 5.84±0.24 3.42±0.2 5.72±1.3 3.12±0.4 6.49±0.37
w,t,l 9,1,0 9,1,0 4,2,4 0,0,10 5,1,4 4,1,5 2,1,7 7,0,3 2,1,7 8,0,2 1,0,9
EBBC 1.7±0.13 2.1±0.1 3.83±0.97 9.64±1.8 3±0.77 3.52±1.1 4.99±0.23 2.67±0.16 4.88±1.2 2.33±0.39 4.82±0.3
w,t,l 10,0,0 9,0,1 4,1,5 0,0,10 6,0,4 4,1,5 1,1,8 7,0,3 1,2,7 8,0,2 2,1,7

100

EO 2.5±0.16 3±0.25 4.87±1.3 12.5±1.8 9.59±2.2 5.99±1.8 6.14±0.17 4.17±0.5 9.89±2.7 2.96±0.36 7.33±0.67
w,t,l 10,0,0 8,1,1 6,0,4 0,0,10 1,1,8 4,1,5 4,1,5 7,0,3 1,1,8 8,1,1 3,0,7
EBBC 1.66±0.16 2.26±0.24 3.97±1.1 12.3±1.8 8.41±2.2 4.73±1.7 5.26±0.17 2.79±0.34 9.2±2.6 2.18±0.31 5.51±0.59
w,t,l 10,0,0 8,1,1 6,0,4 0,0,10 1,1,8 4,1,5 4,1,5 7,0,3 1,1,8 8,1,1 3,0,7

200

EO 1.94±0.16 2.21±0.22 3.92±2.8 10.3±1.8 8.3±2.2 7.12±1.9 4.56±0.19 3.2±0.3 8.63±2 2.39±0.45 5.9±0.53
w,t,l 10,0,0 8,1,1 5,2,3 0,0,10 1,1,8 3,0,7 5,1,4 6,1,3 1,1,8 8,1,1 4,0,6
EBBC 1.32±0.14 1.6±0.21 3.14±2.5 10.2±1.8 7±2.1 5.82±1.8 3.87±0.2 2.06±0.22 7.9±2 1.83±0.4 4.21±0.51
w,t,l 10,0,0 9,0,1 5,1,4 0,0,10 1,1,8 3,0,7 5,1,4 7,0,3 1,1,8 8,0,2 4,0,6

w-l 119 87 -23 -120 6 -15 -43 31 -29 60 -73



70 C. Li

Table 5. Performance comparison on the FPs with different ratios of the number of
changing peaks, where the default settings in Table 1 are used.

rc AMP/PSO SAMO DynPopDE SPSO mQSO CPSOR CPSO FTMPSO DynDE AMSO mNAFSA

0.1

EO 1.52±0.15 0.496±0.087 11.7±2.5 16.5±5.8 0.398±0.3 2.12±0.25 28.9±5 1.22±0.12 0.872±0.047 1.97±3.8 5.9±1.7
w,t,l 5,1,4 9,1,0 2,0,8 1,0,9 9,1,0 4,1,5 0,0,10 6,1,3 7,1,2 4,4,2 3,0,7
EBBC 0.00983±0.022 0.161±0.094 9.84±2.1 16.4±5.8 0.163±0.3 1.11±0.25 28.7±5.1 0.872±0.12 0.479±0.051 1.5±3.9 4.99±1.6
w,t,l 10,0,0 7,2,1 2,0,8 1,0,9 7,2,1 4,1,5 0,0,10 5,1,4 6,1,3 4,5,1 3,0,7

0.3

EO 1.68±0.13 1.25±0.097 10.9±1.5 11.8±5.1 0.99±0.048 2.86±0.18 21.7±1.9 2.58±0.16 1.83±0.044 2.19±0.77 6.65±1.1
w,t,l 8,0,2 9,0,1 1,1,8 1,1,8 10,0,0 4,0,6 0,0,10 5,0,5 7,0,3 6,0,4 3,0,7
EBBC 0.126±0.077 0.622±0.12 9.05±1.3 11.5±5.1 0.448±0.054 1.79±0.19 21.2±1.9 1.96±0.12 1.24±0.054 1.46±0.85 5.39±1.1
w,t,l 10,0,0 8,0,2 2,0,8 1,0,9 9,0,1 5,0,5 0,0,10 4,0,6 6,1,3 6,1,3 3,0,7

0.5

EO 2.23±0.24 1.86±0.16 7.9±0.85 9.24±1.6 1.57±0.094 3.48±0.27 15.5±1.3 3.59±0.077 2.61±0.054 3.13±0.93 8.71±0.86
w,t,l 8,0,2 9,0,1 3,0,7 1,1,8 10,0,0 5,1,4 0,0,10 4,0,6 7,0,3 5,1,4 1,1,8
EBBC 0.482±0.2 1.09±0.19 6.32±0.81 8.5±1.7 0.786±0.1 2.39±0.29 14.8±1.3 2.83±0.076 1.97±0.068 2.3±0.99 6.93±0.79
w,t,l 10,0,0 8,0,2 3,0,7 1,0,9 9,0,1 5,1,4 0,0,10 4,0,6 6,1,3 5,2,3 2,0,8

0.7

EO 2.12±0.083 2.41±0.13 8.89±1.3 12.1±1.9 1.96±0.15 3.59±0.17 11.5±0.7 3.79±0.08 2.73±0.059 2.91±0.74 8.68±0.96
w,t,l 9,0,1 8,0,2 2,1,7 0,1,9 10,0,0 5,0,5 0,1,9 4,0,6 6,1,3 6,1,3 2,1,7
EBBC 0.287±0.1 1.3±0.15 7.34±1.4 11±2 0.918±0.15 2.26±0.19 10.5±0.75 2.75±0.097 1.94±0.065 1.82±0.78 6.74±0.87
w,t,l 10,0,0 8,0,2 2,0,8 0,1,9 9,0,1 5,0,5 0,1,9 4,0,6 6,1,3 6,1,3 3,0,7

0.9

EO 2.57±0.11 2.73±0.11 7.82±2.1 13.8±2.4 2.31±0.079 3.64±0.19 9.24±0.65 3.84±0.15 2.98±0.053 3.54±1.4 11.1±1.1
w,t,l 9,0,1 8,0,2 3,0,7 0,0,10 10,0,0 5,1,4 2,0,8 4,1,5 7,0,3 4,2,4 1,0,9
EBBC 0.465±0.11 1.55±0.12 6.46±1.9 13.4±2.5 1.09±0.11 2.21±0.22 8.13±0.67 2.79±0.063 2.17±0.078 2.42±1.4 8.63±0.99
w,t,l 10,0,0 8,0,2 3,0,7 0,0,10 9,0,1 5,2,3 2,0,8 4,1,5 5,2,3 4,3,3 1,0,9

1

EO 2.62±0.1 3.11±0.081 7.75±1.7 13.2±3.5 2.7±0.075 4.14±0.25 7.53±0.3 3.97±0.13 3.23±0.049 3.36±0.7 10.2±0.97
w,t,l 10,0,0 7,1,2 2,1,7 0,0,10 9,0,1 4,0,6 2,1,7 5,0,5 6,1,3 6,2,2 1,0,9
EBBC 0.426±0.12 1.64±0.12 6.25±1.4 12.2±3.7 1.22±0.11 2.39±0.25 6.26±0.28 2.96±0.088 2.22±0.079 1.95±0.91 7.48±0.87
w,t,l 10,0,0 7,1,2 2,1,7 0,0,10 9,0,1 5,0,5 2,1,7 4,0,6 6,1,3 6,2,2 1,0,9

w-l 99 77 -62 -104 103 -1 -100 -10 40 28 -70

Table 6. Performance comparison on the FPs with the time-linkage on different num-
bers of peaks, where the default settings in Table 1 are used except the time-linkage
feature.

N AMP/PSO SAMO DynPopDE SPSO mQSO CPSOR CPSO FTMPSO DynDE AMSO mNAFSA

10

EO 2.17±0.41 8.38±5.8 18.2±9.9 4.16±3.4 2.9±0.73 4.65±1.4 26.6±14 4.81±0.86 3.22±0.57 4.21±2.2 2.77±3.6
w,t,l 9,1,0 2,0,8 1,0,9 3,5,2 7,2,1 3,3,4 0,0,10 3,3,4 6,3,1 3,4,3 5,5,0
EBBC 0.246±0.23 6.38±5.7 17±9.9 3.73±3.3 1.35±0.62 2.93±1.3 26.5±14 3.7±0.71 2.27±0.39 2.73±2.3 1.93±3.7
w,t,l 10,0,0 2,0,8 1,0,9 3,4,3 8,1,1 4,3,3 0,0,10 3,1,6 6,2,2 4,4,2 4,5,1

20

EO 3.01±1.3 6.89±4.3 28.4±9 3.1±4.1 11±3.6 5.52±3.1 42.7±17 10.1±2.9 9.23±3.5 5.25±2.7 4.48±1.3
w,t,l 9,1,0 5,2,3 1,0,9 8,2,0 2,2,6 5,3,2 0,0,10 2,2,6 2,2,6 5,3,2 6,3,1
EBBC 1.24±1.3 5.69±4.1 26.5±9.7 2.89±3.9 9.64±3.6 4.01±3 42.7±17 9.16±2.8 8.55±3.4 4.06±2.6 3.25±1.3
w,t,l 10,0,0 5,2,3 1,0,9 6,3,1 2,2,6 5,4,1 0,0,10 2,2,6 2,2,6 5,4,1 6,3,1

30

EO 1.74±0.45 4.68±2.3 13.3±11 5.45±3 3.32±2.2 3.95±2 6.6±7 4.1±2 2.14±1.4 3.68±1.8 6.07±3.8
w,t,l 9,1,0 1,6,3 0,0,10 1,3,6 5,3,2 3,5,2 1,5,4 3,5,2 9,1,0 4,4,2 1,3,6
EBBC 0.514±0.32 3.84±2.2 11.7±10 5.12±2.7 2.38±2.1 2.91±1.9 6.59±7 3.64±1.9 1.75±1.4 2.86±1.6 5.56±3.6
w,t,l 10,0,0 4,3,3 0,0,10 1,2,7 6,3,1 4,4,2 1,2,7 4,3,3 8,1,1 4,4,2 1,2,7

50

EO 2.39±0.74 3.59±1.4 13.8±7 6.28±4 4.34±1.6 3.94±1.3 25.4±22 5.02±1.2 3.16±1 3.55±1.3 6.8±2.4
w,t,l 10,0,0 5,4,1 1,0,9 2,2,6 4,3,3 5,3,2 0,0,10 3,2,5 7,2,1 6,3,1 2,1,7
EBBC 1.06±0.71 3.06±1.3 11.6±6.1 6.12±3.8 3.47±1.6 2.88±1.2 25.4±22 4.67±1.2 2.72±0.97 2.87±1.3 6.22±2.5
w,t,l 10,0,0 5,4,1 1,0,9 2,2,6 5,3,2 5,4,1 0,0,10 3,1,6 6,3,1 5,4,1 2,1,7

100

EO 2.27±0.77 2.38±0.99 13.8±3.2 7.02±2.8 5.61±2.3 3.53±1.3 17.3±14 5.55±1.7 6.21±3 3.5±1.6 6.28±2.3
w,t,l 9,1,0 9,1,0 0,1,9 2,2,6 3,3,4 7,1,2 0,1,9 3,3,4 2,4,4 7,1,2 2,4,4
EBBC 0.948±0.81 1.87±0.95 11.2±2.8 6.9±2.7 4.85±2.2 2.64±1.3 17.3±14 5.35±1.7 5.84±3 2.84±1.6 5.56±2.3
w,t,l 10,0,0 9,0,1 1,0,9 2,1,7 3,3,4 7,1,2 0,0,10 3,3,4 2,4,4 7,1,2 3,3,4

200

EO 3.29±0.91 2.81±0.82 9.29±1.9 4.39±2.3 7.55±1.7 6.78±1.8 24.4±19 6.14±1.2 6.78±1.6 3.38±1.1 2.98±1.1
w,t,l 7,2,1 9,1,0 1,0,9 6,0,4 2,2,6 2,3,5 0,0,10 3,2,5 2,3,5 7,2,1 7,3,0
EBBC 2.44±1 2.37±0.79 6.18±1.5 4.27±2.3 6.86±1.7 6.03±1.7 24.4±19 6.01±1.2 6.42±1.6 2.84±1.1 2.4±1.1
w,t,l 7,3,0 7,3,0 1,4,5 6,0,4 1,3,6 1,4,5 0,0,10 2,3,5 1,4,5 7,3,0 7,3,0

w-l 109 32 -97 -10 6 20 -108 -22 17 45 8

(e.g., CPSO) that need the detection of changes. In this case, changes are hard
to be detected as only a part of the fitness landscape is allowed to change. The
detection will fail by monitoring the changes of the fitness of a set of solutions
if these solutions are in unchange areas. As a result, mechanisms for handling
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changes will be not triggered. Therefore, the performance of this type of algo-
rithm is poor in this case. The time-linkage feature is hard for most algorithms,
where their performance gets worse when this feature is enabled. For all the
algorithms, AMP/PSO, which was recently proposed, performs best in terms of
both performance metrics in most test cases Table 5.

5 Conclusions

This paper proposes a efficient benchmark generator, named free peaks, for
constructing dynamic optimization problems. The framework is simple, feature
enriched, and computing efficient. The properties and difficulties are analytical
without the assistance of the visualization of the fitness landscape. The app-
roach uses the building-blocks approach to construct a problem, therefore users
can construct a problem with desired features. Users can replace the component
functions used in this paper with their own functions. To test an algorithm’s
performance on a problem with a certain feature, users just need to switch on or
off that particular feature instead of switching to another problem with a quite
different structure.
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Abstract. Differential evolution has been proved to be one of the most
powerful evolutionary algorithms for the numerical optimization. How-
ever, the performance of differential evolution is significantly influenced
by its parameter settings. To remedy this limitation, different parameter
adaptation techniques are proposed in the literature. Generally, differ-
ent parameter adaptation techniques have different rationales and may
be suitable to different problems. Based on this consideration, in this
paper, we attempt to develop the ensemble of different parameter adap-
tation techniques to enhance the performance of differential evolution.
In our proposed method, different parameter adaptation techniques are
combined together to adjust the parameters of different solutions in the
population. As an illustration, two parameter adaptation techniques pro-
posed in the literature are used in our proposed method. To verify the
performance of our proposal, the functions proposed in CEC 2005 are
chosen as the test suite. Experimental results indicate that, on the whole,
our proposed method is able to provide better results than the single
parameter adaptation based differential evolution variants with respect
to the non-parametric statistical tests.

1 Introduction

In the field of evolutionary computation, different evolutionary algorithms (EAs)
have been developed over the last few decades, such as genetic algorithms, evo-
lution strategies, evolutionary programming, genetic programming [1]. As one
of most powerful EAs, differential evolution (DE), proposed by Storn and Price,
is very simple and highly efficient for the numerical optimization problems [2].
The main advantages of DE are its simple structure, ease of use, fast conver-
gence speed, etc. Due to these merits, DE has obtained successful applications
in diverse fields [3].

In DE, there are three parameters, i.e., population size (μ), crossover rate
(Cr), and scaling factor (F ), which need to be set properly by the user. However,
for a problem at hand, the parameter settings of DE are difficult. More impor-
tantly, the performance of DE is significantly influenced by different parameter
settings [4]. In EAs, the parameter adaptive control technique is a possible way
to remedy the fine-tuning task of parameters [5,6]. Therefore, in the DE liter-
ature, different parameter adaptation techniques are developed to enhance its
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 73–79, 2016.
DOI: 10.1007/978-981-10-3614-9 9
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performance, such as jDE [7], SaDE [8], JADE [9], SHADE [10]. Based on the
classification of the parameter control techniques in [5], jDE is a self-adaptive
control method, while SaDE, JADE, and SHADE belong to the adaptive control
methods.

Generally, different parameter control techniques have different features and
may be suitable to different problems. In order to solve a wider range of prob-
lems, in this paper, the ensemble of different parameter adaptation techniques
is proposed, where different parameter control techniques are combined together
to adaptively adjust the parameters of different solutions in the population for
the problem at hand. As an illustration, two parameter adaptation techniques
proposed in jDE [7] and SHADE [10] are used in our proposed framework. The
reasons to select the two techniques are two-fold: (i) these two techniques are two
different types of parameter control techniques as classified in [5]; and (ii) both of
them obtained very promising performance among different DE variants [7,10].
The proposed method is referred to as EADE, i.e., Ensemble of Adaptive DE.
To investigate the performance of our proposed EADE, the benchmark functions
presented in CEC 2005 are chosen as the test suite [11]. EADE is compared with
jDE and SHADE. Experimental results indicate that EADE yields on the whole
better results than jDE and SHADE based on the non-parametric statistical
test.

2 Our Approach: EADE

In this section, we first present the framework of ensemble of different parameter
adaptation techniques. Then, the EADE algorithm is proposed as an illustration,
where the parameter adaptation techniques presented in jDE [7] and SHADE [10]
are combined together.

2.1 The Framework

Suppose that we have n parameter adaptation techniques (PATs), then, the
population P with μ solutions will be divided into n sub-populations, P1, · · · ,Pn,
satisfying P1 ∪ · · · ∪ Pn = P and P1 ∩ · · · ∩ Pn = φ. Note that the number of
solutions in each sub-population may be different, and the mutation strategy
can also be different in each sub-population. The framework is plotted in Fig. 1.

Figure 1 indicates that each sub-population has its own PAT to adaptively
adjust the parameters of Cr and F for each solution. Although each sub-
population has its own PAT, they do not evolve independently: when generating
the offspring, the parents (such as xr1,xr2, and xr3 in “DE/rand/1/bin”) in
the mutation are chosen from the whole parent population P as originally used
in DE. The main advantage is that it can promote the information sharing for
each sub-population. After the offspring population O is generated, the selection
process is performed as originally used in DE. Note that, in the selection process,
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Fig. 1. Framework of ensemble of different parameter adaptation techniques in DE.

the successful parameters need to be saved like JADE [9] and SHADE [10]. In this
work, for each PAT the storage of successful parameters is independent, i.e., the
successful parameters of each PAT are not influenced mutually.

From above analysis, we can see that the proposed framework still main-
tains the simple structure of DE. The framework is flexible, different PATs and
different mutation strategies can be combined together.

Algorithm 1. The pseudo-code of EADE
1: Generate the initial population
2: Evaluate the fitness for each individual
3: while the halting criterion is not satisfied do
4: Divide the population into two sub-populations P1 and P2
5: for i = 1 to |P1| do
6: Adaptively update the parameters Cri and Fi for each solution using the PAT proposed in

jDE [7]
7: Generate the trial vector ui using “DE/rand/1/bin” strategy as originally used in jDE [7]
8: end for
9: for i = |P1| + 1 to µ do
10: Adaptively update the parameters Cri and Fi for each solution using the PAT proposed

in SHADE [10]
11: Generate the trial vector ui using “DE/current-to-pbest/1/bin” strategy as originally used

in SHADE [10]
12: end for
13: for i = 1 to |P1| do
14: Evaluate the offspring ui

15: if f(ui) is better than or equal to f(xi) then
16: Replace xi with ui

17: end if
18: end for
19: for i = |P1| + 1 to µ do
20: Evaluate the offspring ui

21: if f(ui) is better than or equal to f(xi) then
22: Replace xi with ui

23: Store the successful parameters for SHADE
24: end if
25: end for
26: Update the parameters as used in SHADE [10]
27: end while
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2.2 EADE

Based on the above framework, as an illustration, the ensemble adaptive DE
(referred to as EADE, in short) is implemented. In EADE, two PATs proposed
in jDE [7] and SHADE [10] are used. The reason is that both jDE and SHADE
have obtained very promising results in the literature [7,10,12]1. The pseudo-
code of EADE is given in Algorithm1. In EADE, the parent population P at
each generation is divided into two sub-populations P1 and P2. The number of
solutions in each sub-population is controlled by the population ratio δ ∈ (0, 1),
i.e., |P1| = �δ × μ�, and |P2| = μ − |P1|. In each sub-population, the solutions
use their own PAT and mutation strategy. However, the selection of parents to
generate the trial vectors are chosen from the whole population to promote the
information sharing as mentioned in Sect. 2.1. From Algorithm 1, we can observe
that EADE is very similar to jDE and SHADE, however, in EADE both PATs
proposed in jDE and SHADE are used. In this way, it can borrow the two merits
in both jDE and SHADE as verified in the following experimental results.

3 Experimental Results and Analysis

3.1 Benchmark Functions

To verify the performance of our proposed EADE, 25 benchmark functions pre-
sented in CEC 2005 are chosen as the test suite [11]. These functions have been
widely used in the literature [10,13,14]. They can be classified into four cate-
gories, i.e., unimodal functions (F1–F5), basic multimodal functions (F6–F12),
expanded multimodal functions (F13–F14), and hybrid composition multimodal
functions (F15–F25). In this work, D = 30 is used for all functions.

3.2 Parameter Settings

For all experiments, we use the following parameters for EADE unless a change
is mentioned.

– Dimension of each function: D = 30;
– Population size: μ = 100;
– Population ratio: δ = 0.1;
– For all functions: Max NFEs = D × 10, 000.

Note that all other parameters involved in the parameter adaptation tech-
niques in jDE and SHADE are kept the same as originally used in jDE [7]
and SHADE [10].

Moreover, in our experiments, each function is optimized over 25 independent
runs as suggested in [11]. To avoid any initialization bias, we also use the same
set of initial random populations to evaluate different algorithms.
1 Due to the tight space limitation, jDE and SHADE are not described in this paper.

More details can be found in the corresponding references in [7,10], respectively.
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3.3 Compared with jDE and SHADE

In this subsection, EADE is compared with jDE and SHADE, because EADE
adopts the parameter adaptation techniques proposed in these two algorithms.
To make a fair comparison, the parameter settings of jDE and SHADE are set
to be the same as used in [7,10], respectively.

Table 1. Comparison on the errors among EADE, jDE, and SHADE in all functions.
All results are averaged over 25 runs. In the last row, the average rankings of different
algorithms are obtained by the Friedman test according to the mean values of all
functions.

Prob. EADE jDE SHADE

Mean Std Mean Std Mean Std

F1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

F2 9.62E-29 9.74E-29 1.26E-05 1.65E-05 8.46E-29 8.39E-29

F3 8.46E+03 5.66E+03 1.91E+05 9.38E+04 7.47E+03 5.38E+03

F4 1.07E-15 2.41E-15 3.97E-01 7.10E-01 1.04E-14 3.70E-14

F5 1.28E-05 3.84E-05 1.03E+03 4.01E+02 4.38E-07 1.67E-06

F6 1.01E-26 2.02E-26 2.71E+01 2.69E+01 1.59E-01 7.81E-01

F7 8.37E-03 6.57E-03 1.31E-02 1.03E-02 1.02E-02 7.70E-03

F8 2.08E+01 1.94E-01 2.09E+01 5.36E-02 2.08E+01 1.44E-01

F9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00

F10 2.17E+01 4.17E+00 5.89E+01 1.02E+01 2.09E+01 4.62E+00

F11 2.61E+01 1.95E+00 2.80E+01 1.48E+00 2.64E+01 1.67E+00

F12 1.11E+03 1.60E+03 1.11E+04 8.55E+03 2.36E+03 3.50E+03

F13 1.16E+00 8.18E-02 1.66E+00 1.50E-01 1.16E+00 1.00E-01

F14 1.25E+01 2.72E-01 1.30E+01 1.55E-01 1.24E+01 2.92E-01

F15 3.28E+02 8.26E+01 3.27E+02 1.15E+02 3.44E+02 7.53E+01

F16 6.81E+01 7.34E+01 7.60E+01 8.41E+00 8.36E+01 9.82E+01

F17 9.26E+01 7.01E+01 1.33E+02 1.36E+01 1.28E+02 1.09E+02

F18 9.04E+02 9.97E-01 9.07E+02 1.83E+00 9.05E+02 1.29E+00

F19 9.04E+02 1.04E+00 9.07E+02 1.77E+00 9.05E+02 1.17E+00

F20 9.05E+02 1.40E+00 9.06E+02 1.89E+00 9.05E+02 1.15E+00

F21 5.00E+02 1.14E-13 5.00E+02 1.14E-13 5.00E+02 1.14E-13

F22 8.63E+02 1.78E+01 9.08E+02 6.11E+00 8.68E+02 1.80E+01

F23 5.50E+02 7.89E+01 5.34E+02 9.80E-05 5.34E+02 1.55E-04

F24 2.00E+02 5.91E-13 2.00E+02 0.00E+00 2.00E+02 0.00E+00

F25 2.09E+02 1.31E-01 2.10E+02 3.65E-01 2.09E+02 1.06E-01

Ranking 1.56 2.66 1.78
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The detailed results are reported in Table 1, where the best results are high-
lighted in boldface. In the last row of Table 1, the average rankings of different
algorithms are obtained by the Friedman test2 according to the mean values of
all functions. It can be seen that in 14 out of 25 functions EADE is able to get
the best mean values. SHADE obtains the best mean values in 10 functions,
whereas jDE only provides the best mean values in 2 functions. By carefully
looking at the results in Table 1, we observe that SHADE provides better results
in unimodal functions, while EADE gets better results in multimodal functions.
The reason might be that in EADE the parameter adaptation technique in jDE
is combined with “DE/rand/1/bin” strategy, which is less greedy; in this way,
EADE enhances the performance in multimodal functions. In addition, according
to the averaging rankings by the Friedman test, EADE obtains the best ranking,
followed by SHADE and jDE. The p-value computed by Iman and Daveport test
is 4.88E − 05, which indicates that the results of EADE, jDE, and SHADE are
significantly different.

Based on the above results and analysis, we can conclude that ensemble of
different parameter adaptation techniques might be useful to enhance the per-
formance of DE variants with single parameter adaptation technique. Ensemble
of different parameter adaptation techniques can borrow each of the advantages
of different parameter adaptation techniques, and hence, makes the algorithm
solve a wider range of problems.

4 Conclusions and Future Work

DE is a simple yet powerful EA when solving the numerical optimization prob-
lems. Parameter adaptation is an efficient way to improve the performance of
DE. In this paper, we do not propose new parameter adaptation techniques,
but present the ensemble of different parameter adaptation techniques. In our
approach, different parameter adaptation techniques presented in the literature
are cooperated together to evolve the population. As an example, we implement
the EADE algorithm, where two parameter adaptation techniques presented in
jDE [7] and SHADE [10] are used. Experimental results verified our expectation
that EADE improves the performance of jDE and SHADE.
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Abstract. In recent years, drinking water contamination happens from
time to time and causes severe damage to social stability and safety. Set-
ting the sensor in the town water distribution networks can dramatically
decrease the occurrence of contamination events by real-time monitoring
on water quality. However, how to make a reverse localization on conta-
mination source by the detection information of water quality sensor is a
challenging issue. The difficulty is that the limited sensor amounts, large-
scale nodes in town distribution networks and changing water demands
from users lead to the uncertainty of the optimal problem. In this paper,
we mainly study the uncertainty issue of the Contamination Source Iden-
tification(CSI) problem. In the previous studies, simulation-optimization
model has been utilized for the conversion from CSI problem to the
unimodal function optimization problem in many documents. But it is
a multimodal function optimization problem in essence and the num-
ber of its solution has non-uniqueness. This paper uses dynamic nich-
ing genetic algorithm and can calculate multiple contamination sources
through one operation, which provides the possibility for screening the
true contamination source. Furthermore, this paper has a try and verifies
the validity after the threshold formulation as well as the effectiveness
of algorithm.

Keywords: Contamination source determination · Niching methods ·
Genetic algorithm · Multimodal function optimization

1 Introduction

In recent years, China’s water faces contamination emergency frequently. It
makes great economic losses and bad social influence for our country and vicious
attacks to water distribution networks. To prevent major disasters and losses
from water contamination events, it is necessary to configure real-time monitor-
ing system on drinking water safety in the town water distribution networks.
In this system, it can achieve real-time monitoring by configuring water quality
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 80–85, 2016.
DOI: 10.1007/978-981-10-3614-9 10
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sensors in the key nodes or water sources. However, when the contamination
event happens, challenge remains in predicting information, such as contami-
nant location, injection time, injection duration and injection quality and so on
by the collected information from water quality sensor.

Many scholars tried to transform CSI problem to optimization problem by
using simulation-optimization model, then optimized and got the optimal solu-
tion by utilizing evolutionary algorithms [1–3]. The model is better in the aspect
of solving accuracy and robustness, but most of current studies ignore the unique-
ness of solution about CSI problem. From the qualitative perspective [4], the
amounts of water quality sensor is limited, while water distribution networks
nodes with huge scale are potential contaminant sources. In addition, mixing
and timeliness of contamination source injection are considered. Therefore, the
amount of contamination source tends to be no less than one.

This paper firstly discusses the essential characteristics of CSI problem and
builds a model for it; then uses niching genetic algorithm to solve the CSI prob-
lem. Divide niching by thresholds after the formulation, search for multimodal
and verify the effectiveness of proposed algorithm by simulation.

2 Contamination Source Identification Problem Model

The simulation-optimization model transforms CSI problem to optimization
problem and then optimizes solution by evolutionary computation. From the
view of optimization, when the minimum variance between cumulative simulated
concentration and actual cumulative detectable concentration of contamination
event in the sensor is 0 or less than one certain threshold value, so it is consid-
ered that the injecting node of this contamination event is the real contamination
source. On the basis of previous studies [5], this paper formulizes the threshold
value, and describes the contamination source optimization problem as follows:

min
M,n,tI

f =
Ns∑
j=1

Ts∑
t=1

(cj(t) − c∗
j (t))

2 (1)

S.T. M = m1,m2, . . . ,mk, mi ≥ 0
n ∈ {1, N}
tI ≤ Ts

ε =

√√√√
Ns∑
j=1

Ts∑
t=1

(c∗
j (t))2. (2)

Where, N is node sum of pipe network. Ns represents the number of sen-
sors, and Ts is simulated cycle. M is vector of contaminant injection, n is pipe
network node serial number of contamination source injection. tI is the starting
time of injecting contaminant. cj(t) represents the contaminant concentration
of sensor j in time t. And it is the function of (M,n, tI). Furthermore, c∗

j (t) is
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the contaminant concentration of sensor j for actual detection in time t. The
threshold value is shown in the formula 2. The objective of optimization is that
the variance is the minimum by solving.

3 Solving Contamination Source Identification Problem
Based on Niching Genetic Algorithm

Multimodal function optimization problem is generally solved by the evolu-
tionary computation method, and common evolution techniques include nich-
ing technique [6], differential evolution technique [7] and optimization technique
based on species evolution [8]. This paper mainly adopts sharing mechanism of
niching fitness value, adjusts fitness value of each individual in groups by shar-
ing function, and maintains the population diversity. The algorithm framework
is shown in Fig. 1.

Fig. 1. Niching genetic algorithm

In the population, each individual represents one contamination event, and
individual includes four variables (Location, injection time, Duration and injec-
tion mass). The former three variables are integer variables which use integer
coding, while the fourth variable is a real vector which uses real coding. In this
paper, it can be divided into one niching for the individuals with same loca-
tion but different mass, injection time and duration. Therefore, each niching
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can output one optimal solution to satisfy fitness threshold value and make
punishment for fitness values which are not the optimal solution in the niching.

4 Experimental Simulation and Analysis

4.1 Parameters Setting of Water Distribution Networks and
Algorithm

One is standard testing network [9] which includes 129 nodes, 2 reservoirs, 2
pools, 170 pipelines, 2 water pumps and 8 valves. Assuming that two water qual-
ity sensors of testing network are put into the nodes 10 and 83 respectively, the
real contamination source is located in the node 44, as shown in Fig. 2. Starting
time of injection is 1:00. Duration is 2 h. Time step of pattern is 30 min, and con-
taminant injection qualities are {100 mg/L, 60 mg/L, 80 mg/L, 60 mg/L}. Then,
Crossover probability is 0.95. Mutation probability is 0.7. Retaining the former
10 individual by elitist strategy. Population size is 100. Punishment coefficient
is 1.5.

Fig. 2. The sensor and real contamination source locations in testing network

4.2 Experiment: Result Analysis

In this paper, assuming that the actual contamination source is single. Before
the formulation of threshold value, the threshold value has been set depending
on empirical value through the experiment. But there are different corresponding
threshold values with different contamination events. Therefore, in order to make
algorithm have adaptivity, the threshold values should be normalized.

To verify the rationality of threshold value formulation and the solving feasi-
bility by algorithm, this section sets the threshold value as 5 in accordance with
empirical value to make experiment, and the calculated threshold value is 4.5
according to formula (2).

Through the above niching genetic algorithm, it can be found out 11 solutions
whose fitness values are less than 5. Then its solutions are injected as contamina-
tion events, and the detected contaminant concentration figure by corresponding
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Fig. 3. Experimental results of testing network when the threshold value is 5

sensor 83 is shown in Fig. 3 (the brackets behind the labels of location are fitness
values). In this figure, there are mainly two trends about curves. One kind of
curve whose fitness values are less than 4.5 is similar to the real result, while
there has vast difference between real detection information and the curve trends
whose fitness values are greater than 4.5 but less than 5.

By means of experimental result figures of testing network, it illustrates
that the designed formula to calculate threshold value is reasonable and nich-
ing genetic algorithm presented in this paper is effective for solving multimodal
problem.

5 Conclusion

Contamination source determination problem is an interdisciplinary problem in
the fields of environmental sciences and computing science. This paper uses
simulation-optimization model for the conversion from contamination source
determination problem to the unimodal function optimization problem, and
quantitatively illustrates that the contamination source determination problem
is a multimodal function optimization problem in essence. To solve this prob-
lem, this paper adopts dynamic niching genetic algorithm that multiple optimal
solutions can be found in one operation. Through simulation experiments, the
rationality and feasibility of formulaic threshold value have been studied. And
the algorithm has been applied to network in order to verify the effectiveness of
algorithm.

In the study of contamination source determination problem, when town net-
work nodes exceeds 1000 and water demands of users make real-time changes,
this problem can be abstracted as a dynamic, large-scale and multimodal func-
tion optimization problem. Therefore, the methods to solve dynamic multimodal
large-scale optimization problem need to be further proposed and are the sub-
sequent research work of this paper.
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Abstract. Visual tracking is a very important application in the field of
computer vision. The tracking process can be formulated as a dynamic
optimization problem, which can be solved by particle swarm optimiza-
tion (PSO) algorithms. PSO algorithm with particle filter (PF) has been
actively used in visual tracking. In this paper, we propose an improved
resampling cellular quantum-behaved PSO (RScQPSO) algorithm, which
is a probabilistic variant of PSO, and combine the PF to solve the track-
ing problem. The cQPSO algorithm can better keep the population diver-
sity and balance the global and local search than PSO algorithm. For
better tracking performance, we further improve the tracking algorithm
by improving the particle initialization approach in cQPSO, resampling
technique in PF as well as using the Gaussian mixture model in fitness
assessment. Experimental results demonstrate that the proposed track-
ing algorithm is more effective and accurate, especially for the cases
that the object has an arbitrary motion or undergoes large appearance
changes, than the compared algorithms.

Keywords: Visual tracking · Quantum-behaved particle swarm opti-
mization · Particle filter

1 Introduction

Visual tracking has been a core issue in many applications, such as monitor,
visual-based control, human-machine interface, intelligent transportation and
augmented reality, etc. Robust target tracking algorithm needs to undergo a more
stringent test of complex conditions (such as sudden movement, fast-moving,
shape variation, and occlusion, etc.). Particle Filter (PF) [1,2] is an effective
target tracking technology. Compared with traditional filtering method, PF has
unique advantages in dealing with the parameter estimation and filtering prob-
lem of non-Gaussian and nonlinear time-varying system. In PF, when the impor-
tance weight variance increasing over the time, the weight only concentrates on
a small number of particles so that the particle collector cannot express the true
posterior probability distribution, which is termed as the ’degradation of par-
ticles’. Resampling method [3] can inhibit the degradation of particles, but it
c© Springer Nature Singapore Pte Ltd. 2016
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may cause the loss of particle diversity. Particle Swarm Optimization (PSO) is
a new optimization algorithm proposed in recent years, which is inspired by the
social behavior of bird flocking [4]. PSO algorithm has been used with PF for
visual tracking problems in order to improve the diversity of particles and the
stability of particle filter. In [5], a target tracking method based on PSO-PF is
proposed to solve the problem of particle diversity recession. However the pre-
cision of this PSO-PF target tracking algorithm still depends on the accuracy
of PSO. Similarly, In [6], another method called PPF can also deal with the
particle diversity recession to some extent with the help of PSO. However, the
standard PSO algorithm has some shortcomings, such as low precision, easily
getting into local optimum and slow convergence. A lot of PSO variants have
been proposed to address the shortcomings. Quantum-behaved particle swarm
optimization (QPSO) algorithm is one of the PSO variants and is proposed based
on the trajectory analysis of particles in PSO [7] and the quantum potential well
model [8,9]. QPSO algorithm has been used for solving many optimization prob-
lems with satisfying performance [10]. In [11], a decentralized form of QPSO
(cQPSO) is proposed by using the cellular structured population. In cQPSO
algorithm, the local attractor in the sub-population is also modified in order
to accelerate the diffusion of the best solution. The cQPSO algorithm can bet-
ter keep the population diversity and balance the global and local search than
QPSO algorithm. In this paper, we propose the tracking algorithm based on the
cQPSO and combining the resampling section of PF. For better tracking per-
formance, we further improve the tracking algorithm by improving the particle
initialization approach in cQPSO, resampling technique in PF as well as using
the Gaussian mixture model in fitness assessment.

The rest of this paper is organized as follows. Section 2 introduces related
work on particle filter and QPSO algorithm. In Sect. 3, the improved tracking
algorithm, which is called improved resampling cQPSO(RScQPSO), is proposed.
Experimental results are given in Sect. 4. Section 5 concludes this paper.

2 Related Work

2.1 Particle Filter

Particle filter is commonly used in solving Bayesian probability, and it is a tech-
nique to estimate target motion state from data with noise. The main idea of
PF is generating a random sample called particles in the state space, comb-
ing the observation of each moment to adjust the weight and position of each
particle. Through continuous searching, decision-making and resampling, parti-
cle filter replace integral calculation with sample mean as estimation value of
system state. This algorithm only requires simple iteration, and can be applied
to predicting and smoothing problems. It can also handle non-Gaussian noise,
and allow the use of non-linear system equations. Particle filter is flexible and
easy to be implemented. Therefore it is widely used in target tracking. Specific
processes of particle filter includes initialization, sampling, state transition, and
systematic observation.
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2.2 Cellular QPSO (cQPSO) Algorithm

The particle’s position Xi,j of QPSO algorithm updates according to the follow-
ing equations:

Xi,j(t + 1) = pi,j(t) ± α · |Cj − Xi,j(t)| · ln
(

1
ui,j(t)

)
(1)

pi,j(t) = ϕi,j(t) · Pi,j(t) + (1 − ϕi,j(t)) · Gi,j(t) (2)

Cj(t) =
1
M

(
M∑
i=1

Pi,1(t),
M∑
i=1

Pi,2(t), · · · ,
M∑
i=1

Pi,N (t)

)
(3)

where pi,j(t) is the local attractor position, Pi,j(t) is the personal best position
of the ith particle at the tth iteration, Gi,j(t) is the global best position of the
population, ϕi,j(t) is a random number being in the range of [0, 1], M and N
represent the population size and problem dimension respectively.

We expanded the QPSO algorithm to cQPSO algorithm by modifying the
neighborhood structure according to the cellular automata (CA) [11]. In cQPSO
algorithm, the particles distributed in the two dimensional toroidal mesh and
they can only interact with the neighbors. Six kinds of neighborhood structure
have been studied in cQPSO as shown in Fig. 1.

Fig. 1. Six kinds of neighborhood structure

In this paper, we use the C9 structure in cQPSO and then the average posi-
tion equation Cj(t) is changed to

lmbestj(t) =
1
9

(
9∑

i=1

Pi,1(t),
9∑

i=1

Pi,2(t), · · · ,

9∑
i=1

Pi,N (t)

)
(4)

Therefore the particle in cQPSO updates according to the following equation

Xi,j(t + 1) = lbesti,j(t) ± α · |lmbestj(t) − Xi,j(t)| · ln
(

1
ui,j(t)

)
(5)

where lbesti,j(t) is best Pi,j position of the particles in the C9 neighborhood.
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3 Improved Sequential cQPSO Algorithm for Target
Tracking

For better tracking the object with higher accuracy, we improve the tracking
algorithm which is based on the sequential cQPSO algorithm in this section.
There are four improvements on the proposed sequential cQPSO algorithm,
including the improvement on the particle initialization for cQPSO, resampling
technique learnt from PF as well as the application of Gaussian mixture model.

3.1 The Improvement on the Particle Initialization

Since the video sequence is continuous, we can model the target movement
according to previous motion results. The particles are distributed within the
scope where the target is most likely to appear in the next frame. Let the suc-
cessfully searching target position of the present frame and the previous frame
be g(t) and g(t − 1), the vpre(t + 1) can be predicted by the following formula:

vpre(t + 1) = g(t) − g(t − 1) (6)

We should preset a vmin, when vpre(t + 1) < vmin, vpre(t + 1) = vmin. Next,
use the following Gaussian distribution xi,0(t+1) ∼ N(g(t), Σ) or motion model
xi,0(t+1) = Axi,0(t)+Bwi,0(t) to make particles evenly distributed around the
current target. Σ is a covariance matrix of Gaussian distribution in which the
diagonal elements is the vpre(t + 1).A generally take 1, and B is aforementioned
vpre · kv (kv is a predefined constant). wi,0(t) is a random number in [−1, 1].

3.2 The Improvement on the State Representation of Particles

The particles state of the proposed target tracking algorithm is represented by
pari = (X,S, θ). X = (x, y) represents the corresponding position of the particles
in images to be tracked, S = (sx, sy) represents scaling ratio between the images
corresponding to particles and the original image of the target, θ is the deflection
angle of the image. Under the initial state, the location of corresponding pixels
can be obtained by the following transformation and the tracking result is shown
in Fig. 2.

(x, y) = X + T ×
∣∣∣∣
sx 0
0 sy

∣∣∣∣ ×
∣∣∣∣

cos(θ) sin(θ)
− sin(θ) cos(θ)

∣∣∣∣ (7)

Fig. 2. Affine result
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3.3 The Improvement on MOG Appearance Mode

The model used in the proposed algorithm is the MOG (mixture of Gaussian)
model, which is used to evaluate the fitness value of particles. Similar to [12,13],
three components, which are S, W, F, exist in the appearance model. The S
component describes temporarily stable images, the W component characterizes
the two-frame variations, and the F component is a fixed template of target which
is used to prevent the model from drifting away. Based on this appearance model,
we can calculate individual’s fitness value according to the following equation,

f(x(t)) = p(o(t)|x(t)) = Πd
j=1

{
Σl=s,w,fπl,j(t)N(oj(t);μl,j(t), σ2

l,j(t))
}

(8)

where {πl,j(t), μl,j(t), σ2
l,j(t), l = s, w, f} respectively represent mixture proba-

bilities, mixture centers and mixture variances of these three components, oj(t) is
the candidate region corresponding to state of particle x(t) and d is the number
of pixels inside oj(t). N(·) is a Gaussian density defined as follows,

N(x;μ, σ2) = (2πσ2)−1/2exp{− (x − μ)2

2σ2
} (9)

More importantly, we use a forgetting factor to avoid keeping all the data
from the previous frame. This makes the model parameters be more dependent
on recent observations. An online EM algorithm is used as follows:

E-step:
The ownership probability of each component is computed as:

ml,j(t) ∝ πl,j(t)N(oj(t);μl,j(t), σ2
l,j(t)) (10)

which fulfills Σl=s,w,fml,j(t) = 1
The mixing probability of each component is computed as:

πl,j(t + 1) = ∂ml,j(t) + (1 − ∂)πl,j(t); l = s, w, f (11)

And the first- and second-moment images are evaluated as (14)

Mk,j(t + 1) = ∂ok
j (t)ms,j(t) + (1 − ∂)Mk,j(t); k = 1, 2 (12)

where ∂ = 1 − e−1/τ acts as a forgotten factor, and τ is predefined.
M-step:
The mixture centers and the variances are estimated in the M-step:

μs,j(t + 1) =
M1,j(t + 1)
πs,j(t + 1)

, σ2
s,j(t + 1) =

M2,j(t + 1)
πs,j(t + 1)

− μ2
s,j(t + 1) (13)

μw,j(t + 1) = oj(t), σ2
w,j(t + 1) = kMOGσ2

s,j(t + 1) (14)

μf,j(t + 1) = μf,j(1), σ2
f,j(t + 1) = kMOGσ2

s,j(t + 1) (15)
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3.4 The Improvement on Resampling

When cQPSO iteration comes into the later period, the convergence speed
becomes slower. We introduce the resampling step of the particle filter into
the proposed algorithm. In that way, we can reduce the search region as well as
improve the convergence speed and the solution accuracy. In the proposed algo-
rithm, when the number of iterations is greater than IF (IF is predefined), after
each iteration, generate a random number u ∼ U(0, 1). If u > p (p is predefined),
resample as follows.

Firstly, calculate the weight of each particle (wi) according to the distance
between it and the global best of particles and normalize them. Let Ci = Ci−1 +
wi. Then generate n random numbers ui ∼ U(0, 1) i ∈ [1, n]. For each ui, find
the Minimal j that meet Cj > ui. Finally, copy the jth particle into the new
particle population.

3.5 The Improved Sequential RscQPSO Based Tracking Algorithm

Above all, the process of the proposed algorithm is shown in Table 1.

Table 1. The process of the proposed algorithm

1. Load and display the original image, outline the target
2. Built the appearance models

3. Randomly initialize the particles Xi+1 =
{
xi,0

}N

i=1

4. For k=0 to T do
For i=1 to N do

5. Calculate particles’ fitness by the SWF model according to Eq.(8)
6. Update particles, personal best and global best
7. If the particles are converged then Terminate the QPSO iteration

Else Resample
8. end for

end for
9. Update the appearance models
10. Output

4 Experimental Results

The proposed tracking algorithm is implemented in Opencv/Matlab on a PC
with AMD A4 CPU (1.9 Ghz) and 2.74 GB memory. For each sequence, the
state of the target object is manually set in the first frame. Parameters set as
follows (Table 2).
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Table 2. Parameter setting

Parameter p M vmin kMOG

Value 0.75 25 0.04* image length/width 3

4.1 Experiment 1

In this section, we conduct the comparison experiments between QPSO based
tracking algorithm and the proposed algorithm. One video sequence named
“Dog”, contains a dog face moving to the left and right with appearance
and scale variation. The other dataset is called “Boy” in which a boy moves
quickly. All datasets mentioned are available at http://cvlab.hanyang.ac.kr/
tracker benchmark/seq/name.zip. “name” in the URL need to be replaced with
the dataset names when you download them.

As shown in Fig. 3, QPSO based tracking algorithm also successfully finish
this tracking task. However, the proposed algorithm tracks the target more accu-
rately, which shows a better performance in search for the global optimum in a
long tracking task. Compared to the “Dog”, the “Boy” dataset are more diffi-
cult to be tracked. As can be seen from Fig. 4, when the tracking window of the
QPSO based tracker fails to cover the object after the frame 251, the proposed
algorithm still locks the target. The result shows that the improved RScQPSO
is a relatively robust tracking algorithm.

In order to comprehensively evaluate the result of the two algorithm, we
calculate the MSE (mean square error) between the estimated position and the
labeled ground truth as well as the rate of successful tracking. Here only the
successful frame is taken into consideration to calculate MSE. The comparison
result is shown in Table 3. We can see from the tables that our tracker achieves
very favorable performance in terms of both accuracy and successful rate.

frame 1 frame 368 frame 1000 frame 1200

(a) QPSO based algorithm

frame 1 frame 368 frame 1000 frame 1200

(b) the proposed tracking algorithm

Fig. 3. Tracking performance of “Dog” sequence

4.2 Experiment 2

In order to further evaluate the performance of our algorithm, more dataset
are used for testing. The first video “fish”, shown in Fig. 5(a), contains a static
object with camera motion, which means everything in the sequence is under
illumination variation. Despite all this, our algorithm is able to track the target

http://cvlab.hanyang.ac.kr/tracker_benchmark/seq/name.zip
http://cvlab.hanyang.ac.kr/tracker_benchmark/seq/name.zip


Visual Tracking by Sequential cQPSO Algorithm 93

Frame 1 Frame 85 Frame 173 Frame 251

(a) QPSO based algorithm

Frame 1 Frame 85 Frame 173 Frame 267

(b) the proposed tracking algorithm

Fig. 4. Tracking performance of “Boy” sequence

Table 3. The tracking results of “Dog” and “Boy”

Tracking algorithm MSE of position Frame tracked

Dog Boy Dog Boy

QPSO 5.951298 6.470549 1200/1200 251/267

Improved RScQPSO 4.837096 6.040748 1200/1200 267/267

(a) dataset: fish

(b) dataset: Jumping (c) dataset: seq sb

Fig. 5. The more performance of our algorithm

correctly. The second dataset “Jumping” is a jumping person with a vaguely
face. Results in Fig. 5(b), demonstrate that the proposed improved RScQPSO
algorithm performs well even though the target undergo fast and abrupt motion.
The last dataset, “seq sb”, describes a person undergoing large pose, appearance,
and lighting changes, as well as partial occlusions. The result in Fig. 5(c) shows
that our tracker finishes the task successfully.

5 Conclusion

In this paper, we proposed an improved tracking algorithm based on cQPSO
and PF. The proposed tracking algorithm can deal with tracking tasks with
objects undergoing various environments such as illumination, scale, appearance
variation, partial occlusion, abrupt and fast motion. Compared with the color
histogram, the MOG (mixture of Gaussian) based appearance model we use can
make a better object description. From the experiment results, the improved
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RScQPSO based tracker has a favorable performance compared with the QPSO
based tracker both in terms of accuracy and efficiency.
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Abstract. Although most of the existing encryption system takes the
privacy issues of storing data into consider, the reveal of user access pat-
tern is inevitable during the e-mail filtering. Therefore, how to protect
the private data in the process of spam filtering becomes one of the urgent
problems to be solved. Combined with two filtering techniques which are
based on keyword and blacklist respectively, this paper achieves the goal
of sorting and filtering spams. Meanwhile, given the privacy issues in
sorting and filtering the spams, the paper is based on an experimental
project, the Pairing Based Cryptography, which is performed by Stan-
ford University to achieve the e-mail encryption program. It adopts a
searchable public key encryption in the process of sorting and filtering,
which needs no decryption and can realize searching and matching oper-
ations. By this method, it fully protects the privacy and access patterns
of the mail receiver from disclosing.

Keywords: Privacy-protection · Public-key-encryption searchable

1 Introduction

Contemporarily, with the advantages of simplicity, fastness, convenience and low-
cost, e-mail has become the most widely used service of the Internet, changing
the way of modern communication [1]. However, since the first spam e-mails’
appearance in the mid-1980s, the growing proliferation of spam e-mail inevitably
became a widespread concern and a variety of spam filtering technology came
into being naturally [2,3]. But with the rapid development of network storage
services, many enterprises and individuals use third-party servers to store large
amount of mail data. Although the majority of existing encryption systems takes
privacy issues of storing data into consider, yet in the process of e-mail filtering,
there are more or less leakages of the user access mode. Therefore, how to protect
the private data in the process of spam filtering becomes one of the urgent
problems to be solved.

Spam Firewall privacy search is mainly to achieve two goals: spam filtering
and protection of users’ privacy [4,5]. First of all, the basic designed objective
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 95–100, 2016.
DOI: 10.1007/978-981-10-3614-9 12
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is to realize message classification and filtering. In this project, the mail filters
must be able to classify and filter the mails according to its content, so that
the unexpected spam mails won’t be received. Moreover, it is necessary to bal-
ance privacy concerns. In the process of sorting and filtering mail, it requires to
achieve the searching and matching operation of the e-mail data without having
to decrypt it in order to ensure the privacy and access mode of the mail recipient
will not be let out.

2 Theoretical Foundation

2.1 Bilinear Diffe-Hellman Problem

BDH parameter generator is an important concept of bilinear Diffe-Hellman
problem. Input a security parameter k in BDH parameter generator, and output
the prime, description of and the admissible bilinear map. Footnotes Comput-
ing bilinear Diffe-Hellman (Computational Bilinear Diffe-Hellman, CBDH) can
be defines as follow: Enter; Work out. Determination of bilinear Diffe-Hellman
(Decisional Bilinear Diffe-Hellman, DBDH) can be defined as follow: input and,
among them, a, b, c, k, g are random parameters; if and can be distinguished in
polynomial time, then output the result YES; otherwise, output the result NO.

2.2 Public Key Encryption with Keyword Search

Public Key Encryption with keyword Search (PEKS) is a new type of cryptosys-
tem, which allows us to go through a keyword search on the public key encrypted
data. Thus not only does it protect the privacy and access mode of the receiver
from leaking. Meanwhile, it also offers a way that we will be able to match and
search operation quickly and effectively without decrypting the data.

A public non-interactive scheme, with Public Key Encryption with keyword
Search, includes the following four probabilistic polynomial time algorithms:

(1) Initialization algorithm: Input a security parameter, draw a key pair (public
key and private key).

(2) Public Key Encryption with keyword Search algorithm: Enter keyword, use
the acquired public key to calculate the ciphertext of the keyword used for
searching.

(3) Construction algorithm: Enter keyword, use the private to calculate the
trapdoor of keyword.

(4) Keyword search algorithm: Enter a searchable encryption ciphertext S of
keyword W and a trapdoor Tw of keyword W ′, if W = W ′, then the output
the result YES, otherwise draw the result NO.

3 Transformation Plan of Mail System

3.1 Generation of the Key

Generate type A pairing based on A type parameter, define three elements [12].
Its steps are as follows:
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(1) Based on the pairing, construct cyclic group on elliptic curves.
(2) Initialize to the generator of group.
(3) is a random initialized parameter which meets.
(4) Calculate and draw.
(5) Output the public key, private key.

3.2 Mail Encryption of Sender

Set two elements and, a bilinear map, two hashing functions, and meets, meets.
Encryption as follows:

(1) Obtain the public key.
(2) Gain mail metadata, read the sender’s Username.
(3) Initialize t to a generator of group G2.
(4) r is a random initialized parameter which meets.
(5) Set as the input string of Hash1 (), work out the hash value Hash1 ().
(6) Calculate.
(7) Set t as the input string of Hash2 (), calculate the hash value Hash2 (t).
(8) Draw the encrypted result.

3.3 The Settings of the Mail Recipients’ Trapdoor and Black and
White Lists

The Structure of Trapdoor. Set an element Tw, a bilinear mapping e (), a
hash function Hash1 (), Where Hash1 () meets.

Construction as follows:

(1) Get private key.
(2) Use the acquired the mail recipient for constructing trapdoor’s keyword.
(3) Initialize Tw to a generator of group G1.
(4) Set W’ as the input string of Hash1 (), calculate the hash value Hash1 ().
(5) Calculate.
(6) Output.

3.4 Sorting and Filtering the Mail Servers

Set three elements A, B, S, a bilinear map e (), a hash function Hash2 () and
Hash2 () meets.

Mail sorting and filtering steps are as follows:

(1) Get the public key.
(2) Get the encryption result of mail sender username PEKS(Apub,Wsender) =

[gr,Hash2(t)], set A = gr, B = Hash2(t).
(3) Read the processed blacklist stored in the server Trapdoor() || Trapdoor()

|| Trapdoor() || . . . . . . Trapdoor(). That is || || || . . . . . . ||
(4) Calculate, and is the i-th encrypted username of blacklist.
(5) Set S as the input string of Hash2 (), calculate the hash value Hash2 (S).
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(6) Match Hash2 (S) with B. If S = B, then the message sender is users in
blacklist, so determine it as spam and filter it; if S �= B, the message sender
is in the whitelist, therefore reserve the mail temporarily.

(7) Repeat step (4) (5) (6) until all the usernames in the blacklist have been
matched.

(8) If the username does not exist in the blacklist, finally determined the message
sender is in the whitelist, reserve the mail temporarily.

4 Security and Efficiency Analysis

4.1 Security Analysis

(1) Provide verifiable encryption. When merely knows the ciphertext data of
the mail, the third-party server cannot know any of the information in plain
text messages. In this article, the random number used in the generation of
the key and encrypted key is unknown to the server. So when the keyword
ciphertext is known only, the server cannot get any information about the
keywords.

(2) Independent inquiry. In addition to search the matched results, the mail
server cannot get any information about the plaintext message. In this arti-
cle, we only use the received trapdoor, blacklists and the generated public
key when the mail server is matching the ciphertext. There is no decryption
during the searching and matching process, so the mail server cannot know
anything about the plaintext message.

(3) The controlled query. Without the user’s permission, the mail server and
external attackers cannot search whether any message of the user contains
certain keyword. In the article, the generated key is kept secret, servers and
external attackers cannot know. When making a request for e-mail filtering,
you need to enter the private key of the user. Therefore, we can ensure the
server and external attacker cannot generate trapdoor and user blacklists
keywords to retrieve whether the user’s mail contains certain information.

(4) Supports implicit query. When the user sends filter conditions to the mail
server, it can be achieved that any information of the filter conditions won’t
be leaked to the servers. In this paper, the mail server can only verify whether
the sender of a message is in the blacklist or the e-mail contains the keyword
during mail filtering. It is inaccessible to the filter conditions.

4.2 Efficiency Analysis

Analyze the efficiency of the design in its operating efficiency from the point of
time. For example, in sending an e-mail, analysis the operational efficiency based
on the filtering of blacklist and keywords.

The practical configurations in tests are as follows:
In the program, the main time consumed in encryption and matching process

of operation of mapping pair e(), Hash functions and modular exponentiation,
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therefore we will focus on analyzing operational efficiency of these three oper-
ations. Suppose the message sender sends an e-mail with N keywords, and the
current server has M names in the blacklist, the operation of various parts are
shown in Tables 1 and 2.

Table 1. Operation of the mail sender

Running function Blacklist-based filtering The keyword-based filtering

The number of calculations
of mapping e ()

1 1 × N

The number of calculations
of Hash function

2 2 × N

The number of calculations
of modular exponentiation

2 2 × N

Table 2. Operation of the mail recipient

Running function Blacklist-based filtering The keyword-based filtering

The number of calculations
of mapping e ()

0 0

The number of calculations
of Hash function

M 1

The number of calculations
of modular exponentiation

M 1

To facilitate the observation, assume that it has been run for 1000 times, and
times required are:

The data above indicates that the time required in spam filtering is primarily
related to the number of blacklist M and the number of keywords N and the
running time is reasonable. It can be explained, the combination of searchable
encryption scheme and spam filtering technology is feasible.

5 Conclusion

In this article, we make spam mail as an object, design a spam filters which
protect the personal privacy of e-mail users, achieving a searchable encryption
scheme. In order to ensure the user’s privacy when searching, a new type of
encryption system is introduced - Public-key Searchable Encryption Technology.
Based on the characteristics of Public-key Searchable Encryption Technology, the
article achieve the goal of filtering respectively by black and white list filtering
and keyword matching filtering.
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Abstract. In this paper, an improved multi-objective ABC algorithm
based on k-means clustering, called CMOABC, is proposed. For keep-
ing the population diversity, the multi-swarm technology based on
k-means clustering is employed to decompose the population into many
clusters. Due to each subcomponent evolving separately, after every spe-
cific iterations, the population will be re-clustered to facilitate informa-
tion exchange among different clusters. CMOABC is applied to solve
the real-world Optimal Power Flow (OPF) problem that considers the
cost, loss, and emission impacts as the objective functions. The simu-
lation results demonstrate that, compared to NSGA-II, MOPSO, and
MOABC, the proposed CMOABC is superior for solving OPF problem,
in terms of optimization accuracy.

Keywords: K-means clustering · Artificial bee colony algorithm
(ABC) · Multi-objective optimization problems (MOPs) · Optimal power
flow (OPF)

1 Introduction

Swarm intelligence (SI) is an innovative artificial intelligence technique for
solving complex multi-objective optimization problems (MOPs), such as non-
dominated sorting genetic algorithm II [1], multi-objective particle swarm opti-
mization [2], multi-objective evolutionary algorithm based on Decomposition
[3]. Artificial bee colony (ABC) algorithm is a powerful search technique that
drew inspiration from the biological foraging behaviors observed in bee colony
[4]. Many researchers have presented several existing multi-objective ABC
algorithms [5]. However, these proposed algorithms still suffer from low con-
vergence rate and lacking the diversity of swarm.

To conquer the weakness of initial MOABC, an improved multi-objective
ABC algorithm based on k-means clustering, named CMOABC, is proposed.
The population is partitioned into several sub-populations based on k-means
clustering. Information communication between the sub-populations depends on
re-clustering the population after each specific iterations. To further enhance the

c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 101–106, 2016.
DOI: 10.1007/978-981-10-3614-9 13
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population diversity, a number of individuals with worse performance re-generate
in the re-clustering process.

Optimal Power Flow (OPF) is a classical multi-objective problem. Tradition-
ally, the basic objective of OPF is to schedule the committed generating units
to meet the system load demand at minimum operating cost while satisfying
the various system equality and inequality constraints [6]. But the passage of
clean air act amendments in 1990 forced the utilities to reduce the emission
from fossil fuel fired thermal station [7–10]. Therefore, in addition to fuel cost,
emission must also be considered as an objective. OPF problem is a non-linear,
constrained optimization problem where many competing objectives are present.
CMOABC is utilized to solve OPF problem. Compared with MOABC, MOPSO
and NSGAII, CMOABC can accommodate considerable potential for solving
OPF problem.

2 Optimal Power Flow Problem Formulation

2.1 Minimization of Total Fuel Cost

The fuel cost curves of the thermal generators are modeled as a quadratic cost
curves and can be represented as follows:

fcost =
Ng∑
i=1

fi(aiPGi
2 + biPGi + ci) (1)

where ai, bi and ci are the the fuel cost coefficients of the ith generator, PGi is
real power output of the ith generator.

2.2 Minimization of Total Power Losses

The power flow solution gives all bus voltage magnitudes and angles. Then, the
total MW active ower loss in a transmission network can be described as follows:

flost =
Nl∑
k=1

gk(V 2
i + V 2

j − 2ViVj cos(δi − δj)) (2)

where Nl is the number of transmission lines, Vi and Vj are the voltage magni-
tudes at the ith bus and jth bus, respectively; δi and δj are the voltage angles
at the ith bus and the jth bus, respectively.

2.3 Total Emission Cost Minimization

In this paper, two important types of emission gasses, namely, sulpher oxides
SOx and nitrogen oxides NOx, are taken as the pollutant gasses. Here, the total
emission cost is defined as bellow:

femission =
Ng∑
i=1

(αi + βiPGi + γiPGi
2) (3)
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where femission is the total emission cost (ton/h) and αi, βi and γi are the
emission coefficients of the ith unit.

|SLi| ≤ SLi,max i = 1, . . . , Nl (4)

3 CMOABC Algorithm

The stochastically generated population is partitioned into n subpopulations
based on the widely adopted k-means cluster method [8]. The number of clusters
is determined by the predefined set G = {g1, g2, . . . , gm}, where g1 > g2 >
. . . > gm. It may happen that two or more clusters come close to each other or
get overlapped to a high degree. The distances between each two clusters are
calculated as following equation:

Dis cluster =
∥∥clustercenteri − Nei clustercenteri

∥∥ (5)

where Dis cluster is the distance between one cluster and its neighbor, Nei clus
tercenteri is the center of the ith cluster’s neighbor. clustercenteri is the center of
the ith cluster. If the distance is smaller than the specific distance DISm, one
of the clusters will be removed and its non-domination solutions are store.

DISm = 0.2 ∗ min (Ri, Ri neighbor) (6)

where Ri is the radius of clusteri and Ri neighor is the radius of the neighbors
of clusteri.

In order to exchange information among individuals, the whole population
is re-partitioned into gi+1 clusters based on k-means clustering after each TI
iterations, where gi and gi+1 are orderly chosen from the predefined set G. The
individuals in a cluster may be distributed into different new clusters when the
number of the clusters is changing. To balance the exploration and exploitation,
TI is not a constant.

TI =

{
floor (0.03 ∗ itermax) if iter ≤ 0.5 ∗ itermax

floor (0.06 ∗ itermax) if iter > 0.5 ∗ itermax

(7)

where itermax is the maximum iterations; iter is the current iteration.
After each TI iterations, a certain number of individuals in each cluster

should be regenerated according to this cluster’s contribution to the external
archive. For the jth cluster, the number of solutions updating to the external
archive during each TI iterations is recorded in Num Update(j). Then, accord-
ing to its position in the sort of Num Update, the number of individuals needed
to regenerate in the jth cluster is calculated in Eq. (32). The individuals which
will be removed in cluster j are determined by non-domination sort.

Num regenerate(j) =
Sort Update(j)

gi
∗ Num ind(j)

2
(8)

where Num ind(j) is the number of individuals in the jth cluster;
Sort Update(j) indicates the jth cluster’s position in the sort of Num Update;
and gi is the current number of clusters (Table 1).
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Table 1. Pseudocode of CMOABC

4 Multi-objective Optimal Power Flow Based
on CMOABC

In order to validate the robustness of the proposed CMOABC method, a stan-
dard IEEE 30 bus system has been used as the test system. The system represents
a portion of the American Electric Power System (in the Midwestern US).

The three objectives are optimized simultaneously by the four algorithms
and the corresponding best solutions are given in Table 2. Figure 1 also shows
the result values of three competing objectives. As shown in Fig. 13, compare to
other three algorithms, the Pareto-optimal solutions obtained by the CMOABC
are better distributed on the front with good diversity. Among other three algo-
rithms, the Pareto-optimal solutions obtained by the standard MOABC are also
well distributed, the diversification of them is not as well as the ones obtained
by the proposed CMOABC.

Furthermore, from the Table 2, CMOABC is able to discover a well-
distributed and diverse solution set for three-objective problem. However, other
three algorithms cannot archive the true Pareto front for three-objective OPF
problem. CMOABC obtains the best emission, cost, though the system loss
obtained by CMOABC is 2.1601MW, which is a little more than 2.1598MW
obtained by MOABC.
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Table 2. The best compromise solutions for cost, emission and loss using different
multi-objective algorithms

CMOABC MOABC NSGAII MOPSO

PG1 19.0732 18.9234 35.6214 22.0152

PG2 32.9875 27.9542 53.9065 15.1023

PG3 68.0549 70.8965 47.6936 90.0136

PG4 82.0132 85.9831 45.4762 84.2253

PG5 29.0385 27.0467 54.9945 7.2104

PG6 52.1248 53.0102 46.0154 65.3609

f1 fuel cost 612.0513 614.0154 622.5149 631.4003

f2 (emisson) 0.2120 0.2171 0.2225 0.2341

f3 (loss) 2.1601 2.1598 3.0301 2.8998

(I) CMOABC (II) MOABC

(III) MOPSO (IIII) NSGA-II

Fig. 1. Pareto fronts obtained by CMOABC, MOPSO, MOABC, and NSGA-II for fuel
cost, emission and loss
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5 Conclusions

An improved multi-objective ABC algorithm based on k-means cluster, called
CMOABC, is proposed. CMOABC adopts k-means clustering method to parti-
tion the population into many clusters and the number of the clusters is changing
to implement information exchange among the different clusters. CMOABC is
used to handle multi-objective OPF problem, and 30-bus IEEE test system is
adopted to test the proposed algorithm. By comparing the simulation results
of CMOABC, MOABC, MOPSO and NSGAII, the proposed method is able to
give well distributed Pareto optimal solutions than other three methods for OPF
problem with different objectives.
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Abstract. The process of pre-stack AVO(Amplitude Variation with Off-
set) elastic parameter inversion is the process of optimization, which can
be solved by using genetic algorithm. However, when solving the problem,
the traditional genetic algorithm converges speedily and is easily trapped
into the problems like local optimum, etc., which leads to unsatisfac-
tory inversion effect. To solve the above problems, this paper introduces
simulated annealing algorithm into genetic algorithm and improves the
genetic algorithm in the aspects of population initialization, selection
strategy and generic manipulation. A hybrid intelligent algorithm is pro-
posed in this paper which is more suitable for solving pre-stack AVO
elastic parameter inversion problem. The experimental results show that
the proposed hybrid intelligent algorithm in this paper can fully exert
the global searching capability of genetic algorithm and prevent the algo-
rithm from being trapped into local optimum by using simulated anneal-
ing algorithm. The Gardner relation is utilized to initialize population in
order to make initialization of density correspond to the practical terrain
conditions better and obviously improve the inversion accuracy.

Keywords: Intelligent algorithm · Pre-stack AVO · Elastic parameter
inversion · Simulated annealing

1 Introduction

At present, AVO (Amplitude Variation with Offset) technique [1] is the most
common technique which applies pre-stack data to predict oil and gas. This tech-
nique can make full use of the information on seismic data and is extensively
used for hydrocarbon detection. A lot of useful information on pre-stack data
can be used for the prediction of underground oil and gas conditions [2], where
P-wave velocity Vp, S-wave velocity Vs and density ρ are three key elastic para-
meters. These three elastic parameters from one side can reflect the saturation
conditions of underground oil and gas [3]. The relation between P-wave velocity
Vp and gas saturation is nonlinear, while the relation between density ρ and gas
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 107–113, 2016.
DOI: 10.1007/978-981-10-3614-9 14
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saturation is linear. And S-wave velocity Vs can reflect some rock characters.
Therefore, the information on these three elastic parameters are needed when
judging the underground oil and gas saturation. The inversion of pre-stack AVO
elastic parameter needs to construct a suitable objective function and optimize
it, so generally the objective function is nonlinear. When linear and quasi-linear
methods are used to solve this problem, due to the defects of these methods like
strong dependency on initial model, etc., the wrong selection for initial model
will cause unreliable inversion results; especially when solving nonlinear inver-
sion problem with the properties of multiple parameters and extreme values,
etc., these linear inversion methods meet the bottleneck.

In the mid-1980s, nonlinear global intelligent optimization inversion tech-
nique began to be paid attentions by specialists and scholars in the field of
geophysics, and many new ideas and methods in other fields were continu-
ously introduced into the field of geophysics [4–16]. In more than 30 years, a
series of nonlinear global intelligent optimization inversion techniques has been
extensively applied in all sorts of inversion problems and made many signifi-
cant research achievements. Therefore, specialists and scholars tried to combine
intelligent algorithms with other algorithms for realizing hybrid optimization
inversion and improving inversion precision [17–20].

2 Pre-stack AVO Elastic Parameter Inversion Problem

Simulation-optimization method firstly transforms pre-stack AVO elastic para-
meter inversion problem into optimization problem, and then uses optimization
algorithm to solve. From the angle of optimization, when the difference value
between inversion seismic data generated by elastic parameter after optimization
and actual seismic record data is 0 or less than some threshold, this elastic para-
meter is considered to meet the requirements. Optimization algorithm evaluates
individuals according to the fitness function transformed by objective function,
so the constructed objective function for inversion problem is the main factor of
influencing pre-stack AVO elastic parameter inversion effect. In this paper, firstly
use Aki&Rechard approximate equation [21] to calculate Rpp, which is reflection
coefficient of reflected p-wave. Then make a convolution for Rpp and wavelet to
gain and synthesize seismic recorded data. Let sampling number be n. Each sam-
pling point needs different angles. And calculate n ∗ m seismic recorded data.
Finally, make the difference between groups of seismic recorded data of each
sampling point through optimization, square it, divide after accumulation and
summation, then accumulate the data solved by n sampling points and divide
n. Lastly square the final result. That is what we want to gain. According to
derivations of the above equations, inversion object function can be established
as follow:

f(x) =

√√√√
n∑

i=1

m∑
j=1

(s(θi,j) − s′(θi,j))2/n ∗ m. (1)

Wheres s(θi,j) is forward seismic record and s
′
(θi,j) is inversion seismic record.
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3 Pre-stack AVO Elastic Parameter Inversion
Based on Intelligent Algorithm

The flow chart for solving elastic parameter inversion problem by using intelligent
optimization algorithm is shown in Fig. 1.

Fig. 1. Algorithm flow chart

3.1 Population Space and Initialization

Individuals in algorithm are composed by inversion parameters. For actual log-
ging curve model, each sampling point can be seen as a layer, that is one dimen-
sion. Because what this paper studies is inversion of three parameters, the length
of individual is triple of sampling point. Assuming there are n sampling points
and the number of solving model parameters is 3*n, so the corresponding indi-
vidual encoding mode is:

Gi = (Vp1, Vs1, ρ1, · · · , Vpj , Vsj , ρj , · · · , Vpn, Vsn, ρn)

Let the number of population individuals be N , and each individual is rep-
resented by one-dimensional array. The array length is 3*n. Select individual
initial value within the definitive experimental value range(bound function to
restrain), later use genetic algorithm to optimize each parameter, finally output
an optimal individual which is the optimal group of elastic parameter solutions.
Bound range constraints are as follows:

0.8 • Vpwell ≤ Vp ≤ 1.2 • Vpwell (2)
0.8 • Vswell ≤ Vs ≤ 1.2 • Vswell

0.9 • ρwell ≤ ρ ≤ 1.1 • ρwell



110 Q. Wu et al.

Although logging can provide the density ρ, P-wave velocity Vp and S-wave
velocity Vs of rock, in practical application, people often make inversion by
establishing the simple relations among three parameters. For different lithology,
Gardner [21] utilized statistical method to establish the relation between rock
density and P-wave velocity:

log(ρ) = a • log(Vp) + b (3)

Through this relational expression, according to the data of ρ and Vp in log-
ging curve model, generate corresponding logarithmic forms log(ρ) and log(Vp),
and obtain a and b by these data according to least square method:

a = (n × sum(x, y) − sum(x) × sum(y))/(n × sum(x2) − sum(x)2) (4)
b = sum(y)/n − a × sum(x)/n

According to the above formulas, establish hard constraints of P-wave veloc-
ity and density. P-wave velocity Vp and S-wave velocity Vs of each group of
sampling point still use bound range to constrain, while density ρ is determined
by Vp which is determined by bound function and corresponding constraint equa-
tion. This formula can better reflect the relation between them and the obtained
density value is closer to the real data.

3.2 Simulated Annealing Strategy

This paper adopts proportion cooling method for the simulated annealing oper-
ation. Annealing cooling function is Tk+1 = Tk ∗r. Initial temperature is 10. The
final temperature is 0.001 and annealing factor is r = 0.05. Select the optimal
individual from new population after genetic operation, then generate a new
individual at random and compare fitness values of them. If the fitness value of
new individual is superior to that of optimal individual, substitute directly. If it
is inferior to that of optimal individual, whether the new individual is accepted
is judged by Metropolis acceptance criteria.

4 Experimental Simulation and Analysis

Logging curve data from dataset 1 is the one with 241 sampling points including
P-wave velocity vp, S-wave velocity vs and density ρ. Each sampling point corre-
sponds to 8 different angles: [0◦, 6◦, 11◦, 17◦, 23◦, 29◦, 34◦, 40◦], and each dataset
also uses these 8 angles. Aki&Rechard formula is used to conduct a forward
logging curve theory modeling. Then the logging curve model is adopted to cal-
culate reflection coefficient, which is made convolution with wavelet. Because it
needs to utilize the relation between two groups of sampling points for generating
seismic records, the data of seismic records include 240*8 data.
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One twentieth of the sampling point data is selected and compared in terms
of these three parameters. The results are as follows Table 1:

Table 1. Partial results of genetic algorithm and hybrid intelligent algorithm

Vp Vs ρ

GA GASA well GA GASA well GA GASA well

1 2894.63 3529.83 3534.34 2049.81 1703.22 1818.18 2.1868 2.4876 2.4009

2 4094.86 3473.10 3512.97 1580.10 2024.67 1963.53 2.5650 2.4652 2.3532

3 3866.21 3548.09 3556.64 2129.88 1787.21 1898.77 2.6257 2.5099 2.4055

4 3323.15 3749.53 3745.83 2061.21 1948.49 1984.91 2.6095 2.6002 2.4647

5 4158.59 3744.54 3691.67 2145.51 1960.77 1867.41 2.5336 2.5179 2.5266

6 3200.91 3688.33 3720.09 2255.41 1884.47 1913.77 2.4124 2.5297 2.5125

7 3765.68 3662.99 3718.24 1510.21 1866.86 1887.69 2.6237 2.5088 2.5237

8 4387.15 3722.84 3741.65 2093.42 2109.54 1900.32 2.3203 2.5187 2.5571

9 3261.08 3654.89 3694.35 1570.61 1917.73 1863.21 2.4899 2.5292 2.5734

10 3744.94 3678.60 3671.08 1602.56 2149.43 1984.94 2.6550 2.5081 2.4276

11 3659.02 3768.45 3756.23 2305.18 2226.55 2046.00 2.2229 2.4951 2.4313

12 3515.94 3646.81 3651.18 1545.08 1944.24 1896.27 2.5401 2.5610 2.4609

It can be seen form the table that the effect on three elastic parameters
of hybrid intelligent algorithm is better than that of genetic algorithm after
optimization and approaches actual logging data. Through inversion trial, the
experimental results of genetic algorithm and hybrid intelligent algorithm are
compared. In the early stage of algorithm, hybrid intelligent algorithm has faster
convergence speed and the value of objective function falls rapidly, while genetic
algorithm has slower convergence speed. When algorithms enter into the middle
and later periods, genetic algorithm is trapped in premature convergence and
the value of objective function remains around 0.02. While hybrid intelligent
algorithm still makes global searching and the overall effect is better than that
of genetic algorithm. Besides, the value of objective function remains around
0.005 and the error decreases an order of magnitude.

5 Conclusion

This paper mainly proposes a hybrid intelligent algorithm which is more suit-
able for solving pre-stack AVO elastic parameter inversion problem. The inver-
sion accuracy is improved by hybrid intelligent optimization inversion by means
of combining intelligent algorithm with other algorithms. Simulated annealing
algorithm is introduced into genetic algorithm and we improve population ini-
tialization, selection, crossover and mutation strategies. Meanwhile, we study the
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implementation process and steps of hybrid intelligent algorithm in the pre-stack
AVO elastic parameter inversion. Through the inversion trail for actual logging
curve model, the inversion results are evaluated. It can be known from the experi-
mental results that the proposed hybrid intelligent algorithm has higher inversion
efficiency than single genetic algorithm.
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Abstract. In this paper, a hybrid multi-objective discrete particle
swarm optimization (HMODPSO) algorithm was proposed to solve coop-
erative air combat dynamic weapon target assignment (DWTA). First,
based on the threshold of damage probability and time window con-
straints, a new cooperative air combat DWTA multi-objective optimiza-
tion model is presented. Second, in order to tackle the DWTA prob-
lem, a mixed MODPSO and neighborhood search algorithm is proposed.
Finally, a typical two-stage DWTA scenario is performed by HMODPSO
and compared with other three state-of-the-art algorithms. Simulation
results verify the effectiveness of the new model and the superiority of
the proposed algorithm.

Keywords: Dynamic weapon target assignment · Multi-objective opti-
mization · Discrete particle swarm optimization · Neighborhood search ·
Repairing operator · Cauchy mutation

1 Introduction

The weapon target assignment (WTA) is a typical NP-complete constrained
combinatorial optimization problem [1], which can be classified into two cate-
gories: static WTA (SWTA) and dynamic WTA (DWTA) [2]. Most of the previ-
ous researches on WTA are focus on SWTA. However, DWTA has begun to gain
more attention of researchers since it was put forward by Hosein and Athans in
1990 [2]. Cai et al. [3] provided a survey of the research on DWTA problem and
introduced some basic concepts on DWTA. However, the WTA problem is a
multi-objective optimization problem. Liu et al. proposed an improved MOPSO
algorithm to solve the multi-objective programming model of static WTA in [4].
However, MOPSO easily falls into the local optimum. So this paper proposed a
efficient HMODPSO algorithm to solve the DWTA multi-objective problem.

2 The Cooperative Air Combat Model for DWTA

Definition 1. Time window of target. The time window of target (tT) is the
exposure time of target which the weapon can attack efficiently.
c© Springer Nature Singapore Pte Ltd. 2016
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Definition 2. Time window of algorithm. The time window of algorithm (tA)
is the running time for solving the DWTA.

2.1 The DWTA Multi-objective Optimization Model

Assuming in the cooperative air combat, there are F flights in blue formation,
and each flight carries Mf (f = 1, 2, · · · , F ) missiles, so the total number of

weapons is M =
F∑

f=1

Mf . At a certain time, the formation detects N targets,

which can be attacked by the weapons. pij is the damage probability that the
i-th missile attacks j-th target. wj is the threat value of target j.

In order to describe the DWTA problem, a decision matrix is introduced:

X =

⎡
⎢⎢⎢⎣

x11 x12 · · · x1N

x21 x22 · · · x2N

...
xM1 xM2 · · · xMN

⎤
⎥⎥⎥⎦

where xij = 1 if weapon i is assigned to target j, and xij = 0 otherwise.
We define the maximum of the target damage efficiency and minimum of

using weapon units as two objective functions. Hence, the formulation of the
objective functions for stage t is constructed:

max f(t) =
N(t)∑
j=1

wj(t)

⎡
⎣1 −

M(t)∏
i=1

(1 − pij(t))
xij(t)

⎤
⎦ (1)

min g(t) =
N(t)∑
j=1

M(t)∑
i=1

xij(t) (2)

where t is the stage index; M(t), N(t) is the number of existing weapons and
targets at stage t, respectively; pij(t) is the damage probability that the i-th
missile attacks j-th target at stage t; xij(t) is the decision variable at stage t.

The following three categories of constraints are incorporated in the model:

Pj(t) ≥ Pdj(t), ∀t ∈ {1, 2, · · · , S} ,∀j ∈ {1, 2, · · · , N} (3)

N(t)∑
j=1

xij(t) ≤ 1, ∀t ∈ {1, 2, · · · , S} ,∀i ∈ {1, 2, · · · ,M} (4)

tTj (t) ≥ tA(t),∀t ∈ {1, 2, · · · , S} ,∀j ∈ (1, 2, · · · , N) (5)

Constraint set (3) represents the threshold of damage probability of each
target. Constraint set (4) reflects the capability of weapons attacking targets at
the same time. Constraint set (5) is very important for DWTA model, which
takes the time windows of target and algorithm into account.
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3 HMODPSO Algorithm for DWTA

3.1 Particle Encoding

Decimal encoding for particles is adopted in this paper [4]. The length of the
particle encoding (denoted by D) is the total number of weapons.

3.2 The Leader Particle Selecting

In PSO [5], each particle in the swarm corresponds to a potential solution of the
optimization problem. For specific DWTA problem, the velocity and position of
the particle are updated by the following equations, respectively:

Vij(k + 1) = wVij(k) + c1r1(Pij(k) − Xij(k)) + c2r2(Gj(k) − Xij(k)) (6)

Xij(k + 1) = round(Xij(k) + Vij(k + 1)) (7)

Vij(k + 1) → max(min(Vij(k + 1), Vmax), Vmin) (8)

Xij(k + 1) = max(min(Xij(k + 1),Xmax),Xmin) (9)

where i represents the i-th particle of the swarm, j represents the j-th dimension
in the search space, k is the number of current iteration, w is the inertia weight,
c1, c2 are the acceleration coefficients, r1, r2 ∈ [0, 1] are uniformly distributed
random variables. Xmax and Xmin are the lower and upper boundaries of the
position, respectively; Vmax and Vmin are the lower and upper boundaries of
the velocity, respectively. round () is said to be a integer operator. In MOPSO,
selecting the global best position or the leader (Gbest) randomly from the exter-
nal archive is a popular way [4]. However, the roulette method may damage
evolution direction of the particles. Considering the weakness, a new method
(square root distance, SRD) [6] of selecting the leader particle is applied.

3.3 Repairing Operator

Clearly, unfeasible solutions which don’t satisfy the constraint set (3) may be
generated for solving the DWTA. To cope with this issue, a repairing operator is
introduced [7], which includes two parts: deleting the redundant allocation and
supplementing the insufficient allocation.

3.4 Cauchy Mutation

In order to further maintain the diversity of particles, the Cauchy mutation is
introduced into HMODPSO algorithm. The mutation is defined as:

Xij =
{

Xij + round((Xmax − Xmin) × Cauchy(0, 1)), rand ≤ pb
Xij , rand > pb

(10)

Cauchy(0, 1) = tan((rand − 0.5) × π) (11)
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where pb is the mutation rate, rand is a random value uniformly distributed in
[0, 1], Cauchy(0, 1) is a standard Cauchy-distributed random value. The adapt-
ing mutation rate is computed as:

Pb = 1 −
√

t

MaxIt
(12)

3.5 Neighborhood Search

Neighborhood search (NS) algorithm begins with an initial solution, and searches
the better solution in its neighborhood range [8]. This paper proposed three kinds
of operations: NS-1, NS-2 and NS-3. The procedures are described as:

NS-1: Exchange two positions of the initial solution randomly to get a new
solution. If the new solution is better than the initial solution, then replace it
with the new solution; otherwise, remain the initial solution.

NS-2: Select the best solution from the neighborhood range of the initial solu-
tion; If the best solution is better than the initial solution, then replace it with
the new solution; otherwise, remain the initial solution.

NS-3: Exchange two positions of the initial solution in sequence to get a new
solution, if the new solution is better than the initial solution, replace it with
the new solution, then serve the new solution as the initial solution and repeat
the above operation; otherwise, remain the initial solution.

4 Simulations and Results

In the experimental scenario, consider F = 5,Mf = 4(f = 1, 2, 3, 4, 5) and
N = 10, so obtain M = 20. When t = 1, the time window of each target
tTj (j = 1, 2, · · · , 10) is [8.3, 11.4, 16.2, 13.8, 20.1, 25.4, 19.6, 13.5, 17.2, 22.8]; and
each target’s threat coefficient wj(j = 1, 2, · · · , 10) is[0.6, 0.7, 0.3, 0.5, 0.6, 0.35,
0.65, 0.55, 0.4, 0.75]. The damage probability threshold of each target can be set
0.9. The weapon’s damage probability pij(i = 1, 2, · · · , 20, j = 1, 2, · · · , 10) can
be consulted from literature [7]. To verify the efficiency of HMODPSO algorithm,
three different kinds of algorithms were proposed: HMODPSO-1 (adopt NS-
1 operation), HMODPSO-2 (adopt NS-2 operation) and HMODPSO-3 (adopt
NS-3 operation). At the same time, comparing the proposed algorithms with
NSGA-II [9], MODPSO [10] and MODPSO-GSA [11] to show their potential
competences. In the experiment, population size is 60, 100 iterations are carried
out, the external archive size is chosen 30, the crossover probability of NSGA-II
is 0.8, the mutation rate of NSGA-II is 0.1. All the simulations were performed
under the same environment (Matlab) on Intel Core i5-4590 3.3 GHz CPU with
4 GB RAM.

For each algorithm, 30 independent runs were executed. The computational
time of algorithm is represented by T. The average results of the Pareto optimal
solutions attained by six algorithms are shown in Table 1.
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Table 1. The average results of the Pareto optimal solutions

Pareto
solutions

NSGA-
II

MODPSO MODPSO-
GSA

HMODPSO-
1

HMODPSO-
2

HMODPSO-
3

13 * * 5.0500 5.0524 5.0524 5.0524

14 * * 5.0779 5.0998 5.1052 5.1054

15 5.0551 5.0550 5.1516 5.1510 5.1536 5.1576

16 5.1220 5.0635 5.1971 5.1975 5.1976 5.1980

17 5.1346 5.1306 5.2380 5.2372 5.2382 5.2291

18 5.2158 5.2031 5.2682 5.2639 5.2680 5.2682

19 5.2375 5.2283 5.2894 5.2876 5.2899 5.2904

20 5.2637 5.2614 5.3038 5.3095 5.3135 5.3183

T/s 56.23 3.1364 6.8735 4.4328 8.7426 12.5279

Owing to the time window constraint of the DWTA model, the computational
time of algorithm must satisfy requirements of the targets time window. From
Table 1, NSGA-II, HMODPSO-2 and HMODPSO-3 algorithm don’t meet the
requirements. MODPSO has the fastest convergence speed, but it easily falls into
the local optimum. Compared with MODPSO-GSA, HMODPSO-1 has better
comprehensive performance. So in the t = 1 stage, the assignment (f = 5.0524,
g = 13) which succeeded one time by HMODPSO-1 can be selected for the
engagement.

Assume in the t = 2 stage, M(2) = 7, N(2) = 4. The damage probability
threshold of each target can be set 0.9. The time window of each target tTj (2)
is [6.5, 8.1, 5.9, 0.2]; and each target’s threat coefficient wj(2) is [0.6, 0.8, 0.5,
0.7]. The weapon’s damage probability P (2) is [0.65 0.74 0.85 0.81; 0.72 0.77
0.92 0.59; 0.86 0.63 0.71 0.78; 0.53 0.80 0.73 0.65; 0.90 0.62 0.79 0.74; 0.82 0.91
0.75 0.84; 0.56 0.65 0.73 0.94].

Since tT4 (2) = 0.2 s is so small that it is difficult to satisfy the time window
of the special target, a new priority selecting method is efficiently adopted to
deal with several special targets whose time windows don’t satisfy the time
window constraint of the proposed algorithm. From the existing weapons at a
certain stage, select the missile with the maximum damage probability to attack
the special target, repeat this operation until the special target’s joint damage
probability satisfies the threshold. As seen from P (2), the 7-th missile attacking
the target can satisfy the threshold of damage probability. The assignment of
the remaining targets can be solved by HMODPSO-1 algorithm.

The average results attained by HMODPSO-1 are shown in Table 2.
In the t = 2 stage, the assignment (f = 1.7280, g = 3) can be selected for

the engagement. HMODPSO-1 can efficiently solve the DWTA until no targets
or weapons left in the cooperative air combat.
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Table 2. The average results of the Pareto optimal solutions

Pareto solutions HMODPSO-1

3 1.7280

4 1.7856

5 1.8372

6 1.8712

T/s 1.1155

5 Conclusions

This paper proposed a HMODPSO algorithm to efficiently solve cooperative
air combat DWTA problems. Future research will focus on optimizing DWTA
instances under larger scales.
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Abstract. Multi-focus image fusion aims to fuse a set of images with
different focus objects into one image which contains more information
than that of individual source image. Along with the development of
multi-scale geometric analysis tools, shearlet has been widely applied
into image processing. In order to obtain an image with every object in
focus, we propose a novel image fusion method based on shearlet and
particle swarm optimization. Shearlet is used to decompose the images.
Particle swarm optimization is applied to optimize the weighted factors
of fusion. Experimental results show that our method can acquire better
fusion quality than other methods.

Keywords: Shearlet · Particle swarm optimization · Fitness function

1 Introduction

Multi-focus image fusion has been widely applied into many different fields. It
can create new images that are more informative and suitable for both visual
perception and further computer processing. Recently, multi-resolution analysis
has become a widely adopted technique to perform image fusion, including the
Laplacian pyramid [1], the gradient pyramid [2], and the wavelet [3,4]. However,
it is difficult for these traditional fusion methods to get a satisfactory result.

As the development of multi-scale geometric analysis (MGA) tools, there
exist many MGA tools, such as ridgelet, curvelet and contourlet, which provide
higher directional sensitivity than wavelets. Shearlet [5,6], a new approach pro-
posed in 2005, not only possesses all the above properties, but also is equipped
with a rich mathematical structure similar to wavelet. Besides, compared with
contourlet, the limitation of the number of directions has been successfully elim-
inated by shearlet. So it has been used to image fusion widely [7]. As a new
optimal tool, intelligent optimization algorithms play a vital role in solving opti-
mization problems [8,9]. Among them, Particle swarm optimization has been
applied to Artificial Intelligence, Machine Learning and so on [10,11].

This paper is organized as follows. Shearlet is described in Sect. 2. In Sect. 3,
the basic theory of particle swarm optimization is introduced. The new algorithm
is presented in Sect. 4. Experimental results and analysis are shown in Sect. 5.
In the end, the conclusion is summarized in Sect. 6.
c© Springer Nature Singapore Pte Ltd. 2016
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2 Shearlet

As a special affine transform, shearlet is a kind of composite wavelet in
L2(R2) [5,6]. The decomposition of shearlet is shown in Fig. 1. Discrete shearlet
transform can effectively separate the low and high frequency coefficients which
would lay the foundation for subsequent processing. It owns good properties,
such as sparsity, high sensibility to directions, multi-scale, and good localization
property.

1
1 2[ , ]df n n1 2[ , ]f n n

1
1 2[ , ]af n n 2

1 2[ , ]df n n

2
1 2[ , ]af n n

Fig. 1. Decomposition of shearlet

3 Particle Swarm Optimization

Particle swarm optimization (PSO) [10,11] is a population based stochastic opti-
mization technique developed by Eberhart and Kennedy in 1995. The steps of
the algorithm are as follows:

(1) Environment Initialization.
(2) Initialization: According to the characteristics of the problem, initialize a

particle swarm P0 size of N , and then randomly generate the initial position
Xi and initial velocity vi for each particle xi.

(3) Calculation of Fitness: If the current value is superior to the individual
optimal solution pBest searched so far, update the current value to pBest.
Otherwise, the value of pBest remains unchanged.

(4) Determination of Overall Best Value: Choose the particle with the largest
fitness value from the current population, and then set its fitness value as
the overall best value gBest.

(5) Update the Position Xid and Velocity Vid.
(6) Terminate Condition: Judge whether the loop meets the terminate condition.

If so, exit the loop and output the optimal solution. If it is not the case, then
turn to step 3.
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4 Multi-focus Image Fusion Algorithm Based on Shearlet
and PSO

4.1 Introduction to Evaluation Criteria

1. Entropy (EN)

EN = −
i−1∑
i=0

PilnPi (1)

where Pi is the probability of gray level i on each pixel.

2. Standard Deviation (STD)

STD =

√√√√√
N−1∑
i=0

M−1∑
j=0

[f(x, y) − μ]2

M × N
(2)

where f(x, y) is the pixel value of the fused image at (x, y), denotes the mean
value of the fused, M × N is the size of the fused image.

3. Average Grads (AG)

AG =
1

M ×N

M−1∑

i=1

N−1∑

j=1

√
(F (i, j) − F (i + 1, j))2 + (F (i, j) − F (i, j + 1))2

2
(3)

where F (i, j) is the pixel value of image in row i, column j. M , N are the
total row and total column. The larger the AG is, the clearer the fused image
is.

4. Spatial Frequency (SF )

RF =

√√√√√
M∑
i=1

N∑
j=2

[P (xi, yj) − P (xi, yj−1)]
2

M × N
(4)

CF =

√√√√√
M∑
i=2

N∑
j=1

[P (xi, yj) − P (xi−1, yj)]
2

M × N
(5)

SF =
√

RF 2 + CF 2 (6)

5. Mutual Information (MI)

MI(O,F ) =
ENO + ENF

ENOF
(7)
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where ENO, ENF are the Entropy of original image and fused image,
respectively. O = fA or O = fB , F = f . ENOF is the associated entropy
which can be obtained based on the formula below.

ENOF= −
M∑
i=1

N∑
j=1

P (i, j)log2[P (i, j)] (8)

where P (i, j) is the possibility that pixel values (i, j) appear simultaneously.
M,N are the total number of pixels in two images, respectively.
Besides, it can be seen that

MI = MI(fA, f) + MI(fB, f) (9)

The large MI is, the better the result is.

6. Mean Cross Entropy (MCE)
⎧⎪⎪⎨
⎪⎪⎩

CE(fA,f) =
255∑
i=0

PfA(i)log|PfA
(i)

Pf (i)
|

CE(fB ,f) =
255∑
i=0

PfB (i)log|PfB
(i)

Pf (i)
|

(10)

where fA, fB are the original images, and f is the fused image. Then MCE
can be described as follows:

MCE =
CE(fA,f) + CE(fB ,f)

2
(11)

4.2 Multi-focus Image Fusion Based on Shearlet and PSO

The fusion framework of the proposed method is shown in Fig. 2.

Source
Image A

High frequency 
coefficients of A

F(A)

Fuse low frequency 
coefficients

Search for optimized 
weighed coefficients by 

PSO, and fuse high 
frequency coefficients 
by weighed average Fusion

Image F

Shearlet
transform

Source
Image B

Shearlet
transform

Inverse shearlet
transform

Low frequency 
coefficients of A

f(A)

High frequency 
coefficients of B

F(B)

Low frequency 
coefficients of B

f(B)

Fig. 2. Fusion framework of the proposed algorithm

The detail steps of our algorithm are described as follows:

(1) Image Registration: Register the source images before image fusion.
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(2) Image Decomposition: Decompose the source images in both multi-scale
and multi-direction by shearlet. Then the high frequency coefficients and
low frequency coefficients are obtained.

(3) Process the Coefficients: The coefficients are processed by some certain
fusion strategies.

(4) Image Reconstruction: Reconstruct the fused image by the inverse shearlet
transform.

In the process of image fusion, the low frequency coefficients are processed
based on the rule given below.

flow = 0.5fA−low + 0.5fB−low (12)

In the proposed method, we choose weighting method to fuse the high fre-
quency coefficients. Its formula is shown as follows:

f = αfA + (1 − α)fB (13)

where α is a weighted factor which is optimized by PSO algorithm.
In order to obtain a more comprehensive and accuracy fused image, three

fitness functions are constructed as below.

fit1() =
(EN + SF + MI)

α
− STD

β
(14)

where α, β are variable parameters. For the purpose of balancing the impact on
fusion results of each evaluation index, here we set α = 2, β = 10.

fit2() =
(MCE + AG) × γ + SF

2
(15)

where γ is a variable parameter.

5 Experiments and Analysis

In our experiments, the original images are the multi-focus images size of 512×
512. The decomposition level of shearlet is 4, and the number of directions is
6, 6, 10, and 10. We compare with two methods, one is based on the variance,
and the other is on the basis of wavelet and PSO. The original images shown in
Fig. 3(a) and (b) are the left focus image and the right focus image, respectively.
From Fig. 3(c) to (f) are the fusion results using different methods. It can be
seen that the fusion result based on wavelet and PSO is not very clear especially
in the right part of the fused image. However, our proposed method successfully
reached a better performance in this experiment.
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(a) left focus (b) right focus (c) Variance based (d) Wavelet-PSO

(e) Our’s with fit1 (f) Our’s with fit2

Fig. 3. Experiment results

6 Conclusion

A novel multi-focus image fusion based on shearlet and PSO is proposed in
this paper. Shearlet is an effective tool for image decomposition because of its
multi-scale and multi-direction. Meanwhile, Particle swarm optimization, as a
flexible optimizing tool with simple mechanism and strong search ability, has
been successfully applied into the image fusion. Experimental results have proved
the effectiveness and feasibility of our algorithm in image fusion.
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Abstract. In this work, constrained minimax problems are studied.
By use of proposing a differentially auxiliary function and providing
explicit search direction with the aid idea of generalized gradient project
technique, a new algorithm with Armjio non-exact linear search is pre-
sented and its global convergence is obtained under arbitrary initial point
condition.
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1 Introduction

In this paper, it is proposed to consider the following constrained minimax prob-
lem:

min f0(x)

s.t. fi(x) ≤ 0, i ∈ I
�
= {m + 1, · · · , l},

fi(x) = 0, i ∈ E
�
= {l + 1, 2, · · · , r},

(1)

where f0(x) = max{fi(x), j ∈ J
�
= {1, 2, · · · ,m}}, and fi(x), i ∈ (J ∪ I ∪ E) :

Rn → R are continuously differentiable functions.
Due to the non-differentiability of the object function f0(x), We cannot

use the classical gradient methods directly to solve such optimization problems
[1–5]. However, by introducing an additional variable z, the minimax problem
(1) can be reformulated as the nonlinear program in Rn+1 as follows

min z
s.t. fi(x) ≤ z, i ∈ J,

fi(x) ≤ 0, i ∈ I,
fi(x) = 0, i ∈ E.

(2)

c© Springer Nature Singapore Pte Ltd. 2016
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It is not difficult to know that the K −T conditions of (2) at the point (x, z)
are equivalent to

∑
i∈J∪I∪E

λi∇fi(x) = 0,
m∑
i∈J

λi = 1;

λi ≥ 0, λi(z − fi(x)) = 0, z − fi(x) ≥ 0, i ∈ J ;
λi ≥ 0, λifi(x) = 0, fi(x) ≤ 0, i ∈ I; fi(x) = 0, i ∈ E.

(3)

Therefore, a pair (x, λ) satisfying (3) is called a stationary pair of (2), and x is
said to be a stationary point of (1) with multiplier vector λ = (λi, i ∈ J ∪ I ∪E).

Since the 1960s, due to feature of simple construction and small amount of
calculation, the generalized gradient project algorithm are currently considered
among the most effective methods for solving nonlinear programming problems
[7–9].

In this paper, we, introducing a differential auxiliary function

F (x, z, λ) = z − ∑
i∈E∪I1

(
λifi(x) − 1

2f2
i (x)

) − ∑
i∈J1

(
λi(z − fi(x) − 1

2 (z − fi(x))2
)

− ∑
i∈(J∪I)\(J1∪I1)

1
2λ2

i ,

(4)

where J1
�
= J1(x, z) = {i ∈ J |z − fi(x) ≤ λi}, I1

�
= I1(x, z) = {i ∈ I| − fi(x) ≤

λi}, present a generalized gradient project method to solve (1). Under some
suitable assumptions, global convergence is obtained.

1.1 Description of Algorithm

For the sake of simplicity, we will denote the notations at (xk, zk, λ
k) ∈ Rn ×

R × Rr as follows:

gi(xk, zk) =

⎧⎨
⎩

zk − fi(xk), zk − fi(xk) > λk
i and zk − fi(xk) > 0, i ∈ J ;

−fi(xk), −fi(xk) > λk
i and − fi(xk) > 0, i ∈ I ∪ E;

0, otherwise.
Gk = G(xk, zk) = diag(gi(xk, zk), i ∈ J ∪ I ∪ E).

(5)

AJk =
((−∇fi(xk)

1

)
, i ∈ J

)
, AIEk =

((−∇fi(xk)
0

)
, i ∈ I ∪ E

)
,

Ak = A(xk, zk) = (AJk AIEk)
(6)

gki = gi(xk, zk) =

{
gi(xk, zk), i ∈ J1k ∪ I1k ∪ E

�
= J1(xk, zk) ∪ I1(xk, zk) ∪ E,

0, otherwise.
(7)

λ
k

i =
{

λk
i , i ∈ J1k ∪ I1k ∪ E,

0, otherwise. (8)

hk
i = hi(xk, zk) =

{
gki , i ∈ J1k ∪ I1k ∪ E,
λk
i , otherwise. (9)
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The following algorithm is proposed for solving problem (1).
Algorithm:
Step 1. Initialization and data: Given a starting point (x0, z0, λ

0) ∈ Rn×R×
Rr, t ∈ (0, 1), k = 0;

Step 2. Computation of the vector ρk0 which is important for the criterion of
K − T point:

Compute ρk0 = (dkT0 , skT0 )T , where

Pk = P (x
k
, zk) = En+1 − Ak(A

T
k Ak + Gk)

−1
A

T
k , Bk = B(x

k
, zk) = (A

T
k Ak + Gk)

−1
A

T
k . (10)

hk = h(xk, zk, λ
k)=(hi(xk, zk, λ

k), i ∈ I), dk0 = −Pke0−BT
k hk, e0 = (01×n 1)T .

(11)
vk
0 = Bke0 − (AT

k Ak + Gk)−1hk. (12)

sk0 = −vk
0 + λ

k − gk. (13)

If ρk0 = 0, STOP.
Step 3. Computation of the search direction ρk: Obtain ρk = (dkT , skT )T ,

where

dk = dk0 +BT
k sk0 , vk = vk

0 −(AT
k Ak +Gk)−1sk0 , sk = −vk +λ

k −gk, ρk =
(

dk

sk

)
.

(14)
Step 4. The line search: Compute αk, the first number α in the sequence

{1, 1
2 , 1

4 , 1
8 , . . .} satisfying

F ((xk, zk, λ
k) + αρk) ≤ F (xk, zk, λ

k) + αt∇F kT ρk (15)

where ∇F k denoting the gradient of the function (4):

∇F k = ∇F (xk, zk, λ
k) =

⎛
⎝

(
e0 − Ak(λ

k − gk)
)
(n+1)×1(−h(xk, zk, λ

k)
)
m×1

⎞
⎠

Step 5. Update: Set (xk+1, zk+1, λ
k+1) = (xk, zk, λ

k) + αkρ
k, k := k + 1, Go

back to step 2.

2 Global Convergence of Algorithm

In this section, it is first shown that Algorithm is well defined, that is to say, it
is possible to execute all the steps defined above. For this reason, we make the
following general assumptions and let them hold throughout the paper.

H 2.1. For all (x, z) ∈ Rn+1, the vectors
{(−∇fi(x)

1

)
, i ∈ J(x, z),

(−∇fi(x)
0

)
, i ∈ I(x, z) ∪ E

}

are linearly independent, where J(x, z) = {i ∈ J |z − fi(x) ≤ 0} ∪
J1(x, z), I(x, z) = {i ∈ J | − fi(x) ≤ 0} ∪ I1(x, z).
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Lemma 2.1. Under the assumption H 2.1, we have

(i) AT
k Pk = GkBk, AT

k BT
k = E − Gk(AT

k Ak + Gk)−1.
(ii) (AT

k Ak + Gk) is a symmetric and positive definite matrix, and if

xk → x∗, Ak → A∗, Gk → G∗, k → ∞,

then (AT
∗ A∗ + G∗) symmetric and positive definite.

(iii) (λ
k − gk)TGk = 01×m.

Proof. The proof of this lemma (i), (ii) is similar to that of Theorem (1.1.9)
in [6].

(iii) According to the definition of λ
k

and gk, it is easy to see

(λ
k − gk)i = λk

i − gki ≥ 0, i ∈ J1(xk, zk) ∪ I1(xk, zk) ∪ E.

Correspondingly, the ith element of diagonal matrix Gk equal zero, i.e. (Gk)ii =
0. While, for i ∈ (J ∪ I) \ (J1(xk, zk) ∪ I1(xk, zk)), we have (λ

k − gk)i = 0.
Thereby,

(λ
k − gk)TGk = 0.

The claim holds.

Lemma 2.2. (i) eT0 Pke0 ≥ ||Pke0||2;
(ii) −AT

k dk0 = Gkv
k
0 + hk.

Proof. (i) From (10), it is clear that e0 = Pke0 + Ak(AT
k Ak + Gk)−1AT

k . Com-
bining with Lemma2.1, we get

eT0 Pke0 = eT0 PkPke0 + eT0 PkAk(AT
k Ak + Gk)−1AT

k e0

= ||Pke0||2 + eT0 (AT
k Pk)T (AT

k Ak + Gk)−1AT
k e0

= ||Pke0||2 + eT0 (GkB
T
k )T (AT

k Ak + Gk)−1AT
k e0

= ||Pke0||2 + (AT
k e0)T

(
(AT

k Ak + Gk)−1Gk(AT
k Ak + Gk)−1

)
(AT

k e0)

≥ ||Pke0||2

(ii) In view of the Lemma 2.1, we obtain from (11) that

−AT
k dk0 = AT

k (Pke0 + BT
k hk)

= AT
k Pke0 + AT

k BT
k hk

= GkBke0 + (E − Gk(AT
k Ak + Gk)−1)hk

= Gkv
k
0 + hk
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Lemma 2.3. ∇FT
k ρk0 ≤ −||Pke0||2 − hkT (AT

k Ak + Gk)−1hk ≤ 0.

Proof. According to the definition of F (xk, zk, λ
k), it is easy to verify that

∇F k = ∇F (xk, zk, λ
k) =

⎛
⎝

(
e0 − Ak(λ

k − gk)
)
(n+1)×1(−h(xk, zk, λ

k)
)
m×1

⎞
⎠

From (11), (12) and (13), we have

∇F kT ρk0 = − eT0 Pke0 − (λ
k − gk)TAT

k dk0 − (Bke0)Thk

− hkT (−Bke0 + (AT
k Ak + Gk)−1hk + (λ

k − gk))

It follows from Lemma 2.2(ii) that

∇F kT ρk0 = − eT0 Pke0 + (λ
k − gk)T (Gkv

k
0 + hk)

− (Bke0)Thk − hkT (−Bke0 + (AT
k Ak + Gk)−1hk + hkT (λ

k − gk))

Then, Combining with Lemma2.1(iii) and Lemma 2.2(i), we deduce that

∇F kT ρk0 = −||Pke0||2 − hkT (AT
k Ak + Gk)−1hk ≤ 0 (16)

Lemma 2.4. If xk is not K − T point of (1), then ∇FT
k ρk < 0.

Proof. From (13) and (14), we have

ρk = ρk0 +
(

BT
k sk0

(AT
k Ak + Gk)−1sk0

)

So

∇F kT ρk = ∇F kT ρk0 + (e0 − Ak(λ
k − gk))TBT

k sk0 + (−hk)T (AT
k Ak + Gk)−1sk0

= ∇F kT ρk0 + (Bke0)T − (λ
k − gk)TAT

k BT
k sk0 − hkT (AT

k Ak + Gk)−1sk0

In view of Lemma 2.1 (i)(iii), we, from (12) and (13), have

∇F kT ρk = ∇F kT ρk0 + vkT
0 sk0 − (λ

k − gk)T (E − Gk(AT
k Ak + Gk)−1)sk0

= ∇F kT ρk0 + vkT
0 sk0 − (λ

k − gk)T sk0 + (λ
k − gk)TGk(AT

k Ak + Gk)−1sk0

= ∇F kT ρk0 − sT0 sk0 < 0.

Theorem 2.1. If ρk0 = 0, then xk is a K − T point of (1).

Proof. From ρk0 = 0, we have ∇F kT ρk0 = 0. Combining with (16), it follows that

Pke0 = 0, hkT (AT
k Ak + Gk)−1hk = 0. (17)

and thereby,
hk = 0. (18)
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Obviously, for i ∈ {i|i = 1, 2, · · · ,m, fi(xk) = zk} ∪ {i|i = m +
1, · · · , l, fi(xk) = 0}, we have λk

i = 0. If gi(xk, zk) > λk
i , then λk

i =
0, gi(xk, zk) > 0.

It is easy to verify that

gi(xk, zk) = 0, λk
i gi(x

k, zk) = 0, i ∈ E. (19)

gi(xk, zk) ≥ 0, λk
i ≥ 0, λk

i gi(x
k, zk) = 0, i ∈ J ∪ I. (20)

In addition, It follows from ρk0 = 0 that

sk0 = 0, − vk
0 + λ

k
+ gk = 0. (21)

Again, from (18), (19), (20) and (21), we see

vk
0 = λ

k
= λk. (22)

What’s more, from (17), (18) and (22), we get e0 − Akv
k
0 = 0, i.e.

(
0n×1

1

)
−

∑
i∈J

λk
i

(−∇fi(xk)
1

)
−

∑
i∈I∪E

λk
i

(−∇fi(xk)
0

)
= 0, (23)

which, combining with (19) and (20), implies xk is a K − T point of problem
(1).

In order to present the global convergence of Algorithm, the following con-
dition is necessary.

H 2.2. The set {(x, z, λ)|F (x, z, λ) ≤ F (x0, z0, λ
0)} is bounded.

According to assumption 2.2, there exists subset K ⊂ {1, 2, · · · }, such that
xk → x∗, zk → z∗, λk → λ∗, ∀k ∈ K. Denote

g∗
i = gi(x∗, z∗) =

⎧⎨
⎩

z∗ − fi(x∗), z∗ − fi(x∗) > λ∗
i and z∗ − fi(x∗) > 0, i ∈ J ;

−fi(x∗), −fi(x∗) > λ∗
i and − fi(x∗) > 0, i ∈ I ∪ E;

0, otherwise.
G∗ = G(x∗, z∗) = diag(gi(x∗, z∗), i ∈ J ∪ I ∪ E), B∗ = (AT

∗ A∗ + G∗)−1A∗.
P∗ = En+1 − A∗B∗, d∗

0 = −P∗e0 − B∗h∗, v∗
0 = B∗e0 − (AT

∗ A∗ + G∗)−1h∗.
d∗ = d∗

0 + B∗s∗
0, v∗ = v∗

0 − (AT
∗ A∗ + G∗)−1s∗

0, s∗
0 = −v∗

0 + λ
∗

+ g∗.

Obviously, there exists K1 ⊂ K, such that

ρk0 → ρ∗
0, ρk → ρ∗, ∀k ∈ K1.

Theorem 2.2. The algorithm either stops at K − T point xk of (1) in finite
iteration, or generates an infinite sequence {xk} whose all accumulation points
are K − T points of (1).
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Proof. The first statement is obvious, the only stopping point being in step
2. Now, we suppose that an infinite sequence {xk} of points is generated by
Algorithm. By contradiction, the accumulation point x∗ of {xk} is not a K − T
point of (1). Similar to Lemma 2.4, we get ∇F ∗T ρ∗ < 0. Combining with the
continuity of ∇F , for k large enough, there exists α1 > 0 and constant a > 0,
such that

∇F ((xk, zk, λ
k) + αρk)T ρk ≤ −a < 0. (24)

where α ∈ [0, α1]. Taking into account (15) and Lemma 2.4, for k large enough,
there exists α2 > 0, such that

F (xk+1, zk+1, λ
k+1) ≤ F ((xk, zk, λ

k) + αρk) (25)

where α ∈ [0, α2].

Let α = min{α1, α2}. Again, by (24) and (25), one gets

F (xk+1, zk+1, λ
k+1) ≤ F ((xk, zk, λ

k) + αρk)

= F (xk, zk, λ
k) + α∇F ((xk, zk, λ

k) + θαρk)T ρk,

where parameter 0 < θ < 1. Further, for some constant k0 and k large enough,
we have

F (xk, zk, λ
k) ≤ F (xk−1, zk−1, λ

k−1) − αa

. . . ≤ F (xk0 , zk0 , λ
k0) − (k − k0)αa → −∞, k → ∞.

This is a contradiction, which shows that x∗ is not a K − T point of (1).

3 Numerical Experiments

In this section, we carry out numerical experiments based on the algorithm. The
results show that the algorithm is effective.

During the numerical experiments, β = 0.5, t = 0.2.

Table 1. Numerical results for examples from Ref. [10]

No. n m l −m r − l NG FV EPS

HS007 2 2 0 1 39 −5.87539 0.10E − 5

HS063 3 3 1 2 64 −3.93448 0.10E − 5

S378 10 8 0 3 157 2.3339E + 3 0.10E − 3

This algorithm has been tested on some problems from Ref. [10]. The results
are summarized in Table 1. For each test problem, No. is the number of the test
problem in [10], n the number of variables, m the number of object functions, l−
m the number of inequality constraints, r− l the number of equality constraints,
NIT the number of iterations, FV the final value of the objective function, and
EPS the stopping criterion threshold ε. Execution is terminated if the norm of
ρk0 is less than a constant ε > 0.
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Abstract. Permutation-based combinatorial optimization problems
have very wide application. Aim of the study is to design a real cod-
ing mechanism for evolutionary computing to solve permutation-based
COPs. A real adjacency matrix-coded differential evolutionary algorithm
(RAMDE) is proposed to solve traveling salesman problem (TSP): a
classic COP. Considering TSP structure, a swarm of real adjacency
matrices is adopted to represent individuals within population and arith-
metical operators of DE execute in form of real matrices. Experimental
results show that the proposed real adjacency matrix-coding mechanism
is promising to extend DE for COPs.

Keywords: Real adjacency matrix-coding mechanism · Permutation-
based combinatorial optimization problem (COP) · Differential evolution
(DE) algorithm · Arithmetical operators · Traveling salesman problem
(TSP)

1 Introduction

Permutation-based COPs appear in various domains [1]. Evolutionary algo-
rithms (EAs) have been verified as effective alternatives for COPs [1–4]. Aim
of the study is to design a real coding mechanism for COPs by evolutionary
computation. Differential evolution (DE) is arguably one of the most powerful
stochastic real-parameter optimization algorithms [5]. In order to apply DE for
COPs with its powerful searching behavior in continuous space, a real adjacency
matrix-coding mechanism is employed for TSP, which is NP-hard and widely
applied [6]. Adopting a swarm of real adjacency matrices as data representa-
tion, structure of TSP can be described thoughtfully, so that satisfactory global
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 135–140, 2016.
DOI: 10.1007/978-981-10-3614-9 18
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optimum could be found faster. Besides arithmetical operators of DE can be
directly executed in form of real matrices, which makes the searching features
in continuous space preserving.

In experiments, RAMDE outperformed state-of-the-art EAs with different
data representation for TSP, such as ant colony system (ACS) [2] and set-based
comprehensive learning particle swarm optimization(S-CLPSO) [3]. It illustrates
that real matrix-coding mechanism imposed on DE is promising for COPs.

2 Real Adjacency Matrix-Coding Mechanism

2.1 TSP Prototype

TSP can be defined on a complete undirected graph G = (V,E,D) if it’s
symmetric. Besides TSP can be defined on a complete directed graph if it’s
asymmetric [6]. The goal of TSP is to seek a Hamiltonian circuit T with the
least costs. Vertex-set V = {1, 2, . . . , n}, arc-set E = {<i, j>|i, j ∈ V } and
cost-set D = {dij |dij ≥ 0; i, j ∈ V } correspond to cities, paths between city
i and city j and Euclidean distances of paths, respectively. Let S = {x =
(v1, v2, . . . , vn)|(v1, v2, . . . , vn) is a permutaion of V } be the solution space of
TSP. The cost of circuit is total length of arcs at solution x, so the value of
objective function is the length of x.

f(x) =
n∑

i=2

dvi−1vi
+ dvnv1 (1)

2.2 Coding Mechanism for TSP

Considering entire association among vertices, individuals in population are rep-
resented as a swarm of real adjacency matrices.

Wk = (wij)n×n k = 1, 2, . . . , NP (2)

where n is number of vertices, wij represents the association weight between
vertex vi and vertex vj or the decision weight of arc <i, j>, and NP is population
size.

To map numeric search space into discrete solution space, decoding scheme
is designed based on nearest neighbor heuristic for TSP. For choosing starting
vertex vs pseudo-random-proportional rule is employed according to standard
deviation of association weights between the vertex j(j = 1, 2, . . . , n) and other
vertices, denoted as std(j). The value of std(j) measures the difference of asso-
ciation weights between the vertex j and other vertices. The rule is applied as
follows.

S =
{
argmaxj∈Jstd(j), if q ≤ q0
R otherwise (3)

where J is the set of vertices mutually exclusive chosen as starting vertices,q is
a random number uniformly distributed in [0,1], q0 is a parameter (0 ≤ q0 ≤ 1),
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and R is a random variable selected according to the probability distribution
given in Eq. (4).

pj =
{
std(j)/

∑
t∈Jstd(j), if t ∈ J

0 otherwise (4)

Equations (3) and (4) are called as pseudo-random-proportional rule for sam-
pling vertices as starting points, which favors vertices with great different weight
between other vertices. Applied nearest neighbor heuristic, circuits are con-
structed correspondently to the chosen starting vertices. Here circuit T of mini-
mal length is defined as a permutation of vertices x = (v1, v2, . . . , vn) for solution
to TSP in Eq. (5) and fitness of individual matrix W is defined as corresponding
total length of x in Eq. (6).

x = arg min
t=1,2,...,n0

f(xt) (5)

fit(W ) = min
t=1,2,...,n0

f(x) (6)

3 A Real Adjacency Matrix-Coded DE for TSP

3.1 Population Initializing

Considering some hints from distance matrix, one individual is initialized as
reciprocal of distance matrix of the instance. To balance exploitation and explo-
ration, other individuals are initialized randomly.

Wk,ij =
{

1/dij if k = 1; i, j = 1, 2, . . . , N
lb + �rand × (ub − lb)� if k = 2, 3, . . . , NP.

(7)

Where lb and ub are reciprocals of the longest and shortest arcs in instance
respectively and rand is a random number uniformly distributed in [0,1].

3.2 Procedure of RAMDE

After encoding and initialization, iterations will be started. In iterations, DE
operators are carried out in form of real matrices. If the best-so-far individual
of the whole population Wbest is replaced after iteration, a local search 3-opt [2]
takes place for improvement. Algorithm 1 captures the framework of RAMDE
(Fig. 1).

4 Experimental Studies

A series of experiments were implemented using TSP instances from TSPLIB
[7]. Parameters are set as follows:maxFEs is set as (500 × vertex − number)
[4,5]; q0 = 0.9 [3,4]; F = 0.9 [2], CR = 0.9 [5]; NP = 5 and SR = 20% according
to experiments.



138 H. Wei et al.

Algorithm 1. Procedure of RAMDE for TSP

Input :

NP : population size. maxFEs : max evaluation fitness times.n0 : number of samp−
ling circuits.q0 : a parameter (0 <

= q0 <
= 1) of pseudo − random − proportional rule.

Output : best solution x ∗ and its objective value.
1 Initialize population using Eq. (7) , fe = 0 and Wbest = W1

2 for k ← 1 to NP do
3 if fit(wk,G) < fit(wbest)then
4 Wbest = Wk, G;
5 end
6 end
7 fe = fe+NP ;
8 while fe < maxFEs do
9 for k ← 1 to NP do
10 Mutation : Generate donor matrix W”

k via DE/best/2
w”

k = wbest + F (wr1 − wr2 ) + F (wr3 − wr4 )(8)
11 Crossover : Generate trial matrix W”

k for the target matrix Wk

through binomial crossover in the following way :

W ”
k,ij =

{
Wk,ij , if rand ≤ CR (9)
Wk,ij , otherwise

12 Selection : Generate individual of next generation by greedy rule :

Wk,G+1 =

{
W ”

k,G, if fit(W ”
k,G) ≤ fit(Wk,G) (10)

Wk,G, otherwise
13 if fit(Wk,G+1) ≤ fit(Wbest) then
14 Wbest = Wk, G+1;
15 end
16 end
17 If Wbest, is changed, the solution is brought to a local minimum
using a tour improvement3 − opt.
18 fe = fe+NP ;
19 end
20 return the fitness of individual Wbest and its correspondent solution x∗

4.1 Comparisons with Other EAs Using Different Data
Representation

Furthermore, comparisons with other well-known EAs using different data repre-
sentation approaches were carried out, such as ACS [2] and S-CLPSO [4]. 3-opt
local search operators were imposed on the best-so-far individual in each itera-
tion. The experimental results of large-mid scale instances were listed in Table 1.
The proposed RAMDE outperformed ACS significantly and overtook S-CLPSO
as well.

4.2 Analysis of the Convergent Characteristics of RAMDE

To demonstrate convergent characteristics of RAMDE, average FEs utilization
of 12 instances were displayed in Table 2. Much fewer evaluation times were
needed, which accounted for 0.13% to 22.58% of maxFEs. Computing complexity
as O(n2) in decoding scheme would be made up largely. As fl1400 instance, a



A Real Adjacency Matrix-Coded Differential Evolution Algorithm 139

Table 1. Comparing RAMDE with other EAs for TSP (over 50 runs)

Instance Best known Algorithm Best Average Error

lin318 42029 RAMDE 42513 42513 1.15%

ACS 48739 50690.38 20.61%

S-CLPSO 42719 43518.4 3.54%

pcb442 50778 RAMDE 51396 51532.9 1.49%

ACS 61879 66013.6 30.00%

S-CLPSO 51577.7 1.57%

d493 35002 RAMDE 35642 35717.8 2.05%

ACS 39050 40271.4 15.05%

S-CLPSO 37028.83 5.79%

d657 48912 RAMDE 49953 50304.2 2.85%

ACS 58405 59851.86 22.37%

S-CLPSO 51799.53 5.90%

u724 41910 RAMDE 42885 43025.4 2.66%

ACS 58405 59704.8 42.46%

S-CLPSO 43373.3 3.49%

fl1400 20127 RAMDE 20455 20455 1.63%

ACS 29376 30468 51.38%

S-CLPSO 22141 22025.2 9.43%

Note: Error= 100% * (average-best known)/best known

Table 2. FEs utilization of RAMDE

Instance maxFEs Average
FEs

FEs
utilization

Instance maxFEs Average
FEs

FEs
utilization

eil51 25500 283.9 1.11% lin318 159000 5022 3.16%

berlin52 26000 60 0.23% pcb442 221000 5320.6 2.41%

st70 35000 412.8 1.18% d493 246500 55662.3 22.58%

kroA100 50000 751.8 1.50% d657 328500 72859.58 22.18%

lin105 52500 9343.5 17.80% u724 362000 65007 17.96%

pr152 76000 2142 2.82% fl1400 700000 880 0.13%

desired optimum could be found within 0.13% of maxFEs by RAMDE, while
not by ACS or S CLPSO.

5 Conclusion

In this paper, a real adjacency matrix-coding is proposed to extend DE for
permutation-based COPs like TSP. Adopting a swarm of real adjacency matri-
ces as data representation, structure of TSP can be described more thought-
fully, so that global optimum would be found within much less evaluation
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times. Moreover, arithmetical operators of DE can stay the same in form of
real matrices. Hence searching features of DE in continuous space would be
preserved to a large extent. By comparing performance of RAMDE, ACS and
S-CLPSO for TSP, superior behavior of the real matrix-coding mechanism is
clearly demonstrated, both on effect and efficiency. In future, its necessary to
introduce some techniques such as machine learning to guide searching direction
for faster optimization [8–11].
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Abstract. This paper presents a hybrid nature inspired metaheuristic
algorithms, which derive from Invasive Weed Optimization (IWO) and
Cuckoo Search (CS). Based on the novel and distinct qualifications of
IWO and CS, we introduce a hybrid IWO algorithm and try to com-
bine their excellent features in this extended algorithm. The efficiency of
this algorithm both in the case of speed of convergence and optimality
of the results are compared with IWO algorithm through a number of
common multi-dimensional benchmark functions. Finally, experimental
results show that the proposed approach can be successfully employed
as a fast and global optimization method for a variety of theoretical or
practical purposes.

Keywords: Particle swarm optimization · Cuckoo search · Lévy flight ·
Hybrid multi-objective optimization algorithm

1 Introduction

Optimization theory plays an important role in the field of science and engineer-
ing. Most of the applications of engineering like engineering design and commu-
nication engineering depend on optimization techniques that must be solved effi-
ciently and effectively. Various optimization techniques are developed to handle
real world problems. In the recent past, a wide range of practical problems have
been solved by using metaheuristics approach as it produces the most suitable
optimal solution with a reasonable computation [1]. Most of these algorithms are
nature inspired [2], some of which have been proposed for optimization problems,
such as Genetic Algorithm (GA) [3], Harmony Search (HS) [4], Ant Colony Opti-
mization (ACO) [5], Imperialist Competitive Algorithm (ICA) [6] Artificial Bee
Colony (ABC) [7] and Ant Lion Optimization [8].

In this article, a hybrid IWO algorithm based on Lévy flight of CS (HIWOLF)
is proposed. This algorithm is merged the idea of intelligent swarming, social
cooperation, competition, and reproduction in an optimization meta-algorithm.
Invasive Weed Optimization is a novel ecologically inspired algorithm that mim-
ics the process of weeds colonization and distribution. Despite its recent devel-
opment, it has shown successful results in a number of practical applications
like optimization and tuning of a robust controller [9], optimal positioning of
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 141–150, 2016.
DOI: 10.1007/978-981-10-3614-9 19
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piezoelectric actuators [10], developing a recommender system [11], antenna
configuration [12], analysis of electricity markets dynamics [13], machine learn-
ing [14], Biomedical Engineering [15–17], etc. Cuckoo search (CS) is inspired
from the obligate brood parasitim of some cuckoo species in combination with
the Lévy flight of some birds and fruit flies [15] and has been used in a large
number of application like Economic dispatch (ED) system [18], virtualization
technology [19], thermodynamic cycles [20], etc.

The rest of this article is organized as follows. Section 2 gives brief details of
the standard IWO and Lévy flight of CS. Section 3 describes detailed explanation
of HIWOLF algorithm. Section 4 presents some benchmark functions, and com-
pares the results with IWO approach in the literatures. Finally, Sect. 5 discusses
the conclusion and proposals for future work.

2 Preliminary Study

In this section, we provide the reader some details of the two algorithms, IWO
and CS algorithms. Our aim is to fully prepare for below.

2.1 Invasive Weed Optimization

IWO is a novel population based numerical stochastic, derivative free optimiza-
tion algorithm inspired from the biological growth of weed plants. It was first
developed and designed by Mehrabian and Lucas in 2006 [9]. This technique
is based on the colonizing behavior of weed plants. The IWO algorithm simply
simulated natural behavior of weeds in colonizing and finding suitable place for
growth and reproduction. The steps of the IWO algorithm are mentioned below:

Step 1: (Initialization) A certain number of weeds are randomly spread over
in a small region of the search space. This initial population of each generation
will be termed as X = x1, x2, · · · , xm.

Step 2: (Reproduction) Each weed produces a number of seeds depending
on altering linearly from Nmin to Nmax, because highest ranked weed produces
maximum number of seeds. The number of seeds can be computed using the
Eq. (1) below,

Nseeds =
Fi − Fworst

Fbest − Fworst
(Nmax − Nmin) + Nmin (1)

where Fi is the fitness of ith weed. Fworst and Fbest denote the worst and best
fitness value in weed population.

Step 3: (Spatial Distribution) The produced seeds are spread across the neigh-
borhood of the parent weed, and are added to the weed population. The varying
standard deviation of iteration is described by Eq. (2),

Nseeds = (
itermax − iter

itermax
)n(σ0 − σf ) + σf (2)
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where itermax and iter are the maximum number of iteration cycles assigned by
the user and current iteration number, respectively. The σ0 and σf are the pre-
defined initial and final standard deviations, and n is the nonlinear modulation
index.

Step 4: (Competitive Exclusion) When the maximum number of weeds in
a colony is reached, each weed is allowed to produce seeds according to the
mechanism mentioned in the Step 2. The produced seeds are then allowed to
spread over the search area according to the Step 3. To begin with, when all
seeds have found their position in the search area, they are ranked together
with their parents. Next, weeds with worst fitness are eliminated to reach the
maximum allowable population size Pmax in a colony. The population control
mechanism is also applied to their offspring until the stopping criterion is met,
realizing competitive exclusion.

2.2 Invasive Weed Optimization

CS is one of the latest nature-inspired metaheuristic algorithms. This algorithm
is not only because of the brood parasitic behavior of some cuckoo species, but
also because of Lévy flights behavior of some birds [21], rather than simple
isotropic random walks. Subsequent investigations have demonstrated that CS
is a simple yet very promising population-based stochastic search technique by
using Lévy flights random walk. Various studies have shown that fruit flies or
Drosophila melanogaster explore their landscape using a series of straight flight
path punctuated by a sudden 90 turn, leading to a Lévy-flight-style pattern.
Such behavior has been applied to optimal search, and preliminary results show
its promising capability [22]. Figure 1 shows an example of the Lévy flights path.

Fig. 1. Example of the Lévy flights path.

For simplicity in describing the CS, we introduce in three idealized rules: (1)
Each cuckoo lays a egg at a time, and dumps it in a randomly chosen nest. (2)
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The best nest with high quality of eggs (solutions) will be carried over to the
next generation. (3) The number of available host nests is fixed, and a host can
discover an alien egg with a probability Pa ∈ [0, 1]. In this case, the host bird
can either get rid of the egg, or simple abandon the nest and build a new nest.

For minimization problem, the fitness value of a solution can be proportional
to the value of its objective function. Other forms of fitness can be defined in
a similar way in other evolutionary algorithm. The goal is to use the new and
potentially better solutions (cuckoos) to replace worse solutions in the nests.
When generating new solutions xt+1 for cuckoo i, a Lévy flight is performed
using the following Eq. (3):

xt+1 = xt + α ⊕ Levy(λ) (3)

where α > 0 is the step size which is related to the scales of the problem of
interests. The product ⊕ means entry-wise multiplication. The above equation
is essentially the stochastic equation for random walk. In general, a random
walk is a Markov chain whose next status location only depends on the current
location (the first term in the above Eq. (3)) and the transition probability (the
second term).

The Lévy flight essentially provides a random walk, while the random step
length is drawn from a Lévy distribution using the following Eq. (4). The distri-
bution has an infinite variance with an infinite mean.

Levy(λ) ∼ u = t−λ (4)

Studies show that Lévy flights can maximize efficiency of resource searches
in uncertain environments [23]. Here the consecutive jumps/steps of a cuckoo
essentially form a random walk process which obeys a power-law step-length
distribution with a heavy tail.

3 Hybrid IWO Algorithm Based on Lévy Flights

From the previous section it can be concluded that IWO and CS have two dif-
ferent approaches for optimization. The IWO algorithm offers good exploration
and diversity, while CS has a very good global search ability of the Lévy flight.

To improve the performance of IWO, the Lévy flight of CS is introduced in
the update process of IWO to improve search ability. IWO algorithm first uses
Lévy flights to update population in the search space to improve the ability of
searching optimization.

A flowchart of the proposed algorithm is shown in Fig. 2. Algorithm procedure
is defined as follows.

Step 1 : Generate random population of N0 solution;
Step 2 : For iter=1 to the maximum number of generation;

Step 2.1 : Calculate fitness of each initialize individual;
Step 2.2 : Produce seeds according to Eq. (1);
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Fig. 2. Flowchart of HIWOLF algorithm.

Step 2.3 : Randomly distribute generated seeds over search area according
to Eq. (2);
Step 2.4 : For each individual w ∈ W ;

Step 2.4.1 : Randomly distribute the offspring around the parent indi-
vidual w;
Step 2.4.2 : Add the offspring to the parent solution set W ;

Step 2.5 If (|W | = N) > Mmax;
Step 2.5.1 : Sort their fitness in the population W ;
Step 2.5.2 : Truncate population of weeds with worse fitness until
N = Mmax;

Step 2.6 Update the population according to Eqs. (3), (4) in CS algorithm;
Step 3 : Next iter;

4 Simulation Studies

In this section, several simulation studies are carried out to demonstrate mer-
its of the proposed optimization algorithm. In the first step, the capability of
the HIWOLF algorithm is demonstrated though three benchmark functions,
“Sphere”, “Griewank” and “Rastrigin”.
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As the second step, the HIWOLF algorithm is applied for finding optimal
solution of the three high dimension continuous functions with the dimension of
d = 30Z. The results are compared to a standard IWO to display the perfor-
mance of the proposed algorithm.

4.1 Test Functions

Three studies are conducted to demonstrate ability of the HIWOLF algorithm
in locating global minima of continues functions. Employed benchmark exam-
ples are “Sphere”, “Griewank” and “Rastrigin” functions [9], which have some
properties reported in Table 1.

Table 1. Optimization test functions

Problem Objective functions Sketch in 3D

sphere f(x) =
∑n

i=1 xi
2 convex

griewank f(x) = 1
4000

∗ (
∑n

i=1 xi
2) −∏ cos( xi√

i
) + 1 convex

rastrigin f(x) = (
∑n

i=1 xi
2 − 10 cos(2Π ∗ xi) + 10) convex

4.2 Test Functions

For the purpose of comparison between the HIWOLF and IWO algorithms, all
the experiments are based on the same basic parameter settings, in which they
are shown in Table 2. To facilitate the experimentation, we use the Matlab 7.0
to product simulation.

Table 2. The HIWOLF parameters values

Parameters value

Number of initial population N0 30

Number of maximum population Nmax 50

Maximum number of iterations itermax 2000

Problem dimension dim 30

Maximum number of seeds smax 5

Minimum number of seeds smin 2

Nunlinear modulation index n 3

Initial value of standard deviation σinitial 10

Final value of standard deviation σfinal 0.001

Initial search area xini [−100, 100]

Search Space Upper Bound Ub 100

Search Space Lower Bound Lb −100
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In this study, each experiment has been repeated 50 times, and the global
best fitness of the 50 runs has been reported. For comparing the two algorithms,
the change trends of the three test functions are shown in Figs. 3, 4 and 5.

Fig. 3. The best solution of every generation with the two algorithms on Sphere.

Fig. 4. The best solution of every generation with the two algorithms on Griewank.

Fig. 5. The best solution of every generation with the two algorithms on Rastrigin.
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For the three functions, Sphere function is a continuous, strongly convex func-
tion. Finding minima of the Griewank function is a challenging problem, which
is the main reason for being a favorite benchmark for optimization algorithms. In
order to demonstrate abilities of the proposed algorithm in minimization of dif-
ferent functions, another challenging optimization problem that is minimization
of Rastrigin function is addressed in this part. The fitness values for the three
functions have just one global minimum, which occurs at the point [0, 0] in the
x-y plane, where the values of these functions are zero. However, Griewank and
Rastrigin functions have numerous local minima. Experiments from the Charts
(a) and (b) of each function in Figs. 3, 4 and 5 are shown that the IWO algorithm
can batter optimize its global search capability when combined with Lévy flight
of CS algorithm. This proposed HIWOLF algorithm is capable of preventing
local optimization premature and speeding up searching ability. Adding Lévy
flight to the IWO algorithm, we are able to get a low computational cost while
obtaining competitive result on well-known benchmark simulation studies. We
can easily conclude that Lévy flight of CS algorithm can effectively deal with
local optimum.

By analyzing the above results, we can preliminarily conclude that the hybrid
optimization algorithm can obtain better results than commonly IWO algorithm,
and also provides better convergence.

5 Conclusion

In this paper, a hybrid IWO algorithm based on Lévy flights is a numerical sto-
chastic optimization algorithm which includes some intelligent natural behav-
iors of biological systems like swarming collaborative communication, coloniza-
tion, and competition. The performance of the proposed algorithm is evaluated
by comparing it with standard evolutionary algorithm through a set of multi-
dimensional benchmark functions (“Sphere”, “Griewank”, and “Rastrigin”). The
simulations indicate that the proposed algorithm has outstanding performance
in speed of convergence and precision of the solution for global optimization.
Furthermore, based on fast convergence of switching between exploration and
exploitation, it is suggested to use this algorithm for machine learning, chaos
theory [25–31] and other applications that need real-time processing of the
information.
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Abstract. Computation intelligence is becoming an essential technol-
ogy during the development of human society. There are many fam-
ily members in computation intelligence. Many researchers have already
studied the mathematical inherent rules of these biology-inspired algo-
rithms to found methods to improve the capacity of the algorithms. In
the family of computation intelligence, differential evolution (DE) algo-
rithm shows performance optimization ability. In order to explore the
reason why DE could have stable and robust quality. We analyzed the
parallelism of the evolutionary process in the iterative process of DE
algorithm based on graph theory. By the knowledge of graph theory, it
will directly exhibit the essential reason of differential evolution in the
algorithm. The research will reveal that the superior DE algorithm have
more extent parallelism ability than the elementary algorithm.

Keywords: Computation intelligence · Differential evolution · Parallel
characteristic · Population · Graph theory

1 Introduction

After the industrial revolution, great changes have been taken place in people’s
life. Today, how to solve the problem faster and more effectively is the most
important target that everybody pursued to. In order to get this target, many
researches mimicked from nature then provided biology-inspired methods [1].
Biology-inspired methods are based on nature evolution and biological activi-
ties which contained evolutionary algorithms (EAs) [2], ant colony optimization
(ACO) [3], particle swarm optimization (PSO) [4], differential evolution (DE) [5],
etc. These novel random heuristic approaches had made great contribution to
solve optimization problems. In this way, biology-inspired algorithms are widely
used in industry or in people’s daily life. Especially, DE has played an important
role in many combinatorial optimization [6] problems.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 151–162, 2016.
DOI: 10.1007/978-981-10-3614-9 20
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With the biology-inspired methods widely used in combinatorial optimization
problems, many researchers have explore the inherent rule of mathematic to these
modern heuristic algorithms. They wonder if there will be a feature that will play
an important part in the algorithm. If the researcher can find the inherent rule,
it will greatly improve the performance of the algorithm. He and Yao [7] and his
colleagues focused on the filed of the first hitting time of population to analysis
the algorithm. Huang et al. [8] research the Runtime analysis based on average
gain model further analysis the EA algorithm. Stutzle and Dorigo [9] proofed
a short convergence of ACO algorithm, etc. Many researchers have made great
contributions to the theory analysis of stochastic search algorithms, they help
us stand on the shoulders of giants.

The differential evolution(DE) algorithm is one of the most simple and pow-
erful stochastic optimizers in the current research field. DE algorithm has already
successful used to various practical applications, such as image processing [10],
machine learning [11], pattern recognition [12] and so on. Because the DE algo-
rithm has superior optimize performance, more scholars focused on the DE algo-
rithm from domestic to oversea. In decade years, the DE family of algorithms
have been frequently developed more mature, some optimum DE algorithms
had been researched out and applied, such as SaDE [13], EPSDE [14], MDE-
pBX [15] and so on. Many experiments proved that the new DE algorithm is
more outperformance than the classical DE algorithm.

There are many theory analyses of mathematic in the computation intelli-
gence algorithm. The modern heuristic algorithms have already show the per-
formance effect and continuous improvement until today. In this paper, we will
focus on the parallelism inside the algorithm to discover the reason why the DE
algorithm shows a great performance and the evolution of the DE algorithm
made DE algorithm more effective. Like large railway station has more abil-
ity to transport passengers, the bigger the railway station is the more parallel
characteristic the station will have. There will be more railways in the lager sta-
tion. According to this phenomenon of human society we will analogy to the DE
algorithm to explore why DE algorithm have powerful search capabilities. Some
scholars have already research the parallel DE algorithm, such as Guo [16] and
his colleagues focused parallel chaos differential evolution, Weber [17] and his
partner research population structure of parallel global optimization, Wang [18]
and his colleagues research parallel cooperative coevolutionary DE algorithm.
These researchers from the external point of view to reveal the feature of the
DE algorithm, they explore the advantage of the DE algorithm and make the
algorithm get performance effect to the optimal value function. It is necessary
to research more inherent characteristics to grasp the basic context of the DE
algorithm.

In recent years, graph theory has showed its powerful ability of an impor-
tant mathematical tool in widely field of subjects. It applied to the range from
operational research and chemistry to genetics and linguistics [18]. And it also
be used from geography to sociology and architecture. Particularly, graph the-
ory play an important role in the field of electrical engineering [19]. Toady,
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graph theory has also emerged as a estimable mathematical discipline in its own
right. Graph theory is an important tool that could connect computation intelli-
gence with sociology which could help us to find effective internal information in
the DE algorithm. In the evolutionary process of DE algorithm, to explore the
diversity of population in the DE algorithm to make it more robust. With the
discipline of graph theory, we can directly comprehended the course of evolution
in DE algorithm. From the comparison between basic DE algorithm and senior
DE algorithm we can get the main point is the parallelism that inside the DE
algorithm.

The remainder of this paper is organized as follows. Section 2 provides
the classical differential evolution algorithm to explain operating mechanism.
Section 3 analysis parallelism of DE algorithm and will give the definition of
vertexes and edges which are the basic element in the graph theory. Section 4 is
the experiment and result of built a graph in DE algorithm and the result that
could explore in the graph. Finally, Sect. 5 is the conclusion of the paper.

2 Classical Differential Evolution Algorithm

DE is one of the most basic intelligent algorithms of swarm evolutionary, so it
will contain initialization and the cycle of stages of mutation, crossover, and
selection. Generally, set the optimization problem as fellow.

min f(x1, x2, · · · , xD). (1)

Among them, D is the dimension of the problem.

2.1 Initialization

NP presents the population size, D is the dimension of the problem. So according
to the formula (2) we can get the individual i.

xij = xmin
j + rand() · (xmax

j − xmin
j ). (2)

Among them, i = 1, 2, · · · , NP, j = 1, 2, · · · ,D, the function of rand() is the
random number which obey uniform distribution in the interval (0,1).

2.2 The Mutation Strategy

Every vector xi in the population is the target vector. The DE algorithm will
have a mutation strategy to generate a donor vector vi The common mutation
formulas are as fellow.
DE/rand/1 [20]:

vi = xri1
+ F · (xri2

− xri3
). (3)

DE/best/1 [21]:
vi = xbest + F · (xri1

− xri2
). (4)
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DE/current-to-best/1 [22]:

vi = xi + F · (xbest − xi) + F · (xri1
− xri2

). (5)

DE/best/2 [23]:

vi = xbest + F · (xri1
− xri2

) + F · (xri3
− xri4

). (6)

DE/rand/2 [24]:

vi = xri1
+ F · (xri2

− xri3
) + F · (xri4

− xri5
). (7)

Among them, ri1, r
i
2, r

i
3, r

i
4, r

i
5 ∈ {1, 2, · · · , NP} and ri1, r

i
2, r

i
3, r

i
4, r

i
5 are mutu-

ally exclusive integers randomly chosen from the range [1,Np], and all are differ-
ent from the index i. These indices are randomly generated a new one for each
donor vector. The scaling factor F is a positive control parameter for scaling the
difference vectors.

2.3 The Crossover Operation

The purpose of crossover operation is to generate new individuals. The donor
vector mixes its components with the target vector. And after this operation
form the trial vector ui = [ui1, ui2, · · · , uiD]. The DE algorithms usually use
two mainly kinds of crossover methods, exponential (or two-point modulo) and
binomial (or uniform). We use the binomial crossover in this scheme. Binomial
crossover is performed on each of the D variables whenever a randomly generated
number between 0 and 1. If the random number is less than or equal to the CR
value, we will do the crossover operation. The trial vector will be generated by
the formula as fellow.

uij =
{
vij , rand() ≤ CR|j = jrand
xij , otherwise

(8)

There is a uniformly distributed random number jrand generated in every
trial vector. In that way, it will ensure that ui gets at least one component from
vi for each vector in every generation.

2.4 The Selection Operation

Selection determines whether the target or the trial vector will survive to the
next generation. If the new trial vector ui yields an equal or lower value of the
objective function, it replaces the corresponding target vector xi in the next
generation; otherwise, the target is retained in the population. The selection
formula as fellow.

xi =
{
ui, f(ui) ≤ f(xi)
xi, otherwise

(9)

The basic process of the DE algorithm have been shown. We can find that the
initialization part of the DE algorithm, the crossover operation and the selection
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of DE algorithm, these three parts in the DE algorithm general resemblance. The
most difference of the DE family is the mutation strategy. It is the reason that
some basic DE algorithms have different degree of ability. Furthermore, it also
the point of view that we explore the parallel analysis in the DE algorithm.
In the follow section, we will analysis the parallelism in different DE algorithm
based on the method of graph theory.

3 Parallelism Analysis Based on Graph Theory

Compared with traditional algorithms in optimization problem. Biology-inspired
methods, such an effective consequences for complex optimization problems, that
traditional method will take long time to solve which people can not accept it.
Investigated the foundation of why biology-inspired method could faster and
more effectively, that is this evolutionary algorithm contained the characteristic
of parallel inside the algorithm. The parallel optimization strategy in evolution-
ary algorithm is the main advantage which made a broader search scope. This
important internal characteristics take effect of more accurate and effective infor-
mation transfer between the individual in the population. Therefore, it is very
necessary to explore the parallel features inside the algorithm, especially inside
the differential evolution. It will provide theory support to reveal the internal
and external performance of modern heuristic algorithms.

In order to described the parallel characteristic in DE directly. Parallelism in
the algorithm is to show the inner characteristic in the biology-inspired methods.
We will use graph theory to show the population structure in differential evolu-
tion which will discover the parallelism in differential evolution. Graph theory as
an part of mathematic and computer science to research mathematical structure
of graph. Because of the superiority that graph theory has. Such as the graph
theory could be able to depict the process of differential evolution algorithm;
The graph theory is a good supporter to express the parallel feature of differ-
ential evolutional algorithm; Finally, the graph theory has already reveal some
mathematic and computer science problem, at the same time it show the prin-
ciple and solution of the classical problem. All the above advantages illustrate
the graph theory can intuitive showed the parallelism of differential evolution.

3.1 Graph Theory Description of Differential Evolution

The foundation points of graph theory is contained by vertices and edges in
the graph. Some definitions and notations about the parallelism based on graph
theory for differential evolution that will be given.

A graph is a pair G = (V,E) of sets that satisfying E ⊆ V × V which con-
tained the individuals of population and the iterative process in the differential
evolution algorithm. The elements of V are the vertices of graph G that will rep-
resent the individual of the population in the differential evolution algorithms.
The elements of E are the edges of the graph which represent the relationship
of individual between the iteration.
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Definition 1. Let Vt = {vt,1, vt,2, · · · , vt,NP } (t = 1, 2, . . .) be the vertex set
which is the set of the solution in every iteration, every v represent one individual
of population in one iteration, t is the number of iteration, NP is the number of
individuals in the population. vi = {vi,1, vi,2, · · · , vi,D} (i = 1, 2, · · · , NP ) D is
the dimension to the optimization problem.

Before the definition of edge, we will stipulate a criterion to determine the
relationship between the two individuals. In this paper, we will use the value
of cosine similarity cos(va, vb) to represent the relationship between the two
individual. As the formulate (10) shown below. Due to the properties of the
cosine function, we know that if the value of the cosine similarity function is
larger, the relationship of two individuals is closer and vice versa.

cos(va, vb) =

D∑
j=1

vaj · vbj
√

D∑
j=1

v2aj ·
√

D∑
j=1

v2bj

(10)

Definition 2. Let Et(t = 1, 2, . . .) be the edge set of the individual relation-
ship graph, t is the number of iteration. If the cosine similarity value cos(va, vb)
between two individual in the adjacent iterations process is more than a thresh-
old, there will be a edge between the above two individuals. Besides that, if the
cosine similarity value cos(v′

a, v
′
b) between two individual in the adjacent itera-

tions process is less than a threshold, there will be no edge between the above
two individuals, that means the two individuals has no contact.

We had gave the essential definition of the graph which will present the
process of the individual in the population of differential evolution. The individ-
ual and the relationship between them have a method to demonstrate. In this
way, we can analysis the internal features in the algorithm which we can not
directly discover.

3.2 Parallel Characteristic Analysis for Differential Evolution

Differential evolution has shown powerful stochastic optimizers of current inter-
esting problem. Both the population structure and the ability of global optimiza-
tion [26] are all reflected the parallelism inside this biology-inspired methods [27].
On the basis of the previous research and the analysis in this paper. We try to
show the parallelism in the differential evolution by the graph theory with the
vertexes presented by individual in the population and the edges expressed by
the relation between two individuals in the evolutionary process. During the
evolutionary process we will found the characteristics of the algorithm. To find
if there has any process feature that could improve the searching capability of
the algorithm.

Like other stochastic optimizers, DE could easily paralleled because each
member of the population is evaluated individually [28]. In this paper, we try to
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use graph theory to show the parallelism inside the algorithm to discovered the
internal feature in the algorithm. A path is a sequence of edges. In every iteration
except the first iteration, there will be several edges that in the connection
between the individuals. The number of the edges and the connection of the
individual is to analysis to reveal the parallel feature. According to the definitions
have descript, we will give the pseudo code of generate edges in differential
evolution (Fig. 1).

Fig. 1. Algorithm 1 is the pseudo code of generate edges in differential evolution.

A path is a sequence of edges and it also show the characteristic of the
parallel in the relationship among the individuals. A path must have a starting
point which disconnect with any individuals in the previous iteration. A new
starting point means a new path generated. The number of paths will determine
the ability of the parallelism in the algorithm. The pseudo code below will show
the new starting point generated Fig. 2.
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Fig. 2. Algorithm 2 is the pseudo code of generate the starting point of the new path.

4 Experiment and Results

This section will present the experiments and the results. The experiments are
aimed to built a graph to explore in different DE algorithm. As the individuals
in every iteration be the vertexes in the graph, and the relation between the
individual in adjacent iterations be the edges that connected two individual.
According to the above rule we will set a graph about the evolutionary process
of DE algorithm. To discover the parallel features inside the algorithm. Gain an
effective solution that could instructed the more senior the algorithm has more
parallel features in the algorithm.

Referring to the literature [20–24], parameter settings of our experiments
are as follows. In this paper we will compare two DE algorithm. One is the
DE/rand/1, and the other one is DE/current-to-best/1/bin. In each algorithm
we will set the population size NP for the DE variants has been kept equal to
100, and the problem dimension D is 30. And we will set the cross rate of the DE
algorithm CR is 0.95, the scale factor F is 0.7. Each algorithm of function will run
25 times and gets the average results over multiple runs. In Above parameter set
we will run the program to get the graph of DE algorithm evolutionary process.

After every iteration, it will be calculate the value of cosine similarity of
each individual in adjacent. With the experiment of the diversity [25] that could
control the premature convergence in the algorithm. Premature convergence will
due to a decrease of diversity in search space that leads to ultimately fitness
stagnation of the evolutionary process. So the diversity is also a sign to show
the capacity of the algorithm. Therefore, as the result show in the experiment
threshold of cosine similarity we will set be 0.5 in which the algorithm will have
the best performance. The value of the cosine similarity will control the relation
of each individual that is why the value of cosine similarity will reflect the number
of the edge. If the threshold of the cosine similarity set too small, it will lead
the graph has too much breakpoint. So that the graph will disconnect that it is
difficult to explore the relationship of the individuals and the path of the graph
will too short. On the other hand, if the threshold of the cosine similarity set
too large, it will lead every individuals connect together. Too much connected
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edge in the graph will increase the complexity of analysis the parallelism of the
algorithm, it may have increase the negative solution of no starting point of
new path will appeared. In this situation, we could not get the information of
parallelism because every edge will connect together (Tables 1 and 2).

Table 1. The distribution of the new path in DE/rand/1 algorithm

iter1 iter2 iter3 iter4 iter5 iter6 iter7 iter8 iter9 iter10

pop1 - - - - - - - * - -

pop2 * - - - - - - - - -

pop3 - - - - - - - - - -

pop4 * * - - * - * - - -

pop5 * * * - - * - - - -

pop6 - - - * - - - * - -

pop7 * * - * - - * * - -

pop8 * * - - - - - - - -

pop9 - - * * - - - - - -

pop10 * - * - - - - - - -

Table 2. The distribution of the new path in DE/current-to-best/1/bin algorithm

iter1 iter2 iter3 iter4 iter5 iter6 iter7 iter8 iter9 iter10

pop1 * - - - - - - - - -

pop2 * - - * * * - - - -

pop3 - * - * * - - - * -

pop4 - - - - - - * - - -

pop5 * - * - - * - - - -

pop6 * - - * - - - - - -

pop7 * * - * * - * - * -

pop8 - * - - * - * - - -

pop9 - - * - * - - - - -

pop10 * - * - - * - * - -

These two tables show the distribution of the starting point of the new path
in the DE/rand/1 algorithm and the DE/current-to-best/1/bin algorithm. In
the table, the row represents the number of previous iteration, the column rep-
resents the number of the individual which have been take the average value. The
represents the value of cosine similarity of each individual in adjacent iteration
larger than the threshold. The * represents the value less than the threshold, it
also means the starting point of the new path.
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With the experiment of the generation of vertexes and the relationship has
been built to the edge. We now get the graph of evolutionary process in two DE
algorithms. One is DE/rand/1 algorithm, and the other one is the DE/current-
to-best/1/bin algorithm. The experiment of previous work have showed the
DE/current-to-best/1/bin have more performance ability than the DE/rand/1
algorithm. As the solution of the starting point of the new path in the experi-
ment shows below. Compared with the two tables we find that the DE/current-
to-best/1/bin algorithm have more feature of parallelism which has more new
path starting point. The parallelism of the DE/current-to-best/1/bin algorithm
proofed it has better search ability than DE/rand/1 algorithm. It can be saw in
the tables that senior algorithm reveal more staring point which is the beginning
of the new path. We can also found that with the iteration number increased,
the number of new path sharp dropped in DE/rand/1 algorithm. The algorithm
which has outstanding performance ability will exist parallel features inside. The
search ability is necessary to not only the biology-inspired method, but also the
goal of the combinatorial optimization problems pursued.

5 Conclusion

In this paper, we have analyzed the parallelism in the evolutionary process of
two DE algorithms based on graph theory to find the reason why different types
of DE algorithms show different searching performance. We defined the vertexes
which is presented by the individuals in the population and the edges which is
expressed by the relation between two individuals in the contiguous evolutionary
process. Make sure the evolutionary process will correspond the main idea of the
graph theory. Compare to DE/rand/1 algorithm, the DE/current-to-best/1/bin
algorithm shows more outstanding performance. And from the experiment of the
parallelism tests in different DE algorithm, we find the DE/current-to-best/1/bin
algorithm shows more parallel feature which reflected in the starting point of the
new path in the graph. We believe that the more feature of parallel existed in the
algorithm, the more performance ability will the algorithm have, so the future
work will focus on expanding the parallelism analysis by graph theory on other
algorithm.
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Abstract. It is well known that Differential Evolution (DE) algorithm
has been widely applied to solve global optimization problems during the
last decades. DE is usually criticized for the slow convergence. To improve
the algorithm performance, we propose an algorithm called MSDE that
utilizes a local search operator based on mean shift. In MSDE, one off-
spring solution is generated by the mean shift based search operator,
and the others are created by the DE search operator. A test suite of 12
benchmark functions with different characteristics are chosen to evaluate
our approach. The experimental results suggest that MSDE can success-
fully improve the performance of DE and have a faster convergence rate
on the given test suite.

Keywords: Differential evolution · Mean shift · Search operator ·
Global optimization

1 Introduction

In this paper, we consider the following continuous box-constrained global opti-
misation problem:

min f(x)
s.t. x ∈ Ω,

(1)

where x = (x1, x2, · · · , xd)T is a decision variable vector, Ω = [ai, bi]d is the
feasible region of the decision space, where ai < bi, ai ∈ R and bi ∈ R are the
lower and upper boundaries of the decision space, respectively. f(x) : Ω → R is
a continuous mapping from the decision space to the objective space, and R is
the objective space.

Differential evolution (DE) [1] is a population-based stochastic search tech-
nique, which has attracted much attention recently as an effective approach
for solving global optimisation problems. It exhibits remarkable performance
in diverse fields of science and engineering, such as cluster analysis [2], robot
control [3], controller design [4], and graph theory [5]. Similar to traditional
evolutionary algorithms (EAs) [6], the new individual in each generation is gen-
erated by mutation, crossover, and selection operators [7] in DE. Moreover, the
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 163–172, 2016.
DOI: 10.1007/978-981-10-3614-9 21



164 H. Fang et al.

performance of the DE algorithm is sensitive to the mutation strategy and
respectively control parameters such as the population size, scaling factor F,
and crossover rate CR [8,9].

There are different strategies in improving the performance of DE during the
past decades. The major works focus on adaptively setting the control parame-
ters or choosing the search operators. Zhang proposed JaDE [10] which imple-
ments a new mutation strategy named DE/current-to-pbest. It uses an optional
external archive to track the history information and updates the control para-
meters in an adaptive manner with generations. Qin and Suganthan proposed a
self-adaptive approach called SaDE [11] which uses a learning strategy to self-
adapt F and CR. Wang [12] introduced a novel method called CoDE for com-
bining different trial vector generation strategies. The approach combines three
well-studied trial vector generation strategies with three control parameter set-
tings in a random way to generate trial vectors. Besides, Fan and Lampinen [13]
proposed a trigonometric mutation operator to accelerate the DE convergence.
Mezura-Montes et al. [14] proposed a novel mutation operator that can utilize
information of the best parents and children.

In this paper, we propose a hybrid algorithm that uses both a mean shift
based search operator and DE, denoted as MSDE. In each generation, one trial
solution is generated by the mean shift based search operator, the others are cre-
ated by the DE search operator. Mean shift [15] is a non-parametric feature-space
analysis technique that can locate the maxima of a density function precisely
without any function evaluation [16]. It can improve some promising solutions
efficiently when the new trial solutions are constantly generated.

The rest of the paper is organized as follows. Section 2 presents the new algo-
rithm MSDE. The algorithm framework and the search operator are introduced
in detail. The experiment results and analysis are reported in Sect. 3. Finally,
this paper is concluded in Sect. 4.

2 Proposed Algorithm

This section introduces the details of the newly proposed MSDE. In MSDE,
the compose differential evolution (CoDE) is used as the DE search operator.
In following, the algorithm framework is firstly given and the mean shift base
search operator is presented.

2.1 Algorithm Description

In each generation, MSDE maintains

– a set of N solutions {x1, x2, · · · , xN},
– their objective values {f(x1), f(x2), · · · , f(xN )}.

The main framework of MSDE is presented in Algorithm1. It is basically
a general CoDE framework and only several steps with the mean shift search
operator are added. Its main components are explained as follows.
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Algorithm 1. Main Framework of MSDE
1 Initialize the population {x1, · · · , xN} and evaluate them;
2 while not terminate do
3 pop ← sort(pop,′ ascend′);
4 x∗ ← MS(pop);
5 if f(x∗) < f(xN ) then
6 Replace xN by x∗.
7 end
8 foreach i ∈ {1, · · · ,N-1} do
9 Generate three trial points yi

1, y
i
2, y

i
3 with the three trial vector

generation strategies:

yi
1 =

{
xi
r1 + F · (xi

r2 − xi
r3) if rand < Cr or i = irand

xi otherwise

yi
2 =

{
xi
r1 + F · (xi

r2 − xi
r3) + F · (xi

r4 − xi
r5) if rand < Cr or i = irand

xi otherwise

yi
3 =

{
xi + rand · (xi

r1 − xi) + F · (xi
r2 − xi

r3) if rand < Cr or i = irand

xi otherwise

where the control parameters are randomly selected from [F = 1.0,Cr =
0.1], [F = 1.0,Cr = 0.9], [F =0.8,Cr = 0.2].

10 Evaluate the objective function values of the three trail points;

11 Let y∗ = arg min
y∈{yi

1,y
i
2,y

i
3}

f̂(y) be the offspring solution of xi;

12 if f(y∗) < f(xi) then
13 xi ← y∗.
14 end

15 end

16 end

– Population Initialization: In Line 1, N solutions are uniformly sampled from
the search space to form the initial population.

– Stopping Condition: The algorithm stops when the given maximum number
of generations reaches the preset maximum value of generation G in Line 2.

– Reproduction Procedure: Part of the solutions are firstly generated by a search
operator based on mean shift in Line 4. The MS operator will be introduced
in detail later. Then a set of candidate solutions are created by CoDE in Lines
8–15. The three selected trial vector generation strategies and the parameters
setting will be given in next section.

– Selection Procedure: In Lines 5–7, the new solution created by MS could
replace the worst solution in generation if its objective function value is better.
In Lines 12–14, the parent solution and the offspring solution will compete
with each other and the winner will survive to the next generation.

The details of the MS operator will be discussed shortly in the following
section.
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2.2 Search Operator Based on Mean Shift

Mean shift is a non-parametric, iterative method introduced by Fukunaga and
Hostetler [16] for seeking the mode of a density function represented by a set of
samples. Its application domains include cluster analysis [17], visual tracking [18]
and smoothing in computer vision and image processing [19]. There is no need
to calculate the objective function values when we apply it to search optimal
solutions. It has been proved that the minimization of the function value is
equal to finding the point with the highest probability density in [20].

According to mean shift algorithm, given n data points xi, i = 1, ..., n in a
d-dimensional space Rd, the multivariate kernel density estimate obtained with
kernel K(x) and bandwidth h is as follow:

f̂h,K(x) =
1

nhd

N∑
i=1

K

(∥∥∥∥
x − xi

h

∥∥∥∥
2
)

. (2)

To obtain the maxima of density function, the modes of the density function
are located at the zeros of the gradient function f̂ ′(x) = 0. The gradient of the
density estimator is as follow:

�̂fh,K(x) =
1

nhd

[∑N
i=1 g

(∥∥x−xi

h

∥∥2
)]

⎡
⎣

∑N
i=1 xig

(∥∥x−xi

h

∥∥2
)

∑N
i=1 g

(∥∥x−xi

h

∥∥2
) − x

⎤
⎦ . (3)

The first term is proportional to the density estimate at x computed with kernel
K(x) and the second term is the mean shift vector.

mh,g(x) =

∑N
i=1 xig

(∥∥x−xi

h

∥∥2
)

∑N
i=1 g

(∥∥x−xi

h

∥∥2
) − x. (4)

The mean shift vector always points toward the direction of the maximum
increase in the density and the new solution that we search for is the point with
maximum density as follow:

xnew =

∑N
i=1 xig

(∥∥x−xi

h

∥∥2
)

∑N
i=1 g

(∥∥x−xi

h

∥∥2
) . (5)

The basic mean shift procedure, operated as follow is guaranteed to converge to
a point where the gradient of density function is close to zero. Figure 1 shows
the basic idea of mean shift.

It is noted that the bandwidth is the only parameter in the mean shift algo-
rithm. In the standard method, the bandwidth represents the size of the window
in which solutions can have impact on the initial point. It might not make any
differences if the bandwidth is a constant value when the distances of all solutions
are very small. Hence, using an adaptive bandwidth rather than the constant
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Fig. 1. An illustration of the search procedure based on mean shift

value would make some improvements in mean shift procedure. The adaptive
bandwidth is calculated as follow:

s =

√√√√1
d

d∑
j=1

(aj − bj)2 (6)

where a and b is the maximum and minimum values of the solutions in the
current generation. d is the dimension of the solutions.

There are many types of kernel functions. Different kernels make different
effects in imposing additional weights on the data points according to their
distances to the shifting mean. Cheng [15] introduced two main kernel func-
tions which have been frequently used in Mean shift researches, namely flat and
Gaussian kernel. Compared to Gaussian kernels, flat kernel ignores the influence
of the distance between two points. In the paper, Gaussian kernel is considered
as follow:

g(x) =
1

σ
√

2π
e− 1

2 ( x−μ
σ )2 . (7)

It is obvious that μ and σ2 play an important role in Gaussian kernel func-
tion. μ decides the position of function in the coordinate axes, whereas σ2 decides
the shape of a function, which can make effect on the weights put on the differ-
ent solutions. We will discuss the influence of algorithm performance with the
different setting strategies of σ2 in next section.

The detailed algorithm framework of the search operator based on mean shift
is shown in Algorithm 2.
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Algorithm 2. x∗ ← MS(pop)
1 foreach x ∈ {x1, · · · , xN} do

2 aj ← max
i=1,··· ,d

xj
i

3 bj ← min
i=1,··· ,d

xj
i

4 Calculate s as (6).
5 For x1, estimate a new position x∗ by (5).

3 Experimental Results

3.1 Test Instances and Parameter Settings

The performance of MSDE was compared with CoDE through 12 benchmark
functions from [21]. The parameter settings of the experiments are as follows.

– The population size N = 100.
– The dimension of the test instance is d = 30 for all test instances.
– The two algorithms are executed independently for 20 runs for each instances

and stopped after 3000 generations(G).

All the algorithms are implemented in Matlab R2010b and executed in
Lenovo Thinkpad E430 with i5-3210 M CPU @ 2.50 GHz, 6.00 GB RAM, and
Windows 7.

3.2 Experimental Results and Analysis

The statistical results of the mean values of the two algorithms after 1000, 2000
and 3000 generations over 20 runs are shown in Table 1. In the table, ∼, +,

Table 1. Mean values of the results obtained by the two comparison algorithms after
500, 1000, and 1500 generations over 20 runs for all the test instances.

generation = 1000 generation = 2000 generation = 3000

MSDE CoDE MSDE CoDE MSDE CoDE

f1 5.28e−20(+) 6.52e−08 5.06e−43(+) 1.53e−19 4.03e−66(+) 3.05e−31

f2 9.95e−11(+) 5.09e−05 2.84e−22(+) 2.53e−11 7.24e−34(+) 1.34e−17

f3 2.95e−06(+) 6.25e−02 5.83e−15(+) 2.86e−07 6.10e−24(+) 1.11e−12

f4 7.14e−07(+) 3.48e−01 2.11e−14(+) 1.88e−03 5.21e−22(+) 1.05e−05

f5 1.35e+01(+) 2.21e+01 6.64e−04(+) 6.41e+00 9.07e−16(+) 4.18e−04

f6 0.00e+00(∼) 0.00e+00 0.00e+00(∼) 0.00e+00 0.00e+00(∼) 0.00e+00

f7 1.07e−02(+) 5.38e−02 1.41e−02(+) 2.99e−02 1.52e−02(+) 2.61e−02

f8 1.97e−03(+) 1.02e−03 0.00e+00(+) 9.09e−14 0.00e+00(∼) 0.00e+00

f9 9.49e+00(+) 2.54e+01 4.91e−12(+) 7.85e−05 0.00e+00(∼) 0.00e+00

f10 5.81e−11(+) 6.97e−05 8.88e−16(+) 1.06e−10 8.88e−16(+) 4.62e−15

f11 0.00e+00(+) 8.10e−06 0.00e+00(∼) 0.00e+00 0.00e+00(∼) 0.00e+00

f12 5.05e−22(+) 5.44e−09 1.57e−32(+) 1.09e−20 1.57e−32(+) 4.26e−32
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and − denote that the results obtained by MSDE are similar to, better than, or
worse than that obtained by CoDE. It is noted that the performance of MSDE
is better than CoDE on most test instances. The two algorithms both converge
to the global optimal on f6, f8, f9 and f11, whereas do not perform well on f7.

As is shown in Fig. 2, it is clear that the speed of convergence with MSDE is
faster than that with CoDE throughout the process. Hence, appending special
solutions created by the new search operator to the initial solutions generated
from CoDE can help to find the optimal solution quickly in a large extent.
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Fig. 2. The mean values of the best solutions found so far versus generations obtained
by two algorithms over 20 runs for 12 test instances.
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3.3 Sensitivity to Kernel Parameters

Kernel function plays an important part in the search strategy based on mean
shift. The impact factor of each point is determined by the specific property of
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Fig. 3. The mean function values of different σ2 versus generations on f9–f12

Table 2. Mean, Std. values of the results obtained by the two comparison algorithms
after 3000 generations for 12 test instances.

σ2=1 σ2=0.5 σ2=0.2

f1 4.03e−066± 3.33e−066 2.32e−063 ± 3.57e−063 1.78e−054 ± 1.34e−054

f2 7.24e−034± 4.32e−034 2.88e−033 ± 1.17e−033 3.79e−030 ± 1.98e−030

f3 6.10e−024± 7.76e−024 7.43e−023 ± 1.34e−022 7.93e−022 ± 1.09e−021

f4 5.21e−022± 3.54e−022 7.50e−021 ± 3.74e−021 6.91e−018 ± 4.63e−018

f5 9.07e−016 ± 2.15e−015 1.79e−016± 3.15e−016 2.16e−016 ± 4.25e−016

f6 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000

f7 1.52e−002± 1.57e−002 1.55e−002 ± 1.04e−002 7.40e−003 ± 4.36e−003

f8 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000

f9 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000 9.86e−015 ± 3.82e−014

f10 8.88e−016± 0.00e+000 8.88e−016± 0.00e+000 4.44e−015 ± 0.00e+000

f11 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000 0.00e+000± 0.00e+000

f12 1.57e−032± 2.81e−048 1.57e−032± 2.81e−048 1.57e−032 ± 2.81e−048
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the kernel. This section studies the influence of the algorithm performance with
the different setting strategies of σ2 in Gaussian kernel. We set σ2 = 0.2, 0.5 and
1.0 respectively, and f9 − f12 are chosen for the study.

In Fig. 3, It is obvious that all of them perform well and obtain the optimal
solutions. The detailed statistic results of the three different setting of σ2 are
shown in Table 2.

The algorithm with σ2 = 0.5 and σ2 = 1 reach the convergent stage faster
than that with σ2 = 0.2 in most test instances. Besides, the performance of σ2

= 1 and σ2 = 0.5 are similar on f10, f11 and f12. It can be seen that there is not
much difference in the performance of MSDE among the three settings of σ2.

4 Conclusion

This paper proposed a search strategy to improve the performance of the DE.
An algorithm, named as MSDE, utilizes the mean shift search operator to choose
some solutions and combines them with solutions generated from DE. In each
generation, a point with the maximum density is created by mean shift operator
and is added into the set of normal solutions, which can guides the population
to the optimal solution efficiently. In this approach, the speed of convergence in
this algorithm obtains a good improvement.

MSDE is applied to 12 test instances, and the experimental results suggest
that MSDE can perform well on most functions and can get a faster convergence
rate compared to CoDE. The analysis of the parameters in kernel function of
mean shift is discussed and the experiential results shows that the value of σ2

plays an important role in the performance of the algorithm.
The work reported in this paper is preliminary and there are still some further

work that could be done in the future. A example is to study the efficiency of
different kernel functions in the mean shift based search operator.
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Abstract. Quantum-behaved particle swarm optimization (short in
QPSO) is an improved version of particle swarm particle (short in PSO),
and the performance is superior. But for now, it may not always satisfy
the situations. Nowadays, problems become larger and more complex,
most serial optimization algorithms cannot deal with the problem or need
plenty of computing cost. In this paper, we implement QPSO on MapRe-
duce model, propose MapReduce quantum-behaved particle swarm opti-
mization (short in MRQPSO), and realize QPSO parallel and distrib-
uted, which the MapReduce model is a parallel computing programming
model. In the experiments, the test results show that MRQPSO is more
advanced both on performance of solution and time than QPSO.

Keywords: Quantum-behaved particle swarm optimization · MapRe-
duce · Distributed evolutionary computation · Cloud computing

1 Introduction

In recent years, many intelligent algorithms are facing with a serious difficulty the
more and more large-scale data. Such as web content and bioinformatics data, the
simple serial algorithms may be confused when processing these tough problems,
needless to say some deceptive ones. In order to deal with hard optimization
problems in real-word applications, distributed evolutionary algorithms (short
in dEAs) have been blossomed rapidly. In the paper, it provides a comprehensive
survey of the EAs and models and discuss the parallel and distributed genetic
algorithms in different physical platforms.

The particle swarm optimization is an outstanding one of genetic algorithm
[1–3]. This algorithm is proposed by Kennedy and Eberhart in 1995 in [4].
Depending on rapid convergence as well as good solution performance, the PSO
has been attained increasing attention. However, the premature phenomenon as
a drawback may influence the performance of solution. Focus on this shortcom-
ing, Sun proposed the quantum-behaved particle swarm optimization in 2004 in
[5] and presented a comprehensive analysis in [6]. Due to the quantum mechanics,
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 173–178, 2016.
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the QPSO avoids the particle fall in the local optimum greatly. Unfortunately,
when the algorithm faces large-scale and complex problem, the increasing com-
putational cost and the still existed premature phenomenon urge the original
algorithm to be parallel.

In [7], MapReduce, as a tool to be adopted to implement dEAs, is proposed by
Google in 2004. To respond the requirement of parallelization and distribution,
this physical platform is very convenient to deploy an algorithm to update to be
parallel. The programmers only need to consider the map function and reduce
function, and the other details are provided by the model itself. Because of the
convenience, the scholars can focus on the algorithms and problems, and appear
many genetic algorithms through MapReduce to realize distributed, including
the PSO [8].

In order to following this trend and enhancing the capabilities of a standard
QPSO, the MapReduce quantum-behaved particle swarm optimization is devel-
oped. The MRQPSO transplants the QPSO on MapReduce model, makes the
QPSO be parallel and distributed through partition the search space. The pro-
posed MRQPSO decreases the time of same function evaluations, increases the
performance of solution, and is more robust than QPSO.

2 The MRQPSO Algorithm

The particle swarm optimization algorithm [4] is one of the popular evolutionary
algorithm. It has been attracted much attention because the merits of simple con-
cept, rapid convergence and good quality of solution. However, this algorithm is
bothered by some weakness, such as premature phenomenon. Focus on the short-
coming of the PSO, Sun proposed an uncertain and global random algorithm,
named quantum-behaved particle swarm optimization (short in QPSO), in 2004
in [5]. The new one put the search space into quantum space to let the particle
can move to anywhere. Through this strategy, the premature phenomenon be
improved to a certain degree.

Although the QPSO has a satisfy progress on premature phenomenon, it has
not been prepared to challenge to the high-dimensional large-scale and complex
problems, let alone the deceptive functions. Due to the particles of the QPSO fly
discretely, they may miss the narrow area to search, where the global optimum
is. And as the problem getting complex, the computational cost increases. So we
implement the QPSO parallel and distributed by transplant the algorithm on
MapReduce model, and named this algorithm MRQPSO.

The proposed MRQPSO partitions the search space into many subspace,
then process the QPSO at every subspace independently. The mapper is called
when the QPSO is start to work. After all the mappers finished the calculation,
the reducer merges and integrates the immediate value, and output the solution.
The space-partition help the particle distributed uniformly, which to ensure all
areas have the particles fall in at the initialization phase. It is effective to avoid
the particles overfly the narrow zone which the optimum may lies.
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2.1 MRQPSO Map Function

Algorithm 1 shows the pseudocode of the map function of proposed MRQPSO,
the mapper is called when a block starts a QPSO procedure. The input key/value
pairs are denoted the massages of data block, which the key is the ID, the value
is the string of search space. Then the mappers start to process the QPSO in
every block independently, if a blocks procedure completed, another block will
follow up immediately. Under ideal conditions, the number of mapper is larger,
the single mapper process few procedures, the parallelization is fuller. However,
the mapper would spend time to be started in fact. If the data is big enough,
the starting time can be neglected, but in our experiments, it will influence the
results more or less.

After being processed by mappers, the immediate key/value pairs change
to denote the information of global best solution and optimum of current data
block. And then the immediate key/value pairs are ready to transport to the
reduce phase.

Algorithm 1. MRQPSO Map
( key1, value1 )=function mapper ( key, value ) {
//key is the ID of sub-space
//value is sub-space
while (all data blocks are not completed){ do

receive key and value;
initialize the positions of all particles;
process QPSO on the space in value;
key1=‘sub-space’;
value1=obtained optimum and its optimal solution by QPSO on sub-space in
value;
output ( key1, value1 );

end while

2.2 MRQPSO Reduce Function

The reduce function is in charge of merging and integrating the information
which the mapper emitted. As Algorithm2 shows, the MRQPSOs reducer is to

Algorithm 2. MRCPSO Reduce
(key2, value2)=function reducer ( key1, list(value1) ) {
global best=1000000;
for each optimum valuei in list(value1) { do

if valuei ¡ global best { then
global best = valuei;

end if
end for
key2=problem;
value2=global best;
output (key2, value2)
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select the minimum from all subspaces. The mappers produced and transported
the immediate key/value pairs, the reducer receives them after all mappers com-
pleted their work. At the reduce phase, all blocks’ global best solution and corre-
sponding fitness are compared with each other, reducer selects and outputs the
minimum of them finally.

3 Experiment Result and Analysis

To validate the proposed MRQPSO algorithm, we selected 8 functions to evalu-
ate the ability of solving complex problems. The scalable optimization problems
are proposed in the CEC 2013 Special Session on Real-Parameter Optimization
[9], and we tested No.21–No.28 are denoted by F1–F8 respectively. All the test
composition functions are in the same search range:[−100, 100]D, and they are
all minimization problem with global optimum zeros.

3.1 Compared Algorithms, Parameter Settings and Environment

We compared our proposed MRQPSO with original QPSO algorithm to test the
optimization performance. Each function is run for 20 independent times and
all the results are recorded in the following charts. All experiments are run for
213 × 900 function evaluations. The population size is 10. The search space of
MRQPSO is partitioned into 211 blocks averagely.

All experiments are run on VMware Workstation virtual machines version
12.0.0: one processor, 1.0GB RAM. Hadoop version 1.1.2 is in Java 1.7 was
used in MapReduce experiments; we used three virtual machines while serial
algorithm used one. CPU is core i7. Programming language is Java.

3.2 Comparison with QPSO

The results of MRCPSO are compared with QPSO algorithm in Table 1. We
show two columns for each item to compare two algorithms clearly. From the

Table 1. Comparison between MRQPSO and QPSO

Fun Mean function value St. d Mean running time (ms)

MRQPSO QPSO MRQPSO QPSO MRQPSO QPSO

F1 8.10E+01 4.45E+02 3.26E+01 1.51E+02 52098 60704

F2 9.07E+01 3.15E+02 2.09E+01 2.22E+02 57123 71371

F3 3.65E+02 4.97E+02 7.50E+01 2.60E+02 58311 72962

F4 1.09E+02 2.14E+02 1.75E+00 2.07E+01 942736 1811935

F5 1.12E+02 2.11E+02 2.62E+00 2.42E+01 903781 1739438

F6 1.08E+02 2.40E+02 1.09E+00 7.87E+01 982763 1855480

F7 2.37E+02 5.80E+02 5.08E+01 6.09E+01 970225 1945936

F8 1.14E+02 5.81E+02 5.16E+00 2.60E+02 76354 104103



Quantum-Behaved Particle Swarm Optimization Using MapReduce 177

comparison, MRQPSO has a better solution on complexity functions on all items.
Because the search space has been partitioned, MRQPSO can get a lower fitness
while QPSO be caught in a worse local optimum. In general, the MRQPSO
has a better performance on mean value and standard derivation, this suggests
the MRQPSO is more capable to search for the optimum and can improve the
premature phenomenon of the original QPSO in some ways, and more robust
and steady than original QPSO in high-dimension.

The notable advantage is efficiency. From this chart, the MRQPSO is more
effective on function convergence, and the more time spend, the more the advan-
tage is. That is because our data blocks which contain several sub-space are run
on two different visual machine independently. Normally, the mapper start to
work will cost some time. When a problem is so simple that the serial algorithm
processes fast, the outstanding benefit of rapid convergence may weaken, such
as F1–F3. But when search time gets longer, the mapper starting time even can
be negligible, such as F4–F7, the MRQPSO programs running time reduced to
half than the QPSO.

To summarize, we can discover that the MRQPSO has better solution per-
formance and cost less running time. The performance of MRQPSO is superior
stabilize to QPSO, it is a strong performer at complex problems. It is more suit-
able and effective for large-scale complex problems, and it is owned to the search
space-partition, every sub-space can be explored. When the QPSO is cheated by
the deceived functions, MRQPSO gets the global optimum or a smaller local
optimum. At the same time, MRQPSO is more efficient than QPSO, and this
benefit from the parallelization.

4 Conclusion

This paper developed a MRQPSO algorithm and implemented serial QPSO into
the MapReduce model, achieved parallelization and distribution of QPSO. The
proposed method was applied to solve the composition benchmark functions,
and got a satisfactory solution basically. Moreover, the MRQPSO was compared
with the QPSO, the results showed us the parallel one outperformed the serial
one whether in search ability, quality of solution or time. The MRQPSO can be
considered as a suitable algorithm to solve large-scale and complex problems.
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Abstract. Dynamic fitness landscape analyses mainly try to figure out
the performance of evolutionary algorithms through some simple graphs
and effective data. In this paper, we focus on one of evolutionary algo-
rithms named as differential evolution (DE) algorithm. Six benchmark
functions we selected because of different properties are involved in our
experiments using metrics of dynamic fitness landscape analyses to test.
According to experimental results, they shows obviously that differential
evolution algorithm can calculate low dimension of benchmark functions
and is very hard to handle high dimension. When a benchmark function
becomes more and more complicate within higher dimension, sometimes
differential evolution algorithm can get good results, but most of time
there is no result at all. Dynamic fitness landscape analyses truly obtain
experimental results and more details as differential evolution algorithm.

Keywords: Dynamic fitness landscape analyses · Differential evolution
algorithm · Benchmark functions

1 Introduction

As we all know, there are different evolutionary algorithms including Evolu-
tionary Strategy (ES), Genetic Algorithm (GA), Particle Swarm Optimization
(PSO), Differential Evolution (DE) and so on. And recently, some new evolution-
ary algorithms are proposed such as Ant Colony Optimization (ACO), Artificial
Immune System (AIS), Estimation of Distribution Algorithm (EDA), Cultural
Algorithm (CA). Besides, there are some not very popular but promising evolu-
tionary algorithms like Artificial Fish Swarm Algorithm (AFSA), Group Search
Optimization (GSO). Differential evolution (DE) proposed by Storn and Price
in 1997 is an algorithm which optimizes a problem by attempting to improve
a candidate solution with regard to a given measure of quality [12]. DE is cal-
culated for multidimensional real-data functions but does not require for the
optimization problem to be differentiable as traditional optimization methods
such as gradient descent and quasi-newton methods. DE can therefore also be
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 179–184, 2016.
DOI: 10.1007/978-981-10-3614-9 23
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used on optimization problems that are not even continuous, are noisy, change
over time [8].

Fitness landscape analyses include static fitness landscape analyses and
dynamic fitness landscape analyses. Here, we are going to try to use dynamic
fitness landscape to analyze behaviors and performance of differential evolu-
tion algorithm. Recently, fitness landscape characterisation can help understand
the search process and its probability of success for search-based software test-
ing problems [9]. Climbing combinatorial fitness landscapes mainly try to go
towards a better understanding of the intensification stages of metaheuristics
by comparing different climbing strategies and evaluate the behavior of classi-
cal climber variants on combinatorial fitness landscapes of different properties
including dimension, ruggedness and neutrality level [10]. Further more, fitness
landscape is also applied in biological world. For example, fitness was broadly
correlated with the predicted fraction of correctly folded transfer RNA (tRNA)
molecules, thereby revealing a biophysical basis of the fitness landscape [11].

The structure of this paper is arranged as follows: Sect. 2 describes two met-
rics of dynamic fitness landscape analyses we are going to employ in experiments.
Experimental results will show in Sect. 3. And in Sect. 4, we conclude our work
and give some future work which may be meaningful to improve this study.

2 Fitness Landscape Analysis

Fitness landscape analyses are very popular to apply in different areas. In fact,
there are two kinds of fitness landscape analyses which one of them is named
as static fitness landscape analysis and another on is dynamic fitness landscape
analysis. Here, differential evolution algorithm which is one of evolutionary algo-
rithms is discussed. Therefore, two methods of dynamic fitness landscape analysis
will be used in this paper.

2.1 Dynamic Severity

Dynamic severity measures the relative strength of the landscape change by
comparing the landscape before and after a change. It will show a difference
if the optimum moves a long or a short way from its current position for the
evolutionary search. And dynamic severity is aimed at measuring this dynamic
property which can be done using several notation [3]. Here, the corresponding
dynamic optimization problem is defined as follows

fs(k) = max
x∈S

f(x, k),∀k ≥ 0 (1)

which fs(k) is the temporarily highest fitness, S is the search space and k is the
landscape time. The solution trajectory of fs(k) reads

xs(k) = argfs(k),∀k ≥ 0 (2)
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Therefore, dynamic severity is given as

η(k + 1) = ‖ xS(k + 1) − xS(k) ‖ (3)

Then, the time average severity is

η = lim
K→

K−1∑
K=0

η(k) (4)

In this paper, we are going to analyze changes of differential evolution algorithm
using dynamic severity.

2.2 Ruggedness

Ruggedness was used in quantifying for constrained continuous fitness landscapes
[2]. Random walk which includes the length T and the step size ts to calculate
for ruggedness on dynamic fitness landscape [3]. Given a random walk on the
fitness landscape [4] as

x(j + 1) = x(j) + ts × rand (5)

Here, we set the step size is 10% of the problem’s domain named as micro rugged-
ness (FEM0.1) and macro ruggedness (FEM0.5) means 50% of the problem’s
domain [5]. This is the fitness value as time series:

f(j, k) = f(x(j), k), j = 1, 2, . . . , T (6)

where k is time. And r(tL, k) is defined as the spatial correlation which can be
obtained from the autocorrelation function of the time series with time lag tL.
Random walk correlation function is defined as follows:

r(tL, k) =

∑T−tL
j=1 (f(j, k) − f̄(k))(f(j + tL, k)) − f̄(k)

∑T
j=1(f(j, k) − f̄(k))2

(7)

where f̄(k) = 1
T

∑T
j=1 f(j, k) and T >> tL > 0. The spatial random walk

correlation function measures the correlation between different segments of the
fitness landscape for a fixed k [3].

2.3 Success Rate

The success rate (SRate) is calculated by the number of successful runs that
reach a solution within the fixed accuracy level of the global optimum divided
by the total number of runs [6]. The range of the Success rate is from 0 to 1. If
the value equals to 1, that means there is not failure time. The formula shows
as follows:

SRate =
ST

ST + FT
(8)

where ST and FT equal to success times failure times respectively.
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3 Experiments and Results

Table 1 shows results of ruggedness and success rate which are calculated by
metrics of dynamic fitness landscape according to differential evolution algorithm
for six benchmark functions. When benchmark functions are very complicated,
we can see values of ruggedness are not stable which means it is hard to find
optimum because of existing deceived values or local optimum. From Figs. 1, 2, 3,
4, 5 and 6, they show results of dynamic severity and optimum. It is very clear
that when dynamic severity changes frequently, we can not get the optimum
of each benchmark function. For example, in Fig. 4, before 20 times, dynamic
severity seems to change quickly, at the same time, different evolution algorithm
is seeking the global optimum. When dynamic severity of Salomon converged,
the optimum is also converged.

Table 1. Dynamic fitness landscape metrics according to differential evolution algo-
rithm for 6 benchmark functions.

Function Definition D rFEM0.1 rFEM0.5 SRate

Ackley fack(x) = −20exp

(−0.2
√

1
D

∑D
i=1 x2

i ) − exp

(
∑

cos(2πxi)) + 20 + e

2 0.000 0.000 0.667

Quadric (Schwefel 1.2) fqdr(x) =
∑D

i=1(
∑j=1

i xj)
2 2 0.013 0.011 0.762

Rastrigin fras(x) =∑D
i=1(x

2
i − 10cos(2πxi) + 10)

2 0.349 0.602 0.905

Salomon fsal(x) =

−cos(2π
√∑D

i=1 x2
i ) +

0.1
√∑D

i=1 x2
i + 1

2 0.858 0.862 0.750

Schwefel 2.22 fsch2.22(x) =
∑D

i=1 |xi|
+
∏D

i=1 |xi|
2 0.614 0.629 0.837

Schwefel 2.26 fsch2.26(x) =
−∑D

i=1(xisin(
√|xi|))

2 0.466 0.474 0.967

Fig. 1. Dynamic severity and optimum
of Ackley function.

Fig. 2. Dynamic severity and optimum
of Quadric function.
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Fig. 3. Dynamic severity and optimum
of Rastrigin function.

Fig. 4. Dynamic severity and optimum
of Salomon function.

Fig. 5. Dynamic severity and optimum
of Schwefel 2.22 function.

Fig. 6. Dynamic severity and optimum
of Schwefel 2.26 function.

4 Conclusion

Actually, fitness landscape can be used in many different areas. In this paper, we
use dynamic fitness landscape metrics to try to analyze properties of differential
evolution algorithm: dynamic severity as an evolutionary search measure and a
ruggedness measure as entropy. We can see when the optimum moves different
distance no matter a long way or a short way, it shows the relative strength of
the landscape change by comparing the landscape before and after a change.
Here, we try to use metrics of dynamic fitness landscape analyses to figure out
properties and performance of differential evolution algorithm. It is clear when
a benchmark function is very complicate, results of ruggedness seems to be very
chaotic and can not be stable until finding optimum. As for dynamic severity, it
changes location frequently because it is aimed at measuring the relative strength
of the landscape change.

Obviously, there is still a lot of work to do in the future. First, there are
many other metrics of dynamic fitness landscape which can evaluate performance
of evolutionary algorithms. Secondly, we just focus on integral performance of
differential evolution algorithm. Actually, we can also pay attention to different
operators and parameters.
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Abstract. In this study, an artificial bee colony with historical archive
(HAABC) is proposed to help ABC escape from stagnation situation.
The proposed framework keeps track of the search history and stores
excellent successful solutions into an archive. Once stagnation is detected
in scout bees phase of ABC, a new individual is generated by utilizing the
historical archive. Experimental results on 28 benchmark functions show
that the proposed framework significantly improves the performance of
basic ABC and five state-of-the-art ABC algorithms.

Keywords: Artificial bee colony · Scout bees phase · Historical archive

1 Introduction

Artificial bee colony (ABC) algorithm [1] is a relatively new swam intelligence
algorithm. It is shown in [2,3] that the best ABC variants are competitive with
recent state-of-the-art algorithms, which establishes ABC algorithms as serious
competitors in continuous optimization. ABC has been successfully applied to
various scientific and engineering fields [4,5].

The general algorithmic structure of ABC contains three phases: employed
bees phase, onlooker bees phase and scout bees phase. In scout bees phase, an
stagnated individual, which has not been improved for a predefined threshold
limit, is abandoned. Then, a scout produces a new individual randomly in the
predefined search scope. This way may be impossible to help the individual
escape from stagnation situation because the quality of a randomly generated
individual can not be guaranteed.

In this study, an artificial bee colony with historical archive (HAABC) is pro-
posed to keep track of the search history and store excellent successful solutions
into an archive. In scout bees phase, a new individual is generated utilizing the
archive in the proposed framework. This way is able to prevent the algorithm
from searching in the poor regions. Thus the algorithm has a high chance of
moving to a new promising region.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 185–190, 2016.
DOI: 10.1007/978-981-10-3614-9 24



186 Y. Zhou et al.

2 Proposed HAABC Framework

To guide the algorithm toward the most promising regions in the search space,
the proposed HAABC keep track of the search history and collect these excel-
lent successful solutions in terms of their diversity and fitness into an archive.
Once stagnation is detected in scout bees phase, an individual is generated by
utilizing previous excellent successful solution in archive to increase the proba-
bilities of generating successful solution at next iteration. The proposed HAABC
framework is showed in Fig. 1.

start

endtermination

 employed bees

 onlooker bees

scout bees

archive

Y

N

Fig. 1. HAABC framework

Each individual in ABC is denoted as Xi = [xi,1, xi,2, · · · , xi,D], where
i = 1, 2, · · · , NP , NP is the number of population.

A historical archive scheme using an ordered list can be depicted by Fig. 2.

X1 X2 X3 XM

F(X1) F(X2) F(X3) F(XM)r

Fig. 2. Historical archive data structure – an ordered list

An archive can be formally defined as follows:

AR = {X1,X2, ...,XM |Fit(X1) ≥ Fit(X2) ≥ ... ≥ Fit(XM );
∀i1 �= i2, crowd(Xi1 ,Xi2) = 0} (1)
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where X1, X2, . . . , XM are the solutions in historical archive; M is the maximum
number of solutions in historical archive; Fit(Xi) is the fitness value of Xi;
crowd(Xi1 ,Xi2) denotes whether Xi1 and Xi2 are crowded, Xi1 and Xi2 are in
crowded distance and denoted by crowd(Xi1 ,Xi2) = 1, while Xi1 and Xi2 are
in safe distance and denoted by crowd(Xi1 ,Xi2) = 0.

In the ideal case, the decision space can be divided into M equal subregions
and each population member can locate an optima in each subregion. For obtain-
ing equal subregions, each of the D dimensions is divided into T divisions. An
appropriate value for T can be obtained as follows:

TD = M ⇒ T ≈ �e lnM
D � (2)

This ensures that each subregion can theoretically be represented by at least one
archive member thus covering the extreme case when the multimodal function
has global optima, one in each subregion.

Then, niche distance of each dimension can be calculated as follows:

vj = (xmax
j − xmin

j )/T (3)

where j = 1, 2, ...,D.
The niching distance defined above using Manhattan distance metric in each

dimension. Finally, crowd() of two archive members Xi1 and Xi2 are defined
based on the niching distance as follows:

crowd(Xi1 ,Xi2) =

{
1, if |xi1,j − xi2,j | < α · vj ,∀j ∈ {1, 2, ...,D}
0, otherwise

(4)

HAABC generates new solution at scout bees phase as follows:

vi,j = xA,j + φi · (xi,j − xk,j). (5)

where φi is a rand number in the range [−1, 1], XA is selected from archive
using a roulette wheel selection based on fitness value, Xk (k �= i) is a randomly
selected solution in current population.

3 Experimental Results

Firstly, the proposed framework is incorporated into basic ABC (NP = 100,
limit = 200), and comparisons of HAABC (NP = 100, limit = 100, M = 10,
α = 0.2) with basic ABC on 28 benchmark functions at 10D, 30D and 50D
from CEC 2013 [6]. Then, the proposed framework is incorporated into five
advanced ABC variants. A maximum number of 104 ×D function evaluations
(FEs) are allowed in each run of an algorithm. And each algorithm is tested
51 times independently on each function. The paired Wilcoxon’s rank-sum test
[7] is conducted at the 5% significance level to show the significant difference
of performance between two algorithms. The result of the test is represented as
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Table 1. Statistics of performance comparisons of HAABC with basic ABC algorithm
for CEC2013 functions at 10D, 30D and 50D.

Algorithm at 10D w/t/l R+ R− p-value α = 0.05 α = 0.1

HAABC vs basic ABC 13/10/5 287.5 90.5 0.016788 Yes Yes

Algorithm at 30D w/t/l R+ R− p-value α = 0.05 α = 0.1

HAABC vs basic ABC 13/8/7 282.5 123.5 0.07168 No Yes

Algorithm at 50D w/t/l R+ R− p-value α = 0.05 α = 0.1

HAABC vs basic ABC 15/8/5 294.5 111.5 0.03684 Yes Yes

w/t/l, which means that one algorithm is significantly better than, similar to
and worse than the corresponding competitor on w, t, and l functions, respec-
tively. To identify differences between a pair of algorithms on all problems, the
multiproblem Wicoxon rank-sum test [8,9] is carried out.

The statistics summarizing the performance comparisons are showed in
Table 1. The results in column w/t/l show that HAABC significantly outper-
forms basic ABC on most of functions. It is clear that HAABC obtains higher
R+ values than R− values in all cases. Further, p-value at the significance level
α = 0.05 and α = 0.1 are compared, the results are marked with ‘Yes’ to indicate
there is a significant difference, otherwise marked with ‘No’. For the functions at
10D and 50D, according to the Wilcoxon test at α = 0.05, there are significant
differences between HAABC and basic ABC. According to the Wilcoxon test
at α = 0.1, there are significant differences between HAABC and basic ABC in
all cases. The overall results of Table 1 clearly show that the proposed HAABC
framework can significantly improve the performance of basic ABC.

The propose HAABC framework is applied to five advanced ABC variants
(i.e., Composite ABC [2], GABC [10], IABC [11], ILABC [12], OCABC [13]).
Table 2 provides the statistics summarizing the performance comparisons. The
results in column w/t/l show that HAABC significantly outperforms the cor-
responding advanced ABC variants on most functions. From the multiproblem
Wilcoxon test, it is clear that HAABC obtains higher R+ values than R− values
in all cases. It means that HAABC is better than its corresponding advanced
ABC variants for all functions. Additionally, for the functions at all dimensions,
the p values are less than 0.05 in four cases (except in Composite ABC case).
These results indicate that HAABC variants are significantly better than most
of its corresponding ABC variants according to both single problem and multi-
problem Wilcoxon statistical analysis.

To conclude, HAABC framework can improve the performance of the
advanced ABC variants. It means that the proposed framework can cooperate
with other different kinds of modifications to further improve the performance
of ABC.
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Table 2. Statistics of performance comparisons of HAABC with advanced ABC vari-
ants for CEC 2013 functions at 10D, 30D and 50D.

Algorithm at 10D w/t/l R+ R− p-value α = 0.05 α = 0.1

HAComposite ABC vs Composite ABC 4/21/3 237.5 140.5 ≥ 0.2 No No

HAGABC vs GABC 14/14/0 330.5 47.5 0.00032 Yes Yes

HAIABC vs IABC 15/12/1 305.5 72.5 0.004055 Yes Yes

HAILABC vs ILABC 17/10/1 318.5 59.5 0.001192 Yes Yes

HAOCABC vs OCABC 11/16/1 355.5 22.5 8.76E−06 Yes Yes

Algorithm at 30D w/t/l R+ R− p-value α = 0.05 α = 0.1

HAComposite ABC vs Composite ABC 11/14/3 263.5 142.5 0.17457 No No

HAGABC vs GABC 16/12/0 308.5 69.5 0.003107 Yes Yes

HAIABC vs IABC 17/11/0 355 51 0.000244 Yes Yes

HAILABC vs ILABC 16/11/1 330.5 47.5 0.00032 Yes Yes

HAOCABC vs OCABC 13/14/1 309 97 0.014598 Yes Yes

Algorithm at 50D w/t/l R+ R− p-value α = 0.05 α = 0.1

HAComposite ABC vs Composite ABC 9/14/5 269.5 136.5 0.13449 No No

HAGABC vs GABC 17/10/1 354 52 0.000274 Yes Yes

HAIABC vs IABC 17/10/1 358 48 0.000172 Yes Yes

HAILABC vs ILABC 17/10/1 349 57 0.000473 Yes Yes

HAOCABC vs OCABC 12/16/0 305 101 0.019114 Yes Yes

4 Conclusion

In HAABC, an archive is used to save successful solutions as history information.
Once a solution is not improved for limit times, which would be abandoned and
replaced by a new solution. The new solution is generated by both information
in historical archive and current solutions. Experimental results on benchmark
functions show that the proposed framework significantly improve performance
of the considered ABC algorithms.
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Abstract. In this paper, we provide an overview of some recent
advances in evolutionary programming. We mainly discuss the principle
and technical method of design for classical evolutionary programming
and improving evolutionary programming (IEP). IEP has included many
types of improving methods to solve realistic problems: fast evolutionary
programming, self-adaptive Cauchy evolutionary programming, mixed
mutation strategy in evolutionary programming, parallel evolutionary
programming, Quality of Transmission (QoT) aware evolutionary pro-
gramming algorithm, shifting classical evolutionary programming, and
surrogate-assisted evolutionary programming. The above methods and
some issues related to the future development of evolutionary program-
ming are discussed in this paper.

Keywords: Evolutionary programming (EP) · Fast EP · Self-adaptive
Cauchy EP · Mixed mutation strategy · Parallel EP · Surrogate-assisted
EP

1 Introduction

Evolutionary computation (EC) is the study of computational systems that use
ideas and obtain inspiration from natural evolution and adaptation EC was
originally divided into four branches [1–3,11–13]: evolution strategy (ES), evolu-
tionary programming (EP), genetic algorithm (GA), and genetic programming
(GP). EP is one of the main branches of EC, and mainly seeks the global opti-
mal solution of a particular function and encodes for decimal coding through
individual variation to produce a new individual, that is the new individual is
generated using the rules of the evolutionary algorithm affected by the mutation
operator.

There are three major operations in a generic evolutionary algorithm:
crossover, selection, and mutation. For the evolution of offspring, the most essen-
tial operation is gene mutation, which plays a decisive role. The algorithm of the
mutation operator of the evolutionary algorithm includes Gaussian mutation,
the Cauchy operator, and the Lévy operator.

Fogel (1992) proceeded with continuous solution space discretization and
using natural spatial discretization again proved the convergence of EP. He suc-
cessfully applied it to numerical optimization and neural network training topics.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 191–203, 2016.
DOI: 10.1007/978-981-10-3614-9 25
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Back and Schwefel (1993) proposed adaptive mutation EP. Experiments in their
paper [15] showed that this proposed method was superior when compared with
methods that did not have its advantages, such as classical EP (CEP) using
Gaussian mutation.

Given a standard Gaussian distribution expectation of zero and variance one,
the search step length was shorter than that applicable to a local search. When
the search point was near to the local optimal value, it was easy to fall into the
local optimal solution to the problem. To address this problem, Yao and Liu
(1997, 2002) proposed fast EP (FEP) using Cauchy mutation. Increasing the
search step length allowed the method to achieve the global optimal solution of
the problem quickly.

In recent years, EP has remained a very active area of research. In 2004, for
example, Lee and Yao proposed introducing a mutation operator base on Lévy
probability distribution into evolutionary planning to better solve the sparse
peak distribution function of the optimization problem. However, its Lévy oper-
ator makes the method so complex that its scope of application is small. In
2008, Fang Jun et al. combined the Cauchy distribution and Gaussian distribu-
tion with t-distribution by changing the degrees of freedom and controlling its
mutation operation. By changing the degrees of freedom n control its mutation
operation. The simulation experiment shows its superiority.

The remainder of this paper is organized as follows: In Sect. 2, we introduce
CEP in detail. In Sect. 3, we describe the characteristics and algorithms of a
variety of improving EPs (IEP), including FEP, SAEP, and MEP, followed by
the summary and future development in Sect. 4.

2 Classical Evolutionary Programming

Initially, Fogel [20] proposed CEP to solve practical problems. Then, to address
the real optimization problem, they introduce the normal distribution function.
Compared with the genetic algorithm, EP places greater emphasis on its own
development, thus it has the advantages of simple description, flexible use, high
efficiency, strong robustness, and a limited number of conditions. In this section,
we briefly introduce the components of CEP and its algorithm.

2.1 Constituent Elements

There are five basic stages in this algorithm:

(1) Initial population
The initial population is assumed to consist of a single individual. The popula-
tion consists of chromosomes. Each individual is essentially a chromosome and
every path represented by chromosome is a sequence of nodes or genes generated
randomly.
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(2) Fitness calculation
In biology, fitness represents the degree to which the species is adapted to its
living environment in the natural world. It is used to measure the global optimal
solution of the individual in EP and evaluate the degree of individual adaptation.
The fitness calculation function F is usually a positive function.

For optimization problems max f(x), the fitness function can be expressed
as follows:

Fit(x) = f(x) − finf .

For min f(x), the fitness function is

Fit(x) = fsup − f(x).

(3) Mutation
The mutation operation simulates the mutation of biological gene location. The
diversity of a population is improved by the mutation operation in EP under indi-
vidual coding rules, for which the position of the corresponding gene is mutated
according to the mutation probability so that offspring with new characteristics
are generated. The mutation operation in CEP mainly includes uniform muta-
tion, non-uniform mutation, and normal mutation.

(4) Selection
The selection operation is the process of selecting appropriate individuals from
the parent and transitional individual, according to a certain rule. This process
simulates the evolutionary theory of “survival of the fittest.” Generally, the oper-
ation, based on the individual fitness evaluation function, chooses individuals
with higher fitness values. It can ensure that good genetic individuals can be
selected for the next generation because the search direction of the algorithm is
in the direction of the global optimal solution and in a relatively short time, the
solution can converge to the global optimal.

2.2 The Algorithm of CEP

The algorithm of CEP can be described as follows:

(1) Generate an initial population of μ individuals and set t = 1. Each individual
is taken as a pair of real-valued vectors, (xi, ηi),∀i ∈ 1, · · · , μ, where xi are
objective variables and ηi are standard deviations for Gaussian mutations.

(2) Evaluate the fitness score for each individual (xi, ηi),∀i ∈ 1, · · · , in the
population based on the objective function f(xi).

(3) Each parent (xi, ηi), i = 1, · · · , μ creates a single offspring:

x
′
i(j) = xi(j) + ηi(j)Nj(0, 1) (1)

η
′
i(j) = ηi(j)exp(τ

′
N(0, 1) + τNj(0, 1)), (2)

where xi(j), x
′
i(j), ηi(j), and η

′
i(j) denote the j-th component of the vectors

xi, x
′
i, ηi, and η

′
i, respectively, and N(0, 1) denotes normally distributed
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mean zero and standard deviation one, Nj(0, 1) indicates that a new random
number is generated under the condition of normally distributed mean zero
and standard deviation one for each value of j. The parameters τ and τ

′
are

commonly set to (
√

2
√

n)−1 and (2
√

n)−1, respectively.
(4) Calculate the fitness of each offspring (xi, ηi),∀i ∈ 1, · · · , μ.
(5) Each individual (xi, ηi) and its offspring (xi

′, η
′
i) are one group. q candidates

are chosen uniformly at random from the group. For each comparison, if the
individuals fitness is not smaller than the candidates fitness, it receives a
“win.”

(6) Select μ individuals from (xi, ηi) and (xi
′, η

′
i), ∀i ∈ 1, · · · , μ, which should

have the most “wins” to be parents of the next generation.
(7) Stop if the halting criterion is satisfied; otherwise, k = k + 1 and go to

Step (3).

3 Improving Evolutionary Programming

The improvement of EP can be summed up in the following two aspects:

(1) the new offspring population is generated by variation
(2) selecting new population from the variation of the population and the parent

generation.

Next, we will introduce some improving evolutionary programmings based
on the above two aspects.

3.1 Fast Evolutionary Programming

One disadvantage of CEP is its slow convergence to or near to an optimal solu-
tion, and we found that using Gaussian mutation in CEP is one of the reasons
for this. Its search step is not sufficiently large when using Gaussian mutation,
and the individual may jump out of the local optimum. However, using a large
search step makes it easy to miss an optimal solution. Thus, how to select a
suitable sized search step is an essential problem.

For this problem, an FEP was proposed. Yao et al. [14] showed that FEP
is very good at searching in a large neighborhood, whereas CEP is better at
searching in a small local neighborhood. Thus, we consider how to determine a
global optimum using FEP.

We consider Gaussian mutation as an example to show necessity of a large
search step. The Gaussian density function fG with a normal distribution of
expectation zero and variance σ2 is

fG(x) =
1

σ
√

2π
b− x2

2σ2 , −∞ < x < +∞. (3)

The probability of generating a point near the global optimum x∗ is as fol-
lows [19]:

PG(|x − x∗| ≤ ε) =
∫ x∗+ε

x∗−ε

fG(x)dx, (4)
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where ε is the neighborhood size and σ is the step size of the Gaussian mutation,
and ε > 0, σ > 0.

To evaluate the impact of σ in PG(|x − x∗| ≤ ε), we consider the derivation
of (4):

∂

∂σ
PG(|x − x∗| ≤ ε) =

2ε

σ2
√

2π
e− (x∗−ε+δ)2

σ2 · (5)

(
(x∗ − ε + δ)2

σ2
− 1)

Therefor, we hold that:
⎧⎨
⎩

∂
∂σ PG(|x − x∗| ≤ ε) > 0, if σ < |x∗ − ε + δ|
∂

∂σ PG(|x − x∗| ≤ ε) < 0, if σ > |x∗ − ε + δ|
(6)

Similar analysis of Cauchy distribution with scale parameter t(t > 0), we
fined that:

⎧
⎨
⎩

∂
∂σ PC(|x − x∗| ≤ ε) > 0, if t < |x∗ − ε + δ|
∂

∂σ PC(|x − x∗| ≤ ε) < 0, if t > |x∗ − ε + δ|
(7)

where the density function is

fC(x) =
1
π

1
t2 + x2

, −∞ < x < +∞.

Based on the above results, Yao et al., based on Cauchy mutation, proposed
a fast yet effective evolutionary optimization algorithm - FEP. Compared with
the CEP, FEP would be less effective than CEP when the search point is near
the small neighborhood of the global optimum. The core deference between FEP
and EP is that Cauchy mutation is more likely to generate larger jumps than
Gaussian mutation. The numerical experiments in the literature [11] verify the
superiority of FEP.

3.2 Self-adaptive Cauchy Evolutionary Programming

In 2004, Lee and Yao [10] generalized EP with mutations based on the Lévy prob-
ability distribution, with which one can extend and generalize FEP because the
Cauchy probability distribution is a special case of the Lévy probability distrib-
ution. The Lévy probability distribution differs from the Gaussian distribution
in that the Lévy distribution, like the Cauchy distribution, has an infinite second
moment. The Lévy probability distribution has an infinite second moment and
is, therefore, more likely to generate an offspring that is further away from its
parent than the commonly employed Gaussian mutation. Moreover, by adjust-
ing the parameter in the distribution, the probability density can be adjusted,
and then the variation in the mutation. Based on the characteristics of the Lévy
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distribution, Lee and Yao proposed an EP algorithm using adaptive as well as
non-adaptive Lévy mutations.

Based on the characteristics of the Lévy distribution, the authors proposed an
EPself-adaptive Cauchy EP (ACEP)Based on the current point and optimization
point, we can adjust the parameters r of ACEP gradually by optimizing the
functions at a period and determine the optimal solution quickly.

3.3 Mixed Mutation Strategy in EP

Various mutation operators have been proposed in EP. However, each operator
may be efficient in solving a subset of problems, but fails for another subset.
The idea of mixing various mutation operators as one mutation operator may
be possible to integrate their advantages. In 2005, He and Yao [8] proposed the
mixed strategy, which is described as follows: An individual chooses one mutation
strategy s from its strategy set based on the selection probability p(s) for each
generation. This probability distribution is called a mixed strategy distribution
in game theory. The key problem is to determine a good, and if possible, optimal,
mixed probability p(s) for every individual.

He and Yao proved that this mixed strategy solves problems more efficiently
than CEP, which usually uses a single mutation strategy because none of the
single mutation operators can solve all problems efficiently, regardless of how
powerful they are This paper has confirmed this point.

Now, we introduce the mutation of the mixed strategy in detail.

A mixed strategy using Gaussian and Cauchy mutations
First, we briefly introduce the following two mutation operators:

Gaussian Mutation:

xt+1
i (j) = xt

i(j) + σt+1
i (j)Nj(0, 1), (8)

where Nj(0, 1) is Gaussian random variable for every j.

Cauchy Mutation:

xt+1
i (j) = xt

i(j) + σt+1
i (j)Cj(0, 1), (9)

where Cj(0, 1) is Cauchy random variable for every j.
The output of an individual is defined by how far an individual moves during

a successful mutation. Let xt
i be the parent individual and xt+1

i its offspring
through a mutation strategy, then the output is

o(x(t+1)
i ) =

{
maxn

1{|xt+1
i (j) − xt

i(j)|}, if f(xt+1
i ) < f(xt

i)
0, otherwise

(10)

The output of strategy s1 is defined by

o(t+1)(s1) = max
i

{o(x(t+1)
i )}, (11)

where x
(t+1)
i is generated by applying strategy s1.
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When considering the effects of historical strategies, the output 11 is modified
as follows:

ō(t + 1) =
{

o(t+1)(s1), if o(t+1)(s1) ≥ α · o(t)(s1),
α · o(t)(s1), otherwise

(12)

where α ∈ [0, 1] is a controlling parameter, which could store the size of previous
output.

Then, the payoff of players could be defined as follows:

π1(s1, s2) =
o(s1)
o(s2)

;

π2(s1, s2) =
o(s2)
o(s1)

.

To avoid the denominator, o(s2) or o(s1), equaling zero, some measures
should be taken. A feasible method is to add a controlling parameter β:

π1(s1, s2) =

⎧⎪⎨
⎪⎩

β if o(s1)
o(s2)

≤ β
1
β if o(s1)

o(s2)
≥ 1

β
o(s1)
o(s2)

otherwise,

(13)

where β ∈ [0, 1]. When β = 0, the payoff will be infinitely large, and = 1 means
that the payoffs of s1 and s2 both equal one.

Now we can define the strategy profile as s = (s1, s2), and the mixed proba-
bility distribution p(s) can be calculated as

p1(s1) =
π1(s1, s2)

π1(s1, s2) + π2(s1, s2)
.

3.4 Parallel Evolutionary Programming

For some very difficult and large problems, EP usually requires a long time to
determine adequate solutions. Riessen et al. proposed designing a faster EP by
dividing a large task into smaller and easier tasks, and running a number of
EPs simultaneously on multiple processors to solve each task to reduce the time
needed. Based on this idea, Riessen et al. [17] presented two parallel structures
for the EP Net algorithm population parallelism and individual parallelism.

Population parallelism takes advantage of the independence of each member
of the ANN population to train a number of individuals concurrently. Individual
parallelism takes advantage of the independence of the nodes within an ANN.
The connection weights between several node-pairs can be altered simultaneously
[17,18].

Figures 1 and 2 show the PEP net parallel architectures. Next, we introduce
two frequently used architectures that take advantage of individual parallelism
with the use of helper processors.
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Farmer/Worker Architecture. To generate a global population, the farmer
transmits the subpopulation to the workers. The workers control the generation
of a population running under the selection, mutation, replacement, and com-
pletion testing performed on its subpopulation. Upon completion of all of
the required generation operations, workers send back their subpopulations.
When all evolved subpopulations have been received by the farmers, the run
is complete.

The communication cost is not the problem; communication is mainly con-
centrated at the beginning and end of a run. The communication populations
cost relative to the number of generations is minimal. Workers are independent
of each other; there is no communication between workers. The farmer/workers
parallelism uses population parallelism and simultaneously, workers perform
the EPNet algorithm rather than using individual parallelism. By contrast,
the farmer/workers/farmer parallelism uses both population and individual
parallelism.

Fig. 1. Farmer/worker architecture

Fig. 2. Farmer/worker/helper architecture
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Farmer/Worker/Helper Architecture. The farmer/worker/helper architec-
ture takes advantage of population and individual parallelism. A farmer and
workers in similar missions to those under the structure of the farmers and
workers. Workers are assigned a group of helpers.

Helpers have two tasks: the initial MBP training of the entire population and
any modified random search training performed on any individual.

The latter of these tasks represents the individual parallelism employed by
the farmer/worker/helper architecture. This form of parallelism aids cooperation
to achieve a common goal. MBP training assistants work independently without
communicating with each other.

To assist the worker with MBP training, each helper is assigned a single
ANN from the worker’s subpopulation. The helpers are also called upon by the
MRS operator, and work cooperatively and communicate partial results. For
each helper allocation of a region, only the helper is allowed to change.

Communication among helpers is via the worker to reduce the amount
of communication necessary and allow the workers to keep a consistent copy
of the ANN. The overall communication architecture is greater than the
farmer/workers architecture, thus it is necessary to offset this cost calculation.

3.5 QoT Aware Evolutionary Programming Algorithm

In 2013, Bhanja et al. [7] presented an EP algorithm to solve the quality of
transmission (QoT) aware dynamic routing and wavelength assignment (DRWA)
problem in transparent optical networks using wavelength division multiplexing
(WDM).

At the core of QoT aware EP is the selection of the fitness function (fitness
calculation). The fitness function for the problem in [7] is formulated as follows:

fχ =Wχ(Σkχ−1
j=1 Cgχ(j),gχ(j+1) + Σ(i,j)∈EHijχ + σ2

sig−ase(χ)

+σ2
sig−shot(χ) + σ2

thermal + σ2sig − demuχ(χ)).

Experimental results in [7] show that the proposed algorithm also performs
better than other existing work in the literature, [8,9,21], and this programming
algorithm together with the novel wavelength ordering assignment technique can
also be used for real-time applications for a network load less than 90 erlang.

3.6 Shifting Classical Evolutionary Programming

In 2013, Alipouri et al. [5] presented a modification to classical EP by shifting
strategy parameters: shifting classical EP (SCEP).

It is known that when one of the strategy parameters is a large value, adding
it to the related variable causes abrupt changes in that related variable and an
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iterative result may be far from the optimum point. This problem slows down
the rate of the related iteration.

The main problem is the constant, repeated addition of small or large step
sizes to individuals, which stagnates the algorithm. Therefore, in place of omit-
ting small and large step sizes, the algorithm can simply avoid repetition. To
implement this idea, Alipouri et al. [5] proposed that the algorithm occasionally
rotates the strategy parameters. With rotation, the advantages and disadvan-
tages of one species shift to another species, that is, species individuals occa-
sionally share their gathered information with each other. By implementing this
idea, the variable gives its own strategy parameter to its neighbor, which avoids
the repetition of adding very fast or slow steps to only one variable. Using this
method, each individual can share its large or small step size with other individ-
uals. This prevents variables from extending further out of the optimal search
space.

The most essential part (3) in SCEP is as follows: (the other steps are similar
to those of CEP)

(3) Each parent (xi,i ), i ∈ 1, . . . ,, creates a single offspring (x′
i,

′
i ) by: for

j = 1, · · · , n

a = int(rand × n)
if (rand > RC)

ηi = shifting(ηi, a)
end
x′

i(j) = xi(j) + ηi(j)Nj(0, 1)
η′

i(j) = ηi(j)exp(τ ′N(0, 1) + τNj(0, 1))
shifting: the function that shifts strategy parameter a times;
a: the number of shifting which is chosen randomly;
int(·): rounds to near integer value;
rand: generates a uniform random number in [0, 1].

3.7 Surrogate-Assisted Evolutionary Programming Algorithm

In 2013, Regis [6] proposed a surrogate-assisted EP algorithm for con-
strained expensive black-box optimization that can be used for high-dimensional
problems with many black-box inequality constraints. Compared with other
methods, this does not use a penalty function, and it builds surrogates for the
objective and constraint functions.

Below is pseudocode for the proposed surrogate-assisted EP for optimization
problems with black-box inequality constraints. Unlike many previous evolu-
tionary algorithms for constrained problems, this method does not use a penalty
function. Instead, it treats each inequality constraint separately and builds a
surrogate model for each constraint function using all previously sampled points
(both feasible and infeasible points).

As in EP in the previous section, the main input to this algorithm is the
optimization problem:
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min f(x)

s.t.
x ∈ R

d

gi(x) ≤ 0, i = 1, 2, · · · ,m

a ≤ x ≤ b

together with a simulator that yields the values of f(x), g1(x), · · · , gm(x) for any
input x ∈ R

d. The proposed surrogate-assisted (+) − EP uses two additional
parameters: ν, the number of trial offspring generated for each parent, and pmut,
the probability of perturbing a coordinate of a parent solution when generating
a trial offspring.

Surrogate-assisted (μ+μ)−EP for constrained black-box optimiza-
tion

(1) Set generation counter t = 0 and set the initial population: P (0) =
(x1(0), σ1(0)), · · · , (xμ(0),μ (0)), where σi(0) = σinit.

(2) Evaluate the objective and constraint functions at the points in
P (0): For each i = 1, · · · , μ, run the simulator to determine
f(xi(0)), g1(xi(0)), · · · , gm(xi(0)).

(3) While the termination criteria are not satisfied
(3.1) Fit or update surrogates s0t , s

1
t , · · · , sm

t for the objective and constraint
functions f, g1, · · · , gm, respectively, using all available function values
from previous simulations.

(3.2) For i = 1, · · · , μ
(3.2(a)) For j = 1, · · · , ν, generate

(x
′
ij(t), σ

′
ij(t)) = Mutate((xi(t),i (t)), pmut).

(3.2(b)) Evaluate the surrogates of the objective and constraint functions at
the points in

P
′
i (t) = {(x

′
i1(t), σ

′
i1(t)), · · · , (x

′
iν(t), σ

′
iν(t))} :

For j = 1, · · · , ν, calculate

s0t (x
′
ij(t)), s

1
t (x

′
ij(t)), · · · , sm

t (x
′
ij(t))

(3.2(c)) (x
′
i(t), σ

′
i(t)) = Select(P

′
i (t)).

(3.2(d)) Evaluate the objective and constraint functions at the selected point:
Run the simulator to determine f(x

′
i(t), g1(x

′
i(t)), · · · , gm(x

′
i(t)).

End
(3.3) P (t + 1) = Select(P (t)

⋃
P

′
(t),

where

P
′
(t) = {(x

′
i(t), σ

′
i(t)), · · · , (x

′
μ(t), σ

′
μ(t))}.

(3.4) Increment generation counter: t ← t + 1.
End

(4) Return the best solution found.



202 J. Yu and L. Xing

4 Research and Outlook

(1) Model theory research: Research into the evolutionary mechanism is key to
biological evolution. Additionally, the rules of EP, algorithm performance,
convergence, and complexity analysis also require further research.

(2) Algorithm study: Some of the IEP algorithms have been reserved more
meticulous, such as the algorithm in Sect. 3.7, but also need to improve
their universality.

(3) Multi-objective optimization: Recently, multi-objective evolutionary algo-
rithms have inspired the interest of researchers in EP, in particular, multi-
objective optimization problems, such as those proposed in [4] for the
graphic processing method. Therefore, research into the EP algorithm of the
multi-objective optimization problem has important research significance.

(4) Application research: We could pay more attention to some areas not cov-
ered, such as the high-dimensional function, multi-objective optimization,
constrained optimization, and stochastic optimization problems.
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Abstract. The classical ant colony algorithm for vehicle routing prob-
lem with time windows (VRPTW) has problems of low efficiency, slow
convergence and prematurity. And the discrete ant colony optimization
(DACO) is proposed for these problem. It adopts the one-dimensional
discrete coding that can make the data structure simpler and bring in
faster convergence speed. In addition, self-convergence mode is used to
calculate the optimal vehicle number rather than setting the optimal
vehicle number at the beginning, which makes the algorithm more flex-
ible and accelerates the convergence speed effectively. The time window
and vehicle load are not considered in the optimization process, when
ants complete the whole process and then the path is explained, this
move not only expands the ant search scope but also improves the effi-
ciency of the algorithm. The above highlights make the most of the self-
adaptation and self-regulating mechanism, which effectively reduces the
probability of the local optimal solution at the same time. Experimental
results for Solomon benchmark test problems indicate that DACO out-
performs both in reducing time and space complexity in the premise of
not affecting the accuracy. Thus proves DACO is effective and feasible
in solving the VRPTW.

Keywords: Vehicle routing problem · Time windows · Discrete ant
colony optimization

1 Introduction

The Vehicle Routing Problem (VRP) is a well known optimization problem and
it has received a lot of attention in operational research literature [1–3]. Besides,
VRP still belongs to NP-hard problems. The efficiency of algorithm is not so
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high that it is hard to get the optimal solution in the limited time when the
scale of the problem is to a certain extend. The vehicle routing problem with
time windows (VRPTW) is the basis of VRP by adding time window constraints.
The VRPTW can be described as the problem of designing least cost routes for
a fleet of vehicles from one depot to a set of geographically scattered points,
the routes must be designed in such a way that each point is visited only once
by exactly one vehicle within a given time interval; all routes start and end at
the depot. And the total demands of all points on one particular route must
not exceed the capacity of the vehicle. Due to the limitations of service time,
VRPTW is more fit for the actual logistics distribution mode, so it is widely
used in the field of logistics and transportation. Therefore, to solve the vehicle
routing problem with time windows is of great significance in practical research.

Since VRPTW is still a NP-hard problem, exact algorithm is difficult to
solve it, so the heuristic algorithm is used to solve the problem. In recent years,
many scholars have extensively researched VRPTW by heuristic algorithms and
evolutionary algorithms. However a heuristic algorithm often achieves better
results. In [2–7], Li proposed ant colony optimization (ACO) and tested the abil-
ity of optimization for the algorithm through numerical computation, which gives
encouraging results to solve VRPTW. Hu et al. designed a hybrid ant colony opti-
mization and applied it to VRPTW [8–12]. Pang presented an adaptive heuristic
path construction algorithm and gave the simulation analysis [13–19]. Baños et
al. developed a mix of modern heuristic algorithm for multi-objective vehicle
routing problem with time windows and got the optimal solution [20–27]. These
studies have a certain degree of improvement on the algorithm. But the effect
of improving the convergence rate is not particularly obvious; slowness is still
the bottleneck of ant colony algorithm in large-scale application of optimization
problems.

This paper adopts a new idea to study the discrete ant colony optimiza-
tion (DACO) on VRPTW. The proposed algorithm combines the characteris-
tics of the improved/exchange method and the interactive optimization method.
Improvements have made as follows. Firstly, ant colony algorithm is discretized
and improved on the basis of classical ant colony algorithm. Secondly, the lim-
itation of time window is not considered in the process of optimization which
makes the search scope more extensive. Moreover, the vehicle load is not taken
into account in advance, so that ants make full use of self sensitive sense of
smell to broadly searching, after completing the whole process then considering
the limitations of the vehicle load. Finally, to avoid falling into local optimum
early, the number of vehicles is not given and the upper limit of the vehicle is
even considered, so as to give full play to the adaptive characteristics of ants and
self-regulating mechanism. Experimental results indicate that the proposed algo-
rithm can solve the local optimal problem and the accuracy is greatly improved,
so is the efficiency.



206 Q. Fu et al.

2 Problem Formulation

The VRPTW is defined on a graph (N, A). The node set N consist of the set
of customers, denoted by C, and the nodes 0 and n + 1, which represent the
depot. The number of customers |C| will be denoted n and the customers will
be denoted by 1, 2, . . . , n. The arc set A corresponds to possible connections
between the nodes. No arc terminates at node 0 and no arc originates at node
n + 1. All routes start at 0 and end at n + 1. A cost cij and travel time tij are
associated with each arc (i, j ) ∈ A of the network. The travel time tij includes
a service time at customer i. The set of identical vehicles is denoted by V. Each
vehicle has a given capacity q and each customer a demand di, i ∈ C. At each
customer, the start of the service must be within a given time interval, called
a time window, [ai, bi], i ∈ C. Vehicles must also leave the depot within the
time window [a0, b0] and return during the time window [an+1, bn+1]. A vehicle
is permitted to arrive before the opening of the time window, and waits at no
cost until service becomes possible, but it is not permitted to arrive after the
latest time window. Since waiting time is permitted at no cost, we may assume
without loss of generality that a0 = b0; that is, all routes start at time 0.

The model contains two types of decision variables. The decision variable
Xk

ij (defined ∀(i, j) ∈ A,∀k ∈ V ) is at equal to 1 if vehicle k drives from node
i to node j, and 0 otherwise. The decision variable (defined ∀i ∈ N,∀k ∈ V )
denotes the time vehicle k, starts service at customer i, i ∈ C. If vehicle k does
not service customer i, has no meaning. We may assume that Sk

0 = 0,∀k, Sk
n+1

and denotes the arrival time of vehicle k at the depot. The objective is to design
a set of minimal cost routes, one for each vehicle, such that all customers are
serviced exactly once. Hence, split deliveries are not allowed. The routes must
be feasible with respect to the capacity of the vehicles and the time windows of
the customers serviced. The VRPTW can be stated mathematically as:

min
∑
k∈V

∑
(i,j)∈A

cijX
k
ij (1)

The following formulate are used to illuminate the constraints and definitions
∑
k∈V

∑
(i,j)∈A

Xk
ij = 1,∀i ∈ C (2)

∑
i∈C

di

∑
j∈N

Xk
ij ≤ q,∀k ∈ V (3)

∑
j∈N

Xk
0j = 1,∀k ∈ V (4)

∑
i∈N

Xk
ih−

∑
j∈N

Xk
hj = 0,∀h ∈ C,∀k ∈ V (5)

∑
i∈N

Xk
i,n+1 = 1,∀k ∈ V (6)
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Xk
ij(S

k
i + tij − Sk

j ) ≤ 0,∀(i, j) ∈ A,∀k ∈ V (7)

ai ≤ Sk
i ≤ bi,∀i ∈ N,∀k ∈ V (8)

Xk
ij ∈ {0, 1},∀(i, j) ∈ A, k ∈ V (9)

The objective function (1) states that costs should be minimized. Constraint
set (2) states that each customer must be assigned to exactly one vehicle, and
constraint set (3) states that no vehicle can service more customers than its
capacity permits. Constraint sets (4)–(6) are the flow constraints requiring that
each vehicle k leaves node 0 once, leaves node h, h ∈ C if and only if it enters
that node, and returns to node n + 1. Note that constraint set (6) is redundant,
but is maintained in the model to underline the network structure. The arc (0,
n + 1) is included in the network, to allow empty tours. More precisely, we
permit an unrestricted number of vehicles, but a cost cv is put on each vehicle
performing an empty tour, i.e., to each vehicle not used. This is done by setting
c0,n+1 = −cv. That is, the more there are empty tours, the lower is the total cost.
The value of cv is sufficiently large to primarily minimize the number of vehicles
and secondarily minimize travel costs. Nonlinear constraint set (7) states that
vehicle k cannot arrive at j before Sk

i +tij if it travels from i to j. Constraint set
(8) ensures that all time windows are respected and (9) is the set of integrality
constraints.

3 Discrete Ant Colony Optimization for VRPTW

In this paper, ant colony optimization (ACO) is first discretized and the math-
ematical model is re-conceived. Then, algorithm steps are redesigned according
to the defects of ACO, eventually forming a discrete ant colony optimization
(DACO). In this algorithm, the path expression method is used to represent
the coding of the individual ants and the movement of ants corresponds to a
transformation of the path code. In fact, each ant represents a possible paths.

3.1 Design for DACO

(1) Coding method. A sequence of feasible paths is used as the coding of indi-
vidual ants; it is the most direct, simple and logical method. For example,
0-1-2-4-3-0-5-8-7-6-9-0 can be directly expressed as (0 1 2 4 3 0 5 8 7 6 9
1), which means there are two paths that start from the city 0 (distribution
center) and finally back to the city 0.

(2) State transition probability. Each ant chooses the next city under the mutual
influence of synergy and visibility, meanwhile, the elements of tabu list and
related attributes of ants are updated. The selection formula is calculated as
follows:

pk
ij(t) = [τij(t)]α[ηij(t)]β/

∑
([τij ]α × [ηij(t)]β |j ∈ allowedk) (10)

Where η(t) = 1/dij is a heuristic function [16] and it means the extent to
which ants move from the element (city) i to the element (city) j ; allowedk
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is the optional city set, besides, allowedk = C-tabuk; α refers to the heuristic
factor and there will be pheromone left in the process of searching, which
affects the next step of ants to find the best decision. The greater the α
is, the more powerful this effect is. Hence, ants will move toward the path
of higher pheromone concentration, which leads to too strong collaboration.
The algorithm is easy to fall into the local optimal. β means to the expecta-
tion heuristic factor that refers to the influence degree of the path that ants
see to the optimization process. If β is too large, algorithm is easy to full
into a greedy rule.

(3) Pheromone update formula. Information changes with time and the update
formula is as follows:

τij(t + n) = (1 − ρ) × τij(t) + Δτij(t);Δτij(t) =
∑

(Δτk
ij(t)|k = 1, 2, . . . ,m)

(11)
Where m is the number of ants; ρ is the information volatile factor, in order to
prevent the pheromone enhanced continuously, we set its value among [0, 1).
Δτij(t) =

∑
(Δτk

ij(t)|k = 1, 2, . . . ,m), it refers to the pheromone increment
from i to j in the current iterations and before iteration start its value is
0. When the ant k went through (i, j ) in this cycle, then Δτk

ij = Q/Lk

(global optimization); and 0, otherwise. Q is a constant and represents a
total concentration of pheromone that the ant runs the whole Journey; Lk

is the total path length of ant k at the end of each loop.
(4) The objective function. In this paper, the smaller the value of the objective

function is, the better the ant search path is. The formula for calculating the
objective function value is:

f(xi(t)) =
N∑

j=0

d(xi(j), xi(j+1)) (12)

Where xi is the path i ; xi(j) is the city j in the path i ; d(xi(j), xi(j+1)) is
the distance between j and j + 1 ; N is the number of cities in the path.

(5) The establishment of the initial population. This paper assumes that the
distribution center has been set up, and the default for the city 0, all ants
can be placed in the distribution center, there is no need to disrupt the initial
city of ants.

3.2 The Innovation Points of DACO

Ant colony algorithm has excellent performance in solving VRPTW, but the
searching time is long and the efficiency is low. Moreover, it is easy to converge
to the local optimal solution, so it is restricted to be further popularized and
applied. The reasons are as follows.

(1) For low efficiency problems. In the process of optimization, the restriction of
time windows makes the ant colony algorithm have a large amount of com-
putation in the construction process of each feasible solution, which increases
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the time complexity of the algorithm. Such as the TSP problem is O(m−n2),
where m is the number of iterations of algorithm, n is the scale of the prob-
lem. Moreover, the complex algorithm design will contain a great deal of
judgments which are likely to cause that some high-quality feasible solutions
are unreachable or have small probability to be found.

(2) For premature problem. Since the ant colony algorithm is a heuristic algo-
rithm, actually, heuristic algorithm is a kind of greedy strategy. This is also
objectively determines that the better or the best feasible solution which
does not comply with the greedy strategy will be missed, especially along
with the increasing of iterations, the results of algorithm will be stagnant
and even fall into local optimal.

It can be seen from the above analysis that the traditional ant colony algo-
rithm has some limitations. Therefore, this paper proposes the improved ant
colony algorithm to overcome the above problems, the solution is as follows.

a. Ignore the time windows
In the process of program implementation, if time window constraints is con-
sidered in advance, the program will be very lengthy and the efficiency will be
reduced obviously. In addition, considering the time windows will largely reduce
search scope and weak the original search mechanism at the same time. There-
fore, this algorithm proposes a new idea to solve the problem: we do not consider
the time windows until an explanation of the code is adding in the later stages
of the algorithm.

The idea effectively solves the problem of local optimum, and makes the
objective function do not directly effect the optimal choice of ants but just have
a certain impact. Through a large number of experiments, it is proved that the
efficiency of the algorithm can be greatly improved if we ignore the time windows
in the optimization process.

b. Ignore the vehicle load
The optimization process has ignored the time windows, at this point, it is very
likely to find the feasible solution in early period but the feasible solution is
maybe infeasible solution after joining time windows, thereby greatly reducing
the effectiveness of the algorithm. In addition, it also needs to go through two
filter to get the feasible solution if the time window takes into account, which
greatly reduces its running speed. Therefore, the time windows and the vehicle
load can be considered as a one-time which can improve the effectiveness of the
algorithm.

The idea effectively avoids the local optimum, because the path can not be
directly used as a feasible solution but needs to be explained later. And the later
explanation interrupts the continuity of searching path, which do not make ants
into local optimum but maintain a wide range of search.

c. Open the number of vehicles
In the traditional vehicle routing problem, the maximum number of vehicles can
be set to avoid the infeasible solution that caused by the number of vehicles.
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But this approach will make some good paths become infeasible solutions and
be abandoned due to the restrictions of the number of vehicles. Therefore, this
paper puts forward the strategy of opening the number of vehicles, so that the
algorithm can make full use of the self adaptation of ants to converge the number
of vehicles. Experiments show that the solution found in this way is better and
the number of vehicles will not more than the maximum value as long as a
reasonable set of iterations.

3.3 Algorithm Process of DACO

The detailed steps are described below.

Step 1. Initialization of DACO. Set parameters in DACO and initialize the
pheromone of the network.

Step 2. Tabu status. Assign all ants to the distribution center and initialize the
pointer to the tabu list.

Step 3. Update the route of ants. Ants select the next city by means of transition
probabilities, update the tabu list until the tabu list is filled.

Step 4. Explain the path of ants. Redefine the code by time windows and vehicle
load limits and if the service to the next city can meet above restrictions, then
the next city is served; otherwise the vehicle returns to the dispatch center.

Step 5. Pheromone updating. The increments of pheromone is updated by the
step 4, find out the optimal solution in the current iteration and compared it
with the previous iteration then retain the best solution.

Step 6. Update the information of each path. Calculate for each edge: τij(t+n) =
ρ∗τij(t) + τij(ρ ∈ (0, 1)); Set t = t + n; Set Nc = Nc + 1; Set τij = 0.

Step 7. DACO termination. Check the DACO termination conditions (Nc <
Ncmax and not all the ants choose the same path). If algorithm meets the termi-
nation conditions, DACO comes to an end; otherwise, goto step 2 and continue
DACO search.

4 Simulation Results and Analysis

4.1 Experimental Environment

In order to verify the correctness and effectiveness of the algorithm, this paper
selects 20 points to test. The proposed algorithm (DACO) was developed in C++
programming language and tested in a computer with an Intel Core 2.5 GHz
microprocessor with 4 GB of RAM memory and operating system Windows 7
Ultimate 64 bits (i5-3210M). The experimental results are obtained by platform
VC++.
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4.2 Analysis and Setting of Experimental Parameters

In the discrete ant colony optimization, the number of ants (m) and iterations
(Nc) have a certain effect on the stability and the search depth of the algorithm.
Therefore, we should optimize and set this two parameters at first. In addition,
through many experiments and researches, the information heuristic factor (α)
is the relatively important parameters. If the α is larger, the previous path is
more likely to be chosen by the ant and the random search probability becomes
smaller; otherwise, algorithm is easy to fall into local optimum. The expected
heuristic factor (β) is expected to reflect the relative importance of the heuristic
information to guide the search. If the β is larger, the ant more easily choose local
shortest path; otherwise, algorithm is easy to fall into local optimum. Similarly,
the value of ρ directly affects the global search ability and convergence speed of
the algorithm. When the value of ρ is too large, the possibility of repeated search
is large too, which affects randomness and global search ability; otherwise, the
convergence rate will decrease.

By reading literature and summary, we can see that the parameters of m and
Nc, adjusted according to the scale of the problem, are not sufficient to affect
the global convergence of the algorithm and global search ability, therefore they
belong to the peripheral parameters. And α, β, ρ and other parameters which
belong to the core parameters have a great impact on the performance of the
algorithm. So this paper makes a deep discussion about the optimal configuration
of those parameters. When the other parameters have reached the optimal state,
the pheromone amount (Q) has little effect on the objective function value, so
its value is usually set to 100.

a. Setting the number of ants
In order to ensure the validity of the experimental results, we set the initial value
of the parameters Nc = 1500, Q = 100. The other three parameters α, β and
ρ both take two groups, one group is α = 0.7, β = 1.6, ρ = 0.8, and the other
group is α = 0.8, β = 1.8, ρ = 0.6. m starts from 10 and each increment is
10, every time the experiment repeats 30 times and the optimal value of each
experiment is recorded, and then get the average of 30 experiments. According
to the experimental results, the effect of m on the objective function is shown
in Fig. 1.

From Fig. 1 we can see that both (a) and (b) show when m < 50, the curve
tends to decline precipitously but the quality of optimal solution is rising; when
m = 50, the average value of the optimal solution is the best and the curve grad-
ually tends to be stable; when m > 50, although the optimal solution can also
be obtained, the running time of the algorithm increases and the improvement
of the algorithm can work. Therefore, the optimal value of m is 50.

b. Setting the number of iterations
When the value of m is determined, the other parameters remain the same
but the Nc needs to be optimized. Nc starts from 200 and each increment is
200, every time the experiment repeats 30 times and the optimal value of each
experiment is recorded, and then get the average of 30 experiments. In Table 1,
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Fig. 1. The relationship between m and optimal solution

Table 1. The relationship between Nc and optimal solution

m Nc BestR

group1 group2

50 200 145.99 145.27

50 400 144.59 144.13

50 600 143.88 143.29

50 800 143.10 143.52

50 1000 142.71 142.98

50 1200 143.28 142.68

50 1400 142.75 142.72

50 1600 143.08 142.46

50 1800 142.45 142.60

50 2000 142.56 142.50

“BestR” indicates the optimum tested by DACO. According to the experimental
results, the effect of Nc on the objective function is shown in Table 1 (the group1
is α = 0.7, β = 1.6, ρ = 0.8, the group2 is α = 0.8, β = 1.8, ρ = 0.6).

As shown From the two groups of different parameters in Table 1, when
Nc < 1000, the quality of optimal solution has been improved. Furthermore,
there is no stagnation phenomenon with the increasing of iterations, which shows
that the optimal solution has not been obtained; when Nc = 1000, the value of
optimal solution is close to the convergence and the data is also present a stable
trend. Considering the performance of the computer, the operating speed and
so on, the optimal of Nc is set to 1000 times.

c. Setting the information heuristic factor
When the value of m and Nc are determined, the other parameters remain the
same but the α needs to be optimized. In the two different groups, α both starts
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from 0.1 and each increment is 0.1, every time the experiment repeats 30 times
and the optimal value of each experiment is recorded, and then get the average
of 30 experiments. According to the experimental results, the effect of α on the
objective function is shown in Fig. 2.
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Fig. 2. The relationship between α and optimal solution

It can be seen from the trend of the curve in Fig. 2 that the optimal solution
has been improved fast and maintains in the initial stage of which α increases
from 0.1 to 0.6. The algorithm gets the optimal solution when α = 0.6. But with
the increasing of α, the optimal solution gradually reduces and is not stable.
Hence, from the performance of optimal solution, α is 0.6.

d. Setting the expected heuristic factor
When the value of m, Nc and α are determined, the other parameters remain
the same but the β needs to be optimized. β starts from 1 and each increment
is 0.1, every time the experiment repeats 30 times and the optimal value of each
experiment is recorded, and then get the average of 30 experiments. According
to the experimental results, the effect of β on the objective function is shown in
Table 2.

Table 2. The relationship between β and optimal solution

α 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6

β 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0

BestR 148.45 146.96 145.42 145.35 145.02 143.76 143.69 143.51 143.03 143.54 143.97

Table 2 shows that as β increases, the average value of the optimal solution is
improved in the initial stage, thereafter basically maintained at the same level.
When β = 1.8 the optimal solution is best, but the optimal solution is gradually
degraded along with the value of β continuous increasing, so the value of β is
set to 1.8.
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e. Setting the information volatile factor
When the value of m, Nc, α and β are determined, the other parameters remain
the same but the ρ needs to be optimized. ρ starts from 0.1 and each increment
is 0.1, every time the experiment repeats 30 times and the optimal value of each
experiment is recorded, and then get the average of 30 experiments. According
to the experimental results, the effect of ρ on the objective function is shown in
Table 3.

Table 3. The relationship between ρ and optimal solution

α β ρ BestR

0.6 1.8 0.1 143.98

0.6 1.8 0.2 145.55

0.6 1.8 0.3 143.34

0.6 1.8 0.4 145.13

0.6 1.8 0.5 144.16

0.6 1.8 0.6 143.24

0.6 1.8 0.7 143.4

0.6 1.8 0.8 143.82

0.6 1.8 0.9 144.48

From the relationship between ρ and the optimal solutions, we can know
that although the optimal solution is better when ρ = 0.3, but its performance
is not stable. Because just a slight deviation will make the value of the objective
function have a large fluctuation. Instead, the number of the optimal solution is
relatively dense which shows that the performance of the program is very stable
when ρ = 0.6. Therefore, the optimal value of ρ is 0.6.

4.3 The Stability Analysis of the Algorithm

A good algorithm must be stable, that is to say, fluctuations in the value of each
calculation is smaller. In order to describe the stability of the algorithm, the
following formula is used to calculate the standard deviation:

σ =

√√√√ 1
N

N∑
i=1

(xi − μ)2 (13)

Among them, x1, x2, x3, . . . , xn are all real numbers, μ is the arithmetic
average and σ is the standard deviation. As shown in Fig. 3, it depicts a graph of
city scale and standard deviation and the maximum fluctuation value through
a large number of experimental data.
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Fig. 3. The relationship between city scale and standard deviation

From Fig. 3 we can see that as city scale increases, the value of standard
deviation and maximum fluctuation are also increased. And it is a normal phe-
nomenon from a practical point of view, after all, with the increase of city scale
the feasible solution will also be a substantial increase. When the city size equal
to 50, the standard deviation gradually tends to be stable, the curve instead
begin to decline with the increase of city size, which indicates that the algo-
rithm is fluctuate in the acceptable range. So it is proved that the algorithm has
better stability and it can solve a certain scale of VRPTW.

4.4 Experimental Comparison Between DACO and Tabu Search
Algorithm

In order to show the advantages of DACO, the experiment respectively tests
the two algorithms in the scale of 25, 50 and 100. The algorithm is repeated 30
times and records optimal solution, average and variance based on considering
the exist of random factor in membrane algorithm. The experimental results
are shown in Table 4. In Table 4, “BestR” indicates the optimal solution, “Avg”
means the average value of the test, and “Vari” indicates the variance of the
test.

Table 4. Comparison Results of DACO and Tabu Search Algorithm

Scale BestR Avg Vari

DACO Tabu DACO Tabu DACO Tabu

25 212.14 235.51 221.33 281.24 6.95 6.87

50 471.62 473.09 489.41 514.33 18.37 39.61

100 1298.78 1341.93 1308.26 1356.28 15.92 24.21
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From Table 4 we can see that the DACO is better than the tabu search
algorithm in the application of VRPTW. It can be seen From the BestR that
the performance of the DACO is superior to tabu search algorithm in average
optimum thus proving that ignoring the time windows and vehicle load limits,
DACO has greater advantages than tabu search. It can be seen from the Avg
that the searching optimization ability of DACO is stronger than Tabu search;
and it also can be seen from the Vari that DACO can expand the scope of
search space and increase the diversity of solutions, thus effectively avoiding the
premature convergence of the algorithm and finding a better solution. Above
mentioned results show DACO is more stable than the tabu search in terms of
stability, in other words, DACO has a good robustness.

5 Conclusion

In this paper, we use the discrete ant colony optimization to solve VRPTW
and put forward the new ideas that do not consider the time windows and the
vehicle load limit until an explanation of the code is added to the later stage
of the algorithm. This strategy makes the algorithm significantly improved in
the search accuracy and the efficiency of algorithm. In addition, DACO also
solves the common problem in the VRPTW that algorithm easily falls into local
optimum. Compared with the Tabu search algorithm, the results show that the
DACO is an effective algorithm to solve the VRPTW.

The future research is mainly on improving and optimizing the encoding
and decoding process of the algorithm, and striving for the realization of using
less time to solve VRPTW under the premise of ensuring the accuracy, and
further enhancing the operational efficiency of the algorithm. Secondly, applying
DACO to other fields, such as image processing, fault diagnosis and job shop
scheduling and thereby expanding the scope of its application. At the same time,
analyzing the parameters of the algorithm so that its performance can be played
to the best state. Finally, it can be further studied in combination with genetic
algorithm, tabu search algorithm, fish swarm algorithm, bee colony algorithm
and glowworm swarm optimization algorithm and so on.
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Abstract. DE is challenging to maintain a balance between exploration
and exploitation behaviors, and also the neighborhood and direction
information of the difference vector is not completely utilized. In this
paper, a completely novel DE variant, SODE, is proposed with the sec-
ond order difference information, which is introduced to DE for even more
fully utilizing the heuristic direction information. The second order differ-
ence information also enriches the neighborhood structure and enlarges
the neighborhood domain with more heuristic information. Preliminary
experimental results show that SODE is better than, or at least compa-
rable to, the classical first order DE algorithms in terms of convergence
performance and accuracy.

Keywords: Differential evolution · Second order DE · Difference vector

1 Introduction

Differential evolution is a simple, yet very efficient evolutionary algorithm for
many complex optimization problems, which was proposed by Price and Storn
[1]. It has been proved that DE has a series of advantages, such as lower com-
putational complexity, higher robustness and simplicity. It is used to find the
satisfactory or approximate solutions for optimization problems and real-world
applications [2,3]. Because basic and difference vectors are randomly chosen
from the current population, which does not utilize any neighborhood struc-
ture and/or beneficial direction information to guide the individuals toward the
potential promising regions. This drawback will increase the possibility of being
trapped in local optimum.

Consequently, in order to apply DE successfully to solve optimization prob-
lems and alleviate its disadvantages, various DE variants and a trial and error
search for the strategies are proposed by many researchers and engineers. Fan
and Lampinen [4] proposed a trigonometric mutation operator to enhance the
performance of DE algorithm. This modification enables the algorithm to get
a better trade-off between convergence rate and robustness. Sun et al. [5] pro-
posed a hybrid of DE and estimation of distribution algorithm, called DE/EDA.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 219–228, 2016.
DOI: 10.1007/978-981-10-3614-9 27
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They designed DE algorithm from a new aspect, which utilizes local informa-
tion and global information respectively. Three different learning strategies for
conventional DE, one is for selecting the base vector and the other two are for
constructing the difference vector was proposed by Wang and Xiang [6]. Zhao
et al. [7] proposed a new hybrid differential evolution with simulated annealing
and self-adaptive immune operation which introduced simulated annealing idea
to escape from possible local optimum attraction. Wei et al. [8] proposed a new
constraint differential evolution framework which can be applied to most con-
straint differential evolution variants. Zhang and Sanderson [9] proposed a new
differential evolution algorithm to improve optimization performance by imple-
menting a mutation strategy: DE/current-to-best with optional external archive
and updating control parameters in an adaptive manner.

This paper proposed the second order differential evolution algorithm. The
major contribution are as follows. This idea is executed by making use of the
beneficial exploration direction of individual and employing different mutation
strategies for these groups. It produces the even more beneficial search moves to
promote the detection of promising regions.

– Proposing the concept of the second order difference vector and the algorithmic
model: this concept is based on the strategies - DE/rand/1 and DE/best/1;

– The second order difference vectors are associated with each individual, which
can be individually updated according to its current status.

2 Classical Differential Evolution

In this section, the basic operations of differential evolution will be introduced to
better understand our new algorithm proposed in Sect. 4. DE is an optimization
algorithm based on the principles of natural evolution, using a population P with
individuals encoded in floating point, indicated as Eq. (1).

PG = [XG
1 ,XG

2 , . . . . . . XG
NP

] (1)

where XG
i,j denotes the j -th component of the i -th individual in the population

of the G-th generation as in (2).

XG
i = [XG

i,1,X
G
i,2 . . . . . . , XG

i,D] i = 1, 2, · · · Np (2)

Four main steps in DE are initialization, mutation, crossover and selection.

2.1 Initialization

The initial population is usually randomly generated according to a uniform
distribution within the search space constrained by the lower bound and the
upper bound of the optimization problem, where D is the dimension of the
variable. It is shown as in (3).

Xi,j = Xmin
j + rand(0, 1)(Xmax

j − Xmin
j ) i = 1, 2, · · · , Np, j = 1, 2, · · · ,D

(3)
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2.2 Mutation Operation

At each generation G, DE employs mutation operation to produce a mutant
vector V G

i based on the current parent population individual XG
i . The notation

DE/a/b/c is used for distinguishing these strategies. “a” means the mutated
vector; “b” denotes the number of the used difference vectors; “c” specifies the
crossover scheme. The most frequently used mutation strategies of DE algorithm
are given as Eqs. (4)–(9) [13]. The best vector in generation G is denoted as XG

best.

DE/rand/1 : Vi = Xr1 + F(Xr2−Xr3) (4)

DE/best/1 : Vi = Xbest + F(Xr2 − Xr3) (5)

DE/best/2 : Vi = Xbest + F(Xr2 − Xr3 + F(Xr4 − Xr5) (6)

DE/rand/2 : Vi = Xr1 + F(Xr2 − Xr3) + F(Xr4 − Xr5) (7)

DE/current − to − best/1 : Vi = Xi + F(Xbest − Xi) + F(Xr2 − Xr3) (8)

DE/rand − to − best/1 : Vi = Xr1 + F(Xbest − Xr1) + F(Xr2 − Xr3) (9)

where i = 1, 2, · · · , Np , rk ∈ [1, Np ], k = 1, 2, . . . , 5, k �= i are different random
integers, and they are also different from vector index i. The scaling parameter
F is usually in [0.4, 1] and it is used to adjust the exploration or exploitation
step size. Equations (5), (6) generate a new individual around the current best
solution to exploit the current neighborhood. In order to enlarge the exploring
region, Eqs. (7)–(9) provide two difference vectors which are randomly selected
to obtain a new solution. In this way, the population diversity can be maintained
and more heuristic information can be utilized.

2.3 Crossover Operation

When the mutation operation is completed, crossover operation is applied to
each target vector V G

i and the parent individual XG
i . Then the parent vector is

mixed with the target vector to create a trial vector UG
i . The uniform crossover

used in the classical DE is given by (10):

UG
i,j =

{
V G
i,j , rand ≤ CR or j = jrand

XG
i,j , otherwise

(10)

where jrand represents a random integer in [1, Np ], which ensures that the trial
vector gets at least one component from the mutant vector V G

i . CR ∈ [0, 1] is
the crossover probability.

2.4 Selection Operation

Selection operator contains a greedy mechanism according to their fitness of
the trial vector and the parent individual. Then the better one, whose fitness is
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higher, is selected to survive for next generation. This operation is shown as in
(11) for minimization.

XG+1
i =

{
UG
i , f(UG

i ) ≤ f(XG
i )

XG
i , otherwise

(11)

The above three basic steps repeat until the termination condition is met and a
final candidate solution is obtained.

3 SODE Algorithm

The new second order differential evolution algorithm, SODE, is proposed. The
second order difference vector is introduced to even better utilize the search
direction information and the direction information of difference vectors. The
research motive for the preliminary results provided in this paper is not to pro-
pose a superior DE variant with an excellent performance, but to propose a
second order differential evolution algorithm model for the possible novel sub-
branch in the swarm intelligence and evolutionary computation.

3.1 The Second Order Difference Vector Mechanism

The usually and widely used mutation operations, DE/rand/1 and DE/best/1,
are adopted as analytic model strategies in this paper. It is said to be the most
successful and widely used scheme. However, the available heuristic direction
information of second order difference vector is not utilized efficiently. In order
to efficiently utilize the direction information and the search status of the current
population, the second order difference vector mechanism, which is based on the
two classical mutation strategies, is indicated as in (12)–(16).

dG = XG
r1 − XG

r2 (12)

dG1 = XG
best − XG

r3 (13)

dG2 = XG
r4 − XG

worst (14)

drG = dG + λ(dG1 − dG2 ) (15)

V G
i = XG

k + F · drG (16)

V G
i = XG

best + F · drG (17)

where r1, r2, r3, r4 are different random integers in [1, Np] and r1 �= r2. Scaling
parameter F is set as 0.5. Difference vectors in (12)–(14) are the same as the
classical DE algorithm. The term of (dG1 − dG2 ) in (15) is the second order differ-
ence vector, which is used to slightly modify the difference vector dG constructs
the mutant vectors as in (16) and (17). They are associated with each individ-
ual, which can be individually updated according to its current status and the
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remaining historic information. The second order difference vector in (15) also
aims to enlarge the exploring region and reduce the possibility of being trapped
in the local optimum when it is introduced to the first order difference vector
dG. Parameter λ is set as 0.5. Then the proposed new mechanism is added to
the mutation operations - DE/rand/1 as in (16) and DE/best/1 as in (17).

4 Performance Comparison and Analysis

In order to initially evaluate the performance of the proposed second difference
strategy, 8 benchmark functions [4,10,11] with dimensions D = 30 are chosen
and four DE algorithms are adopted.

4.1 Benchmark Functions

Functions f1–f4 are unimodal functions. f5–f8 are multimodal functions and
the number of local minima increases exponentially with the increase of problem
dimension. They are described in Table 1.

Table 1. Benchmark functions

Benchmark functions Initial range

f1(x) =
D∑

i=1
xi

2 [−100, 100]D

f2(x) =
D∑

i=1
|xi| +

D∏
i=1

|xi| [−10, 10]D

f3 =
D∑

i=1
(�xi + 0.5�)2 [−100, 100]D

f4 = 0.1{10sin2(3πx1) +
D−1∑
i=1

(xi − 1)2[1 + 10sin2(3πxi+1)]

+(xD − 1)2[1 + sin2(2πxD)]} +
D∑

i=1
u(xi, 5, 100, 4)

[−50, 50]D

f5 = 418.98288727243369D −
D∑

i=1
(xi sin(

√|xi|)) [−500, 500]D

f6 = −20 exp[−0.2

√
1
D

D∑
i=1

x2
i ] − exp( 1

D

D∑
i=1

cos(2πxi) + 20 + e) [−32, 32]D

f7 = π
D

{
10sin2 (πy1) +

D−1∑
i=1

(yi − 1)2 · [1 + 10sin2(πyi+1)] + (yD − 1)2}+
D∑

i=1
μ(xi, 5, 100, 4), yi = 1 + 1

4
(xi + 1)

[−50, 50]D

f8 =
D∑

i=1

(
k max∑
k=0

[ak cos(2πbk(xi + 0.5))]

)
− D

k max∑
k=0

[ak cos(2πbk − 0.5)]

a = 0.5, b = 3, kmax = 20

[−0.5, 0.5]D



224 X. Zhao et al.

4.2 Parameters Setting

Parameters are set as follows except for the special instructions.

– Number of independent runs: RUN = 30
– Population size: SIZE = 50
– Benchmark dimension: D = 30
– The maximal function evaluation numbers: MAXFUNNUM = 100000

The classical DE has two other parameters: scale factor F and crossover proba-
bility CR. In order to remain the algorithms being modified as simple as possible,
F and CR are initialized to 0.5 for all algorithm variants [12,13]. The involving
parameter λ is also simply initialized as 0.5.

4.3 Simulation Results and Comparison Analysis

In this paper, we propose the second order difference vector differential evolution.
The new proposed algorithm is analyzed and verified with different algorithm
variants and various benchmark functions.

1. Algorithms for comparison:

In order to show the performance of the proposed algorithm, four DE algo-
rithms are chosen to compare each other, which are described as follows:

– DE1: differential evolution using generation strategy “DE/rand/1;
– DE2: differential evolution using generation strategy “DE/best/1”;
– SODE1: adding the second order difference vector to “DE/rand/1”;
– SODE2: adding the second order difference vector to “DE/best/1”.

2. Results analysis and performance comparison:

All of the above algorithms are executed 30 independent runs on 8 functions.
The first row is five different values and the first column represents the test
functions for the experiments. In order to clearly observe the final numeric com-
parison, the items of min, median, mean and std are presented, in which “min”,
“median”, “mean” and “std” are the minimal, median, average and standard
deviation of all the final results in 30 runs. Observed from Table 2, it can be
found that SODE1 outperforms DE1 and SODE2 performs much better than
DE2. Algorithm SODE1 has smaller function values on 7 from 8 functions than
DE1 except for f3 and algorithm SODE2 has better performance for all functions
than DE2, which indicate the excellent enhancement for the proposed strategy.
For 4 unimodal functions, SODE1 performs better on 3 functions than DE1 and
SODE2 performs better on 4 functions than DE2. For 4 multimodal functions,
both of SODE1 and SODE2 perform better on 4 functions. These results suffi-
ciently indicate that the second order difference vector greatly benefits the search
for the optimization process.
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Table 2. Performance comparison among four DEs

Fun Items DE1 DE2 SODE1 SODE2

f1 Min 3.33E-10 5.45E-13 2.29E-13 1.84E-59

Median 8.91E-10 1.20E-07 8.39E-13 5.95E-58

Mean 1.15E-09 1.82E-04 9.07E-13 1.52E-57

Std 1.03E-09 5.11E-04 4.92E-13 2.99E-57

f2 Min 5.69E-06 3.00E-11 2.34E-08 8.74E-32

Median 1.52E-05 1.48E-07 5.29E-08 7.98E-31

Mean 1.55E-05 1.61E-04 5.47E-08 1.08E-30

Std 6.30E-06 8.56E-04 1.57E-08 9.87E-31

f3 Min 0 2 0 0

Median 0 11 0 0

Mean 0 19.4 0 0

Std 0 31.8072 0 0

f4 Min 4.20E-10 1.39E-07 2.36E-12 1.35E-32

Median 2.32E-09 2.7259 7.76E-12 1.35E-32

Mean 3.74E-09 4.5146 9.40E-12 2.85E-32

Std 3.34E-09 5.7491 6.56E-12 8.23E-32

f5 Min 1.04E+03 1.42E+03 2.93E+03 3.55E+02

Median 4.22E+03 2.28E+03 3.81E+03 9.48E+02

Mean 4.01E+03 2.43E+03 3.77E+03 9.00E+02

Std 1.01E+03 5.76E+02 3.64E+02 2.70E+02

f6 Min 4.94E-06 2.52E-08 1.91E-07 4.44E-15

Median 9.93E-06 2.408 2.63E-07 7.99E-15

Mean 1.02E-05 2.454 2.84E-07 0.0447

Std 3.58E-06 1.4283 6.35E-08 0.2447

f7 Min 1.03E-10 1.57E-06 1.28E-12 1.57E-32

Median 6.36E-10 2.9988 6.42E-12 1.57E-32

Mean 7.31E-10 3.2482 8.73E-12 0.0242

Std 4.64E-10 2.5935 7.08E-12 0.0802

f8 Min 1.14E-02 1.2041 5.74E-04 0

Median 1.93E-02 4.3804 9.05E-04 0

Mean 2.05E-02 4.3848 9.01E-04 3.10E-04

Std 6.98E-03 1.8121 1.82E-04 1.36E-03

In general, SODE1 performs better than DE1 which indicates that the sec-
ond order difference vector has significant influence on the convergence abil-
ity and ac-curacy. The fact of SODE2 being better than DE2 indicates that
the second order difference vector has significant influence on the expansion of
population diversity. These progressive phenomena verify the excellent effects of
the proposed second order difference information strategy.
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3. Online evolving performance comparison and analysis:

The online performance comparison among four DE algorithms is shown as
Fig. 1, which furthermore supports the previous numerical results and the related
analysis. Observed from Fig. 1, SODE1 based on DE1 algorithm performs better
for 7 from 8 benchmarks for the final results and SODE2 based on DE2 performs
better for all the functions. When function f3 is considered for SODE1 and
DE1, SODE1 has faster convergent speed than that of DE1 although they have
the same final results. The evolving lines of SODE1 and SODE2 decline faster
than DE1 and DE2 and they steadily obtains even better function values than
the classical DE algorithms for all the functions. What’s more, it can be seen
that DE1, DE2 suffer from frequent premature convergence for several functions
significantly. In general, SODE1 and SODE2 present more robust performance
and faster convergence speed when the second order difference information is
considered, which shows the necessity and validity of the proposed strategy.

5 Conclusion

In this paper, a completely novel DE variant, SODE, is proposed and investi-
gated with the second order difference vector, which effectively extends the cur-
rent research scope of the classical (first order) DE algorithms. It aims at further
efficiently utilizing the direction information of difference vector and the search
statuses of the current population to refine solution and to enhance the adapt-
ability of DE search mechanism. It is possible to spark even more interesting
and challenging research topics in future. This strategy has distinct advantage
and has a significant effect on avoiding premature convergence efficiently. The
experimental results show that its competitive optimization performance is bet-
ter than other classical algorithms and indicate the proposed strategies’ effects
and cooperation.

How to more fully utilize the second order difference information of DE algo-
rithm deserves extensive research.
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Abstract. Terrestrial plants have evolved remarkable adaptability that
enables them to sense environmental stimuli and use this information
as a basis for governing their growth orientation and root system devel-
opment. In this paper, we explain the foraging behaviors of plant root
and develop simulation models based on the principles of adaptation
processes that view root growing as optimization. This provides us with
novel models of plant root foraging behavior and with new methods for
global optimization. This model is instantiated as a novel bio-inspired
optimization model, which adopts the root foraging, memory and com-
munication, and auxin-regulated mechanisms of the root system. We per-
form comprehensive simulation to demonstrate that the proposed model
exhibit the property identified by natural plant root system. That is, in
order to be able to climb noisy gradients in nutrients in soil, the foraging
behaviors of root system is social and cooperative that is analogous to
animal foraging behaviors.

Keywords: Plant root growth · Foraging · Global optimization · Swarm
intelligence · Bio-inspired computing

1 Introduction

Logically, such optimal foraging principles have led scientists in the field of opti-
mization theory to exploit the analogy between searching a given problem space
for an optimal solution and the natural search process of foraging for food [1].
In recent years a considerable amount of natural foraging strategies has inspired
natural computing paradigms in optimization area, prominent examples being
ant colony system (ACS) [2], particle swarm optimization (PSO) [3], and artificial
bee colony algorithm (ABC) [4]. In these optimization models, communication
strategies are also applied for cooperatively foraging in groups of animals.

Although foraging behavior is typically considered as a feature of animals, this
definition does not exclude the responses of other organisms, including plants [5].
However, Because of their specific lifestyle, the areas where plants can access to
forage for resources are confined to those which can be explored by growth [6].
This is the major difference between plant growth and animal foraging. Obviously,
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 231–240, 2016.
DOI: 10.1007/978-981-10-3614-9 28
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efficient searching of the soil for the nutrients and water is principal to the survival
of each plant species in the earth. Therefore, plant roots have evolved the ability
to both sense myriad factors in their local environment and use this information
to drive changes in growth direction and root system development [7].

Plant root growth is marked by a diversity of adaptation to continuous
changes in environment, including increased lateral branching, root biomass,
root length and uptake capacity. Particularly, all these developmental events
require correct auxin transport and signaling [8]. Plants also adjust root demog-
raphy and the length per unit mass of roots in response to heterogeneity [5].
Many studies have implied that plants are optima foragers, but there is little
experimental evidence built on this assumption and only a handful of studies
that explicitly develop optimality models for plant foraging [9].

The objective of this paper is to present a new optimization model based on
principles from plant root growth and foraging behaviors, which will be called
the root system growth Optimization (RSGO). We utilize the optimal foraging
theory perspective in formulating our RSGO model for global numerical opti-
mization. The proposed model is presented by modeling of the root foraging,
memory and communication, and auxin-regulated mechanisms of the root sys-
tem. In the proposed algorithm emulating the distributed optimization process
represented by the activity of plant root growth, several efficient ways to search
for space optimization problems is proposed. The local search and global search
using root branching and elongation (tropism) both controlled by auxin concen-
tration during the foraging process are implemented. The random walk of lateral
roots and root tip death mechanisms are also developed to keep the diversity and
efficiency of the model. In order to illustrative the inherent adaptive mechanism
in the proposed model of root system growing, the root tropic growth, auxin
controlled population dynamic, and root system structure formulation are simu-
lated based on RSGO model in this paper. The simulation results capture some
important aspects of the dynamics of root growth that some plant biologists
believe takes place in nature.

2 Root Foraging

2.1 Root Growth Responds to Nutrition Gradient in Soil

In keeping with their functions as the main nutrients foraging organ of plant,
roots are highly sensitive to the availability of essential resources in the soil.
Indeed, plant roots from different species are able to sense multiple environmen-
tal nutrition gradients and exert different responses by adjusting their growth
direction to promote exploration of nutrition rich areas. This directional growth
response is called tropism [10]. Plant roots display different tropisms, namely
gravitropism, phototropism, hydrotropism, thigmotropism, thermotropism, elec-
trotropism, magnetotropism and chemotropism, in response to the gradient of
environmental gravity, light, water (moisture gradient), touch (mechanical stim-
uli), temperature, electric fields, magnetic fields, and chemicals, respectively [11].
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2.2 Root Memory and Communication

Plant biologists are now realizing that previous experience also greatly influ-
ences plant behaviors through conditioning [8]. Plants exhibit memory, altering
their behaviors depending upon their previous experiences or the experiences of
their parents. For examples, plant competitors in the soil with uniform nutrient
distribution exhibit obvious reduction in root system breadth and spatial segre-
gation; while plant competitors in the soil with heterogeneous nutrient distrib-
ution reduce their root growth modestly, which indicating that plants integrate
information about both neighbor and resource distribution in determining their
root foraging behaviors.

2.3 Auxin-Regulated Root System Development

Auxin is involved in lateral root initiation and development. For example, auxin
local accumulation in Arabidopsis root pericycle cells adjacent to xylem vessels,
triggers lateral root initiation by re-specifying these cells into lateral root founder
cells [12]. Root branching is an extremely flexible means to rapidly adjust the
overall surface of the root system and plants have evolved efficient control mech-
anisms. Auxin transport into the regions where lateral root initiate also seems
crucial for the regulation of root branching, including when and where to start
lateral root formation, and during which the development of primordia can be
arrested for a certain time [13].

3 Root System Growth for Optimization

3.1 Auxin Concentration

In the RSGO model, the plant root system is defined to consist of a collection
of root tips, which is represented as:

RS =
{
θti |i = 1, 2, . . . , P t; t = 1, 2, . . . , T

}
(1)

where
θti =

〈
xt
i, f

t
i , n

t
i, α

t
i, ϕ

t
i

〉
(2)

denotes a single root tip; P t denotes the root tips’ number at time t; T is the
final time of the root system growing process; θti has its own position xt

i, fitness
f t
i , nutrient nt

i, and the auxin αt
i which depends on f t

i and nt
i that control this

root tip to forage (elongate), branch or die at time t. If it is foraging, the root
tip moves with an orientation ϕt

i as an angle formed by the root axis.
At the initial stage t = 0, a number of P root tips are randomized in the D-

dimensional space. In mathematical terms, the position and heading angle of the
ith root tip is represented as xi = (xi1, xi2, ...xiD) and ϕi = (ϕi1, ϕi2, ...ϕi(D−1))
respectively. Here xid ∈ [ld, ud], d ∈ [1, D] , ld, ud are the lower and upper
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bounds for the dth dimension, respectively. In each growing time step t, the
root tip i will forage for nutrient and its nutrient nt

i can be updated by:

nt+1
i =

{
nt
i + 1 if f t+1

i < f t
i

nt
i − 1 else

(3)

In initialization stage, nutrients of all root tips are zero. During the root
growth, for each tip in the root system, if the new tip position is better than the
last one, it is regarded that this root tip will gain nutrient from the environment
and the nutrient is added by one. Otherwise, the root tip loses nutrient in the
foraging process and its nutrient is reduced by one.

Then the auxin concentration αt
i, which combines the health and energy

states of the ith root tip, is manipulated according to the following equations:

healtht
i =

f t
i − f t

worst

f t
best − f t

worst

(4)

energyt
i =

nt
i − nt

worst

nt
best − nt

worst

(5)

αt
i = ξ

healtht
i

P t∑
j=1

healtht
j

+ (1 − ξ)
energyt

i

P t∑
j=1

energyt
j

, ξ ⊂ [0, 1] (6)

where f t
worst/f t

best and nt
worst/nt

best are the current worst/best fitness and nutri-
ent of the whole root system at time t.

In each cycle of roots growth process, all root taps are sorted by auxin con-
centration values defined above. That is, the strong root taps have higher prob-
ability to be selected as main roots for branching. The number of main roots is
computed as:

St
m = P t × Cr (7)

where St
m is the size of selected main root group, P t is the total number of root

tips and Cr is the selection probability. The other St
l = P t − St

m root tips are
considered as lateral roots.

3.2 Root Branching

Then a threshold BranchG is compared with the auxin concentration value of
each main root to determine whether it performs branching:

{
branching if αt

i > BranchG
nobranching otherelse

(8)

If θti is selected as main root and its auxin concentration is enough to conduct
branching, the branching number wi of θti is determined by:

St
i =

⌈
R1α

t
i(Smax − Smin) + Smin

⌉
(9)
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where Smax and Smin are the maximum and minimum of the new growing tips,
and R1 is a random distribution coefficient. Considering growth direction of θti
as reference angle, the searching space of its all branches is divided into Smax
subzones and the angle of new growing tips (i.e. the new root branches of θti) is
randomly falling within one of these subzones. Then these new branching tips
will grow as:

ϕt+1
j = ϕt

i + λjϕmax/Smax (10)

xt+1
j = xt

i + R2lmaxH(ϕt+1
j ) (11)

where j ⊆ [Smin, S
t
i ] is the root branch index of root tip θti , λj ⊆ [1, Smax] is the

selecting subzone number of the root branch xt+1
j , ϕmax is the maximum growing

turning angle, which is limited to π, R2 is random value between 0 and 1, lmax is
the maximum of root elongation length, and ϕt+1

j = (ht+1
j1 , ht+1

j2 , . . . , ht+1
jD ) ∈ RD

is a Polar to Cartesian coordinates transform function, which can be calculated
as:

ht+1
j1 =

D−1∏
p=1

cos(ϕt+1
jp )

ht+1
jk = sin(ϕt+1

j(k−1))
D−1∏
p=j

cos(ϕt+1
jp )

ht+1
jD = sin(ϕt+1

j(D−1))

(12)

3.3 Tropisms

In RSGO model, two typical tropisms, namely hydrotropism and gravitropism,
are realized. Firstly, the effect of gravitropism depends on the communication
mechanism in root system. That is, a half of main roots will grow toward the
best position with most moisture among the root system, given by:

xt+1
i = xt

i + R3(xt
best − xt

i) (13)

where i ⊆ [1, St
m/2], R3 is random value in the range (0 1), and xt

best is the best
position in the root tip group.

Considering the hydrotropism depends on the root memory, the rest of main
roots will grow along their original directions as:

xt+1
i = xt

i + R4lmaxH(ϕt
i) if xt

i > xt−1
i (14)

where i ⊆ [St
m/2, St

m], lmax is the maximum of root elongation length, and R4 is
random value in the range (0 1).

3.4 Random Walk of Lateral Roots

During each foraging bout, all the lateral root tips will perform random walk,
which are thought to be the most efficient foraging strategy for randomly dis-
tributed nutrition [14]. At the tth iteration, each lateral root tip generates a
random head angle and a random elongation length, given by:

ϕt+1
i = ϕt

i + R5ϕmax (15)
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xt+1
i = xt

i + R6lmaxH(ϕt+1
i ) (16)

where i ⊆ [0, St
l ], R5 and R6 are random values in the range (0 1), ϕmax is the

maximum growing turning angle, and lmax is the maximum of root elongation
length.

3.5 Root Tip Death

Lower auxin concentration represents that a root tip did not get as many nutri-
ents during its lifetime of foraging and hence is not as active and thus unlikely
to continue to grow. Then in each cycle of roots growth process, all root tips
with auxin values less than zero die and will be simply eliminated from the root
group.

4 Root Growth Simulation in RSGO Model

4.1 Root Tropic Growth: Gravitropism Versus Hydrotropism

We simulated the directional root growth behaviors, namely the hydrotropism
and gravitropism of RSGO model, on 2D Sphere and Griewank’s landscapes,
respectively (shown as in Figs. 1 and 2). In both cases, the simulations were
carried out on three independent scenarios, namely the hydrotropic response
without gravitational force, the gravitational force without hydrotropic response,
and both tropic responses exist. In each simulation, only one tip is initialized
at (−3, −3) as main root (represented as the red lines in the figures), which is
the unique one can branch lateral roots (represented as the green lines in the
figures) in its whole life-cycle.

The growth trajectories, which only consider hydrotropic response in RSGO
model, in 2D Sphere and Griewank’s landscapes are shown in Figs. 1(a) and
2(a), respectively. From Figs. 1(a) and 2(a), we can observe that underlying
hydrotropic rule in RSGO, the root tips climb the moisture gradients through
increasing the number of branches and elongation of roots. It can be obviously
observed that the hydro-tropic rule in RSGO is a typical local search strategy
that is well documented by empirical studies in both plants and animals: when
there are multiple types of a resource with different costs and benefits, organisms
are expected to select among these re-sources in a way that maximizes benefits
and minimizes costs.

From the growth trajectories in Figs. 1(b) and 2(b), we can observe that
the root tips move throughout both the unimodal and multimodal landscapes
(defined by Sphere and Griewank, respectively) through the gravitational force
in RSGO model. That is, the gravitational force designed in RSGO is the global
search strategy that makes each tip a social forager to maximize the performance
of the root system as a whole, rather than their own individual performance.

Figures 1(c) and 2(c) illustrate the root growth trajectories under the
influence of both tropisms. In this simulation, gravitropism interferes with



Biomimicry of Plant Root Foraging for Distributed Optimization 237

-5 0 5
-5

0

5

(a) hydrotropism

-5 0 5
-5

0

5

(b) gravitropism

-5 0 5
-5

0

5

(c) hydrotropism and
gravi-tropism

Fig. 1. Simulation on 2-dimensional Sphere considering

-600 -400 -200 0 200 400 600
-600

-400

-200

0

200

400

600

(a) hydrotropism

-600 -400 -200 0 200 400
-600

-400

-200

0

200

400

(b) gravitropism

-600 -400 -200 0 200 400 600
-600

-400

-200

0

200

400

600

(c) hydrotropism and
gravi-tropism
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hydrotropism, which provides an understanding of how roots sense multiple envi-
ronmental cues and exhibit different tropic responses. That is, the hydrotropic
rule in RSGO encourages exploitation ability, while the gravitational force
designed in RSGO improves exploration ability. This shared and divergent mech-
anism that mediating the two tropisms is important because it permits the root
system to refine its foraging behaviour adaptively. At the beginning of the sim-
ulation, the root tips start exploring the search space. In that manner, the main
root does not waste much time before finding the promising region that contains
the global optimum, because the gravitational force designed in RSGO improves
exploration ability. On the other hand, by the hydrotropic rule in RSGO, the
main root slows down near the optimum and increases the number of branches
in order to pursue the more and more precise solutions.

4.2 Root System Structure Formulation

Modeling of root architecture is helpful in linking knowledge gained at the
level of the individual root to that of the entire root system. Conceptually,
root system architecture can be modeled in different ways, depending on the
goals, actual knowledge and parameterization of the different processes available.
Here, the root system is represented by the developmental processes of the root
system. This results in a three dimensional set of connected branching points,
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representing the roots and their tips, each characterized by properties such as
age, root type, angle, length and foraging ability that defined in RSGO model.

We simulated the root-soil interactions and the dynamics of rhizosphere in
RSGO model, on 3D Rosenbrock, Rastrigin and Griewank’s landscapes, respec-
tively (shown as in Figs. 3, 4 and 5). From the simulation results, we can observe
that root system architecture is flexible and can alter as a result of prevail-
ing soil conditions. This flexibility arises due to the modular structure of roots
which enables root deployment in zones or patches rich in moisture or nutrients.
Although the relationship between root foraging precision and scale remain elu-
sive, it can be clearly observed that the root systems allocated more of their new
root growth into the nutrient-rich zones, while less of their new root growth into
the nutrient-poor zones in all three simulation cases.

That is, the RSGO rules enable the root system place their new roots with
more precision.
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Fig. 5. Root system architecture formulation by interacting with the environment
defined by Griewank

5 Conclusions

In this paper, we adopt the optimal foraging theory perspective in formulat-
ing our simulation model for root foraging behaviors. The optimal root foraging
behaviors and root growth controlling by auxin are combined in our model. Next,
the proposed model is instantiated as an optimization algorithm called RSGO
that emulates the distributed optimization process represented by the activity
of plant root growth. We validate the model on several widely-used benchmark
functions and briefly discuss that the principle of a number of emerging charac-
teristics, namely the root tropic growth, auxin controlled population dynamic,
and root system structure formulation, which are valid for both model and plant
root system. Based on this comprehensive analysis of RSGO performance, we
believe RSGO has a great potential of being applied to a variety of complex
real-world problems. Indeed, there is ongoing research that is studying this now.
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Abstract. This work considered the utilization of biomimicry of bacte-
rial foraging strategy to develop an adaptive control strategy for mobile
robot, and proposed a bacterial foraging approach for robot path plan-
ning. In the proposed model, robot that mimics the behavior of bacte-
ria is able to determine an optimal collision-free path between a start
and a target point in the environment surrounded by obstacles. In the
simulation studies, a test scenario of static environment with different
number obstacles is adopted to evaluate the performance of the proposed
method. Simulation results show that the robot which reflects the bacte-
rial foraging behavior can adapt to complex environments in the planned
trajectories with both satisfactory accuracy and stability.

Keywords: Robot path planning · Bacterial foraging behaviors · Swarm
intelligence · Adaptation

1 Introduction

The goal of robot path planning is to find an optimal, collision-free trajectory
between two points in a working environment composed of many obstacles [1].
The optimality of the path is usually measured by the traveling time and penalty
for obstacle avoidance of the mobile robot. Generally global planning methods
complemented with local methods are used for indoor missions since the envi-
ronments are known or partially known; for outdoor applications, local planning
methods are more suitable because of the scant information of the environment.

Recently, the interest in using evolutionary algorithms (EA) and swarm intel-
ligence (SI) for robot path planning is increasing. Up to now, the genetic algo-
rithm and bacterial foraging optimization are used in mobile robots trajectory
planning, generally when the environment description is given [2,3]. Although
the heuristic EA and SI approaches can not guarantee optimal performance on
all engineering problems, however, they can find optimal solution faster than
most classical methods [4].

This work uses a recently developed BFO [5] based search model, namely
the self-adaptive bacterial foraging optimization (SABFO) [6], to create opti-
mal collision-free trajectories for mobile robot. Instead of the simple description
c© Springer Nature Singapore Pte Ltd. 2016
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of chemotactic behavior in original bacterial foraging optimization (BFO) algo-
rithm, SABFO also incorporates the adaptive search strategy, which allows each
bacterium strikes a good balance between exploration and exploitation during
algorithmic execution by tuning its run-length unit self-adaptively. In the exper-
iments, two cases study of static environment with obstacles are presented and
evaluated. Simulation results show the adaptation of the bacterial robot in dif-
ferent environments in the planned trajectories.

2 Self-adaptive Bacterial Foraging Optimization

In the SABFO algorithm, an “individual run-length unit” to the ith bacterium
of the colony was introduced and each bacterium can only modify the search
behavior of itself by using the current status of its own. In this way, not only
the position (solution vector) but also the run-length unit of each bacterium
undergoes evolution, respectively. In the foraging process of SABFO model, each
bacterium displays alternatively two distinct search states:

(1) Exploration state, during which the bacterium employs a large run-length
unit to explore the previously unscanned regions in the search space as fast
as possible.

(2) Exploitation state, during which the bacterium uses a small run-length unit
to exploit the promising regions slowly in its immediate vicinity.

Table 1. Pseudocode for dynamic self-adaptive strategy.

1 For (each bacterium i) IN PARLLEL
2 IF (Criterion-I ) then
3 Ci(t + 1) = Ci(t + 1)/α;
4 εi(t + 1) = εi/β;
5 ELSE IF (Criterion-II ) then
6 Ci(t+1) = Cintial; //exploration
7 εi(t+1) = εintial

8 ELSE
9 Ci(t+1) =Ci(t);
10 εi(t + 1) = εi(t);
11 END IF
12 END FOR INPARALLEL

Each bacterium in the colony has to permanently maintain an appropriate
balance between Exploration and Exploitation states by varying its own run-
length unit adaptively. In SABFO, the adaptation of the individual run-length
unit is done by taking into account two decision indicators: a fitness improve-
ment (finding a promising domain) and no improvement registered lately (cur-
rent domain is food exhausted). The criteria that determine the adjustment of
individual run-length unit and the entrance into one of the states (i.e. Exploita-
tion and Exploration) are the following:
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Fig. 1. Flowchart of the SABFO algorithm

• Criterion-1: if the bacterium discovers a new, promising domain, the run-
length unit of this bacterium is adapted to another smaller one. Here “dis-
covers a new promising domain” means this bacterium registers a fitness
improvement beyond a certain precision from the last generation to the cur-
rent.

• Criterion-2: if the bacterium’s current fitness is unchanged for a number Ku
(user-defined) of consecutive generations, then augment this bacterium’s run-
length unit and this bacterium enters Exploration state. This situation means
that the bacterium searches on an un-promising domain or the domain where
this bacterium focuses its search has nothing new to offer.

This self-adaptive strategy is given in pseudocode in Table 1. Where t is
the current generation number, Ci(t) is the current run-length unit of the ith
bacterium, εi(t) is the required precision in the current generation of the ith
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bacterium, α and β are user-defined constants, Cinintial and εinitial are the
initialized run-length unit and precision goal respectively.

The flowchart of the SABFO algorithm can be illustrated by Fig. 1, where S is
the colony size, t is the chemotactic generation counter from 1 to max-generation,
i is the bacterium’s ID counter from 1 to S, Xi is the ith bacterium’s position
of the bacteria colony, Ns is the maximum number of steps for a single activity
of swim, flag i is the number of generations the ith bacterium has not improved
its own fitness.

3 Robot Path Planning Based on SABFO

Based on the proposed SABFO model, the utilization of biomimicry of bacte-
rial chemotaxis and self-adaptive foraging strategy was considered to develop
a bio-inspired path planning strategy for mobile robot. In the proposed model,
a bacterial robot that mimics the behavior of bacteria is able to determine an
optimal collision-free path between a start and a target point in an environment
surrounded by obstacles. That is, the bacterial chemotaxis mechanism enable
the robot explore the environment and finally locate the target point without
colliding any obstacles; while the self-adaptive foraging strategy can efficiently
save the traveling time and actuators’ energy of the self navigating robot.

In the navigation process, the location of bacterial robot can be evaluated as
a multi-objective cost function:

Minimize f(xt) = w1fg(xt) + w2fo(xt) (1)

where x represents the coordinate of the robot in the working environment, t
is the time step, fg is the goal function that represents the distance between
the current robot position and the target point, fo is the obstacle function that
represents the distance between the current robot position and the obstacles
nearby, w1 andw2 are the weight parameter that specifies the relative importance
of achieving obstacle avoidance and reaching the goal.

4 Simulation Results

In this experiment, the proposed planning method is evaluated against an ideal
2-dimension square working area. The 2D Sphere function [7] with the global
minimum (i.e., the goal point) at [25, 25] is used for the goal function that is
given by:

fg(x, y) = (x − 25)2 + (y − 25)2 x, y ∈ [0, 30] (2)

In this work, Gaussian function of unity height [8] was taken to represent an
obstacle. Then the obstacle function can be formulated as a composition of a
number of Gaussian functions and can be formulated as:

fo(x, y) =
n

max
i=1

exp(−0.8 × ((x − xo
i )

2 + (y − yo
i )

2)) (3)
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where n is the number of the obstacles in the working environment and (xo
i y

o
i ) is

the position of the ith obstacle. It should be note that the use of the maximum
of all the Gaussian functions ensures that each obstacle position is represented
independent of the others. xi and yi are generated randomly at the initialization
process. In simulation process, xi and yi can change automatically after specific
cycles or in specific phases.

Since the more obstacles the more environmental complexity, obstacle func-
tion, namely fo with 20 obstacles, is evaluated in our experiment. The landscapes
of fo is shown in Fig. 2. Figure 2(b) shows the contour plots of the final working
environments combining the goal and obstacle function, along with the initial
position and goal position.

The parameters of SABFO is set as S = 1, Cinitial = 0.1, εinitial = 100, Ku

= 100, α = β = 10, and the maximum generation is 1000.

Fig. 2. Fitness landscape and contour plot of the obstacle function 2 with initial
(square) and goal (star) positions

Fig. 3. Simulation results
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The simulation results on tested case 2 with 20 obstacles are illustrated in
Fig. 3(a). Although the environment is complex in this case, the robot using
bacterial foraging strategy was able to find the target point without colliding
into any obstacles. The Fig. 3(b) shows that the robust convergence of path
planning is obtained.

5 Conclusions

(1) This work proposed a bacterial foraging approach for robot path planning
based on bacterial foraging algorithm. In the proposed path planning model,
the bacterial chemotaxis mechanism enable the robot explore the environ-
ment and finally locate the target point without colliding any obstacles, while
the self-adaptive foraging strategy can efficiently save the traveling time and
actuators’ energy of the self navigating robot.

(2) In the case study, a test scenario with 20 obstacles is adopted to evaluate the
performance of the proposed path planning method. The simulation results
show that the robot which mimics the bacterial foraging behavior can adapt
to different environments in the planned trajectories with both satisfactory
accuracy and stability.
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Abstract. This paper presents a novel optimization algorithm, namely
hierarchical artificial bee colony optimization (HABC), which employs a
pool of optimal foraging strategies to extend the classical artificial bee
colony framework to cooperative and hierarchical fashion. The higher-
level species can be aggregated by the subpopulations from lower level.
In the bottom level, each subpopulation employing the canonical ABC
method searches the part-dimensional optimum in parallel. At the same
time, the comprehensive learning method with crossover and mutation
operator is applied to enhance the global search ability between species.
Furthermore, HABC is applied in predicting the droplet characteris-
tic based on lumped element modeling methods. The simulation results
demonstrate that the effectiveness of the proposed method.

Keywords: Hierarchical cooperative optimization · Artificial bee
colony · Lumped element modeling · 3D electronic printing

1 Introduction

The application of swarm intelligence (SI) for solving complex optimization prob-
lems in engineering has gained significant attention in the literature [1]. Artificial
bee colony algorithm (ABC), due to its simple arithmetic and good robustness,
is one of the most popular members of the family of SI, which simulates the
social foraging behavior of a honeybee swarm [2]. However, facing up complex
problems, similar to other SI algorithms, ABC algorithm suffers from the follow-
ing drawbacks [3]: (1) the solution search equation of ABC works well in global
exploration but is poor in the exploitation process. (2) When dealing with the
problems with incremental dimension, the information exchange of each indi-
vidual is restricted in a random dimension, resulting in a slow convergence rate.
(3) Due to the random selection of the neighbor bee and dimensions, food sources
with higher fitness are not utilized, influencing the ability of global search.

Comparing with the huge in-depth studies of other evolutionary [4,5], how to
improve the diversity of swarm or overcome the local convergence of ABC is still
c© Springer Nature Singapore Pte Ltd. 2016
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a challenging issue Thus, this paper presents a novel hierarchical optimization
algorithm, namely HABC, to extend the topology of original ABC algorithm
from flat (one level) to hierarchical (multiple levels), which adopting cooperative
evolutionary strategies.

Moreover, we investigate an interesting real-world application of the HABC
scheme to solve the optimal droplet property prediction (ODPP) problem, which
focusing on minimizing the error between the desired droplet volume/velocity
and simulated droplet volume/velocity. A typical analytical model - lumped ele-
ment modeling method C is adopted to simulate the droplet formation process.
The advantage of this method is its simpler structure with the sufficient simula-
tion accuracy. After setting a series of desired droplet characteristics, a grid
search method is applied to determine the parameters of printhead driving
waveform.

2 Hierarchical Artificial Bee Colony Algorithm

The flowchart of the HABC is shown in Fig. 1.

Fig. 1. Hierarchical optimization model

2.1 Hierarchical Multi-population Optimization Model

HABC contains two levels, namely the bottom level and top level. In the bot-
tom level, with the variables decomposing strategy, each subpopulation employs
the canonical ABC method to search the part-dimensional optimum in parallel.
In each iteration, K subpopulations in the bottom level generate K best solu-
tions, which are constructed into a complete solution species that update to the
top level. In the top level, the multi-species community adopts the information
exchange mechanism based on crossover operator, by which each species can
learn from its neighborhoods in a specific topology.
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2.2 Variables Decomposing Approach

The purpose of this approach is to obtain finer local search in single dimensions
inspired by the divide-and-conquer approach.

Step1. The simplest grouping method is permitting a D-dimensional vector to
be split into K subcomponents, each corresponding to a subpopulation of s-
dimensions, with M individuals (where D = K ∗ s). The jth subpopulation is
denoted as Pj .

Step2. Construct complete evolving solution Gbest, which is the concatenation
of the best subcomponents’ solutions Pj by fowling:

Gbest = (P1.g, P2.g, Pj .g...PK .g) (1)

Pjg represents the personal best solution of the jth subpopulation.

Step3. For each component Pj , j ∈ [1. . . K], do the following:

At employed bees’ phase, for each individual Xi, i ∈ [1. . . M ], Replace
the i-th component of the Gbest by using the i-th component of individual
Xi Calculate the new solution fitness: f(newGbest(P1.g, P2.g,Xi, . . . Pk.g)). If
f(newgbest) < f(Gbest), then Gbest is replaced by newGbest

Random Grouping of Variables. To increase the probability of two interact-
ing variables allocated to the same subcomponent [6], we adopt the same random
grouping scheme by dynamically changing group size. The probability of placing
two interacting variables into the same subcomponent becomes higher, over an
increasing number of iterations.

2.3 The Information Exchange Mechanism Based on Crossover
Operator Between Multi-species

In the top level, we adopt crossover operator with a specific topology to enhance
the information exchange between species.

Step 1. Select elites to the best-performing list (BPL)
A set of competent individuals from current species Pj ’s neighborhood (i.e. ring
topology) are selected to construct the best-performing list (BPL) with higher
fitness have larger probability to be selected. The size of BPL is equal with
the number of current species Pj . These individuals are regarded as elites. The
selection operation tries to mimic the maturing phenomenon in nature, where
the generated offspring will become more suitable to the environment by using
these elites as parents.

Step 2. Crossover and mutation between species
To produce well-performing individuals, parents are selected from the BPL’s
elites only for the crossover operation. The tournament selection scheme is used.
Firstly, two enhanced elites are selected randomly. Then, the one with better
fitness value is viewed as parent. Another parent is selected in the same way.
Two offspring are created by performing crossover on the selected parents.
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3 Optimal Droplet Property Prediction (ODPP) Problem

3.1 Lumped Element Modeling of Printhead

A classical LEM is given to simulate jetting characteristics of PZT printhead,
as shown in Fig. 2. Model structure shows that the energy converts from electri-
cal energy to mechanical energy, then to fluidic/acoustic energy, and finally to
kinetic energy. The droplet generator structure can be characterized by equiva-
lent acoustic mass (representing stored kinetic energy) and acoustic compliance
(representing stored potential energy), in which the corresponding equivalent
circuit models are supported by various fluid mechanisms [7–9].

Fig. 2. Schematic overview of lumped-element modeling for PZT printhead

3.2 Optimal Prediction Model for Droplet Properties

In Fig. 3, a novel optimal prediction model for searching the appropriate combi-
nation of waveform parameters is proposed in this work.

In mathematical terms, the driving waveform includes nine adjustable para-
meters: two rising times TR1 and TR2, two falling times TF1 and TF2, two dwell
times Tw1 and Tw2, two voltage magnitude V1 and V2, and one gap time Tg.
Actually, the rising or falling times of the trapezoidal pulse is fixed as 0.3us.
Therefore, there are still five adjustable parameters in the driving waveform.
Moreover, the driving waveform can be parameterized as a vector with five
dimensions M = [Tw1, V1, Tg, Tw2, V2]T .

Then, to evaluate the error between the predictive droplet volume and veloc-
ity and the desired droplet volume and velocity, the ODPP problem can be
defined as:

Minimize I = w1(U − Ut arg et)2 + w2(S − St arg et)2 (2)

where U is the predictive droplet volume, S is the predictive droplet velocity,
Utarget is the desired droplet volume, Starget is the desired droplet velocity, w1

and w2 are the user-defined weighs, and w1 + w2 = 1.
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Fig. 3. The optimal prediction model for the appropriate combination of waveform
parameters

3.3 Prediction Results

Here, we give an illustrative example to show the optimization effect. The desired
droplet volume and velocity are 12pL and 5 m/s, respectively. We choose the
weighting as w = [0.8 0.2]. The proposed HABC, ABC, CMA-ES, PSO and GA
are all tested as the intelligent optimization algorithms in the optimal prediction
system. The value of iterations is set as 6000.

The fitness values obtained by all involved algorithms after 6000 iterations
are listed in Table 1. It is obvious that HABC has a better performance in local
search than other five algorithms. HABC is the fastest one for finding satisfactory
results within relatively few generations.

Table 1. Fitness values obtained by all involved algorithms

Algorithm Fitness

HABC 0.0027

ABC 0.0219

CMA-ES 0.0115

PSO 0.0301

GA 0.0399

The dynamic effect of jetting characteristics driven by HABC is shown in
Fig. 4. The jetting characteristics satisfy the specified desired conditions quite
well. Meanwhile, almost no satellite droplet emerges after jetting the main
droplet.
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Fig. 4. A sequence of pictures of droplet falling from nozzle (obtained by HABC algo-
rithm)

4 Conclusions

This paper proposes a hierarchical artificial bee colony algorithm, namely HABC.
Main idea is extending single artificial bee colony (ABC) algorithm to hierar-
chical and cooperative mode by combining the multi-population cooperative co-
evolution approach based on vector decomposing strategy and the comprehensive
learning method To prove the effectiveness and robustness of the proposed algo-
rithms using different strategies, HABC has been compared with ABC, CMA-ES,
PSO and GA on the real-world optimal droplet property prediction problem.
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Abstract. To solve underperforming particle swarm optimization
algorithm for the optimization problem of discrete and easy to fall into
local optimum problem in network on chip mapping algorithm, a hybrid
optimization mapping Algorithm based on particle swarm optimization
and genetic algorithm is proposed. It will implement separately GA and
PSO operations by the two groups, by the superior individuals from GA
algorithm instead of the initial random particles from PSO algorithm,
which not only maintains the diversity of the group but also improves
search efficiency. Simulation results based on NS-2 show that the Network-
on-Chip from the automatic generation tools based on hybrid optimiza-
tion mapping algorithm have a good performance in network latency,
throughput, and link bandwidth optimization comparing the results of the
random mapping under the same amount of computation scale.

Keywords: Hybrid algorithm · Particle swarm optimization algorithm ·
Genetic algorithm · Average network delay model · NS-2

1 Introduction

Along with the rapid development of semiconductor integrated technology, the
transistor feature sizes rapidly shrinking, more and more complex function cir-
cuit is integrated into a single silicon wafer. Interconnect system delay, power
consumption and optimize are the key factor restricting the performance of the
system. Network on chip (NOC), adopting global asynchronous local synchro-
nization network, came into being as a new type of integrated circuit architec-
ture [1], whose core idea is to computer network technology transplanted to chip
design, solve the complicated problem of communication effectively. Now, there
is little study of NOC automation design and general also complete it in manual
design by borrowing the synchronization design tools. The lacking of automation
software seriously hindered the NOC used in the practical application [2]. At the
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 254–264, 2016.
DOI: 10.1007/978-981-10-3614-9 31
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same time, the NoC mapping is an extremely important part of the NoC automa-
tion design, because the good or bad results of mapping will affect directly on the
performance of the network. In view of the NoC mapping problem, researchers
have proposed many excellent algorithms [3–8]. While it belongs to the NP-hard
problem, there is no best algorithm to get the best optimal mapping. IN this
paper, the objective function of mapping to link bandwidth priority built on
the NoC platform based on the 2D-Mesh topology structure. Then, the genetic
hybrid particle swarm optimization algorithm for mapping is introduced and the
design of the automatic generation of NoC is completed. By analyzing their char-
acteristics of the particle swarm optimization (PSO) algorithm and the genetic
algorithm (GA), the local tracking and global optimal particle operation has
great randomness in PSO algorithm. Insteading of the initial random particles
in PSO algorithm by GA algorithm of fine individual, the retention of particles
is fine and maintain the diversity of the population. This algorithm combines the
advantages of both, which have the characteristics of rapid convergence, good
optimization effect. When expanding the scale of the system, significantly in
terms of performance and efficiency of the algorithm is superior to the particle
swarm algorithm and genetic algorithm, as much as possible to reduce the link
bandwidth requirements of the system.

2 Related Works

2.1 NoC Automatic Generation Platform

Application oriented NOC to automatically generate methods generally fall into
two kinds, one kind is to map specific application to rule on the NOC structure,
another method is to customize automatically irregular NOC according to the
specific application. This system adopts the rules of the 2D-Mesh topology, which
is the earliest and the most studied in NoC topology. In the 2D-Mesh structure,
each IP core is connected to a router, which is connected by physical channel and
each physical channel contains two one-way communication links. In addition,
communication between IP cores can only through the router. A 4 × 4 2D-Mesh
topology is shown in Fig. 1(a). The packets from the router in the network,
according to the routing ways, enter into an input port and output from a
different port. Routers usually have five I/O port - the East, West, South, North
and Local. The local port is used to connect to the local IP core and the others
four ports is used to connect respectively the four adjacent routers. As shown in
Fig. 1(b) [9].

In this paper, the goal of automatic generation NoC is mainly to realize the
link bandwidth requirements minimized. The minimum link bandwidth means
minimum traffic demand, traffic and communication power consumption.

2.2 PSO-GA

In PSO algorithm, each solution of optimization problem is seen as a “particle”.
All the particles correspond to an adaptive value determined by the optimization
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Fig. 1. NoC platform.

function. The merits of the particles are usually determined by the corresponding
adaptive value size. Each particle’s velocity vector decide the next direction and
distance of the flight, each iteration is through following two extreme values to
update their status: the first is the individual particles best solutions and another
is the global best solutions which are found by the whole population.

vij(t + 1) = w ∗ vij(t) + c1r1(t)(pij(t) − xij(t)) + c2r2(t)(pgj(t) − xij(t)). (1)
xij(t + 1) = xij(t) + vij(t + 1). (2)

Explain: the subscript j means the j dimension of particles, the subscript i
means the ith particle, t means the t generation of particle, c1, c2 is accelerate
constants, which is values generally between 0 and 2, and r1 ∼ U(0, 1), r2 ∼
U(0, 1) are two random function, they are independent of each other. By the
particle update equations can know, c1 mainly adjust the step length of direction
of the particle to its own historical best position, and c2 mainly adjust the step
length of direction of the particle to the global best position. Particles search
the solution space by following the current optimum particles.

The particles in PSO have the focus trend from the best location of their own
history to the optimal position of group history, leading to rapid convergence of
particle population. It is easy to make particles trapped in local optimum, pre-
cocious or stagnation phenomenon [10]. At the same time, the parameters has a
great influence on the performance of PSO algorithm [11]. In order to solve the
above problems, from the perspective of mixed strategy, this paper proposes a new
genetic hybrid particle swarm optimization algorithm (PSO-GA) [12–15]. Genetic
algorithm, using iterative probability mechanism, reflects the global search ability,
and has a good scalability, easy to combine with other algorithms, but its search
speed is slow. Rules of particle swarm algorithm are simple, easy to fall into local
optimum. This article will try to combine both, trying to solve complex on-chip
network mapping a NP-hard problem.
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2.3 Representing Method

Using particle swarm genetic algorithm, the key problem is the representation
method of the particles of PSO and the chromosome of GA. It means we must
find a proper corresponding relationship between the PSO particles and PSO
individual coding. Because, in the process of NoC mapping, different IP core
node cannot be mapped to the same topology resources and randomly gener-
ated particles in PSO can’t satisfy the constraint conditions, in order to represent
the particles reasonable in the process of mapping, literature [4] put forward a
new method of particle: represent the resources node location of N IP cores in
2D-Mesh network topology using a 1 dimension array by the order from left to
right. The ith position values are the location of the ith a relative map IP core,
and the initial position of 1 of each array. For example, a code values (1 2 3 4 6)
contains 6 IP core map to 2 × 3 topology structure to obtain the array (a d b e
c f). Because the NoC is a 2 × 3 2D-Mesh, we can translate the array of ID into

a 2 × 3 matrix
(

a d b
e c f

)
, it shows that IP core a is mapped to 2D-Mesh area

1, IP core d is mapped to the area 2, area 1∼6 with the corresponding the rule
2 × 3 2D-Mesh. For GA, the chromosome coding using real number coding way,
crossover and compile the variation cannot be carried out in accordance with
the traditional genetic algorithm. Because of the traditional parents crossover
method can produce illegal solution. Using a kind of unconventional intersection
method, as shown in Fig. 2, the father A and the father B needs to cross, assum-
ing that cross for after the second position, the son of A father first inherits the
previous two genes, then inherits father B gene in sequence, and the inherited
genes from the parent A no longer inherited from parent B in succession. The
son of parent B is in the same way.

Sun A    14|2536   Sun A   14|2635
Sun B    26|4351   Sun B   26|1453
Sun A    14|2536   Sun A   14|2635
Sun B    26|4351   Sun B   26|1453

Fig. 2. Crossover operation.

3 Hybrid Optimization Algorithm

The hybrid optimization algorithm is an algorithm based on PSO algorithm and
GA algorithm. It implements separately GA and PSO operations by the two
groups, by the superior individuals from GA algorithm instead of the initial
random particles from PSO algorithm, which not only maintains the diversity
of the group but also improves search efficiency.

3.1 Problem Description

NoC mapping decides the mapping relation of each IP core and corresponding
resource nodes in the NoC topology. Generally it needs consider some constraints,
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such as delay, bandwidth, power consumption etc. As shown in Fig. 2, Based on
the application characteristics (AGC) that exist in the practical application and
the rules of a structure of the NoC topology structure, resource nodes in the
NoC topology with the IP core of AGC one-to-one correspondence, the result of
mapping make sure that meet specific constraint conditions and make the whole
piece on the performance of the network to achieve the optimal [16,17].

R R

R R

IP3 IP1

IP4 IP2

AGC

IP1

IP3

IP2IP4

200

120

50

30

120

40

90

50

NTG

Mapping

Fig. 3. AGC and NTG.

Definition 2 n ∗ n matrix first:

(1) The distance matrix D = [dij ] indicates the Manhattan distance between
IP core i and IP core j. In Fig. 3, the Manhattan distance matrix D =⎡
⎢⎢⎣

0 1 1 2
1 0 1 2
1 2 0 1
2 1 1 0

⎤
⎥⎥⎦, namely the fixed Manhattan distance between i and j.

(2) The traffic matrix W = [whk] means the traffic matrix between the IP core
h and IP core k in application characteristics. In Fig. 3, the traffic matrix

W =

⎡
⎢⎢⎣

0 200 120 0
50 0 30 0
120 0 0 40
0 50 90 0

⎤
⎥⎥⎦, with 0 indicates traffic of no arc connection

between the IP core.
(3) Define the set N = {1, 2 . . . n}, with

∏
N record collection of n all arranged.

So, mapped to slice on the Manhattan distance between two IP core network
and the product of traffic between two IP core is dij ×wΩ(i)Ω(j)+dji ×wΩ(i)Ω(j),
which is equal to the power consumption of data transmission between any two
IP core requirements. Therefore, NoC mapping problem is equivalent to looking
for resources to the mapping relationship between node R and IP core function
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Ω (v) to make the whole NoC the lowest power consumption:

min{
n∑

i=1

n∑
j=1

dij × wΩ(i)Ω(j)}. (3)

Formula (3) problem can be transformed to find a permutation p ∈ ∏
N ,

makes:

Zmapping = min{
n∑

i=1

n∑
h=1

n∑
j=1

n∑
k=1

dijwhkxihxjk}. (4)

At the same time, the above formula must meet the following constraints:

n∑
i=1

xih = 1 (h = 1, 2, . . . , n).

n∑
h=1

xih = 1 (i = 1, 2, . . . , n).

xih =

{
xih = 1, Vi → Ri

xih = 0, otherwise
.

3.2 Algorithm Implementation

First, initial two populations (P1, P2 (initial blank), let P1 with genetic algo-
rithm (selection, crossover, mutation), choose a percentage of the outstand-
ing individual as a particle swarm initial population P2 (position and velocity
update) of particle swarm optimization (PSO), adding some random new indi-
vidual to keep the balance of population. After N iterations, finally find out the
optimal solution. Based on genetic hybrid particle swarm optimization algorithm
flow diagram, as shown in Fig. 4.

Algorithm detailed steps are as follows:

1. The initial population. Randomly generated a certain number of initial pop-
ulations P1 and genetic algorithm applied to the population. Initialize the
population P2 is empty and the particle swarm algorithm is applied to the
population.

2. Calculate population P1 fitness function value. Conclusion according to the
mapping problem description to decide power priority target function as fit-
ness function, calculate the fitness of each monomer. Its fitness value corre-
sponds with the power consumption size under some kind of mapping results.
If reach the number of iterations, go to the step7.

3. Divide the population. According to the size of the fitness, the individuals are
sorted in the population p1. Selected gene in p1 is relatively good individual.
Proportion φ is selected added to the group of P2 as the particles of P2.

4. Improve population p2 individuals. Particle swarm optimization (PSO) algo-
rithm is used to P2 of population, updating P2 each particle in the population
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N

Y
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Fig. 4. PSO-GA flow chart.

according to the optimal history of the individual and the global optimal posi-
tion. Then, we obtain a new species P2. Calculate the updated population P2
all particle fitness function, determine whether to the number of iterations, if
meet, go to the step 7.

5. The newly added proportion φ randomly particle.
6. Improve population p1 individuals. Population p1 optimization using genetic

algorithm, according to the selection, crossover and mutation obtain a new
generation of populations p1, increase a number of iterations, transfer to step2
continue to cycle.

7. Output the optimal solution, the algorithm is to end.

4 Experiment and Result Analysis

This paper simulates automatically generated NOC based on the NS2 and ana-
lyzes its performance under different mapping algorithm [18,19].
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This paper presents a network model of 8× 8, used to simulate the automat-
ically generated NOC under the condition of multi-core. In order to simplify the
model, the modeling process of nodes are all the same in addition to address.
Resource nodes are indicated by S (0 . . . n − 1), routing nodes indicated by R
(0 . . . m − 1), m and n indicate the node number. Each IP core has sending and
receiving ability, Buffer is considered infinite, but the inside of the router buffer
is limited. The link of modeling needs to consider link delay and link maximal
bandwidth. The packet size (micro) is 4 bytes and link delay is 10 Ms. Each node
of the data transfer rate are sent according to their traffic, such as IP1 sent to
IP2 the amount of data for 200, then set IP1 sending rate of 2 MByte/s.

In this paper, after the simulation, we obtain the Trace file, and then use
awk text-processing tool to deal with it. Under different mapping results, the
relationship between the average network delay, throughput and time is obtained,
then, mapped it by using graphical tools gnuplot.

Fig. 5. Network latency contrast figure.

In order to facilitate comparison, three different topology mapping results
are drawn in a picture by gnuplot.

Under the condition of different mapping, the network average delay is shown
in Fig. 5. For testing the automatic generation advantage of network mapping
results, using the same routing strategy, it compared with the best random map
and the average random mapping. The average network delay is equal to the
average of the whole network packet delay, awk is written to calculate the aver-
age network delay. Tcl script selects 11 time points to get the average delay in
the process of network transmission. Comparison results showed that the same
communication task, with the method of hybrid optimization mapping algo-
rithm is used to map the topological structure of network delay time shortest,
and relatively stable, and the best random mapping results are better than the
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Fig. 6. Network throughput contrast figure.

average random results. In different mapping condition, the network through-
put as shown in Fig. 6, the hybrid optimization mapping algorithm, the best
random map and the average throughput of the three kinds of algorithm of ran-
dom mapping are given. We can see clearly from the table, the same task, with
the hybrid optimization mapping algorithm way automatically generated NOC
throughput better than the best random map and the average random mapping
network. The results show that the automatically generate NOC has less network
bandwidth requirements in the same amount transmission of data.

5 Conclusion

This paper introduces a kind of application oriented NOC automatic generation
process and put forward a hybrid optimization mapping algorithm. This algo-
rithm combined with particle swarm algorithm convergence speed and the char-
acteristics of strong global search ability of the genetic algorithm to realize NoC
mapping. The NoC is automatically generated by writing the program, including
NoC mapping automatically. Through NS2 simulation, compared to the average
network delay under different mapping result performance, throughput, and net-
work bandwidth, etc. The experimental results show that the hybrid optimiza-
tion mapping algorithm method, in terms of total link bandwidth requirements
significantly is lower than that of random mapping results link bandwidth needed
for the total amount. Apparently, with the improved particle swarm optimiza-
tion algorithm of automatic generation NOC method can generate NoC meet
the design requirements.
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Abstract. The task planning of satellite-ground time synchronization
(SGTSTP) is a complex many-objective ground station scheduling prob-
lem. In this paper, we first provide a mathematical formulation of SGT-
STP. To solve this problem, we propose a decomposition-and-integration
(DI) based method. In DI method, the plan horizon is evenly divided
into many disjoint plan periods and all time windows are distributed
to each period, based on which the task planning problem turns into
a multi-period 0-1 programming problem. Then we embed DI method
into evolutionary algorithm framework and propose DI based evolution-
ary many-objective algorithm (DI-EMOA). At last, the computational
results show that the DI-EMOAs have obvious performance promotion
compared with heuristic algorithm.

Keywords: Many-objective optimization · Decomposition and integra-
tion · Scheduling · Evolutionary algorithm

1 Introduction

Satellite-ground time synchronization (SGTS), realized by building the satellite-
ground communication link, is a core operation in global navigation satellite sys-
tem (GNSS) [1]. In this context, an optimization problem which is called task
planning of satellite-ground time synchronization (SGTSTP) problem arises.
SGTSTP is a complex problem due to its over-constrained nature [2–4]. Com-
pared to those traditional ground station problems, SGTSTP is a multi-objective
optimization problem. In practical applications, a heuristic algorithm called first
in-first served (FIFS) algorithm was often used. In this paper, we attempt to
solve SGTSTP using evolutionary algorithms (EAs).

2 Problem Formulation

We first introduce a number of notations that are useful for the problem formu-
lation as follows.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 265–270, 2016.
DOI: 10.1007/978-981-10-3614-9 32
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tbegin: plan begin time
tend: plan end time
planHorizon: planHorizon =[tbegin, tend]
S: satellite set, S = {1, ..., s, ...}, whose number of elements is ns.
M : antennas set, M = {1, ...,m, ...}, whose number of elements is nm.
V(s,m): time window set, V(s,m) =

⋃
h=1,...,Hsm

[twstart(h)
sm , tw

end(h)
sm ]. Hsm

expresses the number of time windows between s and m in planHorizon.
t: SGTS task, which refers to the operation that requires ground-to-satellite
communications, it can be defined by the following tetrad.

{antenna, satellite, begintime, endtime} = {ts, tm, tstart, tend}
T : task set, it is defined as follows.

T =
⋃

i=1,...,Ism

[t
start(i)
sm , t

end(i)
sm ] =

⋃
l=1,...,Lm

[t
start(l)
m , t

end(l)
m ] =

⋃
o=1,...,Os

[t
start(o)
s , t

end(o)
s ]

Ism expresses the number of tasks between satellite s and antenna m. Lm

expresses the number of tasks of antenna m. The Os expresses the number of
tasks of satellite s. Besides, t

end(l)
m ≤ t

start(l+1)
m t

end(o)
s ≤ t

start(o+1)
s .

σm: set-up time of antenna. In this paper, we assume that σm = 0,∀m ∈ M .
φm: service ability of antenna. We assume that φm = 1,∀m ∈ M .
νs: service ability of satellite. In this paper, we assume that νs = 1,∀s ∈ S.
ηt: the shortest task duration.

Optimization objectives:

max avgduration =
∑
s∈S

mds/ns (1)

min avginterval =
∑
s∈S

mIs/ns (2)

min sdduration =
√∑

s∈S

(mds − avgduration)2/ns (3)

min sdinterval =
√∑

s∈S

(mIs − avginterval)2/ns (4)

where,

mDs =
Os∑
o=1

(tend(o)s − tstart(o)s )/Os (5)

mIs =
Os∑
o=1

(tstart(o+1)
s − tend(o+1)

s )/Os (6)

Clearly, the SGTSTP is a many-objective problem (MaOP) since the objec-
tive number of SGTSTP is more than 3. These objectives could be of differ-
ent scale, they are normalized with a set of parameters during computing. As
observed in [5,6], such normalization can avoid solution method bias to any of
the four objectives.
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3 Decomposition-and-Integration Based Evolutionary
Algorithms for SGTSTP

3.1 Description of Method

SGTSTP is a mixed integer nonlinear programming (MINLP) problem. As
we know, the evolutionary algorithm (EA) is the popular method in solving
MaOPs. However, it is difficult to use EAs. Given the challenges, we propose a
decomposition-and-integration based method (DIM) for the SGTSTP as shown
in Fig. 3. This method basically divides the task planning process into three main
procedures: decomposition, planning and integration.

Fig. 1. Decomposition-and-integration based solution method

In the decomposition step, DIM divides the whole plan horizon into a number
of plan periods with equal length (pLength), which are assigned with a set of
time windows. A decomposed time window is associated with a pre-planning
task (called “atomic task”).

After decomposing, the task planning problem in each period is a combinato-
rial optimization problem (called single period task planning problem (SPTP))
which consists of selecting a subset of atomic tasks in order to satisfy the system
objectives. The SPTP problem can be formulated as a 0-1 integer programming
problem (Z-OLIP), which is a typical NP-hard problem. It should be noted that
the SPTP of each period is independent and there is no influence in different
periods.

The last step of DIM is to splice some adjacent tasks based on the solution
of the SPTP. Two adjacent atomic tasks t1 and t2 can be spliced if they satisfy
the following condition:

(t1s = t2s) ∩ (t1m = t2m) ∩ (t1end = t2start)
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Let N be the number of periods, ntism be the atomic task of period i. Let
xi
sm be the decision variable such that:

xi
sm =

{
1, ntism is selected
0, otherwise

Then we use the following matrix Ti
sm to express the atomic tasks of period

i. Let
∑⊕ be the splicing operation. The final planning scheme T can be aggre-

gated with the following formula.

T =
N∑
i=1

⊕Ti
sm (7)

subject to: ∑
m∈M

xi
sm ≤ 1,∀1 ≤ i ≤ N, s ∈ S (8)

∑
s∈S

xi
sm ≤ 1,∀1 ≤ i ≤ N,m ∈ M (9)

3.2 Decomposition-and-Integration Based Evolutionary Algorithms

Evolutionary algorithms (EAs) have shown to be promising in solving many-
objective optimization problems (MaOPs) [7,8]. In this paper, we propose
decomposition-and-integration based EAs (DIEA) based on the DIM. The DIEA
has same algorithm framework as EA, but all genetic operations, e.g., selection,
crossover and mutation and so on, are executed independently in each period, and
moreover the individual fitness value is calculated after integration operation.

Given that SGTSTP is a many-objective optimization problem, evolution-
ary many-objective algorithm (EMOA) is a straightforward framework. In this
paper, we propose a decomposition-and-integration based EMOA (DI-EMOA).
In literature, MOEA/D and NSGA3 are typical and primary algorithms.

4 Computational Experiment

4.1 Test Bed Description

A computational experiment was carried out based on compass system of China,
and the instance parameters are shown in Table 1.

4.2 Computational Results

All algorithms have been run for one time and we obtain the results as fol-
lows. Figures 2 and 3 show the value path plot of all obtained solutions by all
algorithms in each instance, the Objective No. (1, 2, 3, 4) express respectively
the objectives of (1) to (4).
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Table 1. Simulation parameters

Parameters Setting values

NSGA3 MOEA/D

tbegin 2016-01-01 00:00:00 UTC

tend 2016-01-08 00:00:00 UTC

ηt 30min

pLength 30min, 60min

λi = (i = 1, 2, 3, 4) (250, 0.0125, 1, 0.04)

Antennas Three antennas in each station of Beijing, Sanya and Kashi

Navigation constellation Walker24/3/2 constellation

Crossover probability 0.8 0.8

Mutation probability 0.2 0.2

Population size 364 455

Iterations 200 200

Neighborhood vectors - 20

Fig. 2. Value path plot of obtained solutions by DI-NSGA3 in large scale instance

Fig. 3. Value path plot of obtained solutions by DI-MOEA/D in large scale instance

We can make the following observations:
It can be seen from Figs. 2 and 3 that the solutions obtained by DI-EMOAs

outperform obviously those solutions obtained by FIFSAs for each pLengthin
objective No. 2, 3 and 4, but have worse performance in objective No. 1. In our
opinion, the reason of above phenomenon is that the DI method divided the
time windows and decreased the potential task duration, which leads to smaller
objective No. 1.
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5 Conclusion

In this paper, we investigated the SGTSTP, which is a complex many-
objective ground station scheduling problem. We proposed to handle it using
a decomposition-and-integration method (DI), which transforms the task plan-
ning problem into a multi-period 0-1 programming problem. Based on the DI,
we developed DI-EMOA to solve this MaOP. At last, the computational result
showed that the DI-EMOAs have obvious performance promotion.
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Abstract. Derived from the social foraging behavior of E. coli bacte-
ria and the general adaptive concentration searching strategy, this paper
proposes and develops a novel indicator-based multi-objective bacterial
colony foraging algorithm (I-MOBCA) for complex multi-objective or
many-objective optimization problems. The main idea of I-MOBCA is
to develop an adaptive and cooperative model by combining bacterial
foraging, adaptive searching, cell-to-cell communication and preference
indicator-based measure strategies. In this algorithm, each bacteria can
adopt its run-length unit to appropriately balance exploitation and
exploration states, and the quality of position or solution is calculated
on the basis of the binary quality indicator to determine the Pareto
dominance relation. Our algorithm uses Pareto concept and preference
indicator-based measure to determine the non-dominated solutions in
each generation, which can essentially reduce the computation com-
plexity. With several mathematical benchmark functions, I-MOBCA is
proved to have significantly better performance over compared algo-
rithms for solving some complex multi-objective optimization problems.

Keywords: Preference indicator · Adaptive searching · Bacterial forg-
ing algorithm · Multi-objective optimization

1 Introduction

In a multi-objective optimization scenarios, the goal of decision makers is often
to find a best potential tradeoff between multiple objectives that are conflict-
ing to each other [1]. Accordingly these objectives should be handled simul-
taneously, and they are generally called multi-objective optimization problems
(MOPs) (usually two or three objectives) or many-objective optimization prob-
lems (MaOPs) (usually more than three objectives). Obviously, the MOPs or
c© Springer Nature Singapore Pte Ltd. 2016
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MaOPs are more difficult to be tackled over single-objective ones because there
is no single solution available for them but a set of Pareto-optimal solutions (PS)
that indicate a trade-off among the objectives.

For solving of MOPs, over the past decades, many evolutionary algorithms
(EA) and swarm intelligence (SI) algorithms have been proposed and devel-
oped, such as artificial bee colony algorithms (ABC) [2], artificial immune sys-
tems (AIS) [3] and bacterial foraging optimization (BFO). Currently, these
nature-inspired paradigms have already been widely applied in real-world multi-
objective optimizations. The aim of this work is to look to optimization and the
bacterial search, and to develop more bacterially-realistic and efficient multi-
objective optimization model.

Recently the bacterial foraging models and algorithms have received more
and more attention, due to its research potential in optimization application.
Among them, bacterial foraging optimization (BFO) is a successful population-
based algorithm that draws inspiration from the foraging behavior of E. coli
bacteria [4]. Until now, BFO has been developed widely, and as a problem-
solving technique, the main strength of BFO is its deliberate exploitation ability,
which compares favorably with other population-based algorithms [4]. Although
BFO is relatively efficient and widely used in the single-objective optimization
domain, there are few work to apply BFO and its variants in solving the MOPs.
Compare to the huge in-depth studies of other EA and SI algorithms, such as
non-dominated sorting strength genetic algorithm II (NSGAII) [5], and improved
strength Pareto evolutionary algorithm (SPEA2) [6], on MOPs, how to improve
the approximation to Pareto-optimal front (PF) w.r.t balance diversity and con-
vergence is still a challenging task in MO optimization.

The motivation of this paper is to propose a quality indicator-based bac-
terial foraging algorithm called I-MOBFA for solving the MOPs, which com-
bines with bacterial foraging rules (chemotaxis, cell-to-cell communication, and
self-adaptive searching) and preference indicator-based multi-objective strate-
gies. The main algorithmic concept is to integrate preference information about
continuous generalizations of the dominance relation into the multi-objective
search. By incorporating this hybridization, the I-MOBFA not only allows adap-
tation to arbitrary preference information and optimization scenarios, but also
does not need any diversity preservation techniques, in contrast to Pareto-based
paradigms [5].

The rest of the paper is given as follows. Section 2 describes the bacterial
social foraging rules in BFO model. In Sect. 3, the quality indicator-based mea-
sure is defined and the proposed algorithm derived from the BFO model is delib-
erately designed. Section 4 presents the experimental studies over our proposed
algorithms. Section 5 outlines the conclusions.

2 Enhanced Bacterial Foraging Optimization Model

In our proposed enhanced BFO model, the most significant foraging operation
w.r.t bacterial chemotaxis is enhanced over the original BFO by re-defining:
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(1) the bacterial self-adaptive searching at individual-level and (2) the bacter-
ial cell-to-cell communication mechanism at colony-level. This model essentially
extends the basic BFO to a self-adaptive and cooperative foraging model by
incorporating below detailed strategies:

• Self-adaptive searching

Generally, an efficient foraging individual in the searching process strives to
exploit finely in promising areas as well as to explore thoroughly to distant areas
potentially better than the current one. In our self-adaptive searching, each
bacterium is about to consistently adjust its own run-length unit adaptively
according to following rules:

Rule-1: if a bacterium enters into a nutrient-rich area, its run-length unit is
adjusted dynamically to a smaller one. In other words, if the fitness improve-
ment of a bacterial in this so-called ‘nutrient-rich’ or ‘promising’ area reaches a
certain precision criterion defined from last generation, then following Rule-1,
this bacterium’s searching is turned into the exploitation phase.

Rule-2: if the bacteriums fitness has not been improved for a certain number
of evolutionary generations, then its run-length unit is augmented accordingly,
which also means that this bacterium turns into the exploration phase.

The detailed pseudocode of the self-adaptive searching strategy is listed in
Algorithm 1.

Algorithm 1. The self-adaptive searching strategy
1: for each bacterium i do
2: if Rule − 1 is satisfied then
3: Li(t + 1) = Li(t)/τ
4: δi(t + 1) = δi(t)/τ
5: else if Criterion-2 then
6: Li(t + 1) = Linitial

7: δi(t + 1) = δi(initial)
8: else
9: Li(t + 1) = Li(t)
10: δi(t + 1) = δi(t)
11: end if
12: end for

• Cell-to-cell communication

The cell-to-cell communication aims to improve the efficiency of information
sharing between foraging bacteria. Specifically, the turning direction of a bac-
terial turns is determined by the combined information of itself and its colony
members as following:

Ai(t) = mAi(t − 1) + λ1R1‖Xpi
− Xi(t − 1)‖ + λ2R2‖Xsi

− Xi(t − 1)‖, (1)
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where Ai is the turning direction at the tth iteration, where m is the inertia
coefficient, Xpi

is the best position in its historical experience, Xsi
is the best

position ever searched by the bacterial colony, λ1 and λ2 are the learning factors
to adjust the impact degree of the cognitive and social components, R1 and R2

are random numbers uniformly falling in the scope of [0, 1].

• Enhanced chemotaxis

By applying the self-adaptive searching in each chemotactic step, the swim
amplitude of a bacterium can be adjusted self-adaptively by varying chemotac-
tic step-size Li dynamically to enable it towards a desired direction, which is
specified determined by the cell-to-cell communication based Ai:

Xi(t) = Xi(t − 1) + Li(t − 1)Ai(t − 1), (2)

3 The I-MOBFA Algorithm

3.1 Fitness Assignment Based on Quality Indicator

• Binary quality indicator

As depicted in [1], the quality indicator is a performance metric that trans-
forms a Pareto set approximation to a real number. Especially the binary addi-
tive ε-indicator is developed to calculate the comparative quality of two Pareto
set approximations relatively to each other. This method aims to provide the
minimum distance by which a Pareto set approximation can be translated in
each dimension in objective space such that another approximation is weakly
dominated. Mathematically, this indicator can be defined as:

Is+(A,B) = min∀x2 ∈ B,∃ x1 ∈ B : fi(x1) − ε ≤ fi(x2)for i ∈ 1, 2, ...,m, (3)

where i donates the fitness indexes, m is the number of objectives.

• Fitness assignment

This fitness assignment is re-defined by Is+ indicator representing the Pareto
dominance relation, as below:

FitIε+(i) =
∑

−e−Iε+ (j−i)/(c−s), (4)

where i and j donates the fitness indexes, FitIε+(i) is assigned to the new fitness.
This indicator can be directly employed to measure to determine dominance
relation in the multi-objective optimization.

3.2 Implantation of the I-MOBFA Algorithm

By integrating the complexity degree of these strategies, the procedure of
I-MOBFA algorithm is given in Algorithm2.
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Algorithm 2. Pseudocode of the I-MOBFA algorithm
Input: - S: colony size

- N: maximum number of iteration
- k: zooming factor

Output: Po : Paretosetapproximation STATE Initialization: Initialize bacterial
colony P with S individuals; Set the current iteration counter MaxIter=0.

1: Fitness assignment: Calculate the indicator-based fitness of each bacterium;
2: Bacterial foraging rules: Iterate the following steps:

(1) According to self-adaptive searching strategy, each bacterium adjusts its run-
length unit.

(2) According to cell-to-cell communication, the swimming direction is determined.
(3) Each bacterium implements enhanced chemotaxis operation

3: Termination: If MaxIter ¿ N is met, then set Po to the set of the non-dominated
individuals in P, then stop.

4: Output the best solution achieved

4 Benchmark Test

4.1 Test Functions and Experimental Setup

Six benchmark functions are selected to access the performance of the proposed
algorithm, including three bi-objective ZDT benchmarks (i.e., ZDT1, ZDT2 and
ZDT6) and two tri-objective DTLZ instances (i.e., DTLZ1, DTLZ2 and DTLZ6)
[7]. In addition, two performance metrics for multi-objective optimization are
employed: (1) convergence metric- IGD metric; (2) spread metric Δ. The detailed
information about these two performance metrics can be referred in [5].

Two state-of-the-art Pareto-based algorithms including NSGA-II [5], and
SPEA2 [6] are compared with the proposed I-MOBFA. The common parameter
configure for these three algorithms are set as following: the population size is
50, the maximum iteration number is set to 2000. For other related parameters
in SPEA2 and NSGA-II, they keep the same with their original references [5,6].
For I-MOBFA, the zoom factor k is set to 10 empirically.

4.2 Computation Results and Analysis

Tables 1 and 2 report computational results achieved by I-MOBFA, NSGA-II and
SPEA2 in 20 runs on two-objective and tri-objective test functions, respectively,
in terms of mean, best and standard deviation of the IGD-metric and Δ-metric
values.

From Tables 1 and 2 where the IGD values obtained by each algorithm
on two-objective and tri-objective problems, it can be clearly observed that
I-MOBFA finds the best computational results in terms of mean, best and stan-
dard deviation on most test instances. Specifically, for comparison in term of
IGD, I-MOBFO perform most powerfully on ZDT1, ZDT6, DTLZ1, DTLZ2 and
DTLZ6. Only on ZDT2, I-MOBFA performs a little worse than NSGAII, still
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Table 1. Comparative performance by all algorithms on 30-D ZDT1, ZDT2, and 10-D
ZDT6.

Benchmarks ZDT1 ZDT2 ZDT3

I-MOBFA NSGAII SPEA2 I-MOBFA NSGAII SPEA2 I-MOBFA NSGAII SPEA2

IGD Mean 6.12e−3 2.15e−2 8.21e−3 7.93e−4 2.64e−4 4.44e−3 1.13e−3 5.46e−3 1.42e−2

Best 5.83e−4 6.42e−3 9.55e−4 1.11e−4 6.88e−5 1.02e−4 5.22e−4 6.18e−4 5.83e−3

Std 5.57e−3 6.82e−2 6.42e−3 1.73e−3 6.72e−3 8.12e−3 2.03e−2 4.03e−3 3.42e−2

Δ Mean 5.33e−1 7.03e−1 6.52e−1 4.21e−2 2.22e−1 5.12e−2 1.52e−2 5.22e−2 1.93e−1

Best 8.21e−2 1.05e−1 8.01e−2 7.93e−3 8.11e−2 7.11e−3 8.78e−3 1.00e−2 6.28e−2

Std 1.52e−1 5.32e−1 2.04e−1 2.66e−2 7.42e−2 7.32e−2 2.45e−2 1.94e−1 5.04e−1

Table 2. Comparative performance by all algorithms on 30-D ZDT1, ZDT2, and 10-D
ZDT6.

Benchmarks ZDT1 ZDT2 ZDT3

I-MOBFA NSGAII SPEA2 I-MOBFA NSGAII SPEA2 I-MOBFA NSGAII SPEA2

IGD Mean 1.45 1.03e+1 1.11e+1 6.43e−3 2.21e−2 8.02e−2 1.31e−2 8.32e−2 7.21e−2

Best 6.22e−1 5.73 8.31 1.42e−3 7.12e−3 1.31e−2 7.42e−3 1.13e−2 1.42e−2

Std 7.61e−1 2.56 1.73 4.63e−3 3.52e−2 1.53e−2 1.53e−2 1.67e−2 4.56e−1

Δ Mean 1.89e−1 2.64e−1 2.38e−1 2.45e−1 2.63e−1 5.77e−1 2.62e−1 2.94e−1 5.11e−1

Best 5.53e−1 5.42e−2 5.45e−2 2.53e−1 4.14e−1 2.04e−1 6.67e2 6.94e−1 8.33e−2

Std 1.12e−1 2.56e−1 5.33e−1 1.94e−2 5.21e−1 4.11e−2 2.00e−1 2.53e−1 4.54e−1

better than SPEA2. For comparison in term of spread metric, I-MOBFA is sig-
nificantly superior to its counterparts on ZDT2, ZDT6, DTLZ2 and DTLZ6.
Especially for the more complex DTLZ6, the proposed I-MOBFA exhibit obvi-
ously better approximation than NSGA-II and SPEA2 in terms of both con-
vergence metric and spread metric. Overall, from aforementioned computational
results a distinct conclusion can be outlined that the proposed I-MOBFA has
great potential to tackle complex multi-objective problems.

5 Conclusion

In order to apply bacterial colony algorithm to solve multi-objective problems
efficiently, this paper proposes a new indicator-based bacterial foraging algo-
rithm called H-MOBFA based on the enhanced BFO model and the quality
indicator-based measure. Specifically, In the proposed enhanced BFO model,
the most important contributions are: (1) to define the bacterial self-adaptive
searching that dynamically balances the exploration and exploitation phases at
individual-level; (2) to define the bacterial cell-to-cell communication mechanism
that improves the efficiency of information sharing at colony-level; (3) to define
the Pareto dominance relation by incorporating the quality indicator-based fit-
ness assignment mechanism. To prove the effectiveness of the proposed paradigm,
the I-MOBFA has been compared experimentally with the NSGAII and SPEA2
on both two-objective and tri-objective benchmarks. Computation results reveal
the proposed I-MOBFA has a great potential of being applied to a variety of
complex multi-objective problems.
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Abstract. In this paper, a new algorithm is designed to solve Multiple
Traveling Salesman Problem (MTSP) that avoiding the path intersec-
tion among the traveling salesmen. There are three objectives in this
problem including the shortest path of every salesman, the balance of
each salesmans task and avoiding the crosses of each routes. We com-
bine the K-means algorithm and genetic algorithm. K-means algorithm
is designed to divide all points into several subsets and choose the start
city for the genetic algorithm, and then using GA to process every sub-
sets in parallel. This method not only achieve these multiple objectives,
but also use much less time, since we have divided all the points into
several parts and make them calculated at the same time.

Keywords: MTSP · K-means · Genetic algorithm · Parallel computing

1 Introduction

Over the years, there have been a lot of researches on multiple traveling sales-
man problem (MTSP), but they are all about vehicle path on the road [1]. If
the way of transportation becomes unmanned aerial vehicle (UAV), there is a
problem needed to consider. The path intersections of traveling salesman should
be avoided, that can avoid collisions of UAV. UAV can be applied to military
and civil fields, such as reconnaissance and surveillance in war, extinguishing
fire, spraying pesticides and delivering goods.

At present, the researches on MTSP have rarely mentioned the problem of
avoiding crosses of paths. Applying these algorithms to UAV delivery will cause
collisions. Moreover, most genetic algorithms for MTSP set some virtual points
in order to translate MTSP to TSP [4,5]. But, if the scale of cities is large, the
efficiency of the algorithm will decrease rapidly [6].

There have been many attempts to use GAs for clustering, it is also observed
that these methods search faster than some of the other evolutionary algorithms

c© Springer Nature Singapore Pte Ltd. 2016
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DOI: 10.1007/978-981-10-3614-9 34
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used for clustering [7]. The searching capability of genetic algorithms is exploited
in order to search for appropriate cluster centers in the feature space such that
a similarity metric of the resulting clusters is optimized [8]. There also have
been attempt to use parallel method for TSP in order to increase efficiency [9].
Over the years, varieties of intelligent algorithms have been introduced: Neural
Networks [10–12], genetic algorithm, clustering. Artificial neural network algo-
rithm is a kind of pattern matching algorithm which simulates biological neural
network and genetic algorithm simulates the processing of biological evolution
[13–16].

Combining all these perspectives, in this paper, we designed a new algorithm
which combines K-means algorithm and genetic algorithm. The purpose of K-
means algorithm is preprocessing the points on MTSP. We divide the points into
m clusters according to the distribution of them, and find the center point as
the start point of genetic algorithm. Finally, GA is used to process every point
cluster in parallel. In this case, a large scale problem is divided into several small
problems by our algorithm, and genetic algorithm shows very high performance
solving small scale TSP (or other combinatorial optimization). We have carried
out several tests on our algorithm using many examples, and the results show
that most of the problems mentioned above can be solved.

2 Multiple Traveling Salesman Problem

MTSP is an extension of TSP, which is also a NP problem. The multiple traveling
salesman problem is to discuss how m salesmen visit a set of n locations, each
of them is visited exactly only once while minimizing the total distance traveled
by the salesmen. That is:

Min
m∑

i=1

(
ki∑

j =1

d(vj , vj+1) + d(vj , v0)) (1)

In formula (1), m is the number of travel agents. Kiε(1,m) is the number of
cities to be passed. d(vj , v(j + 1)) represents the distance of city j to j + 1.

The optimal route of MTSP problem consists of M closed loop. Therefore, in
this study, the MTSP translate into MTSP. The way to get the minimum total
distance is getting the mining distance of every close loop. The formula is

Min(
ki∑

j =1

d(vj , vj+1) + d(vj , v0)). (2)

3 The Implementation of Our Algorithm

K-means to Preprocessing the Points
Our k-means algorithm divides all points into several subsets according to

the Similarity of Euclidean distance.
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Steps of the algorithm are:

(1) Choosing k points randomly from the n points as the initial cluster centers.
(2) For each sample i, calculate the cluster that it should belong to:

C(i) : = arg min
j

||x(i) − Uj ||2 (3)

(3) Re-calculate the mean of j cluster:

Mj : =

m∑
i=1

1{C(i) = j}xi

m∑
i=1

1{C(i) = j}
(4)

(4) Repeat step (2) and step (3), until the objective function J(C, U) converge
[19].

In the MTSP, there are always so many cities, and the city may be unevenly
distributed. When the start point is fixed, the routes of all salesmen may cross.
If the salesman is replaced by the UAV , it is dangerous because of the possible
crash. So this algorithm is designed to choose one center point as the start point
for genetic algorithm. In the k-means algorithm the mean Mi of all the clusters
have been calculated. Now we can get the start point P for GA.

First the means M0 of Mi(i = 1, . . . ,K) is calculated:

M0 =

K∑
i=1

Mi

K
(5)

Then select the nearest point P to the center point M0.

Genetic Algorithm
When the problem is decomposed into a set of easier sub-problems, the scale

of the population is smaller. Genetic algorithm is suitable for these sub-problems.
In this algorithm we use parallel multiple threads to run multiple small scale GA
in order to improve the efficiency [20], [21], with the cross probability Pc = 0.9,
mutation probability is Pm = 0.1.

The Step of Our Algorithm
There are so many researches on TSP that is realized by GA. But, Sometimes

the scale of point are large, and they are non-uniform distributed. The purpose
of processing the points is to find k routes that are not crossed. The scale of
points becomes smaller. Using genetic algorithm is a good choice. The steps of
our algorithm are:

Step 1: K-means clusters all the cities of MTSP, cities are clustered into C(i)

(i is the number of classes), and M(i) (i = 1, . . . , i, . . . , k) is the center of each
the cluster (M(i)is not a point in C(i));

Step 2: Get the means M(0) of all center points M(i), the x coordinate of M(0)

is

c∑

i = 0
xi

k , the y coordinate of M(0) is

c∑

i = 0
yi

k , then calculate the distance of every
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point in the MTSP problem, choose the point which has the shortest distance
as the start point of every cluster.

Step 3: C(i) (i = 1, 2, . . . , k) is seen as a small scale TSP. They are solved by
using parallel GA algorithm.

The key of our algorithm is to divide the problem into some of the sub-
problems by using clustering processing and get the center point, in order to
reduce the complexity of the problem.

4 Result and Discussion

4.1 Result

We have test on some TSP instances, and the following figures are the results
we get. For The eil51 TSP problem, we set K = 4 (K is the count of salesman).
Figure 1(a) shows four paths that are not crossed clearly, and the program run-
ning time is only 484 ms. And In the ch130 TSP we set K = 5, the result is shown
in Fig. 1(b). The five paths are not crossed too. The data proves the validity of
our algorithm.

Fig. 1. The result of eil51, ch130 and att48

In Table 1, some results are listed including the total distance and the time
that cost.

4.2 Discussion

In this passage, an algorithm which combines K-means and GA to solve MTSP
problem is proposed. And we have compared it with GA without K-means. The
following table shows the data.

GA which is used in our algorithm is compared with our algorithm. Here,
set K-1 virtual points which translate MTSP to TSP like most research do.
In Table 2, some data are listed to compare them. Obviously, our algorithm
gets better result. As is known that when MTSP translate to TSP by using
virtual points, if the scale of city become larger, the efficiency of the algorithm
will reduce. It is seen in the table, when we set the same population scale and
iteration number, our algorithm is much faster than the traditional GA algorithm
that is used for processing MTSP. When our algorithm has got the best result,
GA algorithm still needs some time to converge.



282 Z. Lu et al.

Table 1. The instances of our test

Example Number of points Distance (m) Time (ms) The count of salesman

Ulysses16 16 74 203 K = 2

ulysses22 22 78 250 K = 2

att48 48 38617 617 K = 3

eil51 51 518 484 K = 4

st70 70 791 4497 K = 3

eil76 76 656 2830 K = 4

kroE100 100 30714 7206 K = 5

eil101 101 787 3707 K = 5

bier127 127 156790 13061 K = 6

ch130 130 7927 13851 K = 5

ch150 150 8767 10782 K = 6

kroB150 150 38940 7172 K = 7

a280 280 2358 8862 K = 7

Table 2. The comparison of our algorithm and GA

Algorithm Our algorithm GA and start point is fixed

The scale of cities 22 32 51 22 32 51

Scale of population 200 180 200 200 180 200

Iterative number 400 480 600 400 480 600

Time (ms) 250 265 484 375 784 872

Total distance (m) 78 403 514 105 1040 1180

Get best result Yes Yes Yes No No No

Avoid path intersection Yes Yes Yes No No No

The number of salesman 2 3 4 2 3 4

5 Conclusion

In this passage, a new algorithm is proposed, in order to solve MTSP problem.
Combining k-means algorithm with GA, the goals are almost achieved: the short-
est paths, balancing of tasks and avoiding crosses of paths. K-means algorithm
is used for preprocessing the points in MTSP and GA calculates the shortest
path.

What is more, after the preprocessing of k-means, the problem is broken
down into several small problems. Compared with the traditional GA algorithm
that deal with the MTSP, our algorithm is not only more efficient, but also
avoiding the path inter-section among traveling salesmen which can be applied
to designing route for UAV.
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Abstract. Vehicle routing problem with time windows has an important
practical significance, but it is NP-Hard problem. In order to solve the
problem, an optimization algorithm based on P system is proposed. The
encoding of glowworm’s location is considered as evolutionary object and
discrete glowworm evolution mechanism and variable neighborhood evo-
lution mechanism are used as sub-algorithms. In this paper, the motion
equations and related motion rules of glowworm algorithm are improved
to optimize the performance of the algorithm. Meanwhile, in order to
enlarge the search area of solution space and improve the precision, the
variable neighborhood evolution mechanism is redesigned. Cell commu-
nication rules are used to exchange information between cells. Moreover,
this paper introduced the concept of Pareto dominance to evaluate the
advantages and disadvantages of the object, as a result, this method
returns not a single non-dominated solution but a set of no-dominated
solutions. At last, by solving the different Solomon numerical examples
and simulation results show that the algorithm is easier to jump out of
local optimal both achieves very good results in the number of vehicles
and distance cost, besides, generates a lot of new solutions which are
different from the database. This algorithm has the features of faster
convergence rate and accurate precision, and it is competitive with other
heuristic or metaheuristic algorithms in the literature.
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1 Introduction

Membrane computing (MC) aims to research the calculation model which is
abstract by biological cells and tissue or organ which is made up of cells. MC
has many characteristics, such as distributed, parallel and uncertainty [1], it
is proposed by Gheorghe Păun, also known as P system [2]. Roughly speak-
ing, there are three types of P systems, that is, cell-like P systems, tissue-like
P systems, and neuron-like P systems [3–6]. They provide distributed parallel
and nondeterministic computing devices. Membranes delimit space to different
regions, and objects evolve according to evolution rules in each region [7–9].
Evolutionary Computation (EC) is based on Darwin’s theory of evolution, it
is a type of self-organizing, self-adaption and self-learning artificial intelligent
techniques that simulate evolutionary process and mechanism, mainly includes
Genetic algorithm (GA), evolutionary strategy and swarm intelligence optimiza-
tion represented by particle swarm optimization, ant colony optimization and so
on. MC and EC are important branch in the field of natural computation, EC
has a very wide applications, and MC has the solid theoretical foundation, it has
importance significant and broad prospects to explore the intersection of EC and
MC. MA is a hybrid optimization algorithm that combines with concepts and
principles of the membrane system structure, evolution rules and calculation
mechanism and it is also a bridge between MC and practical application [10,11].
A large number of studies have shown that many MC models have the compu-
tation ability as the Turing machine in theory, and even beyond the limitations
of Turing machine [12]. Therefore, because of many advantages, MC develops
very rapidly, and now is one of research hotspot in the field of intelligent opti-
mization [13,14]. Even MC attracts the attention of many scholars in the world,
there are relatively few papers about this question in Chinese literatures. And
many articles are focusing on studying the theory of MC, the research of MA
is not thorough, a lot of research has great value in theory, but it is not very
good to be applied in practical problems, how to apply it in all kinds of practical
engineering problems, for example, Vehicle routing problem with time windows
(VRPTW), is important question in the field of MC.

VRPTW is an NP-hard problem that can be applied to many distribution sys-
tems, such as logistics distribution, electric power dispatching problems, postal
deliveries and bus routing problem, etc. In the literature, many heuristic or meta-
heuristic approaches have been proposed for solving VRPTW. At present, the
method can be divided into two types: exact algorithm and heuristic algorithm
[15]. With the enlargement of customers, The calculation of the exact algorithm
will show exponential growth. The scholars mainly concentrate on the heuristic
algorithm now, such as genetic algorithm [16], ant colony optimization [17] and
tabu search algorithm [18] and so on [19,20] are all used to solve VRPTW. Glow-
worm Swarm Optimization algorithm (GSO) is a new type of intelligent bionic
swarm optimization algorithm [21], Now studies of GSO for continuous opti-
mization problems are not sufficient, but primary studies have shown its good
performance [22]. Discrete Glowworm Swarm Optimization algorithm (DGSO)
has been successfully to solve the TSP [23] and VRP [24], and shows strong
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vitality. However, GSO is a global search algorithm, it suffers a shortcoming of
precision, and variable neighborhood evolutionary mechanism (VNEM) is a kind
of local search algorithm which has strong ability of local search [25], so VNEM
is introduced to do local-search for the chromosome in every generation of the
evolution process, this can make up the weakness of GSO in its local-search and
this improves the convergence of the algorithm. The new algorithm provides not
only with strong global search capability of GSO, but also with strong local
search capability of VNEM.

According to the above mentioned problems and the characteristics of P
system, an optimization algorithm based on P system is proposed in this paper.
The algorithm employs a tissue P system which consists of three cells as comput-
ing framework, two of these cells use discrete glowworm evolution mechanism
(DGEM) and variable neighborhood evolution mechanism (VNEM) as a sub-
algorithm, another cell is used as the output cell. So, the algorithm is also called
PDVA. In the system, the three cells are placed in the same environment, every
cell have different functions and they encode the glowworm’s location in the cells,
and they are able to use this to predict where each glowworm is standing. So the
encoding of glowworm’s location is considered as evolutionary object. Transport
rules are adopted as a way to achieve the information communication between
cells or cells and environment. Furthermore, In order to improve the perfor-
mance of DGEM, the motion equations of the glowworm and related algorithms
are improved. Meanwhile, in order to enlarge the search area of solution space
and improve the precision, the VNEM is redesigned. This paper introduced the
concept of Pareto dominance to evaluate the advantages and disadvantages of
the object, as a result, this method returns not a single non-dominated solution
but a set of no-dominated solutions, which provides powerful decision support
to the decision-maker. Our algorithm is tested by Solomon’s benchmark prob-
lems. Compared with the best known solutions in the literature, our algorithm
is competitive in terms of its solution quality, and it is proved to be an effective
method for solving multi-objective VRPTW, and shows a unique high efficiency.

2 Model Formulation

Multi-objective VRPTW can be defined as a set of identical vehicles denoted
by V , and a directed graph G = (C,A), which consist of a set of customers, C.
The vehicles are located at the depot. It is assumed that there is no limitation
on the number of vehicles that can be used, but in order to facilitate the model
formulation the maximum possible size of the fleet is denoted by K. The actual
number of vehicles will be found after solving the model that it would be equal
to the number of routes in the traffic network. Let us assume there are N + 1
customers, C = {0, 1, 2, ..., N} and for simplicity, depot is denoted as customer 0.
A route is defined as staring from depot, going through a number of customers
and ending at the depot. Every customer in the network must be visited only once
by one of the vehicles, since each vehicle has a limited capacity qk(k = 1, ...,K),
and each customer has a varying demand mi, qk must be greater than or equal
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to the summation of all demands on the route traveled by that vehicle k. On the
other hand, any customer i must be serviced within a predefined time interval
[ei, li], limited by an earliest arrival time (ei) and latest arrival time (li). Vehicle
arriving later than the latest arrival time are penalized while those arriving
earlier than the earliest arrival time incur waiting. Assuming waiting time is
permitted at no cost. The objective is to determine a feasible route schedule
which minimizes the number of vehicles and the total travel distance [26,27].

In order to formulate the model, other following notations are defined: dij =
distance from customer i to customer j; Q = maximum load of the vehicle; qi =
demand of customer i; ti = arrive time of customer i; tij = travel time from i
to j; sti = service time at i; wi = waiting time at i; xijk is equal to 1 if vehicle
k drives from i to j and 0 otherwise [28].

Therefore, after establishment of target levels which represent optimistic aspi-
ration levels for each objective, this multi-objective problem is formulated as a
goal programming model. Hence, the following goals, in accordance with the
above mentioned objectives, are defined:

minf1 =
K∑

k=1

n∑
i=0

n∑
j=0

dijxijk (1)

minf2 =
n∑

j=0

K∑
k=1

x0jk (2)

Subject to:
n∑

i=1

qiyik ≤ Q;∀k ∈ I (3)

n∑
i=0

xijk = yjk; j = 1, 2, · · · , n;∀k ∈ I (4)

n∑
j=0

xijk = yjk; i = 1, 2, · · · , n;∀k ∈ I (5)

K∑
k=1

yik =
{

1 i = 1, 2, · · · , n;∀k ∈ I
K i = 0 (6)

∑
i∈S

∑
j∈S

xijk ≤ |s| − 1;∀S(2 ≤ |S| ≤ n − 1) ⊆ V/0 (7)

ti + tij + sti + wj ≤ tj ; i, j = 0, 1, · · · , n;∀k ∈ I (8)

ei ≤ ti ≤ li; i = 1, 2, · · · , n (9)

Constraints (1) and (2) refer to goals 1 and 2. Constraint (3) is the capacity
constraint. Constraints (4) and (5) define that every customer node is visited
only once by one vehicle. Constraints (6)–(7) secures every route starts and ends
at the central depot. Constraints (8)–(9) define the time window.
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3 Multi-objective Optimization Algorithm Based
on Tissue P System

It is not ideal to use DGEM or VNEM [25] to solve multi-objective VRPTW, so
a tissue P system is designed to combine DGEM and VNEM for solving multi-
objective VRPTW together. This algorithm has overcome the disadvantage of
DGEM effectively, meanwhile, it has enhanced the capability of overall searing
and local optimum jumping from VNEM. At the same time, this system also
need a cell which can be dedicated to output the optimal solution, so this paper
designed a tissue P system whose degree is three. The tissue P system can be
described as the follow:

∏
= (O, σ1, σ2, σ3, syn, i0)

where:

(1) O = {x1, x2, · · · , xNP }, xi(i = 1, 2, · · · , NP ) is an integer string – that is
the positional encoding of glowworm, NP is the number of integer string.

(2) syn = {(2, 3), (3, 1), (3, 2)} ⊆ {1, 2, 3} × {1, 2, 3} is the channel sets between
cells, among them, using two-way channel between cell 2 and 3, using one-
way channel between cell 3 and 1.

(3) i0 = 1 represents that cell 1 is output cell.
(4) σi(i = 1, 2, 3) represents a cell, it can be represented by following multi-tuple

σi = (Qi, si,0, wi,0, Ri)

where:

a. Qi = (si,0, si,1, · · · , si,tmax
), si,j is the state of σi at j times of iterations in

cell B, tmax is the maximal number of iterations.
b. si,0 ∈ Qi is initial state, wi,0 = {x0

i,1, x
0
i,2, · · · , x0

i,NPi
} is the initial object sets

in the cell, NPi is the number of objects.
c. Ri represents rule sets, including the evolution rules and communication rules

whose function is transfer an object from one cell to another.

Figure 1 shows the network structure of tissue P system. Environment con-
tains three cells, they are marked with label 1, 2 and 3 respectively. The arrow
in Fig. 1 represents the channel and communication direction between intercon-
nected cells. There is a two-way channel between cells 2 and 3 which provides
a platform for information exchanges and sharing. There is a one-way channel
from the cell 3 to 1. Only cell 1 could transport object from the cell to the
environment through one-way channel.

In this paper, the object in cell is an integer string – that is, the positional
encoding information of glowworm; Each cell used their evolution rules to evolve
object; Cells achieve information exchange and share through communication
channels in the process of evolution, and cells use evolutionary mechanism to
evolve object, then turn it to the corresponding cells through communication
rules, used to guide the next calculation.
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Fig. 1. Tissue P System with a degree of three

3.1 Objects

In the cells, the location encoding of glowworm is taken into account as an
evolutionary object, it is represented by an integer string, the length is the num-
ber of customers. Each point in the string is the integer node number originally
assigned to that customer. The sequence of the points in the string is the order for
visiting these customers. It can be represented as (c1, c2, · · · , ci, · · · , cn), where
ci ∈ [1, n].

In the beginning, a certain number of objects are randomly generated in cell
2. In the process of calculation, cell 1 keeps record the current optimal object
the system have found so far, namely Ebest. Ebset is a maximum value of the
system in the beginning.

3.2 Evolution Mechanism in Cell 1

Cell 1 is the output cell and when the system stops running, it should returns a
set of Pareto non-dominated solutions. In the cell, there is a object rewrite rules,
[u → v], the rule runs suggests that: u is replaces by v. The main functions of
the cell is: Comparing u and Ebest, where u is an object transferred from cell 3,
Ebest is the global optimal object stored in cell 1. If u � Ebest, Ebest is replaced
by u; Otherwise, u is discarded to the environment.

3.3 Evolution Mechanism in Cell 2

In cell 2, the sub-algorithm is DGEM, in which this paper redefines glowworms’
motion equation and its related algorithms. These definitions reflect a more
realistic evolution process, and they greatly improve the computing efficiency.
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(1) A decoding operator based on greed construction method

In order to improve the efficiency of decoding, this paper proposes a kind
of decoding operator based on greed construction method. When decoding a
sequence, the system only need to insert the customers into the path as much
as possible, if a customer does not satisfy the constraints of time window or
capacity, the system will open up a new path to service him. In this way, until
all the customer are serviced. This decoding method can make the decoded path
and encoded path are consistent, and the number of vehicles can be dynamically
obtained in the process of decoding. It can achieve the automatic optimiza-
tion of the number of vehicles, without the need to set the number of vehicles
in advance. For example, there is a string 361857294, it is decoded as: route 1,
0 → 3 → 6 → 0; route 2, 0 → 1 → 8 → 5 → 7 → 0; route 3, 0 → 2 → 9 → 4 → 0.

(2) The innovation of distance between the glowworms

The differences between the two codes are the superposition of differences of
corresponding customers. Therefore, how to depict the differences between the
two codes is a key problem that to design distance between glowworm indi-
viduals. Because the actual difference between the two customer points is the
actual distance between the two customers, therefore, in order to better describe
and reflect the actual distance between glowworm individuals, in this paper, the
actual differences between the two customers is arc distance of the two customers.
From this the new distance between two glowworms is designed.

Assuming that there are two codes, where i and j denotes glowworm respec-
tively, t is a certain time. So, the difference degree of encoding can be defined
according to the following form:

δij(t) =

n∑
k=1

dij(t, k)

M
(10)

where dij(t, k) is arc distance between i and j, k is the current dimension; M is
the sum of the maximum in each row in the weight matrix; Therefore, δij(t) ∈
[0, 1].

Based on the above definition of the difference degree, the calculation formula
of distance between i and j can be designed as follows:

Distij(t) = c × δij(t) (11)

where c is a constant, δij(t) is the difference degree of encoding.
The definition of distance reflects the actual differences between the two

codes, and it lays a foundation for the following design of location update rules
too.

(3) The innovation of the location update rules

In the literature [27], glowworm’s location update did not reflect the moving
length of the glowworm fly to the moving object. In order to inherit the concept
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of step of GSO in the process of discretization, this paper designed the flight step
length ’s’ based on the concept of the distance between the glowworm individuals,
update rules are given which indicate that glowworms fly to the moving objects
and their step length is s.

In the movement phase, system randomly generates an array r(s) =
(r1, r2, · · · , rs) whose length is s, where ri �= rj(i, j ∈ [1, n]). For glowworm
x = (x1, x2, · · · , xn), moving object y = (y1, y2, · · · , yn) and a random number
rk in r(s), the position encoding update is as follows:

temp = x[rk];x[rk] = y[rk];x[y[rk]] = temp, (12)

where k ∈ [1, s]. The code update methods inherited the position update formula
of GSO. According to the distance between glowworm x and y, the distance x
fly to y is ’s’ in each iteration step, and then the differences of encoding between
x and y will be reduced s units correspondingly. After a certain iterative process,
the encoding between x and y will tend to be more consistent, that is to say, x
fly to the position where y stay on.

3.4 Evolution Mechanism in Cell 3

In cell 3, the sub-algorithm is VNEM. The purpose of VNEM is making the
object u to be a local optimal object, and transfer the gbest (global solution)
to the cell 2 and 1 to guide the next operation. The concrete operation steps
are described as follows: will u as the initial evolution object, and select one
at random from the following three kinds of neighborhood operations, and the
neighborhood search is performed to improve object. Finally, after evolution
operations, the new object will be transported to the cell 1 and 2 at the same
time.

Evolutionary operation:

(1) Exchange: Let us assume there are two different numbers a and b which are
generated randomly, exchange encoding two numbers represent.

(2) Inversion: Let us assume there are two different numbers a and b which are
generated randomly, invert encoding between there two numbers.

(3) Insert: Let us assume there is a number b which is generated randomly, it
will be inserted into the front of encoding.

3.5 Cell Communication Rules

Cell-to-cell communication rules provide good foundation for information
exchange and share, and they are implemented through the channel between
the cells. In the tissue P system, there are the following three kinds of commu-
nication rules to improve the function of system.

Rule 1: (2, u/v, 3)
This is a two-way transport rule between cell 2 and cell 3. The result of the

execution is that: object u is transferred from cell 3 to cell 2, and object v is
transferred from cell 2 to cell 3.
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Rule 2: (3, u/λ, 1)
This is a one-way transport rule between cell 3 and cell 1. The result of the

execution is that: object u is transferred from cell 3 to cell 1, where λ is a null
object.

Rule 3: (1, v/λ, 0)
This is a one-way transport rule between cell 1 and the environment. The

result of the execution is that: object v is transferred from cell 1 to the environ-
ment, where λ is a null object.

In tissue P system, DGEM is adopted to improve the objects in cell 2. Then
object u in cell 2 is transported to the cell 3 through rule 1, it will be optimized by
VNEM in cell 3. The new object v which is improved will be transported to the
cell 2 and cell 1 through rule 1 and rule 2. And then cell 2 continue to perform the
following steps to optimize the v. In cell 1, v and Ebest are compared, if v > Ebest,
v is added to the Pareto non-dominated solutions and the rewrite rule defined
in cell 1 begin to execute to replace the original, i.e. Ebest ← v; otherwise, v will
be discarded to the environment. This internal transfer relationship provides a
co-evolution mechanism for system, and it is helpful to enhance the convergence
performance and optimization capacity of the system.

3.6 Stop and Output

Stop condition: the maximal number of iteration.
Output: Pareto non-dominated solutions set.

3.7 P System Steps

In this section, the steps of P system are described as follows:

Algorithm 1. P System Steps

Step 1. Built the tissue P system as shown in Fig. 1; Initialize a certain
number of glowworms in cell 2 to form the populations; And set the following
parameters: maximum number of iterations, li(0), rid(0),γ, rs, ρ, β, s, nt.

Step 2. Determine whether meet the stop condition. If meet, the system
stops running; Otherwise, continue to step.

Step 3. Object evolution in the cell. Cell 2 performs evolution operations
on its internal objects. After the evolution, the object ui which is in cell 2 is
transported to cell 3 through the cell channel. It can achieve the information
communication among the cells.

Step 4. Continue to optimize ui use VNEM in cell 3, and then the new
object vi is transported to cell 2 and cell 1 by cell communication rules.

Step 5. Continue to execute the steps of cell 2, and then begin to optimize
ui+1.

Step 6. Cell 1 begin to built Pareto non-dominated solution sets. Comparing
u and Ebest, where u is an object transferred from cell 3, Ebest is the global
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optimal object stored in cell 1. If u � Ebest, u will join the Pareto non-dominated
solutions and replace the original Ebest; Otherwise, u will be discarded to the
environment.

Step 7. Determine whether meet the stop condition. If meet, the system
stops running; Otherwise, go to step 3.

Step 8. Store the Pareto non-dominated solution sets in a file.

4 Experimental Analysis

In order to test the correctness and validity of algorithm, and make the results
more comparable and compelling, the paper uses benchmark instances to test the
proposed algorithm. Research data mainly come from the international recog-
nized VRPTW database. There are three different size of data sets (25, 50 and
100) in database. Each data set contains 56 test problems, and they were divided
into six categories: C1, C2, R1, R2, RC1, RC2. Problems in sets R1 and R2 have
the customers’ locations generated randomly over a square. Problems in sets C1
and C2 have the clustered customers whose time windows generated based on a
known solution. Problems in set RC1 and RC2 have a combination of randomly
placed and clustered customers. Problems in sets R1, C1 and RC1 have narrow
time windows and a small capacity of the vehicle, while problems in sets R2, C2
and RC2 have larger time windows and a larger capacity of the vehicle.

Computer processor: AMD A6-3420M APU with Radeon (tm) HD Graphics
1.5 GHz; Computer RAM: 4 GB; Operating system: Windows 7 64-bit; Program-
ming software: VC 6.0; Programming language: C/C++.

The following are the parameters of the algorithm: ρ = 0.6, γ = 0.7, β = 0.05,
nt = 20, l0 = 15, r0 = 7, iteration = 200, population size = 100.

4.1 Simulation Experiment

In this section, some relative examples in the database are simulated. There are
25, 50 and 100 customers of six type problems in the database. The results are
shown in Table 1.

As can be seen from Table 1, the proposed algorithm can solve the multi-
objective VRPTW very well. The algorithm returns a lot new solutions which
are different from the reference solutions, and they are Pareto solutions which
provide powerful decision support to the decision-maker. In some numerical
examples, there is a single Pareto solution, that is to say, vehicles and total
distance achieve the optimal at the same time.

As can be seen from Table 1, this algorithm returns a single non-dominated
solution in some instances, this section provides an in-depth analysis of these sit-
uations based on the numerical examples. In the process of simulation, we found
that some examples with the distribution of the number of vehicles increase
(decrease) as the total distance corresponding decrease (increase), while there are
other examples with the distribution of the number of vehicles increase (decrease)
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Table 1. The non-dominated solutions of PDVA

Instances Best known PDVA Instances Best known PDVA Instances Best known PDVA

V C V C V C V C V C V C

R103.25 5 454.6 4 473.4 C101.100 10 827.3 10 828.9 RC104.100 - - 11 1307.1

5 455.7 9 1050.1

R103.50 9 772.9 8 853.1 C103.100 10 826.3 10 1155.3 RC106.100 - - 15 1583.7

5 455.7 9 1030.1

R105.25 6 530.5 5 556.7 C201.50 3 360.2 2 485.5 RC201.25 3 360.2 2 432.3

6 531.5 3 361.7

R108.100 - - 11 1048.4 C202.25 2 214.7 1 223.3 RC201.50 5 684.8 3 919.2

6 531.5 2 215.5 4 880.8

R109.25 5 441.3 4 460.5 C202.50 3 360.2 2 403.8 RC201.100 9 1261.8 7 1539.9

R111.25 5 428.8 4 429.7 C203.25 2 214.7 1 223.3 RC202.50 3 338 1 551.6

2 376.1

R112.100 - - 11 1089.4 C203.50 3 359.8 2 414.3 RC202.100 8 1092.3 5 1519.9

6 1412.1

R201.25 4 463.3 2 523.7 C204.25 2 213.1 1 213.9 RC203.25 3 326.9 1 432.5

R201.50 6 791.9 4 879.3 C205.25 2 214.7 1 297.5 RC203.50 4 555.3 2 715.5

2 215.5 3 626.4

R201.100 8 1143.2 7 1375.4 C205.50 3 359.8 2 444.1 RC203.100 - - 4 1269.8

3 361.7 5 1187.1

R202.25 4 410.5 2 457.9 C206.25 2 214.7 1 285.4 RC204.25 3 299.7 1 327.5

R202.50 5 698.5 3 826.1 C206.50 3 359.8 2 484.5 RC204.50 3 444.2 2 482.9

3 361.4

R202.100 - - 5 1328.8 C207.25 2 214.5 1 274.7 RC204.100 - - 3 1084.9

6 1245.9 4 932.1

R203.25 3 391.4 2 400.4 C207.50 3 359.6 2 427.1 RC205.25 3 338 2 386.2

R203.50 5 605.3 2 766.8 C208.25 2 214.5 1 229.8 RC205.50 5 630.2 3 910.2

3 689.7

R203.100 - - 4 1123.1 R211.100 − - 3 975.1 RC205.100 7 1154 6 1634.2

5 1066.7 4 913.5

R204.25 2 355 1 388.6 R211.50 3 535.5 2 585.6 RC206.25 3 324 1 482.0

R204.100 - - 3 875.4 R211.25 2 350.9 1 361.7 RC206.50 5 610 3 717.2

R205.25 3 393 1 504.5 R210.100 - - 4 1092.1 RC207.25 3 298.3 2 308.6

2 405.9 5 1050.9

R205.50 4 690.1 3 746.7 R210.50 4 645.6 2 806.4 RC207.50 4 558.6 2 786.6

3 629.9 3 599.7

R205.100 - - 4 1154.2 R210.25 3 404.6 1 516.0 RC207.100 - - 4 1336.3

5 1156.7 2 413.6 5 1212.6

R206.25 3 374.4 1 413.2 R207.25 3 361.6 1 398.0 RC208.50 - - 2 535.8

R206.50 4 632.4 2 780 R209.100 - - 4 1071.7 RC208.100 - - 3 1192.9

3 701.6 5 1065.6 4 947.1

R206.100 - - 4 1089.4 R209.50 4 600.6 2 724.3 R209.25 2 370.7 1 418.3

5 1043.3 3 673.2

R207.50 - - 2 626.7 R208.50 - - 2 508.6 R208.100 - - 3 815.9
Note: ‘-’ represents that there is no reference solution in the database

as the total distance corresponding increase (decrease). Figure 2 shows the rela-
tionship between vehicles and total distance. So when there is a positive cor-
relation between vehicles and total distance, the algorithm will return a single
non-dominated solution.

As shown in Fig. 2, in R201, there is a negative relationship between vehicles
and total distance. Each vertical bar said in the current number of vehicles, the
different iterative values of total distance. The number of vehicles increased from
7 to 10, and the total distance is reduced from 1478.19 to 1326.31; In RC101,
there is a positive relationship between vehicles and total distance. The number
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Fig. 2. R201 (a) and RC101 (b) solution set distribution

of vehicles increased from 7 to 10, and the total distance is reduced from 1478.19
to 1326.31; In RC101, there is a positive relationship between vehicles and total
distance. The number of vehicles reduced from 24 to 19, and the total distance
is reduced from 2173.59 to 1835.95.

4.2 Performance Analysis of PDVA

In order to test the performance of the algorithm, we begin to study the perfor-
mance of the algorithm from the following two aspects.

(1) Compared with other algorithms

Table 2 shows comparison results of some examples.
As can be seen from Table 2, compared with several numerical tests in varied

scales and position of points, the result shows that our algorithm can search
multiple Pareto solutions. When the problem’s size is 25, the algorithm can
find out the optimal solutions of different kinds of examples, some solutions
as compared with the reference solution are Pareto solutions, or they have the
same number of vehicles, but the error is less than 0.5%. It also can be seen
from table that when the number of vehicles is same, the difference of their path
is at about 1, but they have the same path, so we have reason to believe that
this might be caused by the system error, therefore, we think those solutions
are optimal solutions. Compared with other types, R2, C2, RC2 type problems
are more likely to be found a Pareto sets. When the problem’s size is 50, the
algorithm can find the optimal solution of problems, some solutions have been
greatly improved. Some Pareto solutions which are different from the reference
solutions are generated in R1, R2, C2 and RC2 type problems. The error of
other instances is less than 0.5%. When the problem’s size is 100, although
this algorithm can find out some Pareto solutions which are different from the
reference solutions, such as, R2, C1 and RC2, however, the algorithm seem to be
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Table 2. Performance analysis

Instances Size Best known P D V A

Source [30] n c n c DEV

R101 25 KDMSS 8 617.1 8 618.3 0.19

R102 25 KDMSS 7 547.1 7 548.1 0.18

R201 25 CR+KLM 4 463.2 4 478.2 3.23

R202 25 CR+KLM 4 410.5 4 411.2 0.17

C101 25 KDMSS 3 191.3 3 191.8 0.26

C102 25 KDMSS 3 190.3 3 190.7 0.21

C201 25 CR+L 2 214.7 2 215.5 0.37

C202 25 CR+L 2 214.7 2 215.5 0.37

RC101 25 KDMSS 4 461.1 4 462.1 0.22

RC102 25 KDMSS 3 351.8 3 352.7 0.26

RC201 25 CR+L 3 360.2 3 361.3 0.31

RC202 25 CR+KLM 3 338.0 3 338.8 0.23

R102 50 KDMSS 11 909.0 11 967.9 6.47

R103 50 KDMSS 9 772.9 9 773.2 0.03

R205 50 IV+C 4 690.1 4 733.9 6.34

R206 50 IV+C 4 632.4 4 687.3 8.68

C106 50 KDMSS 5 362.4 5 363.2 0.22

C107 50 KDMSS 5 362.4 5 363.2 0.22

C206 50 CR+KLM 3 359.8 3 361.4 0.44

C207 50 CR+KLM 3 359.6 3 389.9 8.43

RC104 50 KDMSS 5 545.8 5 546.5 0.13

RC108 50 KDMSS 6 598.1 6 599.1 0.17

RC202 50 IV+C 5 613.6 5 755.6 23.14

R101 100 KDMSS 20 1637.7 20 1714.3 4.68

R102 100 KDMSS 18 1466.6 18 1636.2 11.56

R202 100 KLM 4 1091.2 4 1092.1 0.08

R206 100 KLM 3 833.0 3 940.1 12.85

C101 100 KDMSS 10 827.3 10 828.9 0.19

C103 100 KDMSS 10 826.3 10 828.06 0.21

C205 100 CR+KLM 3 586.4 3 654.8 11.66

C206 100 CR+KLM 3 586.0 3 588.9 0.49

RC105 100 IV 16 1590.3 16 1611.6 1.34

RC108 100 IV 11 1114.2 11 1156.5 3.79

RC201 100 KLM 9 1261.8 9 1542.2 22.22

RC202 100 IV+C 8 1092.3 8 1325.8 21.37

Note: “DEV” represents deviation.
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insufficient in other types. Such as in R1 type, although this algorithm can find
the optimal number of vehicles, but the path value deviation is 4.68%˜11.56%; In
C2 type, some numerical examples can be found the optimal number of vehicles
and the error of path is 11.66%. Some numerical examples are not be solved very
well. In RC1 type, the solutions which the algorithm can find are worse than
reference solutions, so you can see that the performance of algorithm for solving
RC1 needs to be improved.

(2) The time-consuming of PDVA

There is no doubt that the time-consuming is a very important one in all the
judgement elements of the algorithm. In this section, in order to verify the search
capability of the algorithm, a statistical result of the average time is presented,
it can be seen in Fig. 3.
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Fig. 3. The average time of PDVA for various types of problems

As can be seen from Fig. 3, it is the most time-consuming to solve RC2 type
problem, followed by C2, R2, RC1, C1, the relatively shortest time-consuming
to R1. From the space distribution of customers to analyze, it is mainly because
the distribution of customers is clustered and evenly distributed, so it is the
most time-consuming for solving RC type problems. While the distribution of
customers in R type problems is evenly distributed, so the time-consuming is
shortest; From the service window of customers to analyze, it is mainly because
the time window of RC2, C2 and R2 is wide, it is more flexible to do routing
arrangement, so it takes a longer time to calculate.

From the experimental results, the algorithm is sensitive to data sets and it
will show different robustness according to the different type of data sets. The



A Multi-objective Optimization Algorithm for VRPTW 299

dispersion of data sets and the width of time window can affect the performance
of the algorithm. C1, R1 and RC1 these three kind of problems have smaller load
of the vehicle and their time window is narrow, so the customers each vehicle can
service are less; On the contrary, C2, R2 and RC2 these three kind of problems
have larger load of the vehicle and their time window is wide, so each vehicle
can service more customers.

5 Conclusion

Structure design is a very important research topic in the field of optimization
algorithm. In this work, this paper presents an optimization algorithm based
on tissue P system. The algorithm employs a tissue P system which consists of
three cells as computing framework, two of these cells uses DGEM and VNEM
as sub-algorithms, another cell is used as the output cell. Transport rules are
adopted as a way to achieve the information communication between cells or cells
and environment. DGEM and VNEM are redesigned and improved to enhance
the performance of the algorithm. Tissue P system greatly improve the com-
putational efficiency using parallel computing model and cell membrane rules.
Finally, a number of Solomon examples of different sizes are tested. And the
experimental results show that our algorithm is very competitive with the clas-
sical algorithms described in the literature.

Further research may include investigations into scalable methods for large
VRPTW or other types of optimization problems. The vehicle routing problem
with time window considered in our paper has one depot and hard time window.
Other types of VRPTW, such as multi-depot vehicle routing problem with time
window [29], vehicle routing problem with soft time window, can be tested by
our algorithms with some changes. On the other hand, the influence of other
characters of P system on the performance of approximate algorithms should
be considered in the future, for example, choosing rules in a non-deterministic
manner. Spiking neural P systems see e.g. [31–35], can be considered as a fur-
ther candidate to design neural-like computing models to solve vehicle routing
problem.
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Abstract. The coordinates of the empirical points are known with only
limited precision, typically up to a permitted tolerance ε. In this paper,
we present an algorithm which computes stable border bases of the ideal
I ∩J , where I is the approximately vanishing ideal of an empirical point
set, and J is the vanishing ideal of an exact point set. This algorithm is
the subideal version of the SOI-Algorithm and it can be applied to the
production allocation problem in the Algebraic Oil Research Project.

Keywords: SOI-Algorithm · Vanishing ideals · Subideal border bases

1 Introduction

Let P = R[x1, . . . , xn] be a polynomial ring. Given a set of distinct points X ⊂
R

n, it is well-known that the set of all polynomials vanishing at X constitutes
a radical zero-dimensional ideal, denoted by �(X), which is called the vanishing
ideal of X.

If X is a set of empirical points, representing real-world measurements, then
the coordinates are known only imprecisely. Roughly speaking, if X̃ is another
set of points and each point of X̃ is different by less than the uncertainty from
the corresponding element of X, then these two sets can be regarded as equiva-
lent. In recent years, authors have great interest in the problem about describing
vanishing ideals of sets of empirical points. Sauer [1] considered a method, suit-
able for numerical computations, which computes a low-degree algebraic variety
containing the input points. Heldt et al. [2] introduced the numerically stable
AVI-Algorithm which computes a set of polynomials that almost vanish at the
given points and almost form a border basis. Abbott et al. [3] presented the SOI-
Algorithm which computes the stable border bases for vanishing ideals of sets of
empirical points. Fassino [4] gave us the NBM-Algorithm, which computes the
almost vanishing polynomials for the sets of empirical points.

In the industrial production, we usually deal with the given data. Some data
are derived from tests, so these data inevitably exist errors. The others are
summarized from the production practice for many years and they can be seen
as the exact data. These point sets whose points can be discussed the exact
points and the empirical points are called semi-empirical point sets.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 302–309, 2016.
DOI: 10.1007/978-981-10-3614-9 36
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In modeling physical systems, we may want to impose certain vanishing
conditions on the model equations we are constructing. Suppose that the polyno-
mial set F = {f1, f2, . . . , fm} ⊆ R[x1, . . . , xn] represents the vanishing conditions
we want to impose. Using Hilbert’s Nullstellensatz, what we are looking for is
the intersection of the approximately vanishing ideal of an empirical point set
X

ε with a given ideal J = 〈F 〉.
Therefore, it is useful to construct stable border bases of the intersection of

the approximately vanishing ideal of an empirical point set with a given ideal J .
And it can be applied to an actual industrial problem such as the Algebraic Oil
Research Project (see [5–7]).

The algorithm (see [1–4]) produce a set of polynomials which vanish approx-
imately at the given data points, but we do not demand that there exists a
nearby set of points at which these polynomials vanish exactly. We want to con-
struct approximate interpolation polynomials which vanish ε-approximately at
the empirical points and they are contained in the vanishing ideal generated by
the exact points. So these algorithms are not suitable for computing the almost
vanishing polynomials of semi-empirical point sets. Therefore it is necessary to
study the almost vanishing polynomials for semi-empirical point sets. The algo-
rithm for computing the subideal border bases of zero-dimensional ideals can
be applied for computing the almost vanishing polynomials for semi-empirical
point sets. That is, we compute the intersection of the approximate vanishing
ideal of the empirical points with the vanishing ideal of the exact points and we
can deal with so-called commingled production problem (see [6,7]).

This paper is organized as follows. In Sect. 2 we introduce the preliminary
definitions and notation we shall use. The main result, the subideal version of
the SOI-Algorithm for computing the almost vanishing polynomials of semi-
empirical point sets, is presented in Sect. 3. In Sect. 4 we provide some examples
for the production allocation problem in the Algebraic Oil Research Project.

2 Notation and Preliminaries

In this section, we will settle the key notation used throughout the paper and
give some background results. We shall assume that the reader has some famil-
iarity with the theory of exact and approximate border bases (see [2,8–10],
Sect. 6.4 of [11,12]). First, we recall some concepts about the polynomial ring
P = K[x1, . . . , xn](see [10,11]).

Definition 1. Let X = {p1, . . . , ps} ⊂ R
n be a non-empty finite set of points

and let G = {g1, . . . , gk} be a non-empty finite set of polynomials.

1. The ideal l(X)={f ∈P |f(pi) = 0, ∀pi ∈ X} is called the vanishing ideal of X.
2. The K linear map evalX : P → K

s defined by evalX(f) = (f(p1), . . . , f(ps))
is called the evaluation map associated to X. For brevity, we write f(X) to
denote evalX(f).

3. The evaluation matrix of G associated to X, written as MG(X) ∈ Mats×k(K),
is defined as having entry (i, j) equal to gj(pi), i.e., whose columns are the
images of the polynomials gj under the evaluation map.
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Definition 2. Let T
n be the monoid of power products of P and let O be a

nonempty subset of Tn. The set O is called an order ideal if O = O, where O is
the set of all power products in T

n which divides some power product of O.

Next, we recall the definitions of empirical point and of admissible perturba-
tion (see [3,12]).

Definition 3. Let p = (c1, . . . , cn) be a point in R
n and ε = (ε1, . . . , εn) ∈ R

n
+.

1. The pair (p, ε) is called an empirical point in R
n. We shall denote it also by

pε. The point p is called the specific value and ε is called the tolerance of pε.
2. A point p̃ = (c̃1, . . . , c̃n) ∈ R

n is called an admissible perturbation of p if
|ci − c̃i| < εi for each 1 ≤ i ≤ n.

3. Let X
ε = {pε

1, . . . , p
ε
s} be a set of empirical points which share the same

tolerance ε, and let X = {p1, . . . , ps} be its specific value. A set of points
X̃ = {p̃1, . . . , p̃s} is called an admissible perturbation of X if each point p̃i is
an admissible perturbation of pi.

4. Let a set X
ε = {pε

1, . . . , p
ε
s} of empirical points be given with specific values

pi = (ci,1, . . . , ci,n). Let e be the following error indeterminates

e = (e1,1, . . . , es,1, e1,2, . . . , es,2, . . . , e1,n, . . . , es,n).

Then the set X(e) = {p1(e1), . . . , ps(es)} where pk(ek) = (ck,1 + ek,1, . . . ,
ck,n + ek,n) is called the generic perturbation of X.

Finally, we recall some concepts about the subideal border bases (see [5]).

Definition 4. Let F = {f1, . . . , fm} ⊂ P\{0}, I be a zero-dimensional ideal,
and O ⊂ T

n be an order ideal whose residue classes form a K-vector space basis
of P/I.

1. For i = 1, . . . , m, let Oi ⊆ O be an order ideal. Then the set OF = O1 · f1 ∪
· · ·∪Om ·fm is called an F -order ideal. Its elements, i.e. products of the form
tfi with t ∈ Oi will be called F -terms.

2. If OF = O1 ·f1∪· · ·∪Om ·fm is an F -order ideal whose residue classes form a
K-vector space basis of J/(I ∩ J), we say that the ideal I has an OF -subideal
border basis.

Definition 5. Let F = {f1, . . . , fm} ⊂ P\{0}, and let OF = O1·f1∪· · ·∪Om·fm

be a F -order ideal. We write OF = {t1fα1 , . . . , tμfαμ
} with αi ∈ {1, . . . , m}.

1. The set of polynomials ∂OF = (x1OF ∪ · · · ∪ xnOF )\OF is called the border
of OF .

2. Let ∂OF = {b1fβ1 , . . . , bνfβν
}. A set of polynomials G = {g1, . . . , gν} is called

an OF -subideal border prebasis if gj = bjfβ −∑μ
i=1 cijtifαi

with c1j , . . . , cμj ∈
K for j = 1, . . . , ν.

3. An OF -subideal border prebasis G is called an OF -subideal border basis of an
ideal I if G is contained in I and the residue classes of the elements of OF

form a K-vector space of J/(I ∩ J).
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The following proposition provides the motivation for the name of subideal
border bases.

Proposition 1. Let F ={f1, . . . , fm}⊂P\{0}, J = 〈F 〉, OF ={t1fα, . . . , tμfα}
be an F -order ideal where αi ∈ {1, . . . , m} and ti ∈ Oα, and let ∂OF =
{b1fβ , . . . , bνfβ} be its border and G = {g1, . . . , gν} be an OF -subideal border
basis of an ideal I. Then G generates the ideal I ∩ J .

3 The Subideal Version of SOI-Algorithm

Definition 6. Let M ∈ F r×c. We define Mk, the homogeneous component of
degree k of M , to be the matrix whose (i, j) entry is the homogeneous component
of degree k of (i, j) entry of M .

Given ν ∈ F r×1 and a full rank matrix M ∈ F r×c, with r ≥ c, define α ∈ F c×1

and ρ ∈ F r×1 as follows:

α = (MT M)−1MT ν, ρ = ν − Mα. (1)

Proposition 2. Let r, c ∈ N with r ≥ c, let ν be a vector in F r×1 and M be a
full rank matrix in F r×1. Let α ∈ F r×1 and ρ ∈ F r×1 be defined by (1). Then
the homogeneous components of degrees 0 and 1 of α are

α0 = (MT
0 M0)

−1MT
0 ν0, α1 = (MT

0 M0)
−1(MT

0 ν1 + MT
1 ν0 − MT

0 M1α0 − MT
1 M0α0)

and the homogeneous components of degrees 0 and 1 of ρ are

ρ0 = ν0 − M0α0, α1 = ν1 − M0α1 − M1α0.

Proposition 3. Let X
ε be a set of s distinct empirical points, and let OF =

{t1fα, . . . , tsfα} be a quotient basis for �(X) which is stable w.r.t. X
ε. Then,

for each admissible perturbation X̃ of Xε, the vanishing ideal �(X) has an OF -
subideal border basis G. Furthermore, if ∂OF = {b1fβ , . . . , bνfβ} is the border of
OF then G consists of ν polynomials of the form

gj = bjfβ −
s∑

i=1

αijtifα for j = 1, . . . , ν

where the coefficients αij ∈ R satisfy the linear systems

(bjfβ)(X̃) =
s∑

i=1

αij(tifα)(X̃).

We present the subideal version of SOI-Algorithm which computes the sta-
ble F−order ideal OF and stable subideal border bases of ideal I. The strategy
for computing OF is the following. As in the Buchberger-Möller algorithm (see
[14,15]) the set OF is built stepwise: initially OF comprises just the smallest
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candidate in F ∪ ∂F according to a fixed term ordering σ which is used only
as a computational tool; then at each iteration, a new polynomial tf is consid-
ered. Let Dε be the domain of the perturbed set X̃(e). If the evaluation matrix
MOF ∪{tf}(X̃(δ)) has full rank for all δ ∈ Dε, then tf is added to OF ; otherwise
tf is added to the corner set of the F−order ideal.

Algorithm 1. Subideal Version of the SOI(SSOI)-Algorithm
Input. A finite set X

ε = {pε
1, . . . , p

ε
s} of s empirical points, a polynomial set

F = {f1, . . . , fm} ⊂ P\{0}, an ideal J = 〈F 〉, a term ordering σ and γ ≥ 0 (see
Theorem 10).
Output. A stable F−order ideal OF and a stable OF -subideal border basis G.

Let L = [t1fα1 , . . . , tνfαν
] be the list of all F -terms in F ∪∂F with their lead-

ing terms ordered decreasingly w.r.t. σ. Let tf = minσ(L) and delete it from L.
Consider the following sequence of instructions.

Step 1. Initialize OF = {tf} and C = [ ]. Let M0 and M1 be the homogeneous
components of degrees 0 and 1 of the evaluation vector (tf)(X(e)).
Step 2. If L = ∅, then go to Step 7. Otherwise, let tf = minσ(L) and delete it
from L.
Step 3. Let ν0 and ν1 be the homogeneous components of degrees 0 and 1 of
the evaluation vector ν = (tf)(X(e)). Compute the vectors

ρ0 = ν0 − M0α0, ρ1 = ν1 − M0α1 − M1α0

with

α0 = (MT
0 M0)

−1MT
0 ν0, α1 = (MT

0 M0)
−1(MT

0 ν1 + MT
1 ν0 − MT

0 M1α0 − MT
1 M0α0).

Step 4. Let Ct ∈ R
s×sn be such that ρ1 = Cte. Let k be the maximum integer

such that the matrix Ĉt, formed by selecting the first k rows of Ct, has minimum
singular value σ̂k greater than ||ε||. Let ρ̂0 be the vector comprising the first k

elements of ρ0 and let Ĉ+
t be the pseudoinverse of Ĉt. Compute δ̂ = −Ĉ+

t ρ̂0.
Step 5. If ||δ̂|| > (1 + γ)

√
s||ε||, then adjoin the vector ν0 as a new column of

M0 and the vector ν1 as a new column of M1. Append the polynomial tf to OF ,
and add to L those elements of {x1tf, . . . , xntf} which are not multiples of an
element of L or C. Continue with Step 2.
Step 6. Otherwise append tf to the list C, and remove from L all multiples of
tf . Continue with Step 2.
Step 7. If #OF = s, then for each tf ∈ ∂OF , solve the linear system

MOF
(X)Y = (tf)(X) (2)

to obtain a set G of polynomials. Return (OF , G). Otherwise, return “Failure”.

Proposition 4. Algorithm1 stops after finite steps. If γ satisfies supδ∈Dε

‖ρ2+(δ)‖ ≤ γ
√

s‖ε‖2, then OF is an F−order ideal stable w.r.t. the empiri-
cal set X

ε. In particular, when #O = s then �(X) has a corresponding stable
OF -subideal border basis w.r.t. Xε.
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Note that in order to implement Algorithm 1 a value of γ has to be chosen
even if an estimate of supδ∈Dε

‖ρ2+(δ)‖ is unknown. Since we consider small
perturbations X̃ of the empirical set Xε, in most cases ρ0 +ρ1(δ) is a good linear
approximation of ρ(δ) for every δ ∈ Dε. For this reason supδ∈Dε

‖ρ2+(δ)‖ is
small and a value of γ � 1 can be chosen to obtain a polynomial set OF stable
w.r.t. Xε.

4 Applications and Examples

In the Algebraic Oil Research Project (see [6,7]), suppose that a multi-zone well
consists of two zones A and B. (The Fig. 1 gives a schematic representation of a
two-zone well).

Fig. 1. Schematic representation of a two-zone well.

During so-called commingled production, the two zones are interacting and
influence each other. Let the indeterminate xA represent the valve position of
zone A and xB the valve position of zone B. Here xi = 0 means that the valve
is closed and xi = 1 represents a fully opened valve position. We write the total
production pAB = pA + pB + qAB where qAB is a polynomial which measures
the interaction of the two zones and pA, pB are polynomials which measure
the production of zone A and B. Assume that suitable production polynomials
pA and pB have been constructed during suitable well tests. Hence qAB can be
computed via the subideal version of the SOI-Algorithm by applying it to the
ideal J = 〈xBpA, xApB〉.

Let us illustrate the application of the subideal version of the SOI-Algorithm
by the following examples.

Example 1. In the ring P = R[x, y, z], let {(0, 1, 1), (1, 1, 0), (1.01, 0, 0.98), (2.03,
1.04, 0.97), (0, 1.97, 1.03)} be the semi-empirical point set, σ = DegLex and
ε = 0.03 · (1, 1, 1). Then we want to compute an F -order ideal OF about the
points of X = {(1.01, 0, 0.98), (2.03, 1.04, 0.97), (0, 1.97, 1.03)}. The border basis
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of the exact points {(0, 1, 1), (1, 1, 0)} is F = {f1 = x + z − 1, f2 = y − 1, f3 =
xz, f4 = yz − z, f5 = z2 − z} and the ideal J = 〈F 〉.

Using the subideal version of the SOI-Algorithm, we obtain that the stable
F -order ideal OF = {f1, f2, yf2} and the stable subideal border basis G:

g1 = xf1 − 1.0011f2 − 2.0212f1 + 0.5399yf2,

g2 = xf2 − 1.0405f2 − 0.0308f1 + 0.5286yf2,

g3 = xyf2 − 0.0414f2 − 0.0418f1 + 0.0216yf2,

g4 = yf1 − 1.0198f2 − 1.0301f1 + 0.5029yf2,

g5 = y2f2 + 0.0190f2 + 0.0192f1 − 1.9799yf2,

g6 = zf1 + 0.0098f2 − 0.9701f1 − 0.0059yf2,

g7 = zf2 − 0.9793f2 + 0.0007f1 − 0.0258yf2,

g8 = yzf2 + 0.0012f2 + 0.0012f1 − 1.0306yf2,

g9 = f3 + 0.0146f2 − 0.9850f1 + 0.0080yf2,

g10 = f4 − 0.9793f2 + 0.0007f1 − 0.0258yf2,

g11 = f5 − 0.0048f2 + 0.0149f1 − 0.0140yf2.

5 Conclusion

In the industrial production, we usually deal with semi-empirical point sets.
Therefore we present an algorithm which computes stable border bases for the
ideal of semi-empirical points. That is, we can compute stable border bases for
the ideal I ∩ J , where I is the approximately vanishing ideal of an empirical
point set, and J is the vanishing ideal of an exact point set. This algorithm can
be applied to the production allocation problem in the Algebraic Oil Research
Project.
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Abstract. This paper presents a diversity keeping strategy for exami-
nation timetabling problems. In this paper, the examination timetabling
problem is considered as a two-objective optimization problem while it
is modeled as a single-objective optimization problem generally. Within
the NNIA framework, a diversity-keeping strategy which consists of an
elitism group operator and an extension optimization operator to ensure
a sufficient number of solutions in the pareto front. The proposed algo-
rithm was tested on the most widely used un-capacitated Carter bench-
marks. Experimental results prove that the proposed algorithm is a com-
petitive algorithm.

Keywords: Examination timetabling problem · Multi-objective opti-
mization · NNIA · Diversity-keeping strategy

1 Introduction

The examination timetabling problem has long been a challenging area for
researchers in the fields of operational research and artificial intelligence, espe-
cially at the time that the Toronto benchmark dataset stated by Carter et al.
[1]. The problem has been more difficult because universities are recruiting more
students into a larger variety of courses with an growing number of combined
degree courses [2]. In the past 40 years there are many methods that have been
applied to this problem. The represented techniques include constraint-based
techniques [2,3], population based techniques including genetic algorithms [4],
graph coloring techniques [5,6], ant colony optimization [7], scatter search [8],
local search methods including tabu search [9] and simulated annealing [10,11],
variable neighborhood search [12], hybrid and hyper-heuristic approaches [5]
and so on. Generally, this problem is modeled as a single-objective optimization
problem, only the number of clashes is considered by researchers. To evaluate
the quality of one feasible timetable, a function evaluating the average cost for
per student based on soft constraints has been proposed. It can be presented as
follows:

fitness =

(
4∑

s=0

ωs × Ns

)/
S (1)

c© Springer Nature Singapore Pte Ltd. 2016
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where ωs = 2s(s = 0, 1, 2, 3, 4) is the weight that represents the importance of
scheduling exams with common students either 4, 3, 2, 1, or 0 timeslots away in
one timetable, and Ns is the number of students involved in the violation of the
soft constraint. S is the total number of students in the problem. For this reason
that equation (1) emphasizes the most important indicators that is whether the
exams in the timetable are allocated throughout the timetable equally, we use
this function as one of the objectives in our algorithm. The two objectives of our
algorithm optimized are described as follows:

min

⎧⎨
⎩

f1 = |P |
f2 =

(
4∑

s=0
ωs × Ns

)/
S

(2)

The ETTP is a semiannual or annual problem for colleges and is studied
by many operational research widely due to its complexity and utility. There
have been proposed a large range of approaches to solve the problem and dis-
cussed in the existing literature. These approaches can be classified into the
following broad categories [13]: graph-based sequential techniques, Local search-
based techniques, population-based techniques, multi-criteria techniques, and
hyper-heuristics.

In summary, during the recent years, there are an increasing number of excel-
lent algorithms almost all of these algorithms were tested on either benchmark
datasets or in real applications, which had made quite good achievements. In
this paper, we also proposed a multi-objective optimization algorithm, named
Nondominated Neighbor Immune Algorithm (NNIA) in [14]. NNIA adopts an
immune inspired operator, a nondominated neighbor-based selection technique,
two heuristic search operators, and elitism. It indicates that NNIA is an effective
method for solving MOPs by a number of experiments [15,16]. Due to its good
performance, we will adopt the framework of NNIA with some modifications,
which will be described in the following section. The contribution of this paper
is that solve this task by using multi-objective optimization technique.

2 Diversity Keeping Operators

2.1 Elitism Group Strategy

Although the local search can intensify the optimization results, the discrete opti-
mization is different from the continuous optimization that a small disturbance
in decision domain may probably let individuals transform irregularly even result
in deterioration. As such, in order to avoid this phenomenon we put forward the
novel local search exploitation with an extra elitism group to save nondominated
solutions in every generation. However normal population is just offering a space
of updating the nondominated solutions. In our algorithm we also introduce a
corresponding elitism strategy and a crowded selection optimization mechanism,
the details will be introduced in next part.
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The local search operators are applied after the strategy of extension and
optimization of the elitism group. The operators avoid an objective in an indi-
vidual deterioration, then minimize the other objective and get the new elitist
solutions mixed with original elitist solutions to conduct the nondominated sort-
ing. The frontier may extend to the two different directions as far as possible
according to the operators. The local search is searching vertically between two
objectives in order which is shown as Fig. 1(a). It indicates that one objective
is optimized prior and then the other, shown as the rout A or rout B of the
individual i in the figure.

i
A

B

Clashes

TimeSlots

(a)

Clashes

TimeSlot

i 1i

i

1 2 3 4 5 7

A B

(b)

Fig. 1. Diversity keeping operators: (a) Elitism group local search, (b) The computa-
tion of congestion degree

2.2 Extension Optimization Strategy

Due to the normal selection and mutation operators are make a little contribution
to the nondominated elitism group, we present a strategy to extend and optimize
the elitism group based on the congestion degree which is shown in Fig. 1(a).
Compute the difference of timetable length between every individual and its
right side one. If the D-value is 1, then extend a time period of this individual
and randomly select some exams into the time period. We can get a uniform
frontier by this means. As is shown in the Fig. 1(b), the crowding degree of
individual i is the length of the line segment AB. Assume that the crowding
degree of individual i is 2, according to our theory, expend the individual i and
get i, then put it into the original elitism group. Finally, we take Local Search
operators to the generations after extending the time periods.

3 Experimental Analysis

Our algorithm is programmed in Matlab and simulations are performed on a
2.8 GHz Core Personal Computer. We use 8 un-capaciteted benchmark examina-
tions timetabling datasets proposed by Carter et al. [17] to evaluate the effective-
ness of our algorithm. As no dataset is designed to evaluate the multi-objective
timetabling algorithms, we just use the datasets used in the single objective



A Diversity Keeping Strategy for the Multi-objective ETP 313

withE withEwithoutE withoutE

Yor83 Tre91
11

10

9

8

7

6

5

4

3

10

9

8

7

6

5

4

3

Sta83
11

10

9

8

7

6

5

4

withE withoutE withE withoutE

6

5

4

3

2

1

Ute92

withE withoutE

8

7

6

5

4

3

Lse91
8

7

6

5

4

3

2

1

withE withoutE

Kfu93

8

7

6

5

4

3

2

withE withoutE

Hec92 Ear83
10

9

8

7

6

5

4

3

withE withoutE

Fig. 2. Performance comparison for MOEA with and without diversity-keeping
strategy

to evaluate the feasibility and reasonableness of our algorithm. The parameter
settings are presented in Table 2. The population size is 100 and the maximum
iteration is 100.
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This section presents the performance of the diversity- keeping operators.
To assess the effectiveness of the strategies, a comparison was conducted as
Fig. 2. The withE is saying that the algorithm run with the strategies while the
withoutE is indicating that the algorithm run without the strategies.

From the Fig. 2, it can be observed obviously that the operator of withE
does better than the withoutE does in every data set. The results well proved
theefficiency of diversity-keeping operator.

4 Conclusion

In this paper, the exam timetabling problem has been regarded as a multi-
objective optimization problem which involves the minimizing the number of
clashes and number of periods in a timetable. The elitism group strategy and
extension optimization strategy have been presented.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China (Grant No. 61603299).

References

1. Burke, E., Bykov, Y., Petrovic, S.: A multicriteria approach to examination
timetabling. In: Burke, E., Erben, W. (eds.) PATAT 2000. LNCS, vol. 2079, pp.
118–131. Springer, Heidelberg (2001). doi:10.1007/3-540-44629-X 8

2. Merlot, L.T.G., Boland, N., Hughes, B.D., Stuckey, P.J.: A hybrid algorithm for the
examination timetabling problem. In: Burke, E., Causmaecker, P. (eds.) PATAT
2002. LNCS, vol. 2740, pp. 207–231. Springer, Heidelberg (2003). doi:10.1007/
978-3-540-45157-0 14

3. Mller, T.: ITC2007 solver description: a hybrid approach. Ann. Oper. Res. 172(1),
429–446 (2009)

4. Ross, P., Hart, E., Corne, D.: Some observations about GA-based exam
timetabling. In: Burke, E., Carter, M. (eds.) PATAT 1997. LNCS, vol. 1408, pp.
115–129. Springer, Heidelberg (1998). doi:10.1007/BFb0055884

5. Burke, E.K., McCollum, B., Meisels, A., Petrovic, S., Qu, R.: A graph based hyper-
heuristic for exam timetabling problems. Eur. J. Oper. Res. 176, 177–192 (2007)

6. Sabar, N.R., Ayob, M., Kendall, G., Qu, R.: Roulette wheel graph colouring for
solving examination timetabling problems. In: Du, D.-Z., Hu, X., Pardalos, P.M.
(eds.) COCOA 2009. LNCS, vol. 5573, pp. 463–470. Springer, Heidelberg (2009).
doi:10.1007/978-3-642-02026-1 44

7. Eley, M.: Ant algorithms for the exam timetabling problem. In: Burke, E.K.,
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Abstract. Decomposition based multiobjective evolutionary algorithms
(MOEAs) decompose a multiobjective optimization problem into a set
of scalar objective subproblems and solve them in a collaborative way.
Commonly used decomposition approaches are originated from mathe-
matical programming and the direct use of them may not suit MOEAs
due to their population-based property. This paper proposes a grid-based
decomposition MOEA (G-MOEA/D). A grid has an inherent property
of reflecting the information of convergence, diversity, and neighborhood
structures among the solutions, which is very suitable for population-
based MOEAs. The extensive experiments are conducted to compare
G-MOEA/D with other state-of-art MOEAs. The results show that
G-MOEA/D is very competitive with or superior to the compared
algorithms.

Keywords: Evolutionary multiobjective optimization · Decomposi-
tion · Neighborhood

1 Introduction

Multiobjective optimization problems (MOPs) involve the optimization of more
than one objective function simultaneously. Due to the conflicting nature of
objectives, there is usually no single optimal solution but a set of Pareto optimal
solutions, which represent the best trade-off between different objectives. The set
of such solutions is called Pareto set (PS ) and the image of PS on the objective
vector space is called Pareto front (PF ) [13].

Over the past decades, a wide range of multiobjective evolutionary algorithms
(MOEAs) have been proposed to approximate the PFs [3–5,8,14]. MOEAs
can be further categorized into domination-based (e.g., [7]), indicator-based
(e.g., [1,2,17]) and decomposition-based (e.g., [9,10,15]) approaches. Multi-
objective evolutionary algorithm based on decomposition (MOEA/D) [15] is
a representative approach in decomposition-based MOEAs. Three commonly-
c© Springer Nature Singapore Pte Ltd. 2016
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used decomposition approaches (Weighted Sum (WS), Tchebycheff (TCH) and
Penalty-based Boundary Intersection (PBI)) [13] have been applied in the
original MOEA/D [15]. WS, TCH and PBI are originated from mathemati-
cal programming and the direct use of them may not be well suited to the
decomposition-based MOEAs due to their population-based nature [12].

In this paper, we propose a grid-based decomposition MOEA (G-MOEA/D),
in which a grid system is combined with an improved ε-constraint decomposition
approach to better suit decomposition-based MOEA framework. A grid-based
decomposition (GD) is used where one objective function is selected to be opti-
mized while all the other objective functions are converted into constraints by
setting up both upper and lower bounds.

2 Main Idea and Algorithm

2.1 The Setup of a Grid System

In GD, each objective is divided into K intervals within the ideal and nadir
points. Therefore, the width of each interval is

dj = (znadj − z∗
j + 2 × σ)/K. (1)

The grid location of x along the j-th objective gj(x) can be calculated as

gj(x) = �(fj(x) − z∗
j + σ)/dj�, (2)

where �.� denotes the ceil function, gj(x) is the grid-coordinate of solution x
and fj(x) is the value of j-th objective function. A small positive number σ is
introduced to ensure that gj is greater than 0 and less than or equal to K.

2.2 Grid-Based Decomposition

The grid-based decomposition approach for k-th subproblem of l-th objective
can be defined as follows.

minimize fl(x) for all l = 1, . . . ,m,

subject to gj(x) = kj for all j = 1, . . . ,m, j �= l,

kj ∈ {1, . . . , K},

x ∈ Ω.

(3)

where K is a division parameter which determines the number of grids. With
K intervals on each objective, the grids decompose an MOP into m × Km−1

subproblems.
In general, the k-th subproblem of l-th objective contains a solution set Sl(k)

(k is a (m − 1)-dimensional vector), which can be defined as:

Sl(k) = {x|g1(x) = k1, . . . , gl−1(x) = kl−1, gl+1(x) = kl+1, . . . , gm(x) = km},
subject to l ∈ {1, . . . ,m} k ∈ {1, . . . ,K}m−1.

(4)

To use the grid locations for mating selection in MOEAs, the Grid Neighbor
is defined for convenience as follows.
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Definition 1 (Grid Neighbor). A set of grid neighbors of solution x with
neighborhood distance T is defined as

GN(x, T ) = {x∗| max
j=1,...,m

(|gj(x) − gj(x∗)|) ≤ T, x, x∗ ∈ Rm}. (5)

2.3 The Main Framework of G-MOEA/D

Algorithm 1.
Input:

(1) an MOP;
(2) a stopping criterion;
(3) N : the population size of P ;
(4) T : the maximum grid distance for neighborhood;
(5) K: the number of the intervals in each objective.

Output: A solution set P ;
Step 1: Initialization:

Step 1.1: Generate an initial population P = {x1, . . . , xN} randomly;
Step 1.2: Approximate the ideal and nadir points;
Step 1.3: Initialize the grid system: GS(P );
Step 1.4: Set gen = 0.

Step 2: Reproduction:

Step 2.1: Generate an empty set Q = ∅;
For each solution x ∈ P do
Step 2.2: Obtain the neighboring solutions as the mating pool of x:

NS =
{

GN(x, T ), rand < δ,
{x1, . . . , xN}, otherwise .

(6)

Step 2.3: Select two solutions xk and xl from NS randomly; and generate
an offspring y from x, xk and xl by DE operators; then y is added to Q.
End for

Step 3: Update of the ideal and nadir points:

Step 3.1: gen = gen + 1;
Step 3.2: P = P ∪ Q;
Step 3.3: update ideal and nadir point.

Step 4: Update of the grid system:

Step 4.1: P̄ = {x|x ∈ P ∧ ∃j ∈ {1, . . . ,m}, fj(x) > znadj };
Step 4.2: P = P\P̄ ;
Step 4.3: Update the grid system: GS(P ).
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Step 5: Grid-based selection:

Step 5.1: If |P | < N , randomly select N − |P | solutions from P̄ and add
them to P . Otherwise, P = GBS(P ).

Step 6: Termination:

Step 6.1: If the stopping criterion is satisfied, terminate the algorithm and
output P . Otherwise, go to Step 2.

In Step 1.1, a population P is initialized randomly. In Step 1.2, Step 3.3 and
Step 3.4, the ideal and nadir points are approximated based on P . The ideal
point is updated by the minimum of each objective in P and the nadir point is
updated by the maximum of each objective in the nondominated solutions in P .

In Step 5, N solutions are selected from P by grid-based selection, which
include decomposition-based ranking and lexicographic sorting, presented in
Algorithm 1. In the decomposition-based ranking, each solution set Sl(k) for
the k-th subproblem of l-th objective is ranked based on grid-based decomposi-
tion defined in Eq. (3). After ranking all the m objectives, each solution x has
m ranks, saved in R(x) = (r1(x), . . . , rm(x)). In the lexicographic sorting, R(x)
is sorted in an ascending order and saved in R′(x). Then, each solution x ∈ P
is ranked in lexicographic order based on R′(x) and the first N solutions are
selected.

Algorithm 2. Grid-based Selection (GBS)
Input : Q: the current population.
Output: An elite population P .
/* Decomposition-based Ranking */

1 foreach x ∈ Q do
2 initialize R(x) = {r1(x), . . . , rm(x)} = {0, . . . , 0} ;
3 end
4 for l = 1 to m do
5 forall subproblems Sl(k) do
6 if Sl(k) �= ∅ then
7 [S′, I] = sortl(Sl(k)); // sort Sl(k) by fl and I is the ranks

8 foreach x ∈ Sl(k) do rl(x) = I(x);

9 end

10 end

11 end
/* Lexicographic Sorting */

12 foreach x ∈ Q do R′(x) = sort(R(x));
/* sort all x ∈ Q based on R′(x) in lexicographic order */

13 Q = Lexicographic-Sort(Q);
14 P = Q(1 : N); // select first N solutions
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3 Experimental Studies and Discussions

UF benchmark suite is used in our experimental studies. For UF1 to UF7, pop-
ulation size is set to 300, K = 180 and neighborhood distance is 5. For UF8 to
UF10, population size is 600, K = 30 and neighborhood distance is 1. Function
evaluations is set to 300,000 for each test instance. Each algorithm is run 30
times independently for each test instance.

G-MOEA/D is compared with five MOEAs: MOEA/D-DE (WS, TCH or
PBI) [11], MSOPS-II [9] and NSGA-II [6]. The performance of six algorithms
in terms of IGD [16] is presented in Table 1. G-MOEA/D is significantly better
than other compared algorithms on most of the test problems, except for UF3,
UF8 and UF10.

Table 1. Performance comparisons of G-MOEA/D with five classical MOEAs on UF
problems in terms of the mean and standard deviation values of IGD.

Instance G-MOEA/D MOEA/D-DE MSOPS-II NSGA-II

WS TCH PBI

UF1 mean 2.072E-03 6.113E-02† 2.439E-03† 2.394E-03† 7.023E-02† 8.390E-02†

std 5.063E-05 1.399E-02 5.026E-04 7.929E-04 5.731E-03 1.187E-02

UF2 mean 5.191E-03 5.442E-02† 1.118E-02† 3.532E-02† 5.707E-02† 3.272E-02†

std 1.276E-03 1.102E-02 3.263E-03 3.582E-02 2.137E-02 2.355E-03

UF3 mean 1.832E-02 1.252E-01† 2.539E-02 4.670E-02† 3.141E-01† 7.031E-02†

std 1.367E-02 3.208E-02 2.157E-02 3.615E-02 1.784E-02 1.163E-02

UF4 mean 4.077E-02 3.431E-01† 6.767E-02 † 6.177E-02† 5.393E-02† 7.606E-02†

std 7.424E-04 4.382E-03 2.849E-03 3.588E-03 2.545E-03 1.370E-02

UF5 mean 1.446E-01 3.026E-01† 2.901E-01† 3.674E-01† 3.429E-01† 6.793E-01†

std 2.713E-02 3.446E-02 4.636E-02 1.476E-01 1.004E-01 1.006E-01

UF6 mean 6.140E-02 2.731E-01† 1.868E-01† 3.792E-01† 2.960E-01† 3.207E-01†

std 3.085E-02 1.451E-01 1.361E-01 2.329E-01 2.346E-01 7.719E-02

UF7 mean 2.634E-03 3.514E-01† 4.067E-03† 6.088E-03† 3.858E-02† 3.504E-01†

std 1.441E-04 4.038E-03 9.467E-04 4.618E-03 6.747E-03 8.797E-03

UF8 mean 5.846E-02 5.359E-01‡ 6.213E-02† 2.401E-02‡ 1.902E-01† 2.671E-01†

std 1.259E-02 5.586E-02 7.577E-03 7.142E-04 4.524E-03 5.537E-02

UF9 mean 4.530E-02 3.653E-01† 6.111E-02† 9.091E-02† 2.344E-01† 1.840E-01†

std 3.002E-02 3.942E-02 3.914E-02 5.620E-02 3.507E-02 7.033E-02

UF10 mean 9.121E-01 4.066E-01‡ 4.971E-01‡ 5.632E-01‡ 2.438E-01‡ 6.630E-01‡

std 1.542E-01 6.183E-02 4.517E-02 1.081E-01 1.205E-01 6.928E-02

Wilcoxon’s rank sum test at a 0.05 significance level is performed between G-MOEA/D
and each of the other competing algorithms. † and ‡ denotes that the performance of the
corresponding algorithm is significantly worse than or better than that of G-MOEA/D,
respectively. The best mean is highlighted in boldface
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4 Conclusion

This paper proposed a novel grid-based decomposition approach to better fit
decomposition-based MOEAs. The proposed G-MOEA/D is compared with five
MOEAs and the experimental results show that G-MOEA/D outperforms the
compared algorithms in most test problems.

References

1. Bader, J., Zitzler, E.: Hype: an algorithm for fast hypervolume-based many-
objective optimization. Evol. Comput. 19(1), 45–76 (2011)

2. Beume, N., Naujoks, B., Emmerich, M.: SMS-EMOA: multiobjective selection
based on dominated hypervolume. Eur. J. Oper. Res. 181(3), 1653–1669 (2007)

3. Coello Coello, C.A.: Evolutionary multiobjective optimization: a historical view of
the field. IEEE Comput. Intell. Mag. 1(1), 28–36 (2006)

4. Coello Coello, C.A., Lamont, G.B., Van Veldhuizen, D.A.: Evolutionary Algorithms
for Solving Multi-Objective Problems, 2nd edn. Springer, New York (2007). ISBN
978-0-387-33254-3

5. Deb, K.: Multi-Objective Optimization using Evolutionary Algorithms. Wiley,
Chichester (2001)

6. Deb, K., Agrawal, S., Pratab, A., Meyarivan, T.: A Fast Elitist Non-Dominated
Sorting Genetic Algorithm for Multi-Objective Optimization: NSGA-II. KanGAL
report 200001, Indian Institute of Technology, Kanpur, India (2000)

7. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective
genetic algorithm: NSGA-II. IEEE Trans. Evol. Comput. 6(2), 182–197 (2002)

8. Fonseca, C.M., Fleming, P.J.: An overview of evolutionary algorithms in multiob-
jective optimization. Evol. Comput. 3(1), 1–16 (1995)

9. Hughes, E.: MSOPS-II: A general-purpose many-objective optimiser. In: IEEE
Congress on Evolutionary Computation, CEC 2007, pp. 3944–3951, September
2007

10. Hughes, E.J.: Multiple single objective pareto sampling. In: Proceedings of the
2003 Congress on Evolutionary Computation (CEC 2003), vol. 4, pp. 2678–2684.
IEEE Press, Canberra, December 2003

11. Li, H., Zhang, Q.: Multiobjective optimization problems with complicated Pareto
sets, MOEA/D and NSGA-II. IEEE Trans. Evol. Comput. 13(2), 284–302 (2009)

12. Liu, H., Gu, F., Zhang, Q.: Decomposition of a multiobjective optimization problem
into a number of simple multiobjective subproblems. IEEE Trans. Evol. Comput.
18(3), 450–455 (2014)

13. Miettinen, K.: Nonlinear Multiobjective Optimization. Kluwer Academic Publish-
ers, Boston (1999)

14. Tan, K., Yang, Y., Goh, C.: Multiobjective evolutionary algorithms and applica-
tions: Algorithms and applications (2006)

15. Zhang, Q., Li, H.: MOEA/D: a multiobjective evolutionary algorithm based on
decomposition. IEEE Trans. Evol. Comput. 11(6), 712–731 (2007)

16. Zhang, Q., Zhou, A., Jin, Y.: RM-MEDA: a regularity model-based multiobjective
estimation of distribution algorithm. IEEE Trans. Evol. Comput. 12(1), 41–63
(2008)

17. Zitzler, E., Künzli, S.: Indicator-based selection in multiobjective search. In: Yao,
X., et al. (eds.) PPSN 2004. LNCS, vol. 3242, pp. 832–842. Springer, Heidelberg
(2004). doi:10.1007/978-3-540-30217-9 84

http://dx.doi.org/10.1007/978-3-540-30217-9_84


Multi-objective Evolutionary Algorithm
for Enhancing the Robustness of Networks

Zheng Li(B), Shanfeng Wang, and Wenping Ma

Key Laboratory of Intelligent Perception and Image Understanding
of Ministry of Education, Xidian University, Xian 710071, China

330645132@qq.com

Abstract. Networks can represent many real-world complex systems.
Systems like internet, power grids and fuel distribution networks need to
be robust and capable of surviving from failures or intentional attacks. In
recent years, the measurements node-robustness and link-robustness have
attracted many researchers, and some researchers use different meth-
ods to enhance one of them or both of them. In this paper, we put
forward a new method which is to use a multi-objective evolutionary
algorithm to enhance both these two kinds of robustness of networks
against attacks. We define two objective functions which represent node-
robustness and link-robustness respectively. Experiments show that our
algorithm can find a good balance between improving node-robustness
and link-robustness.

Keywords: Complex networks · Node-robustness · Link-robustness ·
Multi-objective optimization

1 Introduction

With the development of the science and technology, more and more complex
systems appear and need to be researched. Networks can represent many real-
world complex systems such as collaboration networks, the World-Wide-Web,
power grids, biological networks, and social networks. Networks could be mod-
eled as graphs, where nodes (or vertices) represent the objects and edges rep-
resent the interactions among these objects. The area of complex networks has
attracted many researchers from different fields such as physics, mathematics,
biology, and sociology. Some complex systems usually involve practical situa-
tions [1], for example, the security of the infrastructure in modern society is of
great importance. Systems like internet, power grids, transportation and fuel
distribution networks need to be robust and can survive from random failures
or intentional attacks. Thus, the robustness of networks is very important to
guarantee the security of network systems [2]. Therefore, in the past decade, the
robustness of different kinds of network structures has been studied intensively.
Researchers have proposed several ways to define the robustness of a network.
Generally, a network can be regard as a robust one if its function is not affected
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 322–327, 2016.
DOI: 10.1007/978-981-10-3614-9 39



Multi-objective Evolutionary Algorithm 323

by the attacks to nodes or links, which can be either random or malicious.
Schneider et al. [3] proposed the measurement of node-robustness to optimize
node-robustness. Buesser et al. in Reference [4] proposed a simulated annealing
algorithm. Louzada et al. in Reference [5] proposed a smart rewiring method
for this problem. Besides, in Reference [6], a suitable memetic algorithm with
a local search operator was designed to improve the robustness. Another mea-
surement named link-robustness was proposed by Zeng and Liu [7]. A method
to improve the link-robustness was proposed by swapping the connections of
two randomly chosen edges. In order to design robust networks resistant to
more realistic attack condition, it is not enough to consider just one of these
measurements. As a result, it is important to take both the node-robustness
and link-robustness into account. In [7], the authors found that optimizing one
measurement could not improve another one. In other word, optimizing node-
robustness and link-robustness simultaneously is contradictory. Multi-objective
evolutionary algorithm should be considered for this problem. Therefore, NSGA-
II proposed by Deb [8] is a good choice. Because NSGA-II is one of the most
popular multi-objective evolutionary algorithms and it has several advantages
when compared with others. NSGA-II has a fast nondominated sorting approach
with lower computational complexity and it has a better astringency in result.
Whats more, NSGA-II includes an elitist strategy and it preserves the diversity
by proposing the conception of crowding-distance. In this paper, we design a
method which includes NSGA-II and a local search operator to improve both
the node-robustness and link-robustness of networks by keeping the degree dis-
tribution and the connectivity of single node unchanged. BA network [9] is used
to test our method and the experiment results demonstrate that our proposed
method can find a balance between optimizing two measurements.

2 Related Theories

In this section, in order to make it easier to understand our method, we will
introduce the related theories of our method briefly, including node-robustness
and link-robustness.

A. Node-Robustness and Link-Robustness

In a recent work [3], adapted from the percolation theory, Schneider et al.
focused on the evolution of the largest component (connected subgraph) when
one repeatedly removes the highest-degree vertices in the network, and proposed
a new measure Rn to weigh the network node-robustness, which is defined as

Rn =
1
N

1∑
q=1/N

s (q) (1)

where s(q) is the fraction of nodes in the largest connected cluster after removing
qN nodes. The normalization factor 1/N ensures that the robustness of networks
with different sizes can be compared.
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Link-robustness index Rl is proposed in [7], which is based on the highest
edge-betweenness attack strategy. It is defined as

Rl =
1
E

1∑
q=1/E

s (q) (2)

where E is the total number of links. This measure captures the network response
to any fraction of link removal.

3 Our Method

Multi-objective Optimization Model

In this paper, we design a method to improve both the node-robustness and link-
robustness of networks by keeping the degree distribution and the connectivity
of single node unchanged. In the objective function, the node-robustness and
link-robustness are evaluated respectively as two objectives which are optimized
by NSGA-II. This method can get a Pareto-optimal front which includes a series
of best solutions in both two objectives.

Introduction of Our Algorithm

In this algorithm, the initialization of population is in a classical method. In
the initialization, since we need to keep invariant the number of links and the
degree of each node, each chromosome is generated by randomly adjusting a
fraction of edges in the initial network. To adjust the edges, the swap operation
proposed in [3] is employed; that is, the connections of two randomly chosen
edges which have no common nodes are swapped. The crossover operator and
local search operator are as the same as the method in Reference [6]. Then, the
nondominated sorting approach [8] is employed to select chromosomes based on
both their node-robustness and link-robustness. At last, the function of replacing
the chromosomes which is from NSGA-II [8] is based on rank and crowding
distance. Initially the population size is reached, and each front is added one by
one until addition of a complete front which results in exceeding the population
size. At this point, the chromosome in that front is added subsequently to the
population based on crowding distance.

4 Experiment Results

A. Experiment Dataset

In this section, the network is generated by the BA model [9]. The population
size is set to 100. The parameters pc and pl are set to 0.5 and 0.8, respectively.
The parameter α is equal to 0.9 because of priori knowledge in Reference [6].
And the BA networks with 100 nodes is used to test the performance of our
algorithm, where N0 = 3 and M0 = 2. 100 independent runs are conducted
on the networks and then the results are reported in Fig. 1. As can be see, our
algorithm can get a series of pareto solutions.
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Fig. 1. The result of our method.

B. Comparison

MA − RSFMA [6] is one of memetic algorithms for optimizing just the node-
robustness of scale-free networks against malicious attacks. We use this algorithm
to optimize the same BA network and then the maximum node-robustness in
result is equal to 0.1905 which is better than the final node-robustness of our
method. The link-robustness of the networks after being optimized is equal to
0.2201 which is less than the link-robustness of our solutions. It shows that
although this method can improve node-robustness, but it cannot improve the



326 Z. Li et al.

Algorithm 1
Require: G0: Initial scale-free network; Ω: Population size; pc: Crossover rate; pl:

Local search probability;
Ensure: Pareto-optimal front: Chromosomes with the highest two kinds of robustness

found;
1: initial P 1 ← Population Initialization (Ω, G0) and t ← 1;
2: repeat
3: Randomly choose two chromosomes Gt

i and Gt
j that have not been selected;

4: (Gt
i, G

t
j) ← Crossover Operator (Gt

ci, G
t
cj , pc)

5: P t
c ← P t

c ∪ (Gt
i, G

t
j)

6: until all chromosomes in Pt have been selected
7: Calculate the robustness of each chromosome in pt

c;
8: for i = 1 to Ω do
9: Select a chromosome Gt from P t and P t

c using the nondominated sorting selec-
tion based on both the node-robustness and link-robustness of all chromo-
somes;

10: Gt ← Local Search Operator (Gt, pt, α);
11: end for;
12: P t+1 ← replace chromosome(P t);
13: t ← t + 1;

link-robustness synchronously. By comparing the two results of different meth-
ods, we can conclude that the solutions from our algorithm have a good balance
in both node-robustness and link-robustness.

5 Conclusion

In this paper, we proposed a multi-objective evolutionary algorithm to improve
the node-robustness and link-robustness simultaneously. In our algorithm,
crossover and local search operator are newly designed by using the structural
knowledge of network. Experimental results showed that our algorithm can find
a good balance between improving node-robustness and link-robustness. Our
algorithm is with a higher time complexity, and then in the future we will design
new operators to reduce the time complexity of our algorithm.
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Abstract. Community structure is one of the most important proper-
ties existing in complex networks, and community detection in complex
networks is an intensively investigated problem in recent years. In real-
world networks, a node is usually shared by several overlapping commu-
nities. The problem of detecting overlapping communities is much more
complicated than the hard-partition problem. In this paper, a multi-
objective immune algorithm with nonnegative matrix factorization as
local search module (MOIA-Net) is proposed to uncover overlapping
communities in networks. The proposed algorithm simultaneously opti-
mizes two criteria, negative ratio association and ratio cut, to achieve
a preferable soft-partition in networks. It adopts a nonnegative matrix
factorization strategy as local search procedure to enhance the search
ability. Experiments on synthetic networks show the efficiency of the
proposed algorithm.

Keywords: Complex network · Overlapping community detection ·
Multi-objective optimization · Nonnegative matrix factorization

1 Introduction

A lot of real-world networks typically have a common feature that a group of
nodes probably share common properties. The groups of nodes are usually called
clusters or communities. The task of community detection problem (CDP) is to
find good communities that can divide the network reasonably. It has attracted
attention of many researchers in various areas and many approaches have been
proposed [5,14].

However, some aspects of community detection are quite challenging and still
unsolved. One of the questions is how to detect the overlapping communities.
The overlapping feature means that a node in the network can belong to more
c© Springer Nature Singapore Pte Ltd. 2016
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than one community. This feature is quite common in real-world networks, e.g.,
in the network of our real life. One person can be both a scientist and a pho-
tographer, so he should be assigned to both of these two communities. Most of
traditional algorithms fail to find the overlapping communities [10]. There are
some specific algorithms proposed to solve the overlapping problem [8]. LFM
algorithm proposed by [7] is based on the local optimization of a fitness func-
tion. Community structure is revealed by peaks in the fitness histogram. It can
detect the overlapping and hierarchical communities both. Nonnegative Matrix
Factorization (NMF) has emerged as a powerful tool for data analysis with
enhanced interpretability. Researches have tried to apply NMF algorithms to
solve the overlapping community detection problem [10,12]. However, most of
these NMF-based algorithms need to set the number of community in advance.
This can be quite improper in real-world networks because the number of com-
munities is unknown before.

In this paper, we proposed a multi-objective optimization algorithm to solve
the overlapping community detection problem. The algorithm adopts a multi-
objective immune algorithm to simultaneously optimize two new objectives, non-
negative ratio association (NRA) [1] and ratio cut (RC) [13]. The negative ratio
association measures the links with-in communities and the ratio cut measures
the links connecting different communities. A new coding method suitable for the
overlapping conditions with variable community numbers is proposed. We use
the framework of nondominated neighbor immune algorithm (NNIA) [4], which
is a quite effective multi-objective optimization algorithm, to optimize the two
objectives simultaneously. A NMF strategy is used as the local search procedure
to enhance the search ability of the multi-objective immune algorithm.

2 Proposed Multi-objective Immune Algorithm
for Overlapping Community Detection

In this section, we first present the framework of the proposed algorithm, termed
as MOIA-Net. In MOIA-Net, there are three populations named dominant pop-
ulation Dk, active population Ak, and the clone population Ck. The dominant
population is the external population to store nondominated individuals. The
active population is selected from Dk according to a measure called crowding-
distance. The clone population is obtained by applying proportional cloning
operator to the active population.

2.1 Objective Functions

We use two criteria Ratio Association (NRA) and Ratio Cut (RC) [13] to mea-
sure the partition results. We now first give the definition of them and then
show how they can be used in a multi-objective optimization approach to find
communities. In [1], the authors proposed a criteria called RA to measure the
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quality of community structure. It is defined as follows:

RA =
K∑
c=1

C(Vc, Vc)
|Vc| , (1)

where C(V1, V2) =
∑

i∈V1,j∈V2
Aij . K is the number of communities, |Vi| is the

number of nodes in community i. RA aims to maximize within-cluster association
relative to the size of cluster. In our algorithm, in order to guarantee that the
objective function is to be minimized instead of being maximized, we transform
the RA to NRA as follows:

NRA = −
K∑
c=1

C(Vc, Vc)
|Vc| . (2)

The other function RC [13] tries to minimize the links between communities,
which is defined as follows:

RC =
K∑
c=1

C(Vc, V̄c)
|Vc| , (3)

where V̄c = V − Vc represents the set of nodes which are outside subset Vc.

2.2 The NMF Local Search Operator

We use a Nonnegative Matrix Factorization as local search strategy to update
the results after the hypermutation operator. We know that each normalized row
of W expresses a soft-membership distribution over communities given a certain
node. Therefore if we want to use NMF as a local search operator, we need to
convert the membership matrix into the W and H. A denormalization strategy
is used here.

M̂ij =
Mij

∑
i Aij∑

ij Aij
(4)

then, Wij =
bM̂ij∑
ij M̂ij

H = W ′, (5)

where A is the adjacency matrix and b is the sum of W in the last iteration.
Because the networks are undirected, we can get H by transposing W according
to [12].

3 Experimental Results

3.1 Parameters Settings

The parameter settings are listed in Table 1. Some of parameters are from NNIA
algorithm including gens, nD, nA, nC , pc, pm. These parameters follow the rules
of parameter settings in NNIA.
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Table 1. Some parameters in the algorithm.

Parameter Meaning Value

gens Maximum number of iterations 20

nD Maximum size of dominate population 200

nA Maximum size of active population 50

nC Number of cloning population 200

pc Probability of recombination 0.3

pm Probability of hypermutation 0.1

In the experiments, we select the values that have good results for most prob-
lems and the experiments show that the proposed algorithm is quite robust to
parameters. These parameters settings in Table 1 are fixed for all experiments in
the paper. Users can apply the algorithm to networks using the same parameter
settings. In our paper, Normalized Mutual Information (NMI) [3] is used to
evaluate the proposed method.

3.2 Experiments on Synthetic Networks

In this section, we would conduct a quantitative evaluation of the ability of
MOIA-Net to identify community structure. We first apply our algorithm on
two computer-generated benchmark graphs.

First, we use an extension of the classic GN benchmark network proposed
by [6] to access the algorithm’s performance with the degree of fuzziness in the
network. This benchmark data consists of 128 nodes with 4 communities and
each community has 32 nodes. The average degree of nodes is 16 and a mixing
parameter µ controls the module cohesiveness of the network. We generate 30
realizations of the networks according to the rules of the benchmark network.
Different algorithms are performed in these different networks and the average
values are computed.

The NMI performance of our algorithm is shown in Fig. 1. We can see that
when we make the network fuzzier by increasing the parameter µ, the NMI has
not changed greatly. When µ = 0.45, 0.5, the NMI is not good being 0.94 and
0.50 respectively, for the community structure is little cohesive. For comparison
we also provide the NMI performance of some other methods: MOGA-Net
[9], FM algorithm [2], Infomap algorithm [11], and the NMF [10] algorithm.
For the NMF algorithm, we set the original community number as half of the
number of nodes. In the figure, we can see that the performance of MOIA-Net is
quiet competitive. Through the experiments we can conclude that the proposed
algorithm have a competitive performance when dealing with the networks which
have no overlapping structure.

Next, we would check how MOIA-Net performs on networks with a higher
degree of community overlap. However, there is little work on evaluate algo-
rithms on graphs with overlapping community structure for the lack of
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Fig. 1. Compare the NMI performance of our algorithm against MOGA-Net, NMF,
Infomap, and FM algorithms in dealing with the extension of GN benchmark networks.

benchmark graphs. Fortunately, [6] have addressed the problem. They proposed
a new kind of benchmark graphs. LFR is not a specific network, but a specifi-
cation to create new networks. Under the specification one can design networks
with scale-free degree and community size distributions and overlapping degree.
There are ten parameters needed to make a LFR network. We want to see how
the performance of MOIA-Net varies with the fraction of overlapping nodes.

In our experiments we mainly consider the overlapping aspect of networks,
so we make the number of overlapping nodes as a variant and the mixing para-
meter is fixed at 0.1. Among these 11 networks, we choose the network with
200 overlapping nodes to show the community structure. In Fig. 2 the network
is shown at the community-level where a pie chart mean communities of the
network. There are 49 communities and the size of each pie denotes the number
of nodes belonging to this community. For the overlap exists in network, dif-
ferent communities share nodes. The lines between pies means the overlapping
relationship between these two communities.
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Fig. 2. The LFR network with 200 overlapping nodes. Each pie denotes one community,
the line between two communities means there are overlapping nodes between them.
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4 Concluding Remarks

In this paper, we have presented a multi-objective optimization method named
MOIA-Net to detect the overlapping communities in networks. Unlike the tradi-
tional evolutionary algorithms for community detection problem, the proposed
algorithm not only obtains the membership of a node in multiple communities,
but also quantifies how strongly that node belongs to each of the communities.
Experiments on several artificial networks show that the proposed algorithm is
quite competitive with the traditional community detection algorithms and has
the ability to uncover the overlapping communities in networks.
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Abstract. Autonomous navigation of robots is a promising research
field due to its extensive applications. In recent years, more and more
heuristic methods are applied in robot path planning. This paper pro-
poses a new heuristic algorithm for path planning-magnetic bacterial
optimization algorithm (MBOA). In the path planning algorithm based
on MBOA, magnetosomes are mapped to the nodes in the path of robot.
Simulation results show that the proposed algorithm is suitable for the
problem of path planning and has better performance than some classical
heuristic methods.

Keywords: Magnetic bacterial algorithm · Path planning · Mobile
robot

1 Introduction

Path planning is one of the most important problems of robot navigation. Many
classical methods such as road-map method (RM) [1], subgoal method (SG)
[2] had been proposed. But these classical approaches commonly have difficulty
in path planning with complex environments due to their high cost of compu-
tation. In recent years, nature inspired methods such as Genetic Algorithms
(GAs), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO),
Biogeography Based Optimization (BBO) were developed for solving the path
planning problem.

Magnetic Bacteria Optimization Algorithm (MBOA) is a new intelligent opti-
mization algorithm [3]. The algorithm is inspired by magnetic bacteria with mag-
netosomes in their bodies, which can make them move along the magnetic field
lines. Experiment results have shown that the MBOA can effectively solve the
optimization problems [4–6]. In this paper, we proposed a robot path planning
algorithm based on MBOA. The paper is organized as follows. In Sect. 2, the
process of MBOA for path planning is described. In Sect. 3, experiments and
discussion are given. Section 4 is conclusion.
c© Springer Nature Singapore Pte Ltd. 2016
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2 Path Planning Based on Magnetic Bacteria
Optimization Algorithm

The basic definition and process of MBOA is referred to [3]. When the MBOA is
used to solving optimization problem, a candidate solution is seemed as a cell. In
this paper, it is used to optimize the robot path, the number of cells corresponds
to the number of paths. Each path consists of grids with no obstacles from start
node to target node. The dimensions L of the ith cell are the effective points
produced in environment, that is, the points covered in area with no obstacles.
Each cell use the start point as the current node, select the next node by the
value of L dimensions vector. The process is as follows:

Suppose Xi = (xi,1, xi,2, ..., xi,n) as the n dimensions vector of the ith cell,
and Xi,j ∈ (0, 1). Taboo search is used in order not to repeat the same trajectory.
Taboo mobile strategy sets taboo list to save nodes in a path. Suppose the taboo
list of the path represented by the ith cell as Disti, the start point as the current
point, and save it to the taboo list Disti. Assume the points set of neighborhood
domain of start point Next[i], where the number of the points which have no
obstacles on the connection line with the current node is n, then in local search,
the selection method of next node of the current point is:

l = (int)(Xi) (1)

next = Next[l] (2)

where m is the integer between [0, n-1], and then save the node next in Disti. And
this node is used as the current node for the next search, until the target node
is added into the tabu list. The optimal solution in the algorithm corresponds
to the solution which has the shortest length of paths.

The procedure of path planning based on MBOA is as follows:
Step1. Load the environment map, set the start node and the target node

of the path, extract the effective point, that is, the barrier free point, save the
environmental information, set the maximum number of iterations.

Step2. Initialization of the parameters of the MBOA including the magnetic
field strength values B, energy function parameters C1, C2 and the total number
of cells N. Initialize randomly Xi = (xi,1, xi,2, ..., xi,n), the number of initializa-
tion iterations C is 0, the number of initializtion cells m is 0.

Then each cell is generated as follows:

xi,j = xmin,j + rand(0, 1) × (xmax,j − xmin,j) (3)

where i = 1, 2..., N , j = 1, 2, ..., n. xmax,j and xmin,j are upper and lower bounds
for the dimension j, respectively. rand(0, 1) is a random number between 0 and 1.

Step3. Set the start node as the current node, select the next node by roulette
selection according to the fitness of feasible grids in the neighborhood domain
of the current node. And each selected node is saved in list. Each node will be
checked in order to avoid repeatation. If it is not in the list, then it is saved in
the list. Otherwise, it is given up. The roulette selection will continue in the left
grids till target node. Calculate the cost of path.
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2.1 Interaction Distance

Interaction distance is used to calculate the interaction energy for generating
the magnetosomes of cells. The distance di,r of two cells xi and xr calculated as
follows:

di,r = xi − xr (4)

Thus, we can get a N × n distance matrix D = [D1,D2, ...,DN ]′, where i and r
is mutually different integer indices from {1, 2, ..., N}, and r is randomly chosen
one. N is the size of cell population.

2.2 MTSs Generation

Based on the distances among cells, the interaction energy ei between two cells
based on (4) is defined as

ei,j(t) =
(

di,j(t)
1 + c1 × norm(Di) + c2 × dp,q(t)

)3

(5)

where t is the generation index, c1 and c2 are constants. norm(Di) is the Euclid-
ean length of vector Di. dp,q is randomly selected from Dp. p is randomly chosen
integer indices from{1, 2, ..., N}. q ∈ {1, 2, ..., n} stands for one randomly chosen
integer. n is the dimensions of a cell. Di,r stands for the Euclidean distance
between two cells xi, xr.

After obtaining interaction energy, the moments mi are generated as follows
[11]:

Mi(t) =
Ei(t)
B

(6)

where B is a constant named magnetic field strength.
Then the total moments of a cell is regulated as follows:

xi,j(t) = xi,j(t) + mr,q(t) × rand (7)

where mr,q is randomly chosen from mi. rand is a random number in interval
(0,1).

Step4. m = m + 1, if m < M , if not satisfied, then return to Step3.
Step5. The path values of all cells are compared to save the minimum path

value.
Step6. The expansion of the magnetic body, the replacement process of the

magnetic body, the replacement of the lower torque value of the magnetic bodies
of the solution.

After moments generation, evaluate the population according to cells fitness,
then the moments are regulated as follows:

Xi(t + 1) = Xbest(t) + (Xbest(t) − Xi(t)) × rand (8)

Otherwise,
Xi(t + 1) = Xi(t) + (Xbest(t) − Xr(t)) × rand (9)
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Xbest is the best cell in the current generation. rand is a random number in
interval (0,1). r is randomly chosen from {1, 2, ..., N}.

After the moments migration, evaluate the population according to cells’
fitness, some worse moments are replaced by the following way

Xi(t + 1) = mr,q(t) × ((rand(1, n) − 1) × rand(1, n)) (10)

where mr,q is randomly chosen from Mr. r is randomly chosen from {1, 2, ..., N}.
q ∈ {1, 2, ..., n} stands for one randomly chosen integer. rand(1, n) is a random
vector with n dimensions in interval (0,1).

Step7. Evaluate the population according to cells’ fitness after replacement,
if the output to meet the optimal solution, then stop, otherwise return to Step2.

3 Experiments and Discussion

In this section, MBOA is compared with PSO and BBO on the problem of robot
path planning.

Fig. 1. Environment map Fig. 2. Resulted path by MBOA

The algorithm parameters are set as follows: PSO: the number of particles is
M = 30, the inertia factor is the linear dynamic adjustment and the maximum
value is 0.8, the minimum value is 0.4, the acceleration constant is C1 = C2 = 0.5.
BBO: the number of habitat M = 30, the maximum variation rate of Mmax =
0.3. MBOA: cell number M = 30, magnetic field intensity value B = 10, energy
factor C1 = C2 = 0.5. In addition, the tabu search algorithm is also applicable
to the MBOA algorithm and PSO algorithm. The environment map used in the
simulation experiment is shown in Fig. 1. The environment (a) is mapped from
a real work space. There some tables and chairs and some other obstacles. The
red point in the map is injected after the map was generated. The environment
(b) is a simple maze as a map.

In the experiments, under the environment (a), MBOA is better than that of
the BBO algorithm. Under the environment (b), BBO and MBOA converge in
the 20th generation and 13th generation, respectively. The data in the Table 1
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Generations

Path cost

Fig. 3. Convergence

Algorithms

Fig. 4. Time cost

Table 1. Path cost under different environments of three algorithms

Environment
map

Algorithms minimum
value
(px)

Average
value
(px)

Maximum
value (px)

Standard
deviation

Planning
time (s)

(a) BBO 624.833 624.833 624.833 0 2.7074

MBOA 624.833 624.833 624.833 0 2.9718

PSO 624.833 627.979 669.09 10.973 1.4508

(b) BBO 651.905 711.816 797.957 48.919 1.8555

MBOA 651.905 670.063 716.506 24.606 2.1579

PSO 651.905 714.204 801.685 45.749 1.4231

(c) BBO 748.966 759.082 781.131 11.0487 1.2449

MBOA 748.966 754.176 764.587 7.3622 1.4881

PSO 748.966 786.947 833.714 18.5012 0.6878

also shows that MBOA can find better path value than the other two algorithms
(Fig. 2).

In Figs. 3 and 4, the convergence, time cost and the variance of the three
algorithms.

4 Conclusion

In the paper, we proposed an new robot path planing algorithm based on Mag-
netic Bacteria Optimization Algorithm. It is tested under three different envi-
ronments to show its performance. It is compared with the other two nature
inspired algorithms including PSO and BBO. Experimental results show that
the proposed MBOA is suitable for path planning and has better performance
in the respect of convergence. In future, we will use the MBOA to the problem
of dynamic environment.



Magnetic Bacterial Optimization Algorithm Mobile Robot Path Planning 339

References

1. Rantanen, M.T., Juhola, M.: A configuration deactivation algorithm for boosting
probabilistic road-map planning of robots. Int. J. Autom. Comput. 9(2), 155–164
(2012)

2. Singh, N.N., Chatterjee, A., Chatterjee, A., Rakshit, A.: A two-layered subgoal
based mobile robot navigation algorithm with vision system and IR sensors. Emerg.
Res. Artif. Intell. Comput. Intell. Commun. Comput. Inf. Sci. 237, 325–334 (2011)

3. Mo, H.W.: Research on magnetotactic bacteria optimization algorithm. In: The
Fifth International Conference on Advanced Computational Intelligence (ICACI
2012), Nanjing, pp. 423–427 (2012)

4. Mo, H.W., Xu, L.F.: Magnetotactic bacteria optimization algorithm for multimodal
optimization. In: IEEE Symposium on Swarm Intelligence (SIS), Singapore, pp.
240–247 (2013)

5. Mo, H.W., Liu, L.L., Xu, L.F., Zhao, Y.Y.: Performance research on magnetotactic
bacteria optimization algorithm based on the best individual. In: The sixth Inter-
national Conference on Bio-inspired Computing(BICTA2014), Wuhan, China, pp.
318–322 (2014)

6. Mo, H.W., Geng, M.J.: Magnetotactic bacteria optimization algorithm based on
best-rand scheme. In: 6th Nature and Biologically Inspired Computing, Porto Por-
tugal, pp. 59–64 (2014)



Pattern Recognition



A Simple Deep Feature Representation
for Person Re-identification

Shengke Wang, Lianghua Duan, Yong Zhao, and Junyu Dong(B)

Department of Computer Science and Technology,
Ocean University of China, 238 Songling Road, Qingdao 266100, China

{neverme,dongjunyu}@ouc.edu.cn, 1160050472@qq.com,

yongzhao.ouc@gmail.com

Abstract. Person re-identification (Re-ID) aims to match persons
across non-overlapping camera views at different time. Typical person
Re-ID models include two critical components: feature representation
and metric learning. Due to the large variations in a persons appear-
ance by different poses, viewpoints, illumination and occlusions, metric
learning is always a necessary part in person Re-ID. In this paper, we
propose a Deep person Feature Representation (DFR) learning frame-
work based on a classification-oriented convolution neural network, and
the DFR is directly used to calculate cosine distance for the similar-
ity measure while with-out explicit metric learning. In the framework,
Batch Normalization (BN) is applied before the ReLU layer to accel-
erate the convergence process, and with dropout strategy the DFR is
only 64-dimension which makes the feature representation more effective
and less noisy. Experiments demonstrate that our approach achieves the
state-of-the-art results on most of the challenging datasets, especially on
dataset of the largest scale CUHK03.

Keywords: Person re-identification · Deep learning · Distance mea-
sure · Metric learning

1 Introduction

The problem of person re-identification focuses on the verification of two pedes-
trian image shots by various cameras, or a single camera in different time, still
remains a challenging problem in computer vision due to the complicated diver-
sifications in pose, occlusion, illumination, viewpoint and image resolution across
different camera views (See Fig. 1).

To solve this problem, many traditional methods have been proposed, such
as [1–5]. Procedures of these approaches can be summarized as: (1) extract
the pedestrian images hand-crafted features; (2) calculate the distance of given
image pairs through a metric learning process. However, manual features are
usually vulnerable to representation, and metric learning may waste time while
the improvement seems slim. Hence, people have been searching for the new

c© Springer Nature Singapore Pte Ltd. 2016
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Fig. 1. Examples of several datasets: CUHK03 (first row), CUHK01 (second row) and
VIPeR (third row). Image pairs denote the same person.

methods for this problem. With the deep learning getting more and more pop-
ular in some domain, especially in computer vision, using Convolution Neural
Network (CNN) [6–11] for person re-identification problem becomes more impor-
tant. Most noteworthy is that [6] proposed a deep learning architecture, and
obtained good performance, which can learn the feature and similarity metric
simultaneously.

In this paper, we propose a deep feature representation (DFR) learning
framework with convolution neural networks to learn the pedestrian features.
And then, we take Cosine similarity as our similarity measures to calculate
images similarity directly. The DFR is only 64-d which reserving more useful
information but less noises. We have tested our DFR learning framework on
several public person Re-ID datasets, and the results show that our method is
superior to previous work both on the process time and the accuracy.

2 Related Work

2.1 Person Re-identification with CNN

Convolution Neural Network has shown the good performance in person Re-ID
problem. In DeepReID [8], Li et al. first used CNN with two special layers to
address the problems of viewpoint and pose variations. [12] used a Siamese archi-
tecture to deal with the variations of different images. [6] proposed an improved
deep learning structure for person re-identification, using the Cross-Input Neigh-
borhood Difference to learn the relationships between the two views. [13] pro-
posed deep transfer metric learning (DTML) to transfer cross-domain visual
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knowledge into target dataset, increasing the robust of method. [9] investigated
the combination and complementary of a multi-color space hand-crafted features
and deep feature with a feature fusion Network (FFN). [14] applied constrained
deep metric learning for re-identification with a full-connected layers replacing
the process of metric learning, and got the good single-shot result on CUHK01
[15] dataset. Since most of those use a pair image as input, they need amounts
of time to train CNN and process data. Compared with others, our deep feature
representation (DFR) learning structure use single image as input, simplifying
the process but also improving the performance.

2.2 Metric Learning and Similarity Measure

For an given image pair in person Re-ID problem, people would like to learn a
distance metric to reduce the distance of matched images and enlarge the dis-
tance of mismatched images [2–4,7,14,16,17]. Typical metric learning methods
including: Fisher discriminant analysis (FDA), local Fisher discriminant analy-
sis (LFDA) [12], marginal Fisher analysis (MFA) [18], and cross-view quadratic
discriminant analysis (XQDA) [19]. According to a survey on metric learning
[20], the dominant position of metric learning has been occupied by a global
Mahalanobis metric. The distance or similarity between image pair (x, y) can
be defined as:

dM (x,y) =
√

(x − y)T M (x − y). (1)

Where x, y are feature vectors, M is a positive semi-definite matrix. Metric
learning has long improved the performance, but the cost of promotion is worth
discussing. We believe that the process of metric learning would be redundant
that may waste time even reduce the accuracy if the feature representation
is so efficient that can be used directly. Except for metric learning, there are
many distance strategy to calculate images similarity, such as Euclidean distance,
Cosine distance, Mahalanobis distance, etc. In our work, we experiment our
features on several metric learning methods, the promotion is tiny. Therefore, we
design our methods without metric learning process. After several experiments,
We choose Cosine similarity as our similarity metric method.

3 Our Method

In the previous deep learning works, there were usually taking as CNN input as
two images, and applying PCA to reduce the learned features dimensions to 256
or 512, then learning a metric with a complex process, and calculating image
pairs distance through Euclidean Distance measure in the end. So from the global
perspective, the previous methods are very complicated. In this paper, we pro-
pose a simple method to solve the person Re-ID problem. The basic framework
of our method includes two parts: (1) Feature Network (FN), images of pedestri-
ans are put into a classification CNN to capture the discriminating information
of different person automatically (See Fig. 2 green box). The learned CNN model
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Fig. 2. The overview of our method. For the person re-identification problem, we first
train a classification CNN for feature extraction (green box), then calculate images
similarity by a Distance part (red box). (Color figure online)

can be used to extract the distinguishing feature representation of different per-
sons with various appearance in different poses, viewpoints and illumination etc.
(2) Matching, a matching procedure is applied to the architecture, we propagate
the test dataset images in the learned network for-ward and utilize the fc6 layers
output as the images feature, and then put it in Distance part to calculate the
similarity of image pairs (See Fig. 2 red box).

3.1 CNN Structure for Feature Extraction

The quality of features impact the matching result directly. We use a very
deep classification network to extract the pedestrian feature for two reasons:
(1) among visual recognition tasks solved by CNN, the classification problem is
the foundation of complex tasks; (2) a growing number of problem that using the
classification network are getting good performance. According to the Microsoft
research, the deeper the CNNs structure the better the result. Hence, we design
our Feature Network (FN) modeled on VGG16 [21] which have a deeper net-
work structure and have been achieved state-of-the-art performance on ImageNet
dataset.

However, person re-identification problem cant use the original VGG Network
directly because of pedestrian images are usually small and not a fixed-size.
Inspired by [10,13], we design the network for fitting the person Re-ID problem
that using the bodys aspect ratio. Whats more, we use the Batch Normalization
(BN) strategy before the ReLU layer referenced in [9], which has proven that
the BN can accelerate the convergence process and avoid manually tweaking the
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Table 1. The structure details of our proposed FN

Name Kernel size/ stride/ pad Output size

Input 3 × 144 ×56

conv1 (conv+BN+ReLU) *2 3/ 1/ 1 64× 144× 56

Maxpool1 2/ 2/ 0 64× 72× 28

conv2 (conv+BN+ReLU) *2 3/ 1/ 1 128× 72× 28

Maxpool2 2/ 2/ 0 128× 36× 14

conv3 (conv+BN+ReLU) *3 3/ 1/ 1 256× 36× 14

Maxpool3 2/ 2/ 0 256× 18× 7

conv4 (conv+BN+ReLU) *3 3/ 1/ 1 512× 18× 7

Maxpool4 2/ 2/ 0 512× 9× 4

conv5 (conv+BN+ReLU) *3 3/ 1/ 1 512× 9× 4

Maxpool5 2/ 2/ 0 512× 5× 2

fc6 FC+ReLU+Dropout 64

fc7 FC N

initialization of weight and biases. In order to improve the robust of our CNN
framework, we use Dropout strategy [22], which is wide used in the CNNs train
step, dropout some neurons be-fore processing the last full connected layer. It
must be pointed out that our Deep person Feature Representation (DFR) is
only 64-d that is much smaller than previous method, retained more effective
identity information but less noise. Detailed FN structures are listed in Table 1
(N denote that the numbers of each datasets train set, FC means a full connected
layer, conv+BN+ReLU means that it consists of a convolution layer, a Batch
Normalization layer and a ReLU layer).

3.2 Cosine Distance Measure

In our work, we use Cosine similarity as our similarity measure.
Let A = (a1, a2, · · · , a64), B = (b1, b2, · · · , b64), respectively, represent the

two features extracted by our FN from two images, the similarity of two images
can be denote as:

Similarity = cos (θ) =
A • B

‖A‖‖B‖ =
∑64

i=1 AiBi√∑64
i=1 A2

i

√∑64
i=1 B2

i

. (2)

Higher values indicate a higher similarity of two images.

3.3 Experiments

We implemented our Feature Network (FN) architecture using the Caffe [23] deep
learning framework. 40k iteration of network training converge in roughly 10 h
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on NVIDIA Titan x GPUs on CUHK03 [8], and finetune on other dataset expend
3–5 h for 15k iteration. In this section, we report a comprehensive evaluation of
our method by comparing it to the state-of-the-art approach on various datasets
(CUHK03 [8], CUHK01 [15], VIPeR [24], PRW [25]) and we then analyze the
effects of distance measure, feature dimension, Batch normalization and Dropout
strategy. The Cumulative Matching Characteristic (CMC) curves are multi-shot
results which is more difficult than single-shot.

3.4 Implement Details

When operating the Feature Network (FN), we employ mini-batch stochastic
gradient descent (SGD) for faster back propagation and smoother convergence
[26]. In each iteration of training phase, the mini-batch is 50 images, learning rate
=0.01, and decreased by every 20000 iteration. We train CUHK03 dataset firstly
due to its the largest dataset and then finetune it on other datasets. The dataset
and protocols are followed at Table 2 (# means the number of, ID means the
identity of person, FN means our Feature Network, Tr means train, Val means
validation, Pb and Gal means the probe and gallery dataset for test). With the
procedure of FN accomplished, we propagate the probe and gallery data forward
and save the fc6 layers output as the images feature. Followed by Cosine dis-
tance measure, we calculate the image pairs similarity straightly without any idle
operation. We test proposed method on CUHK03, CUHK01 and VIPeR dataset
which are challenging and reprehensive for person re-identification problem.

3.5 Experiments on CUHK03

The CUHK03 [8] data set has more than 14,000 images of 1467 subjects, cap-
tured by five different pairs of surveillance cameras. Each identity has 10 images
approximately. Following the protocol, we randomly partition 1467 pedestrians
into non-overlap FN set, Test sets. We use 21009 train images and 5252 valida-
tion images to train our classification Network, 50k iteration late, the accuracy of
classification can up to 99.8%. Based on the learned model, we evaluate the test
set to illustrate the efficiency of proposed method. We compare our approach
against traditional methods including KISSME [27], LOMO-XQDA [2] and eSDC
[5], and deep learning methods including FPNN [8], SIR+CIR [28], RME [3] and

Table 2. Statistics of the datasets and evaluation protocols

Dataset #ID #FN #Test

#FN ID #Tr images #Val images #Pb ID #Gal ID

CUHK03 1467 1367 21009 5252 100 100

CUHK01 971 486 1552 388 485 485

VIPeR 632 316 506 126 316 316

PRW 932 482 10000 4893 450 450
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Fig. 3. CMC curves on datasets: (a) CUHK03 dataset with 100 test IDs: Our method
get the state-of-the-art result. (b) CUHK01 dataset with 485 test IDs: We achieved
favorable accuracy. (c) VIPeR dataset: Our method win the best while has a wide gap
with the sate-of-the-art result 47.8%. (d) PRW dataset with 450 test IDs: We obtained
31.79% accuracy in this new dataset.

DGD [10] which gained the previously best performance on CUHK03 with rank-
1 matching up to75.3%. The CMC curves and the rank-1 identification rates
are shown in Fig. 3(a). From picture, we can see our method is superiority over
others both traditional methods and new methods of using CNN. We achieve
the state-of-the-art result with rank-1 accuracy up to 75.4%. Most of all, our
method is simpler than DGD which needs several adjustments.

3.6 Experiments on CUHK01

The CUHK01 [15] data set contains 971 subjects captured from two cameras view
in a campus environment. We set the number of individuals in the train split
to 486 and test split to 485. As described in Sect. 4.1, we initialize the Feature
Network by the model pre-trained on CUHK03 dataset, and then finetune the FN
on CUHK01. After 1,5K iteration, we extract the features of probe and gallery
dataset using the trained model, followed by the Cosine Distance, we can get
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Fig. 4. Analysis of different distance measure (a) and feature dimension (b) on
CUHK03 dataset

the similarity of probe and gallery images. The CMC curve and rank-1 identity
rate is shown in Fig. 3(b). Compared with KISSME [27], IDLA [6], eSDC [5],
mFilter [29], KMFA [4], NLML [8], we can achieve favorable accuracy while the
state-of-art rank-1 result in [10] is 66.6%.

3.7 Experiments on VIPeR

The VIPeR [24] data set contains 632 pedestrian pairs in two views, with only
one image per person in each view, is especially challenging for the reasons of
viewpoint and low-solutions. Based on the protocol, we finetune the dataset using
the CUNHK03 datasets model, after the 1.5K iteration, the result compared
with mFilter [29], LADF [30], PCCA [31], eSDC [5], KISSME [27], SSCDL [32]
is drawn in Fig. 3(c). Our method win the best while has a wide gap with the
sate-of-the-art result 47.8% in [16].

3.8 Experiment on PRW

The PRW [25] dataset is an extension of the Market-1501 dataset [33] that
contains 11,816 wild video frames captured by 6 cameras and 34,304 pedestrians
are annotated by hand-drawn with an ID ranging from 1 to 932. Due to shot
in wild, the phenomenon of variation in pose, occlusion, illumination, viewpoint
and image scale across different pedestrian images is more serious which makes
person re-identification harder. We use annotated bounding boxes as pedestrian
images, as we know, we are first to do this due to the PRW is the new dataset
that was released recently. Compared with training dataset directly, we finetune
the dataset based on the model that trained for CUHK03. The CMC curve and
rank-1 accuracy is plotted in Fig. 3(d). We obtained 31.79% top-1 accuracy.
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3.9 Analysis

Distance Measure. We use the Cosine distance measure to calculate the image
pairs similarity while variation of distance measure influence the result. To under-
stand the powers of Cosine distance measure, we compare the performance with
other six strategies using the same CUHK03 image feature. The result is shown
in Fig. 4(a). From the figure, we can see that the Cosine distance measure is
most suitable for our 64-d features, however, the Euclidean distance measure
used mostly get the third due to the Euclidean distance measure cant consid-
erate the correlation between the components, and the multiple components of
a single feature can interfere with the results. Compared to the Euclidean dis-
tance measure, the Cosine similarity is more attention to the difference of the
two vectors in the direction, fit into our 64-d features.

Feature Dimension. In our work, we set the f6 layers output to 64-d, achieved
the state-of-the-art on CUHK03 dataset. To further certify the superiority of our
choice, we analyze the results with varying feature dimension on the CUHK03
dataset with the same Cosine distance measure. Figure 4(b) shows the CMC
result and the rank-1 matching rate from our experiment. From the picture,
we find that the result becomes well with the dimension decreasing, but if the
dimension is under 64, the performance would diminish rapidly. The optimal
performance was obtained when dimension is set to 64.

Batch Normalization and Dropout. Our method achieve such a good result,
to a large extent depends on the Batch Normalization (BN) and Dropout strat-
egy. The former is proposed to overcome the shortcomings of the difficulty of
training in deep learning, the latter is presented by Hinton that with a probabil-
ity of 50% setting the output of hidden layer to 0 which will no longer working
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Fig. 5. Comparison of BN and dropout strategy on CUHK03 dataset
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for the forward or backward process, such randomness can increase the capacity
of network generalization. To understand the contribution of BN and Dropout
we experiment the performance on CUHK03 dataset under the same conditions
except that the BN and Dropout layer exist or not. Its quite striking that the
BN strategy improved the performance by 30% at rank-1 while the result with
Dropout strategy increased by 28% (see Fig. 5).

4 Conclusion

Using the CNN that can collect the available information automatically with the
BP strategy. In this paper, we present an effective way of feature extraction for
person re-identification called Feature Net (FN). The feature extracted by FN is
low-dimension but valid for calculating the similarity of two images. Whats more,
we employ the simple but useful Cosine distance measure as the similarity mea-
sure method directly, saving the time while performing excellently. Experiment
on four challenging and common person re-identification datasets (CUHK03 [8],
CUHK01 [15], VIPeR [24], PRW [25]), we beat the most method individually,
demonstrate the robust of our method, especially on CUHK03 dataset we obtain
the state-of-the-art result with rank-1 accuracy of 75.4% with a simple but effec-
tive approach.
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Abstract. In order to improve community detection results, a novel
strategy based on the nodes’ property is put forward for the detecting
algorithm. For a given community structure of a network, the value of
the modularity will be changed when a node is moved from one commu-
nity to another. Accordingly, this new strategy re-adjusts the affiliation
between a node and its community to get the bigger value of the mod-
ularity. The results of community detection for some classic networks,
which from Ucinet and Pajek networks, indicate that the new algo-
rithm achieves better community structure (bigger value of modularity)
than other methodologies based on modularity, such as Girvan and New-
man’s algorithm, Newman’s algorithm, Aaron’s algorithm and Blondel’s
algorithm.

1 Introduction

The modularity Q defined by Girvan and Newman in [1,2] is the milestone of
community structure study and a suitable criterion for community structure
measurement, although there are still some arguments. Currently, community
structure detecting methods have been the hot spot in many domains and disci-
plines. The current algorithms are taking the detection of community structure
based on modularity as an optimization process for the objective function of

modularity. Since a network with n nodes has
n∑

k=1

1
k!

k∑
j=1

(
k
j
)jn different possible

community structures, detecting community structure in networks suffers from
an NP hard problem. Theoretically, all of these detecting algorithms are hard
to get the optimization solution. In order to get bigger modularity value, most
of these algorithms pay more attention to change the strategies of merging or
partitioning the community (especially in the late of algorithm execution), and
seldom consider the nodes locating in different community may impact on the
community structure and the modularity value. For a given division community
structure, this paper discusses the influence that the network node in different
community may have, and put forward a simple mechanism based on this idea
to modify the current the community structure detection algorithms [3–8].
c© Springer Nature Singapore Pte Ltd. 2016
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2 The Algorithm

For a given network G(V,A), where V = {v1, v2, . . . vn} represents the set of
n nodes in the network, and the connections between nodes are represented
by an n × n adjacency matrix A = (aij) for i, j = 1, 2, . . . , n, if i and j are
connected, then the entry aij = 1, otherwise aij = 0. We assume there are no-self
connections; that is, aii = 0 for i = 1, 2, . . . , n. τ(V ) is one of possible community
structure. Where τ(V ) = {V1, V2, ..., Vm}, Vi ⊂ V , Vi �= Φ, for i = 1, 2, ...,m,
∪m
i=1Vi = V , Vi ∩ Vj = Φ, i �= j, and Vi represents community i. Girvan and

Newman defined the modularity Q as:

Q =
m∑

p=1

[epp − (
m∑
q=1

epq)2] (1)

where epq = ‖Apq‖
2‖A‖ , epp = ‖App‖

2‖A‖ and ‖A‖ = 1
2

n∑
j=1

n∑
j=1

aij is the total number of

links in the network, ‖App‖ = 1
2

n∑
i∈Vp

n∑
j∈Vq

aij , aij ∈ A. ‖App‖ denotes the number

of links within Vp; ‖Apq‖ is the total degree of the nodes in community Vp.
For the community structure τ(V ), Fig. 1 shows node i located in commu-

nity Vp, where kip =

∑

j∈Vp

aij

2‖A‖ , kiq =

∑

j∈Vq

aij

2‖A‖ ,
∑

j∈Vp

aij and
∑

j∈Vq

aij represents the

denotes the number of links of node i within Vp and Vq separately. If remove

Fig. 1. The relationship between node i and the communities.



Community Detection Based on the Nodes’ Property 357

node i from community p and set it as an independent community, the change
of modularity can be computed by:

ΔQp→i = (epp − (
m∑
j=1

epj)2) + (0 − ki)2 − (epp + 2kip − (
m∑
j=1

epj + ki)2) (2)

= −2kip + 2ki

m∑
j=1

epj

Then merge node i into the community q, the change of modularity can be
computed by:

ΔQi→q = (eqq + 2kiq − (
m∑
j=1

eqj + ki)2) − (eqq − (
m∑
j=1

eqj)2) − (0 − ki)2 (3)

= 2kiq − 2ki

m∑
j=1

eqj

If combine the above two operations together, i.e. remove the node i from
community p and placed it in another community q, the gain of the modularity
will be:

ΔQ = ΔQp→i→q = ΔQp→i + ΔQi→q = 2kiq − 2kip + 2ki(
m∑
j=1

epj −
m∑
j=1

eqj) (4)

Obviously, if ΔQ > 0, then the node i located in community q is more suitable
than in community p, and if the degree of node i di = 1 or ΔQ < 0, the node i
will stay in its original community p.

The above analysis has discussed the effect by moving one node from one
community to another community, while moving more nodes will have the similar
effect because ΔQ can be superposed. In this paper, we mainly focus on moving
nodes one by one. For a community structure of a network, which is obtained
by a detecting algorithm, such as Newman’s algorithm, Bodel’s algorithm, and
so on, a common strategy based on the above discussion to modify the recent
community detecting algorithms can be described as following briefly:

This new algorithm is performed based on the existing community structure
τ(V ) = {V1, V2, ..., Vm}. Hence it can be used to improve the detection result
acquired by any other detecting algorithm. Because the network has been sep-
arate to m community, the new algorithm at most explores n × m times. Due
to m << n, the computational complexity of the new algorithm will not exceed
O(n2). But the complexity of the most existing community structure detection
algorithms is mostly O(n2). Therefore the new algorithm cannot increase the
computational complexity of original algorithm significantly.

3 Experimental Results

In this section, four other algorithms are compared with the new algorithm:
G algorithm, N Algorithm, A Algorithm, B Algorithm. We use a similarity
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Algorithm: the framework of the new algorithm based on the node’s property

1: Input: COM(c),which is the node set in community c, c = 1, 2, . . . m ;
2: repeat
3: for each node i in COM(p) do
4: computer ΔQp→i→q according to Eq. 4;
5: ΔQq̄′ ← maxq ΔQp→i→q;
6: if ΔQq̄′ > 0
7: move node i from COM(p) to COM(q̄′)
8: end if
9: end for
10: until c = m
11: Output: COM

measurement Normalized Mutual Information (NMI) to estimate the efficiency
of the modified algorithm by calculating the similarity between detecting com-
munity structure and actual community structure generated by computer. And
we use 11 different sets of computer-generated data as the experimental test
data, with the mixing parameter μ ranging from 0 to 0.5. For each μ, the corre-
sponding NMI are generated by the average of 10 independent runs. Figures 2,
3 and 4 shows the average NMI for A algorithm, N algorithm, B algorithm
and their modified algorithm when the mixing parameter increases from 0 to
0.5. The experiments show that the detecting results of modified algorithm are
always superior to the results of the three original algorithm.

Fig. 2. The relationship between node i and the communities.

In order to analyze the applicability of the new algorithm, we tested the
dolphins network, the lesmis network and some standard networks available in
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Fig. 3. The relationship between node i and the communities.

Fig. 4. The relationship between node i and the communities.

the social network analysis software, Pajek and Ucinet. The modularity’s values
of the community structure detecting results using these four typical algorithms
are shown in the column “Original algorithm” in Table 1 separately. And the
corresponding results for the algorithm are shown in column “New algorithm” in
Table 1. All the t-test results show the new algorithm has significantly improved
the original algorithms.
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Table 1. The comparison between original algorithm and new algorithm

Network G algorithm N algorithm A algorithm B algorithm

Original

algorithm

New

algorithm

Original

algorithm

New

algorithm

Original

algorithm

New

algorithm

Original

algorithm

New

algorithm

Dolphins 0.519 0.5194 0.4955 0.4955 0.4955 0.4955 0.5188 0.5233

lesmis 0.538 0.5481 0.5006 0.5498 0.5006 0.5498 0.5556 0.5556

Drugnet 0.74 0.7426 0.7448 0.7455 0.7454 0.7455 0.7067 0.7067

Zachary 0.409 0.4112 0.3807 0.3813 0.3807 0.3813 0.4188 0.4188

1crn 0.874 0.8766 0.8827 0.8828 0.8819 0.8820 0.8011 0.8039

ADF073 0.883 0.8826 0.8810 0.8814 0.8815 0.8818 0.8354 0.8354

B 0.632 0.6323 0.6096 0.6096 0.6096 0.6096 0.6234 0.6261

BKHAM −0.002 0.000 0.1800 0.196 0.1800 0.196 0.2067 0.2067

BKOFF 0.339 0.3439 0.3413 0.3429 0.3413 0.3478 0.3676 0.3676

c 0.556 0.5683 0.5778 0.5778 0.5778 0.5799 0.5651 0.5772

cc 0.556 0.5683 0.5778 0.5778 0.5778 0.5799 0.5578 0.5643

CENPROD 0.11 0.1288 0.2746 0.278 0.2893 0.2951 0.2902 0.2902

dnet 0.6 0.612 0.6548 0.6576 0.6548 0.6554 0.6499 0.6499

GR353 0.675 0.675 0.6519 0.6519 0.6440 0.6457 0.6616 0.6815

GR360 0.673 0.6731 0.6739 0.6761 0.6739 0.6746 / /

KAPTAIL 0.227 0.2481 0.2910 0.2961 0.2910 0.2961 0.3215 0.3215

merza3 0.681 0.6809 0.6796 0.6796 0.6796 0.6796 0.6139 0.6139

nooy 0.808 0.8081 0.8081 0.8081 0.8081 0.8081 0.8081 0.8081

T-test 3.43** 1.64+ 1.83* 2.14*

G algorithm result is obtained by Ucient 6.212, the values of the modularity were calculated to

three decimal places. “/” represent the algorithm can’t obtain result. *** means the corresponding

p < 0.001; ** means the corresponding p < 0.01; * means the corresponding p < 0.05; + means

the corresponding p < 0.1.

4 Conclusions

This paper presents an improved algorithm for community structure detect-
ing based on the node features. Based on the known community division, the
movement a node in the network from one community to another may lead the
change of the modularity value. The new algorithm based on this feature read-
justs the affiliation of node and community in order to obtain the maximum
modularity value, i.e. the new community structure. According to the experi-
ments of representative detection algorithm for classic network data, we believe
that our improved algorithm can optimize the community detection result of
original algorithm furthermore, and obtain a greater modularity with no signif-
icant computation increscent.
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Abstract. A biologically inspired dimensionality reduction model is
proposed to solve the high dimension data dimensionality reducing and
classifying problem. The model is inspired from the Human Visual Sys-
tem (HVS). As in that work, in order to utilize its dimension reduction
characteristics we first apply factor analysis to simulate the dimension
reduction process from the retina to Lateral Geniculate Nucleus (LGN)
to remove redundant irrelevant variables. The common factors obtained
are then used to calculate the factor scores and they are regarded as new
features to characterize the original features. Finally the new features
classified by kSVM. The proposed model is tested in numerical experi-
ments on eight different data sets and the experimental results suggest
that the model is effective.

Keywords: Biologically inspired · HVS · Dimensionality reduction ·
LGN · Factor analysis · kSVM

1 Introduction

With the rapid development of internet technologies, the data generated in many
different areas such as biomedical, electronic commerce, network communica-
tions usually has a very high dimension, so the high-dimensional data processing
becomes a hot research field of data mining and has caught broad attention in
the research community over the past few years. Thus it is of great significance to
study how to solve the course of dimensionality [1]. Data dimensionality reduc-
tion [2] is central in this process. The so-called data dimensionality reduction is to
map the samples from high dimensional space to low dimensional space by linear
or nonlinear mapping and obtain a meaningful low dimensional representation
of the original high dimensional data. Dimensionality reduction can reduce the
curse of dimensionality and remove some unrelated features in high dimension
space, so as to promote the classification, visualization and compression of high
dimensional data.

Aim at data dimensionality reduction problem, a lot of researches have been
conducted and many algorithms have been proposed in recent years, such as the
widely used unsupervised data analysis method: Principal Component Analysis
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 362–372, 2016.
DOI: 10.1007/978-981-10-3614-9 44
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(PCA) [3], widely used supervised data analysis method: Linear Discriminant
Analysis (LDA) [4], Non-Negative Matrix Factorization (NMF) [5] and mani-
fold learning based algorithm: Isometric Mapping (ISOMAP) [6], Locally Linear
Embedding (LLE) [7] and Laplacian Embedding (LE) [8].

As we all know, the processing of visual information of the HVS [9] is hierar-
chical. The ascending pathway consisted of the retina, LGN [10] and the visual
cortex is the most important visual pathway. The visual signals collected from
the retina are sent to LGN. LGN uses fewer neurons than before to arrange
them under categories layer by layer, and this can be seen as a dimension reduc-
tion process. Finally well-arranged low dimensional signals are sent to the pri-
mary visual cortex. As a visual attention mechanism [11] of human beings, LGN
processing reveals the specific perception mode of the eye. It helps the HVS
to quickly filter the redundant information and accurately extract the effective
information from the complex scene. The powerful information filtering ability,
which can help to save computing resources, greatly improves the accuracy and
robustness of the system [12].

Inspired by this biological information processing mechanism, a new biolog-
ically inspired [13] dimensionality reduction model based on LGN information
processing mechanism is proposed. In consideration of its dimension reduction
characteristics, factor analysis [14] is used to simulate the dimension reduction
process from the retina to LGN to remove redundant irrelevant variables. The
high dimensional mapping characteristics of the kernel SVM [15] can help to
effectively solve the classification problem of the nonlinear independent feature
sets, so it is used to simulate the dimension reduction process from LGN to the
visual cortex. Numerical examples on different data sets are provided to verify
the validity of the proposed model. The results show that the model can perform
well on data dimensionality reduction and the classification accuracy after the
dimensional reduction remains as high as the original all features model basically.

The rest of this paper is organized as follows. Section 2 introduces the HVS
model and our proposed HVS-inspired model. Section 3 presents the experiments
and simulation results analysis. Finally, the discussion and future work of the
paper is concluded in Sect. 4.

2 Models

2.1 HVS Model

Human obtain external image information by HVS. It will cause the complex
physio-logical and psychological changes in human when the light radiation stim-
ulates the human eye, and this feeling is the visual. As an signal processing sys-
tem, the HVS is non-uniform and non-linear. External signals are firstly received
and preprocessed by the retina and then they are transported to LGN. Finally
the visual cortex receives and processes them further. In the HVS process, the
signal is constantly extracted and the spatial and temporal integration is also
carried out [16]. The following subsections describe these three regions.
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The Retina. The light-sensing cells of the retina is related to the visual. The
optical structure of the eye firstly receives the external light stimulation and
realizes the conversion from optical to electrical [17]. A large amount of infor-
mation is extracted in this process and transmitted to the LGN by the axon of
the ganglion cell.

LGN. LGN is the sensory relay structure of the thalamus, which is responsible
for the signal relay and transmission. It plays a key role to shunt the signals
and organize them into different groups in the information processing of central
nervous system [18]. LGN has three main functions: Receive the signal from the
retina and grouping them under categories; Transmit the signals to the visual
cortex and receives the feedback from it; Signal whitening [19].

The Visual Cortex. Visual cortex is responsible for visual perception in HVS.
Most of the neurons which are related to perception and cognition are located
in the cerebral cortex. The processing of signal is gradually completed from the
low-level visual cortex to the advanced [20].

The above HVS model is shown in Fig. 1, in which P , m and M are the
numbers of the neuron in different regions.

2.2 Factor Analysis and the Proposed HVS-inspired Model

The idea of factor analysis was derived from the study of the students’ test scores
by a British psychologist C.E. Spielman in 1904. It uses the idea of dimension-
ality reduction. It can reflect most of the information of the original signal with
less number of factors, and the explanation for the common factors practical
significance is reasonable and easy. So it has been widely used in many fields at
present [21].

Fig. 1. Overview of the HVS model.
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Without loss of generality, a general model of factor analysis can be defined
as follows:

Xi = μi + ai1F1 + · · · + aimFm + εi. (1)

where Xi (i = 1, 2, · · · , p) ∈ X is one variable of the sample X; the common
factors of the X are Fj (j = 1, 2, · · · ,m;m ≤ p); εi is the special factor (random
error) of Xi; aij is the loads of Xi in the common factor Fj and it reflects different
degree of importance of common factors on the variables under different value.

Communality of the variable is a common index to measure the effect of factor
analysis and reflects the degree of explanation of the variance of all common
factors to the original variable. It can be described as follows:

Ci = ai1
2 + · · · + aij

2 + · · · + aim
2. (2)

where Ci is the communality of the variable Xi.
Variance contribute rate of one common factor reflects the explanatory of the

common factor to all the original total variation and usually is used to measure
the relative importance of common factors. The greater the variance contribution
of a factor, the more important it is [22]. It can be described as follows:

V Cj = a1j
2 + · · · + aij

2 + · · · + apj
2. (3)

where V Cj is the variance contribution rate of the jth factor.
The calculating formula of the cumulative variance contribute rate is shown

as follows.

CV Cn =
n∑

j=1

V Cj . (4)

where CV Cn is the cumulative variance contribution rate of the first n factors.
Inspired by the above HVS model, a new data reduction model is proposed.

The number of neurons in the area of the retina is much larger than that in
LGN, because the signal is arranged under categories layer by layer. Although
this arrangement mechanism has not been thoroughly researched clearly in the
scientific community, one thing for sure is that some higher correlated features
may be clustered together and some redundant irrelevant features may be filtered
out through this process. So this signal transmission process can be seen as
dimensionality reduction process and factor analysis is a good way to simulate
it. Both factor analysis and PCA can reduce the dimension effectively. The reason
we choose factor analysis rather than PCA is that PCA focuses on explaining
the total variance of variables and find the best principal component that can be
expressed as a linear combination of the input variables [23]. In contrast, factor
analysis is a statistical technique to extract common factors from the variables
and its purpose is to represent the input variables as a linear combination of
the factors. It focuses on explaining the covariance between the variables and
finds the hidden representative factors in many variables. Some feature variables
with the same nature are grouped into one same factor to reduce the number of
variables. This process mechanism is much more like the HVS model.
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Similar to the original HVS model, the proposed model consists of three
layers: the data layer, the FA layer and the kSVM layer. It is shown graphically
in Fig. 2, in which N is the number of the samples and P , m and M are the
numbers of the feature dimension in different layers. The following subsections
describe each layer.

Fig. 2. Overview of the proposed inspired model.

Data Layer. The data layer receives and preprocesses the input signals, then
transfers them to the next layer.

Factor Analysis (FA) Layer. FA layer obtains the signal data from the last
layer. In consideration of the advantage of factor analysis, it is used to analyze
the data to determine the number of public factors. This process is equivalent to
simulate the shunting and grouping mechanism of LGN to reduce the dimension
of the data, so that the high dimensional complex data become simple and easy
to explain.

kSVM Layer. kSVM layer uses the rise-dimensional mechanism of the kernel
mapping to map the low dimension signal to the high dimension space and uses
the SVM to carry on the classification.

The dimensionality reduction algorithm based on HVS-inspired model is
shown in Algorithm 1.

The calculation process of the inspired model proposed in this paper can be
summarized as following five steps:

(1) Data normalization. In order to acquire the exact experimental result,
data normalization is carried out to remove the unit limit of the data.

(2) Stepwise factor analysis. The original sample matrix is analyzed by the
stepwise factor analysis. Each step realizes the purpose of characterizing
several features by using a common factor and they will be deleted in the
next step to reconstruct the sample matrix until the exact number of common
factors are obtained. There may be several cases in this process: When the
step number is m, the loads on the remaining features of the mth factor are
all relatively high, then the number of public factors should be m; When the
step number is m, the loads on the remaining features of the mth factor are
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Algorithm 1. Dimensionality Reduction Algorithm based on HVS-inspired Model

Input: Data set and labels: XN×P , yN×1;
Output: Factor scores: FXN×n;
1: Initialize m = 1 , the number of common factors n = 0;
2: while m ≤ P do
3: Stepwise factor analysis of X; obtain the loads of X in different common fac-

tors al

4: if alj < 0.2, (l = m + 1,m + 2, · · · , P ; j ∈ {1, 2, · · · , l} ; jmax = l − 1)
or alj ≥ 0.2, (l = m; j = 1, 2, · · · ,m) then

5: n = m;
6: else n = b + m − 1;
7: end if
8: end while
9: Calculate the factor scores FX as the new feature space by factor analysis of X

under the common factors number n;

all relatively low, the number of common factors should be b+m− 1; When
the step number is greater than m and the common factors of the remaining
features in each step after the mth step just only have one high load, the
number of common factors should be m.

(3) Factor analysis. Analysis the original data by factor analysis using the
number of common factors obtained above. Then the cumulative variance
contribution rate of the common factors and the factor scores of all samples
are obtained.

(4) kSVM classification. Factor scores are used as new features to reconstruct
the sample matrix and it is considered as the input of kSVM to be classified.

(5) Results recording and analysis. The output accuracy of kSVM is
recorded and analyzed.

3 Experiments and Results

In order to investigate the application properties of the proposed model method
in different data sets, related numerical experiments are carried out. All of the
calculations in this paper are using MATLAB software programming. The exper-
imental conditions is: Intel Xeon E5-2680 v2 @ 2.80 GHz/CPU 16 GB (DDR3
1866 MHz)/Windows 7/MATLAB R2014a.

So as to make a full comparison of the experimental results, we make a
diversity of the sample size and the number of features as far as possible. So
seven different artificial data sets and a real data set are selected to carry out
the experiment. The real tumor data set originate in the texture analysis of 174
pieces of Magnetic Resonance images of patients with two kinds of posterior
fossa tumors (medulloblastomas and ependymomas) provided by the Magnetic
Resonance Department, the first Affiliated Hospital of Zhengzhou University. 42
texture features obtained constitute its feature space. The detailed information
of the data set is shown in Table 1.
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Table 1. Data sets used in our experiments

Data set Class Sample Variable

Ionosphere 2 351 32

Landsat 6 2000 36

Spambase 2 4601 57

Sonar 2 208 60

Musk 2 6589 166

USPS 10 7291 526

Isolet 26 7797 617

Real tumor 2 174 42

Firstly, each data set is processing through the stepwise factor analysis, thus
the number of common factors and cumulative variance contribution of them
are obtained. The results are recorded in Table 2.

Table 2. Results of stepwise factor analysis

Data set Variable Common factor Cumulative variance contribute rate (%)

Ionosphere 32 7 60.40

Landsat 36 2 84.03

Spambase 57 46 60.82

Sonar 60 10 68.00

Musk 166 13 74.12

USPS 526 12 72.66

Isolet 617 28 68.32

Real tumor 42 3 86.58

As can be seen from Table 2, for most of data sets, the original high dimen-
sional features can be characterized by less common factors through using factor
analysis, which undoubtedly achieved the goal to reduce data dimension greatly.

Cross validation is used in the numerical experiments. Seventy percent of
the samples in each data set are randomly selected as the training set and the
remaining thirty percent as the test set. In order to comprehensively analyze
the effectiveness of the proposed model, the experiments with original full fea-
tures, LDA and PCA features are chosen to carry out experiments as contrast.
Twenty random samples are implemented to be experimented respectively, and
the results are shown in Fig. 3.

The experimental results show that the classification performance with fewer
common factors is acceptable. In the Ionosphere, Spambase, Sonar, Landsat and
Musk data set, the classification accuracies of the common factors are quite
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Fig. 3. Comparison of classification accuracies of original all features and common
factors on different sets. (a) Ionosphere. (b) Landsat. (d) Sonar. (f) USPS. (g) Isolet.
(h) Real tumor.
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similar to or higher than other three kinds of features. Only in USPS and Isolet
data set the accuracies are slightly lower than the original full features and PCA
features but significantly higher than LDA features. So It is obvious that the
biological inspired model proposed in this paper is more effective and competitive
than other dimension reduction method.

4 Discussion and Future Work

In this paper we have shown that the proposed biologically-inspired model based
on HVS can effectively solve the dimensionality reduction and classification prob-
lem of high dimensional data sets.

An interesting fact observed in Spambase sets is that, the number of the
common factors is too large if we ensure that the cumulative variance contribute
rate of them is relatively high. But if the number of the common factors is
small, the classification accuracy is not significantly reduced even though the
cumulative variance contribute rate is so low. For example, the classification
result in Spambase sets when there are only six common factors is shown in
Fig. 4. As we can see, the model can also get a very good classification effect at
this time, while the cumulative variance contribute rate of common factors is
relatively low, just reaching 22.47%.
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Fig. 4. Results of Spambase when the number of the common factors is small.

Admittedly, this model is still relatively simple and there are many related
problems to be studied further. For example, how to accurately determine the
number of common factors and how to make a clearer explanation of the common
factors characterizing the original features. The solution of these problems can
provide help for us to improve the model, improve the effectiveness of the model,
and on the other hand, it can provide some principles and details of the internal
operation mechanism in HVS. So our first step in the future would likely attempt
to model intermediate level process more accurately and what we lean towards
future enhancements are biologically realistic.
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Abstract. In this paper, the similar characteristics of human face has
been used to relax the numbers of the input into one single face image,
and reconstruct the 3D shape based on a couple statistical model. More-
over the lighting conditions of the single input image can be different
from that of the training database. The experiment results have demon-
strated the effectiveness of the proposed method.

Keywords: Three dimensional reconstruction · Coupled statistical
model · Human face

1 Introduction

In general, the scene depth information has been lost when the two-dimensional
images are captured. Hence reconstructing the three-dimensional shape of the
object from one single image is a difficult and challenging issue. However, in
reality there are many objects with similar characteristics, such as face, rocks,
grasses and other nature objects. These similar characteristics can be used to
relax the reconstruction problem and reduce the numbers of the input images.

In this paper, an algorithm has been proposed to reconstruct the 3D shape
of human face from a single face image based on a coupled statistical model.
First, an initial training database is built, which includes three dimensional
shapes and albedo of different human faces. Then, a new training database can
be generated by relighting the initial database, and the lighting parameters for
relighting are estimated from the input face image. At last, a coupled statistical
model has been built using the new training database based the similarity of
different human faces.

2 Related Works

Photometric stereo is a hot research problem in the field of computer vision
[1–3]. Andrew Y. Ng published several related papers [4–6] about 3D depth
reconstruction from one single image; their methods can create 3D models,
c© Springer Nature Singapore Pte Ltd. 2016
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which were quantitatively accurate as well as visual pleasing, but is far from
detailed reconstruction. For accurate reconstructing the 3D shape of the object,
some researchers focused on reconstructing the object with similar shapes. In
[7], a 3D reconstruction method was presented by estimating the parameters of
the principal components for human head. In [8], an efficient two-dimensional
to three-dimensional integrated face reconstruction approach was introduced to
reconstruct a personalized 3D face model from a single frontal face image. Later,
a novel method for 3D face shape recovery was proposed by exploiting the sim-
ilarity of faces [9]. Reference [10] reconstructed the 3D human face in real time
from a coarse depth image. But these methods required that the single input
image had a desired, uniform illumination, and without significantly shadow on
the face.

Reference [11] used a coupled statistical model to reconstruct the 3D shape
of the human face. The coupled statistical model is similar to the active appear-
ance model (AAM). Based on the lighting estimation method in [10], this paper
proposed an improved method to reconstruct the 3D shape of human face from
a single input image via the coupled statistical model, and the input image can
be captured in any lighting conditions.

3 The Proposed Method

Reference [11] can only reconstruct the 3D shape from a single input image
when lighting conditions are similar with the sample database. If the lighting
conditions of the input image is inconsistent with that of the sample in database,
the error of the reconstructed result will be largely increased. In this section, a
new framework for the coupled statistical model has been proposed, which can
accurately reconstruct the 3D shape of the single face image. The framework of
the improved coupled statistical model is shown in Fig. 1.

Fig. 1. The new framework of the improved coupled statistical model.

In Fig. 1, the initial database contains the aligned training samples. Based on
the average face model of the training samples, the lighting parameter (actual
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lighting condition in Fig. 1) of the single input image can be estimated using the
method in [10]. With the estimated lighting parameter l, the new database can
be built: {

tak = aknkl, k = 1, 2, . . . , N
thk = hk, i = 1, 2, . . . , N

(1)

where, tak and thk are the face image and the height map of the new database,
respectively; nk is the face surface normal computed from the height map. In
Eq. (1), tak and thk are regarded as the sample pair in the new database, which
has the same light condition with that of the input image.

3.1 Building the Coupled Statistical Model Based on the New
Training Database

The coupled statistical model includes the image model and height model of
human face, and the building of the two models and the association method will
be introduced in detail.

The image model is built as in Eq. (2):

A = [a1 − ā, a2 − ā, . . . , aN − ā]
ā = 1

N

∑N
k=1ak, k = 1, 2, . . . , N

(2)

where ā is the average face A is the image matrix, and ak is one image of the
new training database. Then PCA method is used to obtain a set of orthogonal
vectors, which can be computed by using covariance of the image matrix, which
is defined as

M = AAT (3)

where M are called the data covariance matrix. The eigenvector of the data
covariance matrix can be represented by Ma. Then a new input image of human
face can be represented using the linear combination of eigenvectors in Ma. The
minimum variance solution is

ba = (Ma)T (ă − ā) (4)

where ba is the parameter vector, and it represents the different contribution of
each eigenface in Ma for the synthesis of the input face image.

Similar with the minimum variance solution of the human image, the height
map h̆ of the new input human face can be presented using the eigenface of the
height covariance matrix Mh.

bh = (Mh)T (h̆ − h̄) (5)

After connecting the bak and bhk , the parameter series will be generated accord-
ing to

bck =
[

Λbak
bhk

]
=

[
Λ((Ma)T (tak − a))

(Mh)T (thk − h)

]
(6)
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where, Λ is a diagonal matrixwhich represents different relative weights between
the intensity face image and its height map. Since the parameter vectors of bak
and bhk represent different types of data (one is the intensity image, and the other
is the height map), it needs to set a scale to connect the two parameter vectors.
By using the method in [11], Λ is set to Λ = rI, where I is the identity matrix,
and r2 is the ratio of the variance between the height map and intensity value
of the human face.

Then PCA method is also employed to extract the principal components (bc)
of parameter series bck, and bc can be written as

bck = Cc =
[

Λbak
bhk

]
c (7)

where, C is the eigenvectors of bc the matrix of Ca represents the principal
eigenvectors (assume S rows) of the image matrixand Ch represents the prin-
cipal eigenvectors (assume T rows) of the height matrix, respectively. c is the
parameter vector of bc, which need to be estimated according to the input face
image.

Suppose that the single input face image is t̆a, which can be represented as

t̆a = ā + Mab̆a = ā + MaCac ⇒ b̆a = Cac (8)

By estimating the parameter vector of c, the height map of human face can be
computed according to Eq. (17):

h̆a = h̄ + MhChc (9)

3.2 Experimental Results and Analysis

In order to verify the effectiveness of the proposed method, the images in BU3D
[12] face databases have been used in our experiments. Figures 2 and 3 show the
reconstructed 3D face shapes based on BU3D database from one single input
image with no shadow and self-shadow respectively. The image in the first column
of Figs. 2 and 3 is the single input image; the second column represents the G.T
(ground truth) of the 3D face shape; the results in the third column are the
reconstructed 3D face shapes of Ref. [11]; and the results in the last column are
the reconstructed 3D face shapes of the proposed algorithm. It can be seen that
the reconstructed results of the proposed method are good with the input image
with no shadow or self-shadow, but some artifacts or deformations exist in the
results of the third column in Fig. 3 (the results of [11]), especially around the
nose or eyes.
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Fig. 2. The reconstructed 3D face shapes based on BU3D database (the input single
image with no shadow).

Fig. 3. The reconstructed 3D face shapes based on BU3D database (the input single
image with selfshadow).

4 Conclusions

In this paper, an effective method of reconstructing 3D shape from a single
human face image has been proposed. By estimating the lighting parameter of
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the input face image, the training database with the same lighting condition
with the input image has been built. Then by building the coupled statistical
model, the 3D shape of the single input face image can be reconstructed. Since
lighting parameter of the training database can be kept identical with that of
the input image, the proposed method is robust for the input image with the
different light conditions.
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Abstract. New word discovery possesses a significance in NLP. This
paper first reduces noise to the corpus of micro-blog and employ the
new filtering algorithm to filter the candidate words, then improves the
traditional mutual information and adjacency entropy method respec-
tively and put forward enhancement of mutual information and relative
adjacency entropy. In terms of multi-feature massive data generated by
a large-scale corpus to recognize the new words, the MapReduce parallel
computing model is exploited to extract three features such as, enhance-
ment of mutual information, relative adjacency entropy and background
document frequency, to improve the parallelization. With the extracted
three features, the feature vectors of the candidate words are formed,
and a SVM model can be trained by training the labelled corpus. The
experiments show that the proposed method shortens the time required
by the whole recognition process. In addition, compared with the existing
methods, the F-value reaches 86.98%.

Keywords: New words recognition · NLP · Enhancement of mutual
information · Relative adjacency entropy · MapReduce · SVM

1 Introduction

In the process of Chinese word segmentation, new word recognition is quite
difficult. Sproat and others pointed out that 60% errors of Chinese word seg-
mentation are caused by new words [1]. Now, many new words are spreading
via micro-blog. New words such as, ‘(family)’, ‘(Geyou repose)’ and ‘(Beijing
repose)’, etc., have been created. Micro-blog text contains a considerable pro-
portion of new words. The linguists have concluded according to the statistics
that the average annual production of new words is more than 800 [2]. In the
field of new word recognition, there is no definition for ‘new word’. Based on

c© Springer Nature Singapore Pte Ltd. 2016
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existing research, people think that new word should have the following prop-
erties. From the perspective of word itself, it should be an independent word.
From the perspective of appearing frequency, the new word should be widely
adopted. Even in corpus, the new word should have a high frequency of appear-
ance in many documents and is used by numerous people. From the perspec-
tive of time, the word has just appeared within a certain period of time [3].
Sui and others [4] extracted the words with close relationship through comput-
ing the static union rate among the words after word segmentation of corpus.
Then they used the grammar rule and field features to get the field terms with
high confidence. The rule only has the features of field, so it is not suitable for
other corpora. Sornlertlamvanich and others used decision-tree model to train
the new word recognition model, with a precision result of 85% [5]. Unfortu-
nately, it is not suitable for large-scale corpus. Peng [6] and others used the
CRF model of combining lexical features and field knowledge to extract the new
words. At the same time, they added the discovered new words into the dictio-
nary to enhance the recognition effect of the model. The method improves the
accuracy of word segmentation but costs a long time. Liu [7] and others applied
the left & right information entropy and likelihood rate (LLR) to determine the
word boundary to extract the candidate new words. The extracted features of the
method are less and the precision rate is not high. Zifang [8] and others extracted
new words based on word’s internal model and combined with mutual informa-
tion, IWP and position-word probability. The proposed mutual information is
not suitable for multi-strings and there are limitations. Li and other scholars [9]
employed word frequency, word probability, etc., to train a SVM model and con-
sider the new recognition from the perspective of classification. The limitation
of the method is that it cannot recognize the low-frequency new words, thus it
will produce a lot of garbage strings. Xiaobao [10] and others iteratively used
the mutual information, left (right) entropy, left (right) adjacency right (left)
average entropy, etc., to obtain the candidate list of new words. Then they used
a Chinese collocation library to filter the list to get new words. The multi-strings
will be divided into two substrings in the calculation. This will affect the results
of recognizing the new words. Wang [11] and others researched the new words
from the internet based on time series information and used the combination
between dynamic feature and statistical method. Shuai and others [12] proposed
a filter method for stop word and iterative context entropy algorithm which can
use to recognize new words. Su [13] and others proposed to improve the adja-
cency entropy with a weighted adjacency entropy to optimize and improve the
performance. Li [14] and others were used the internal word probability, mutual
information, word frequency and word probability rule as the features to train
the SVM model, but the precision rate was only 61.78%. Due to the problems of
slow speed caused by the above methods, as well as the low precision rate when
recognizing new words. We firstly reduces the noise in the micro-blog corpus.
Then we use N-Gram statistical method to extract new word candidates based
on a word segmentation. We propose a new filtering algorithm and combines it
with the stop word list launched by Harbin Institute of Technology to filter the
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candidates. Then, a SVM classifier will be trained by multiple eigenvalues which
were obtained through enhancement of mutual information, relative adjacency
entropy and background document frequency method in MapReduce. At last,
with the trained SVM model for recognizing the new words of micro-blog of test
set. The method improves the speed of new word training recognition model
which is caused by the multi-featured massive data of large-scale corpus. Mean-
while, the proposed method can also improve the precision rate of new word
recognition.

2 New Word Discovery Method Based on Micro-blog
Contents

2.1 Preprocessing of Corpus

Micro-blog has a strong randomness in the word use and grammar, which causes
a large number of noisy data. Based on analysis to micro-blog corpus, we can
find that, ‘@’, [expression] and URL links exist in most of the micro-blog content.
These noisy data have great influences to the generation of candidate words. We
eliminates these noisy data through the method of building regular expression
of the micro-blog data.

2.2 Filtering Algorithm

We introduce N-gram algorithm for Preprocessing of the micro-blog corpus data.
These candidate new words contain many garbage strings, so they need to be
filtered. Therefore, we proposes a filtering algorithm of combing news corpus
and stop words. The pseudocode is shown in Algorithm 1, where N is the news
corpus. W stands for the candidate new word set of micro-blog. T is the stop
word list and NL means the candidate new word set after filtering.

Algorithm 1. Filtering algorithm based on news corpus and stop word list:
Input: N,W,T
Output: NL
1: NL = Φ
2: for each g in W do
3: if g∈ N || T then
4: W = W - g
5: else
6: NL = NL - g
7: end if
8: end for
9: Return: NL
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3 Feature Selection of Candidate New Words

We need to use the statistical method to quantify the features of these candi-
date new words. We use mutual information [10] to measure internal coagulation.
Meanwhile, we also use information entropy [10] and background document fre-
quency to measure external freedom degree.

3.1 Internal Coagulation

Traditional mutual information formula [10] only gives the calculation formula of
two character string, which can only be applied to the two character new words.
For the multi-character string, We proposes an enhanced mutual information
which is suitable for the multi-word strings. The definition is as follows.

C(S) = log2
P (S1 · · ·Sn)

[
n∏

i=1

(F (Si)
W − P (S1 · · ·Sn))]

2
n

, (1)

where W is the total words of micro-blog corpus and P is the frequency of string
in the corpus. The larger the value is, the more possible the expression will be a
potential new word.

3.2 External Freedom Degree

We proposes a relative adjacency entropy. In our opinion, the string with a higher
word probability than its substring will be regarded as a new word. For string
W = {w1w2 · · ·wn} and its longest substring Wleft = {w1w2 · · ·wn−1} and
Wright = {w2w3 · · ·wn}. We subtract the substring’s adjacency entropy which is
taking the weight from the adjacency entropy, and take the minimum of relative
adjacency entropy. The definition is as follows.

CL(ω) =
1
n

∑
ai∈α

C(ai, ω) log
C(ai, ω)

n
, (2)

Cr(ω) =
1
n

∑
bi∈β

C(bi, ω) log
C(ω, bi)

n
, (3)

where, n =
∑

ai∈α C(ai, ω) =
∑

bi∈β C(ω, bi)
The adjacency entropy after taking the weight and relative adjacency entropy

are defined as follows.

Cr(ω) = λCr(ω) − (1 − λ)Cr(ωleft), (4)

CL(ω) = λCL(ω) − (1 − λ)CL(ωright). (5)

The minimum formula of relative adjacency entropy is defined as:

C(ω) = min{CL(ω), Cr(ω)}. (6)

From the above definitions, we can conclude that the character strings only
used in the fixed context and the relative adjacency entropy is small.
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3.3 Background Document Frequency

Considering from the perspective of human memory, new words have never
appeared in previous memories. We use a large-scale background corpus to sim-
ulate the human memory. If the frequency of the string in foreground corpus is
much larger than that in the large-scale background corpus, the string is likely
to be a new word. The formula of the relevant frequency ratio of string ω in X
and Y of two corpora is as follows.

σ(ω;X,Y ) =
f(ω,X)
f(ω, Y )

, (7)

where f(ω,X) and f(ω, Y ) are the corresponding frequencies of ω in X and Y
of corpora, X is the foreground corpus and Y is the background corpus.

4 Parallel Implementation of New Word Feature
Quantization Algorithm

4.1 Parallel Implementation of Background Document Frequency
Algorithm

In order to improve the coupling efficiency of the multi-features, we calculate the
word frequencies in X and Y corpus respectively. The overall system diagram is
shown in Fig. 1.

Key:w1 Value:tf1
Key:w2 Value:tf2
Key:w3 Value:tf3

......   ...... 
ReduceMapCorpus

W{w1,w2...wn

Key:w1 Value:1
Key:w2 Value:1
Key:w3 Value:1

......   ...... 

Splite

Fig. 1. Parallelization of string frequency

4.2 Parallelization of Relative Adjacency Entropy

The context entropy can be classified as the left and right entropy respectively.
Their algorithm are similar. The overall process is shown in Fig. 2.

4.3 Multi-feature Data Coupling

After obtaining the feature data of the candidate new word (such as: the
enhanced mutual information, the relative adjacency entropy and the back-
ground document frequency), we need to couple the multiple feature data which
can form feature vector. The overall process is shown in Fig. 3.
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Key:w1  Value:C(w1)
Key:w2  Value:C(w2)
Key:w3  Value:C(w3)

......       ...... 
ReduceMapCorpus

W{w1,w2...wn

Key:w1 Value:w1ai
Key:w2 Value:w2ai
Key:w3 Value:w3ai

......   ...... 

Splite

Fig. 2. Parallelization of relative adjacency entropy
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5 Experimental Results and Analysis

In the experiment, we employs 5200000 micro-blog corpus, which includes 591
micro-blog of 2009, 60795 micro-blog of 2010, 763027 micro-blog of 2011, 1699484
micro-blog of 2012, 1782335 micro-blog of 2013, 681449 micro-blog of 2014 and
198925 micro-blog of 2015. We make the micro-blog from 2009 to 2013 as the
background corpus. We let the micro-blog of 2014 and 2015 be the foreground
corpus. The preliminary results have a total of 13273 words. In relative adjacency
entropy algorithm, we set the weight to be 0.62.

5.1 Methods and Standards

The specific definitions of the measurements are as follows.

R =
New word number recognized by system

New word number to be recognized
, (8)

P =
New word number with correct recognition

New word number with recognition
, (9)
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F − measure =
(β2 + 1) × P × R

β × P + R
(β = 1). (10)

In formula (8), R means the recall rate of the recognized new word. In formula
(9), P means the precision rate of the recognized new word. In formula (10), the
F value is the harmonic mean of the precision rate and the recall rate. These
measurements can comprehensively reflect the overall performance of the new
word recognition.

5.2 Experimental Results and Analysis

Comparing the advantages and disadvantages between the proposed method S
(MI+E+BF+F) and previous methods, the specific experimental results are as
shown in Table 1. In Table 1, S represents the SVM classifier which includes
different candidate word features. MI represents the mutual information which
is the enhanced mutual information. E means the information entropy. BF is
background document frequency and F represents filtering algorithm. We can
conclude from the experiment that both the precision rate and recall rate of
the enhanced mutual information are improved when comparing S (MI+F) with
S (MI*+F). Similarly, both the precision rate and recall rate of S (E*+F) are
higher than that of S (E+F). Via the comparison between S (MI*+E*+BF+F)
and S (MI*+E*+BF), we can observe that the new word recognition accuracy
without the filtering algorithm is lower. According to the results, the combi-
nation of three features improves the precision rate, recall rate and F value of
micro-blog new word recognition when comparing with traditional method S
(MI+E+BF+F). The final F value is 86.98%.

Table 1. Experimental results of micro-blog new word recognition under different
features

Features Precision rate Recall rate F-measure

S(MI+F) 41.72 55.86 47.77

S(MI*+F) 45.13 57.36 50.52

S(E+F) 51.17 60.32 55.37

S(E*+F) 59.62 67.35 63.25

S(MI+E+BF+F) 76.95 86.54 81.46

S(MI*+E*+BF+F) 83.1 91.25 86.98

S(MI*+E*+BF) 80.32 87.63 83.82

The parallelization algorithm sets the processing speed under the node of
one, three and six sets. We obtain the operation situation of micro-blog corpora
with different size. We count the time spent by the system when recognizing the
new words. The results are shown in Fig. 4.
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Fig. 4. Operation speed chart on micro-blog new word recognition

6 Conclusions

This paper proposes a new filtering algorithm aiming at recognizing new words
in the micro-blog content, and put forward the enhanced mutual information
and relative adjacency entropy method. After experimental verification, the par-
allelization shortens the overall time of new word recognition. The precision rate
and recall rate of micro-blog new word recognition are improved by the SVM
classification model with the features generated from the above methods. The
proposed method can achieve very good classification and recognition perfor-
mance. In the future, we will try to fully explore the effective features which can
further improve the performance of the micro-blog new word recognition task.
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Abstract. For SAR images change detection problem, a memetic ker-
nel clustering algorithm (MKCA) is proposed. SAR image change detec-
tion problem as an optimization problem can solved by kernel clustering
method. In this paper, the kernel function can transform nonlinear data
into a high dimensional feature space, and increases the probability of
the linear separability of the patterns within the transformed space and
simplifies the associated data structure. Meanwhile local learning opera-
tors are designed to further enhance the ability of global exploration and
promote performance of classification. Finally, to evaluate this method,
the performance of the proposed method has been compared with some
classical clustering algorithms for change detection in SAR (synthetic
aperture radar) images. The experiments showed that the proposed algo-
rithm can reduce the number of missed alarms and false alarms. So the
proposed algorithm can effectively separate the unchanged area and the
changed area.

Keywords: Kernel clustering · Memetic algorithm · Image change
detection · SAR image

1 Introduction

In remote sensing applications, change detection is the process aimed at identify-
ing differences in the state of a land cover by analyzing a pair of images acquired
on the same geographical area at different times [1,2]. But there are two major
difficulties associated with SAR image change detection, which are the removal
of speckle noise and the registration of information between images [3]. If accu-
rate registration between images were not achieved, spurious differences will be
detected merely because the land surface properties at wrong locations are eval-
uated instead of real changes at the same location between one time and another
[4]. The result is that the misregistration of two images will significantly affect
the change detection accuracy since change analysis is generally performed on a
pixel-by-pixel basis. So both an intensive preprocessing phase and the develop-
ment of effective data analysis techniques capable of dealing with speckle noise
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 388–393, 2016.
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are required [5]. In this paper, the log-ratio (LR) operation is applied to the two
multitemporal images.

In the present work, we propose the memetic kernel cluster algorithm
(MKCA) for change detection in SAR images. Kernel function can transform
nonlinear data into a high dimensional feature space, and increases the proba-
bility of the linear separability of the patterns within the transformed space and
simplifies the associated data structure. Local learning operator is applied to
the individuals and refines capabilities of search algorithms. So the local learn-
ing operators have high opportunities to apply every point to clustering center
and obtain optimal classification results.

2 The Description of MKCA for Change Detection

Unsupervised change detection techniques mainly use the analysis of change data
which are constructed using multitemporal images [6]. In this paper, a memetic
kernel clustering method for SAR image change detection is proposed to analyze
the difference image of two satellite images acquired from the same area coverage
but at two different time instances. Our clustering methods are developed based
on the LR difference image. Figure 1 shows the overall structure of the proposed
approach.

Considered two SAR images I1 and I2 acquired on the same geographical
area at two times. Let Id be the LR difference image computed from the two
considered images. I1(x) is the gray level of a pixel on position on the first SAR
image,I2(x) is the gray level of a pixel on position on the second SAR image,
and Id(x) is the gray level of a pixel on position x on Id. Figure 1 shows the
overall structure of the proposed approach.

The major elements of our proposed approach are presented as follows.

(1) Computing difference image

Considered the influence of the presence of speckle noise, the LR operation
is used to generate the difference image in this paper.

(2) Kernel k-means algorithm

Kernel k-means algorithm was described in detail in [7]. Given difference
image dataset Id(x) = {x1, x2, · · · , xN},xi ∈ id, and the dataset of N points
is represented by the set P ,d is dimension, the purpose of kernel k-means
is to partition the Id dataset into k = 2 disjoint clusters C = {C1, C2}.
The best clustering results is that patterns from same cluster are as simi-
lar as possible and patterns from different clusters differ as far as possible.
Kernel function ϕ is applied to map data into a nonlinear high-dimensional
space H : ϕ : id → H,xi → ϕ(xi), where xi = [xi,1, xi,2, · · · , xi,d]

T and
ϕ(xi) = [ϕ1(xi), ϕ2(xi), · · · , ϕH(xi)]

T . Cluster centers mi(i = 1, 2, · · · , k) are
mapped into feature space is mi

ϕ(i = 1, 2, · · · , k). By applying the mapping,
Inner product of two dots xi

T · xj is mapped into ϕ(xi)
T · ϕ(xj). The dot
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Fig. 1. Overall structure of our proposed approach.

product in the transformed space can be calculated through the kernel func-
tion K(xi, xj) = ϕ(xi)

T · ϕ(xj) in the input space id. In this paper, we use
Gaussian kernel function.

(3) Memetic algorithm

The memetic kernel clustering algorithm is provided in Fig. 1. Note that local
learning operator can guide the process of evolution. It enhance the genotype
to influence the better results which is replaced the locally improved individual
back into population to compete for reproductive opportunities [10]. In order
to maximize the fitness function, we choose local search algorithms as local
learning operator to improve the capability of the searching and optimize the
fitness function. After the mutation and crossover operators performance, the
hill-climbing local learning methods [11] are cooperated to the two operators
to further enhance the ability of global exploration and overcome premature
convergence effectively.

(4) Mutation operator, Crossover operator and Elitism selection operator

Mutation operator and crossover operator is cooperated to our algorithm,
and these two operators will increase enough diversity for population. Elitism
selection can help the algorithm to select the solution more quickly and enhance
the global convergence.
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(5) Termination criterion

In this paper, the degrees of no assign of improvement can be employed as
a termination criterion. For example, we set ε = 10−5 as the stop threshold and
e = 10 as the degrees of no assign of improvement. In other words, if the change
of the best values of objective function between current generation and former
generation is less than ε, it will be called the index of no assign of improvement
for one time (e = 1), otherwise e = 0. If the index e = 10, that means there is no
improvement between two adjacent generations continuously for 10 times, the
termination criterion is satisfied.

3 Experimental Results

In order to test the effectiveness of the proposed method-MKCA, we compare
its performance with other two clustering algorithms which are k-means [6] and
kernel k-means [7] over SAR image datasets. In the following experiments, we
performed 30 independent runs on each test problem.

The first dataset is a section of size 290 × 350 pixels of two SAR images
acquired by a RADARSAT SAR sensor and provided by Defense Research and
Development Canada Ottawa [8].

The second dataset is a section of two SAR images acquired by Radarset-2
over an area near Yellow River Estuary in China. The original size of these two
SAR images acquired in June 2008 and June 2009 by Radarsat-2 is 7666×7692.

In this paper, the parameters used in MKCA are set as follows: the population
size is 50; mutation probability is 0.1; crossover probability is 0.8; the index of
no assign of improvement e = 10; and the stop threshold ε = 10−5. In order
to make a quantitative evaluation of the effectiveness of MKCA, the number of
missed alarms, the number of false alarms and error detection rate are selected to
quantitatively evaluate the results [8,9]. The number of change pixels is denoted
as C0, and the number of change pixels is denoted as C1. Thus the change
detection truth number of change pixels is Cr = {C0 ∩ Cc}, the number of
change detection false alarms (unchanged pixels wrongly classified as changed)
is Cf = Cc − Cr and the number of change detection missed alarms (changed

Table 1. Change detection results (in number of pixels).

Datasets Comparison algorithm Cf Cm Cz P

Ottawa K-means 6103 3633 9736 9.59%

Kernel k-means 4740 1028 5768 5.68%

MKCA 3921 1291 5212 5.13%

Yellow River Estuary K-means 14709 212 14921 10.66%

Kernel k-means 10102 482 10584 7.56%

MKCA 6223 136 6359 4.54%
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pixels that undetected)) is Cm = C0 −Cr. So the total number of error classified
pixels is Cz = Cf + Cm, and the percentage error classification is P = Cz

C0+C1
.

Table 1 summarizes the quantitative results obtained by comparing the reference
map with the change detection maps yielded applying the proposed technique
and classical change detection algorithms.

In Table 1, it is obviously seen that total error detection rate P of MKCA is
far less than other two algorithms. And the number of change detection missed
alarms Cm of MKCA is least among three algorithms.

4 Conclusions

This paper has presented a memetic kernel clustering algorithm (MKCA) for
change detection in SAR images. The change detection problem based on clus-
tering approach is viewed as an optimization problem, which can solve by MKCA
in this paper. The proposed method optimizes the fitness function with memetic
algorithm, and it maximizes the fitness function relating to the kernel k-means
objective function through local learning methods Finally it will get better clus-
tering results than other classical clustering algorithms. From the experimental
results, we can see that the proposed algorithm can promote performance of
classification. Therefore MKCA can effectively solve the image change detection
problem. So in our future work, we should develop more novel local learning
method to enhance the ability of global exploration and optimize the objective
function. We can try to apply memetic algorithm to other fields, such as image
segmentation.
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Abstract. Collaborative filtering based clustering has been proved to
have many advantages. In this paper, a novel heterogenous dynamic evo-
lutionary clustering is presented. Firstly, the items and users are regarded
as heterogenous individuals in the network. According to the dynamic
network model, they are clustered into several groups. Secondly, item-
based collaborative filtering is adopted in each cluster. Similarity between
individuals only in the same cluster are computed not for all individuals
in the system. The target rating is calculated according to the item-
based collaborative filtering in its cluster. Diverse simulations show the
efficiency of our proposed methods. Moreover, the presented methods
gain better prediction results than two existing better algorithms.

Keywords: Recommender systems · Prediction rating · Collaborative
filtering · Dynamic evolutionary clustering

1 Introduction

In recent years, online social networks such as Facebook, Twitter, Taobao,
Google have become an important part of our daily life. They provide us with
abundant online contents, which makes it very time-consuming to find our
needed information. This is often referred as the information overload problem.
And in order to solve it, much attention has been paid attention to design efficient
recommendation algorithms. User-based (UCF) and item-based collaborative fil-
tering (ICF), collaborative filtering algorithm based on matrix decomposition [1],
collaborative filtering (CF)-based methods [2] are the most representative ones.
And these algorithms have been proved to be effective in helping users to find
items that fit their personal tastes best from a large catalog of choices [3].

In spite of this, there are still many challenging research problems. For exam-
ple, traditional recommendation techniques in recommender systems mainly
focus on improving recommendation accuracy, but it ignores a proper balance
between accuracy and diversity. The purpose of clustering technique is to reduce
dimensionality. In [4,5], Gong et al. proposed a multi-objective recommenda-
tion model to solve this problem. And in their paper, a clustering technique
c© Springer Nature Singapore Pte Ltd. 2016
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is employed to improve the computational efficiency. Sarwar et al. presented
and experimentally evaluated a new approach in improving the scalability of
recommender systems by using clustering techniques [6]. Xue et al. proposed
a novel framework for collaborative filtering which combines the strengths of
memory-based approaches and model-based approaches in order to enable rec-
ommendation by groups of closely related individuals [7]. Honda et al. consid-
ered a new approach, user-item clusters are extracted one by one in a sequential
manner via a structural balancing technique, used in conjunction with SFCE
extraction method [8]. Ba et al. proposed a new approach combining the clus-
tering algorithm with SVD algorithm which is widely used in the domain of
image-processing into collaborative filtering algorithm. The users are gathered
into clusters according to the attributes, e.g., gender, age, and occupation. Then
the user-product rating matrix is decomposed and recombined into a new rating
matrix to calculate the similarity between any two users [9,10]. Recently, there
are many dynamic evolutionary clustering algorithms are proposed due to their
low time complexity and high clustering performance [11–14].

The rest of the paper is organized as follows. Algorithm description is given
in Sect. 2. Section 3 shows simulation results. Section 4 concludes the paper.

2 Algorithm Description

Supposed there are N users and M items. 80% ratings are known and 20%
ratings are to be predicted. In this section, a dynamic evolutionary heterogenous
clustering algorithm is proposed for prediction ratings in recommender systems.
Firstly, the users and items are clustered into several communities. Secondly,
K nearest neighbors in the sub-cluster are calculated. Thirdly, the ratings are
predicted based on item-based collaborative filtering.

2.1 Dynamic Evolutionary Heterogenous Clustering

In most references, the similarity is firstly calculated to cluster the items and
users. However, in this paper, only the score matrix is adopted to gather users
and items into groups.

Items and users are regarded as the heterogeneous individuals in networks.
In refs. [12–14], they have presented dynamic evolutionary clustering algorithms
for networks. In order to reduce the complexity, the edges between users and
edges between items are not calculated. Here, only the information between user
and item is adopted. Heterogeneous individuals are roughly divided into several
clusters according to the adjacent matrix. Supposed there are N users and M
items in the network. V is the individual set containing users and items. S is an
N × M score matrix. Sij denotes the i-th user rating of the j-th item. In order
to obtain the adjacent matrix of network, the following definition is given:

A =
[

0N×N SN×M

(ST )M×N 0M×M

]
.

Here 0 is a zero matrix. A is an N + M dimension square matrix.
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The dynamic evolutionary clustering rule is: users and items with higher
ratings are regarded as in the same cluster. For this reason, the users and items
in the same cluster would have similar interest. For prediction rates in recom-
mendation systems, the dynamic evolutionary clustering model is constructed
as follows.

xi(k + 1) = xi(k) + K1

∑
j∈Ji

sin(xj(k) − xi(k)) + K2

∑
j /∈Ji

sin(xj(k) − xi(k)).

(1)

xi(k) denotes state of the i-th node at k iteration step. xi(k + 1) denotes
state of the i-th node at k + 1 iteration step. Ji = {j|Aij ≥ 3, j = 1, · · · ,M}.
Parameter K1 > 0 and it’s role is to make the items and users with higher
ratings evolve together. Parameter K2 < 0 and it’s role is to make the items and
users with lower ratings evolve far away.

Each individual in the constructed network updates its state in every step
according to Eq. (1). Eventually, the states of all individuals in network would be
stable. The state values in nearby range would be divided into the same cluster.

2.2 Item-Based Collaborative Filtering

The similarity between items are calculated only for each cluster not for all
items in the network. For example, if there are five clusters, then there are five
similarity sub-matrixes. One sub-matrix is for one cluster. The computational
complexity is reduced largely. At the prediction stage, for each prediction rating
would be calculated in its cluster as follows:

ru,i =

∑
j∈Ni

(�isim)ij × Ru,j∑
j∈Ni

|(�isim)ij | . (2)

�i is cluster number of the i-th individual. Denote the similarity matrix for
�i cluster as �i sim. Here, cosine [15], person correlation [16] and adjusted cosine
[17] are considered. From the �i cluster, the optimal similar items are singled out
as the K nearest neighbors, denoted as Ni.

2.3 Algorithm Flow

In this paper, Collaborative Filtering Rating Prediction based on Dynamic Evo-
lutionary Heterogeneous item Clustering (denoted as DEHC − CFi) algorithm
is proposed. The main steps of DEHC − CFi are given as follows.

– Step1. Find clusters of items according to Eq. (1).
– Step2. Calculate similarity between items in each cluster based on cosine,

correlation and adjusted cosine.
– Step3. Predict the ratings based on item collaborative filtering according to

formula (2).

Our main innovation is in Step 1. The proposed method is more efficient
than the other algorithms with clustering. This is because our method does not
require the number of clusters.
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3 Simulation Results

All the algorithms is coded in Matlab 2013a, the experiments have been executed
on Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80 GHz, 64 GB memory. The operating
system is Windows Server 2008 R2 Enterprise.

3.1 Evaluation Metric

Evaluation metric RMSE (Root Mean Square Error) is adopted to test the effi-
ciency of our proposed algorithm.

RMSE =

√∑n
i=1(rui − r̂ui)2

n
. (3)

Here, r̂ui is the estimated value of user u rating of item i. rui is the real value
of user u rating of item i. n is the number of ratings in test set. Then, prediction
ratings are rounded integer.

We use the popular dataset in the field of recommender systems, Movielens
(ML-100k, http://grouplens.org/datasets/movielens/). This data set consists of
100,000 ratings (1–5) from 943 users on 1682 movies.

To test our proposed method is efficient, two algorithms are compared. They
are collaborative filtering without cluster and collaborative filtering with K-
means cluster algorithm.

Here, DEHC − CFi is our proposed method based on item. CFi denotes
global collaborative filtering based on item. Kmeans−CFi denotes collaborative
filtering based on item with Kmeans cluster algorithm.

Figure 1 gives the comparing RMSE results on CFi, Kmeans − CFi and
our DEHC − CFi. We can see that RMSE of our DEHC − CFi is slightly
lower than Kmeans − CFi and CFi. And the algorithms with cluster are more
efficient than CFi without cluster.
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Fig. 1. Comparing results on CFi, Kmeans − CFi and our DEHC − CFi. (a) Sim-
ilarity based on cosine. (b) Similarity based on correlation. (c) Similarity based on
adjustedcosine.

http://grouplens.org/datasets/movielens/
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4 Conclusion

A heterogenous dynamic evolutionary clustering collaborative filtering prediction
rating method is proposed in this paper. Firstly, the users and items are regarded
as individuals in the network. Dynamic evolutionary clustering algorithm is gen-
erated for recommender systems. The individuals states update according to the
constructed network model. Individuals with similar state values are divided into
the same cluster according to the stable states. Secondly, in each cluster, item-
based collaborative filtering is proposed. Comparing with several acknowledge-
ment algorithms from several angles, our presented algorithm is more efficient in
terms of accuracy. Online recommendation algorithms are in demand, we would
further consider online dynamic evolutionary prediction ratings in future.
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Abstract. Image matting is a core and challenging operator when
processing images or videos. Its aim is to accurately extract the fore-
ground region from an image. In this paper, we explore sampling-based
image matting. The key optimization problem of sampling-based image
matting is how to search the best foreground-background sample pair
for every undetermined pixel. It is termed as the “sample optimization
problem”. Many sample optimization algorithms have been proposed for
improving the efficiency of searching the best foreground-background
sample pair. However, they fail when premature convergence is occurred.
This paper presents a new sample optimization algorithm, which is based
on convergence speed controller (CSC). The CSC is a general algorithm
strategy. It can be embedded into algorithms and enhance the perfor-
mance of the algorithms by maintaining the convergence speed and pre-
venting premature convergence. By comparing with existing sample opti-
mization algorithms, the experimental results show that our algorithm
is competitive and effective to search the best sample pair and improve
the performance of sampling-based image matting.

Keywords: Image matting · Sample optimization · Premature conver-
gence · Convergence speed controller

1 Introduction

Image matting originated in film and video production [1]. Its goal is to determine
which pixels of undetermined region belong to the foreground region. In general,
this process is based on user-provided extra information, which can be obtained
by a trimap [2]. In the literature, the matting methods are mainly classified into
propagation-based methods and sampling-based methods.

In this study, we focus on sampling-based methods. The basic assumption of
these methods is: the region of every undetermined pixel can be accurately esti-
mated by a pair of foreground-background pixels from known regions. Therefore,
sampling-based methods attempt to sampling some pixels from known regions
c© Springer Nature Singapore Pte Ltd. 2016
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and search the best foreground-background sample pair for every undetermined
pixel. The best foreground-background sample pair is defined as it can accu-
rately estimate the region of current undetermined pixel. Earlier methods were
based on local sampling [2,3]. They constructed sample set by sampling some
known foreground and background pixels from nearby regions of every unde-
termined pixel. In general, the size of the sample set is not huge. The best
sample pair can be found by brute-force method. However, since the limitation
of the sampling rule, the best foreground-background pixels are not always in
constructed sample set. This is called as the missing problem. In order to avoid
missing the best foreground-background pixels, the global sampling method [4]
was proposed to collect all known foreground and background pixels around the
boundary of undetermined region. The global sampling method can effectively
solve the missing problem. However, the time cost of searching the best sample
pair for every undetermined pixel grows rapidly. Therefore, how to search the
best sample pair within an acceptable time cost becomes a key optimization
problem of sampling-based methods. The random search algorithm [4] and the
particle swarm optimization (PSO) [5] have been used to solve the sample opti-
mization problem. The experimental results proved that they can obtain more
accurate matting results than local sampling methods. However, premature con-
vergence is the major obstacle of these algorithms. Once premature convergence
is occurred, their performance will degrade sharply.

In this study, we use the convergence speed controller (CSC) [6,7] to enhance
the performance of sample optimization algorithm. We embed the CSC into
existing particle swarm optimization [5] for verifying whether the CSC can
improve the efficiency of sample optimization algorithm. This new sample opti-
mization algorithm is called as CSCPSO algorithm.

2 Sample Optimization Problem

Image matting is based on a linear combination equation, where the undeter-
mined pixel’s color is combined by a foreground color and a background color.
As shown in Expression (1).

Ik = αkF + (1 − αk)B. (1)

where Ik is the color of the kth undetermined pixel, k = 1, 2, . . . , Nu. Nu is the
number of undetermined pixels. αk is called as the foreground opacity of the kth

undetermined pixel. F is a known foreground color. B is a known background
color. Ik can be directly obtained from the image. In sampling-based methods,
F and B are the optimized variables. They are used for calculating the αk by
Expression (2). The range of αk is in [0, 1]. If αk = 1, it indicates that the kth

undetermined pixel is a foreground pixel. If αk = 0, it indicates that the kth

undetermined pixel is a background pixel. The best foreground-background col-
ors can accurately estimate current undetermined pixel’s region. Sampling-based
methods attempt to obtain the best foreground-background colors by sampling
some known pixels. Once the sample sets are constructed, the next step is to
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search the best foreground-background sample pair for every undetermined pixel.
It is referred to as “sample optimization problem”.

α̂ =
(Ik − B) (F − B)

‖F − B‖2 (2)

In this study, we adopt a classic evaluation model [4] to distinguish the qual-
ities of various foreground-background sample pairs. It is based on spatial and
color characteristics. Formally, for a candidate foreground-background sample
pair (F i, Bj), its evaluation value is calculated by Expression (3).

f
(
F i, Bj

)
= fc

(
F i, Bj

)
+ fs

(
F i

)
+ fs

(
Bj

)
(3)

where F i is the ith foreground sample in foreground sample set, Bj is the jth

background sample in background sample set. fc() is the color evaluation func-
tion. A smaller fc indicates that the candidate sample pair (F i, Bj) can better
explain current undetermined pixel’s color. fs() is the spatial evaluation func-
tion. A smaller fs() indicates that the F i or Bj is spatially closer to current
undetermined pixel. Therefore, a smaller f() value indicates that the quality of
the current sample pair (F i, Bj) is better. The detailed formulation of fc() and
fs() is introduced in [4].

3 Particle Swarm Optimization with Convergence Speed
Controller

According to above description, every undetermined pixel needs to find the best
foreground-background sample pair in sample sets. Therefore, the sample opti-
mization problem can be regarded as a large-scale optimization problem, where
the best sample pairs of all undetermined pixels will be searched at the same
time. In particular, for an image with Nu undetermined pixels, we can construct
a 2Nu dimensional search space. The formulation of every position is shown in
Expression (4)

X = (x1, . . . , xj , . . . , x2Nu
) , j = 1, . . . , 2Nu (4)

where x1, x3, . . . , x2Nu−1 are chosen from {1, . . . , NF }, x2, x4, . . . , x2Nu
are cho-

sen from {1, . . . , NB}. NF and NB are the sizes of foreground sample set and
background sample set. Every odd dimensional value represents a foreground
sample. Every even dimensional value represents a background sample. A adja-
cent pair of odd dimensional value and even dimensional value represents a
candidate sample pair for an undermined pixel. Therefore, Every position is an
overall solution for all undetermined pixels. In this study, we attempt to embed
convergence speed controller (CSC) into particle swarm optimization (PSO) [5]
to solve the large-scale sample optimization problem. CSC includes two rules
and the corresponding trigger conditions [6,7], which can improve performance
of algorithm by maintaining the convergence speed and preventing premature
convergence. Next, the detailed implementation will be described.
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Condition 1 is designed for checking whether the convergence speed of PSO
is too fast and the population diversity is lost. This phenomenon is referred to
as premature convergence. If the condition 1 is met, rule 1 is carried to slow
the convergence speed and recover the diversity by randomly regenerating the
population in search space. Condition 1 is shown in Expression (5).

cos (Xa,Xb) > t1 (5)

where Xa and Xb are two randomly selected individuals in current population.
They are 2Nu dimensional vectors. cos() is their cosine similarity. If this value
is greater than the threshold t1, it indicates the population diversity is lost.

Condition 1 and rule 1 can prevent premature convergence at the appropri-
ate moment. However, the convergence speed of PSO may become very slow
when the high-quality solution is not found. Therefore, in order to accelerate
the convergence speed of PSO under this circumstances, condition 2 and rule 2
are designed. The condition 2 is shown in Expression (6).

V aluegBest − V aluelgBest

V aluelgbest
< t2 (6)

where V aluegBest is the evaluation value of the historical best position of current
population, V aluelgBest is the evaluation value of the historical best position of
the population before p generations. p is a period parameter. Condition 2 is used
to measure the convergence speed of PSO within p generations. If the condition
2 is met, it indicates that the convergence speed of PSO is too slow. Rule 2 will
be carried to accelerate the convergence speed, which is shown below.

Xi,j = gBestj + Norm(0,
NF + NB − 1

D
) (7)

where Xi,j is the jth dimensional value of ith individual, i = 1, 2, . . . , Np, j =
1, 2, . . . , 2Nu. Np is the size of population. gBest is the historical best position of
the current population. Norm(0, NF+NB−1

D ) is an adaptive normal random num-
ber. The parameter D is a multiple of P . In order to avoid producing infeasible
solution, the integer part of Xi,j will be preserved. In addition, if a dimensional
value of the individual is over boundary, it will be modified into the original
value.

As we have discussed, every individual of population obtains a group of the
candidate sample pairs of all undetermined pixels. In order to distinguish the
qualities of various individuals, we adopt a evaluation function, which is based
on the evaluation model [4]. For the ith individual, i = 1, 2, . . . , Np, its evaluation
value was calculated by:

ε (Xi) =
Nu∑
j=1

f (Xi,2j−1,Xi,2j) (8)

where f() is the expression (3). A smaller ε() indicates that the quality of current
individual is better.
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4 Experiments and Results

The aim of the experiments was to prove that the CSCPSO algorithm can effec-
tively search high-quality foreground-background sample pairs, thereby improv-
ing the matting quality of sampling-based image matting. Existing random
search algorithm [4] and particle swarm optimization [5] were used to compare.

In order to avoid missing the best foreground-background pixels, the global
sampling method [4] was adopted to construct the sample sets. For a fair com-
parison, only the sample optimization step was replaced with different sample
optimization algorithms. Other steps kept unchanged. A public test set was used
to as the input images [8], which obtains twenty-seven suit images. In addition,
the maximum iteration number of the proposed CSCPSO algorithm kept same
with [5]. The parameters t1, t2 and p were set to 0.9, 0.001 and 150, which is
conducive to find higher-quality sample pairs.

Table 1. Comparisons of the mean squared error

No Random PSO CSCPSO No Random PSO CSCPSO

Image 1 0.01390 0.00125 0.00184 Image 15 0.00925 0.00388 0.00412

Image 2 0.00702 0.00823 0.00189 Image 16 0.08049 0.06230 0.05170

Image 3 0.01300 0.00421 0.00398 Image 17 0.01092 0.00258 0.00395

Image 4 0.10017 0.02010 0.01637 Image 18 0.01164 0.00381 0.00328

Image 5 0.01580 0.00220 0.00206 Image 19 0.00618 0.00094 0.00110

Image 6 0.01022 0.00267 0.00242 Image 20 0.00445 0.00194 0.00218

Image 7 0.01565 0.00257 0.00205 Image 21 0.02250 0.00484 0.00455

Image 8 0.05726 0.01232 0.01520 Image 22 0.01115 0.00194 0.00314

Image 9 0.01254 0.00250 0.00247 Image 23 0.00449 0.00376 0.00332

Image 10 0.00812 0.00311 0.00309 Image 24 0.00629 0.00445 0.00381

Image 11 0.01297 0.00404 0.00437 Image 25 0.02496 0.01550 0.02241

Image 12 0.00486 0.00282 0.00213 Image 26 0.04748 0.02544 0.02455

Image 13 0.05717 0.02158 0.02010 Image 27 0.02088 0.01633 0.01579

Image 14 0.00460 0.00200 0.00255

The quantitative comparisons among matting results of different sample opti-
mization algorithms are shown in Table 1. This is based on mean squared error
(MSE). The MSE is a quantitative metric, which is used to measure the dif-
ference between the experimental matting result and the true matting result.
A smaller MSE indicates that the experimental matting result is closer to the
true matting result. By observing the MSEs of different algorithms, we found
that the MSEs of the CSCPSO algorithm are smaller than the values of the
random search algorithm on all test images. It indicates that the performance of
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CSCPSO algorithm is higher the random search algorithm in sample optimiza-
tion step. Besides, the MSEs of the CSCPSO algorithm are also smaller than the
values of the particle swarm optimization on seventeen test images. Therefore,
the experimental results can prove that the convergence speed controller (CSC)
can enhance the performance of sample optimization algorithm and improve the
accuracy of sampling-based image matting.

5 Conclusion

The sample optimization problem is the key optimization problem of sampling-
based image matting. Its aim is to find the best foreground-background sample
pairs for all undetermined pixels within an acceptable time cost. In this study, in
order to improve the efficiency of sample optimization algorithm, we embedded
the convergence speed controller into particle swarm optimization to maintain
the convergence speed and prevent premature convergence. By comparing with
the existing sample optimization algorithms. The experimental results show that
the proposed CSCPSO algorithm is competitive and effective to solve the sample
optimization problem.
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Abstract. This paper designs two histogram segmentation method
based on evolutionary algorithm, which combined with the analysis of
image of maize diseases and insect pests, with full consideration of color
and texture characteristic of the lesion of pests and diseases, the image
color and gray composed of two tuples to build a two-dimensional his-
togram, solves the problem of one-dimensional histograms cannot be
clearly divided into target and background bimodal distribution, and
improved the traditional two-dimensional histogram application in pest
damage lesion extraction.

Keywords: Crop diseases and insect pests · Evolutionary algorithm ·
Disease spot extraction

1 Introduction

In recent years, as the country pay more attention on the problem of “agricul-
ture, countryside and farmers”, “precision agriculture” concept gradually on the
rise. The new ideal of using information technology and computer technology to
assist farmers to carry out agricultural production has been put on the agenda.
In order to solve the problem of fuzziness and subjectivity in the detection and
identification of crop diseases and insect pests, graphics and image processing
technology is introduced into the field of agricultural pests identification and con-
trol. Image classification and recognition technology of crop pests and diseases is
the application of image processing technology in the field of crop diseases and
insect pests identification [1], The image classification and recognition technol-
ogy will be able to rely on computer image obtain a large amount of information,
as the basis for the diagnosis of diseases and insect pests, can make up for the
shortcomings of traditional diagnostic techniques, which has the characteristics
of less input parameters, fast diagnosis, high accuracy and good real-time perfor-
mance, so it has important significance for the timely provision of the necessary
information and the prevention and treatment of diseases and insect pests of
agricultural workers.

Research on the diagnosis and image recognition of crop diseases and insect
pests on machine vision in foreign countries should be carried out earlier
c© Springer Nature Singapore Pte Ltd. 2016
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[2–4]. As early as 1985, Related researchers identified disease spot by the shape
characteristic of grain. In recent years, with the development of computing
power, especially the development of pattern recognition and image process-
ing, computer vision technology has been developed. The experimental results
show that the research has high recognition efficiency.

2 Evolutionary Algorithm

Evolutionary algorithm is an iterative search algorithm proposed by Holland in
1975. Evolutionary algorithm [5,6] is based on Darwin’s theory of biological evo-
lution, which is the nature of biological evolution, the nature of the population
to be integrated into the algorithm, so that the algorithm is intelligent and par-
allel. At the same time, the reasonable design evolution algorithm can effectively
avoid the local optimization problem in the process of solving the problem, and
the algorithm has strong robustness. Evolutionary algorithm essentially is a kind
of probability of random search, but with adaptive, refer to the “survival of the
fittest, the survival of the fittest” evolutionary ideas.

The algorithm gives a fitness value of each individual in the population, which
represents the survival probability of the individual in the process of biological
evolution. The higher fitness of the individual, then the probability of its entry
into the next generation of reproduction is high. The optimal solution of the
individual with the highest fitness value is obtained by genetic decoding.

3 Analysis of Diseases and Pest of Crop

3.1 Analysis of Image Gray

The gray images of crop diseases and insect pests include many features of the
image. Among them, the gray histogram can be generalized to represent the gray
statistical information of the image [7], and can get the description information
for a particular type of image. As shown in Fig. 1, in order to analyze the image
of the corn big spot for the analysis of the target, the original image gray level
256 gray level, the use of gray scale histogram for the analysis of pests and
diseases. It takes the maize big spot disease image as the analysis target, carries
on histogram the original image to 256 gray level, uses the gray histogram to
carry on the analysis. From the visual angle of analysis, leaf disease has obvious

Fig. 1. Analysis of gray of big spot disease image. (Color figure online)
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characteristics of the external position through the observation. The gray value
of disease spot are significantly higher than that of no symptoms around the
lesion area. From the point of view of statistical information, it can be found
that the gray value of the image of the maize spot disease showed a single peak
distribution, and in the 100 areas of gray value change significantly, the frequency
of rapid decline.

Fig. 2. Gray histogram distribution characteristics of large spot disease image.

Table 1. Gray information of plant diseases and insect pests image

Image type Mean value Mean square error Entropy Energy

No symptoms of image 147.67 13.87 5.82 0.019

Big spot disease 109.30 30.27 6.80 0.012

Cochliobolus heterostrophus 125.11 43.41 7.01 0.010

Gray leaf spot 127.28 32.63 6.85 0.011

Cercospora leaf spot 146.01 26.39 6.64 0.012

Anthrax 147.14 32.11 6.90 0.009

The infection process of the leaf of crops is the pathogen invading the local
side and gradually outward to form the green spot which differ in size, color and
shape. The lesion and healthy leaf area in the color difference, and this difference
in gray image performance as gray inhomogeneity. As shown in Fig. 2, analysis
showed that lesion location of gray values broadly distributed in more than 100,
and no symptom location of gray values broadly distributed below 100. It is
obvious that Gray mean value of pest lesion position in the image is higher than
that of the disease-free area from Tables 1 and 2.
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Table 2. Chroma information of image of plant diseases and insect pests

Types of spot Mean value Mean square error Entropy Energy

No symptoms image 67.34 2.76 3.11 0.153

Big spot disease 63.77 11.94 4.58 0.069

Cochliobolus heteostrophus 55.16 10.46 5.01 0.041

Gray leaf spot 75.98 21.85 6.13 0.017

Cercospora leaf spot 58.54 9.22 4.87 0.044

Anthrax 44.74 10.99 5.04 0.038

3.2 Analysis of HSI Chroma

General pest spots will appear yellow, red brown, brown and other strange col-
ors. Therefore, it can be more effective to reflect the visual characteristics and
statistical characteristics of the diseased leaves by analyzing the color value of
the image of plant diseases and insect pests in the HSI color space [8]. As shown
in Fig. 3 the big spot disease image of maize is converted to HSI color space
from the RGB color space for analysis. In order to facilitate the observation
and analysis, to obtain the color value H in the HSI color space, calculate the
conversion image I which is divided into 256 levels. The position of disease spot
in converting image I has obvious external dissimilarity compared to disease-
free position, and the bimodal phenomenon can be observed in the statistical
histogram.

Fig. 3. Analysis of HSI chroma of big spot disease. (Color figure online)

4 The Segmentation Scheme of Spot Disease Based
on Genetic Algorithm

4.1 The Combination of Genetic Algorithm and Chroma-Gray
Histogram

Threshold segmentation is an effective method of image segmentation, and the
ideal situation of threshold segmentation is the statistical histogram of the image
to be bimodal, and the valley in the histogram is used as the segmentation
threshold to separate the object and background [9]. But in most cases, the
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image histogram is not the bimodal form, more is a single peak or multi-peak
shape, this will make the selection of the threshold of the histogram segmenta-
tion is difficult. Two dimensional histogram i, j respectively represent the image
of the two indicators. Taking the frequency of two tuples(i, j) as the vertical
coordinate to establish 3D information coordinate of image. Set the frequency
of two tuples(i, j) fij , in which, respectively, corresponding to the gray value of
the pixel and the right pixel gray value, the joint probability density is defined
as the formula (1)

pij =
fij

M × N
(1)

Where, M ×N is the size of image. In order to form the gray level co-occurrence
matrix, which represents the gray spatial variation. Two dimensional histogram
is divided into four regions by using two thresholds (t, s).

In the previous section of pest damage image analysis, we can know, Lesion
location in the image gray value characteristics and no symptom location gray
value feature has a obvious gap, but single gray-scale information cannot be
well determine the location of the lesion in the image, also prone to regional
misjudgment of the situation. Therefore, this study proposed a segmentation
method based on chroma-gray histogram. The chroma value is divided into K,
the chroma of non green area is divided in [t,K − 1], the gray value is divided
into L. Count the frequency of two tuples(i, j) which consisting of chroma value
and gray value. The distribution probability of the region 0 and region 1 are
represented by P0 and P1 after threshold (t, s) segmentation. Formulas (2) and
(3) are used to represent the distribution probability of the two region.

p0 =
∑t

i=0

∑s

j=0
pij (2)

P1 =
∑K−1

i=t+1

∑L−1

j=s+1
Pij (3)

Area 0 is defined as the background region, and the region 1 is the target
area. The region 2 and region 3 are negligible noise points and scattered points.
Expressed as a formula 4

P0 + P1 ≈ 1 (4)

Thus, in a two-dimensional histogram, the distance measure defined by
Region 0 and region 1 can be expressed as a formula (5)

δB(t, s) = P0(ξ0 − ξ)2 + P1(ξ1 − ξ)2 (5)

Where, ξ0, ξ1 is mean value of element of region 0 and 1. ξ is Population mean
value. Figure out the value of (t∗, s∗) as the threshold of image segmentation
when δB is the largest value.
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5 Summary

First of all, this paper analyzes the data of maize diseases and pests damage
image, in terms of both gray and chroma space of image in global and local
statistical characteristics of the data analysis, taking differences in lesion loca-
tion to obtain and disease-free position of the color, texture, etc. as pest image
segmentation and extraction of the lesion. According to the analysis of plant dis-
eases and insect pests image, gray image and the HSI color space of color image
composed of two tuples to build a two-dimensional histogram, to better describe
the distribution of pixel, to solve the one-dimensional histograms cannot be
clearly divided into target and background bimodal distribution situation, and
improve the using traditional two-dimensional histogram in pest damage lesion
extraction. Finally, experimental results show that the algorithm of lesion region
extraction is effective, and discuss the weight matrix parameters setting effect of
experimental results. Through comparison with the traditional Otsu algorithm,
EM clustering algorithm, indicating the applicability of the algorithm of crop
disease, insect and pest image, at the same time, through comparative tests with
Gauss MRF and tsrg algorithm, the algorithm in the spot region extraction effect
of the superiority.
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Abstract. Fine-grained image categorization is a categorization task,
where classifying objects should be the same basic-level class and have
similar shape or visual appearances. Generally, the bag-of-words (BoW)
model is popular in image categorization. However, in BoW model, the
feature quantization for image representation is also a lossy process,
which severely limits the descriptive power of the image representation.
Fisher vectors employ soft assignments and reduce information loss due
to quantization by calculating the gradient for each parameter separately,
which have been shown to outperform other global representations on
most benchmark datasets. In this paper, the acquired template is repre-
sented by Fisher Vector (FV). Combing FV with improved spatial pyra-
mid matching (SPM) respectively, we use an approach, i.e., FV+SPM,
to obtain feature representation. Experimental results show that our
method outperforms state-of-the-art categorization approaches on the
Caltech-UCSD Birds dataset.

Keywords: Image categorization · Fisher vector · Template matching

1 Introduction

Fine-grained image categorization aims to achieve a categorization task, where
classifying objects should have similar shape or visual appearances and belong
to the same basic-level class [1–3]. Unlike the basic-level categorization, fine-
grained categorization needs more local information, and the obtained feature
should be more discriminative and characteristic.

Fine-grained categorization requires an algorithm to discriminate delicate
differences among highly similar object classes. Traditional the bag-of-words
(BoW) approach does not meet the requirements of fine-grained categoriza-
tion. When we construct BoW model, fine-grained image categorization can
produce more redundant words than the general image categorization, which
will increase computation complexity. Moreover, BoW model doesn’t describe
direction information, and Fisher vector (FV) avoids this default and can best
fit image data. Recently, the performance of template matching has been greatly
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 413–419, 2016.
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increased by FV which codes higher order statistics of local features. In this
paper, fine-grained image categorization with FV [4] based on template matching
is implemented. We extract feature points of the training samples, and establish
Gaussian mixture model (GMM) to approximate the distribution of samples.
Accordingly, we can obtain the FV feature by the derivation of the GMM [5–7].

The FV represents the entire distribution feature of image, so that the scale
and orientation of object in an image need not be specifically processed. We intro-
duce spatial information based on improved spatial pyramid matching (SPM)
[8]. Spatial pyramid is gathered on different spatial resolution in partially dis-
ordered images. SPM achieves the statistics on different levels, and it mainly
reflects on statistical feature of information distribution.

The remaining part of this paper is organized as follows: Sect. 2 discusses
related work. Section 2 describes the FV and GMM. Section 3 describes templates
and feature representation. Section 4 describes image coding based on SPM.
Experiment results are described in Sect. 5, and Sect. 6 concludes this paper.

2 The FV and Gaussian Mixture Model

In this section, we introduce the Fisher Vector (FV) and establishment of GMM.
We first describe the principle of the Fisher Kernel (FK) [9] and how to build
GMM.

Let X = {xt, t = 1, 2, . . . , T} be a sample set of local feature descriptors,
T is the number of the samples. X can be described as the following gradient
vector [9]:

GX
λ =

1
T

∇λ log μλ (X) (1)

where μλ is likelihood function, i.e., p (X|λ), with the parameter λ and GX
λ ∈

RM . We can use the following equation to measure the distance between the
sample X and the sample Y :

K (X,Y ) = GX
′

λ F−1
λ GY

λ (2)

Since Fλ is positive semi-definite, it is reversible. Using the Cholesky decompo-
sition F−1

λ = L
′
λLλ, and Fλ is the Fisher information matrix:

Fλ = Ex∼μλ

[
∇λ log μλ (x)∇λ log μλ (x)

′]
(3)

Assuming that the above feature distribution is independent and gov-
erned by the mixture Gaussian distribution, we can use K Gaussian distri-
butions to express these independent distributions. Let the parameter λ =
{wi, μi,

∑
i i = 1, 2, . . . ,K}, we can obtain the value of logarithm:

p (xt|λ) =
K∑

i=1

wipi (xt|λ) (4)
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Fig. 1. Acquisition of the templates Fig. 2. Construction of SPM

pi (x|λ) =
exp

{
− 1

2 (x − μi)
′ ∑−1

i (x − μi)
}

(2π)D/2 |∑i|1/2
(5)

where pi in the Eq. 4 expresses Gaussian distribution, and wi represents linear
combination coefficients, and

∑N
i=1 wi = 1. In the Eq. 5, D is the dimension of

feature vectors. And then, we can calculate the partial derivatives of the Eq. 4,
and compute its gradient to obtain FV of an image. Assuming that the dimension
of sample feature is D-dimension and K number of Gaussian is selected, the
dimension of FV feature is (2 × D + 1)×K dimension. After the FV is obtained
[10,11], we use L2-normalization [12] to replace Kernel and power normalization
in each dimension.

3 Templates and Feature Representation

A feature difference response diagram [13] is obtained by randomly matching
between image templates and one image [2,13] in our method. Through statistics
of the response diagram, we can acquire the final image encoding. After we obtain
training image samples, acquisition of the templates are carried out in training
samples [2,13]. For each training image A, if it has S different feature types (e.g.
RGB, SIFT, HOG, et al.) [14,15], they are described as {As}S

s=1. A template

image is represented as T =
(
{As}S

s=1 , {r, s}
)
. Each set of r and s represent

location information of the template in the image. The template acquisition is
shown in Fig. 1. We extract feature points of the training samples, and establish
GMM. We represent each template with the obtained GMM, based on which
FV of each template can be obtained [16–18].

4 Image Coding Based on SPM

In the SPM procedure, the image is divided into different levels, i.e., layer 0,
layer 1, and layer 2. Then, we deal with statistical image information respec-
tively. The process is shown in Fig. 2. The first layer has 4 blocks, the second
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layer has 16, and the layer i has blocks 2i ×2i. Statistical information at different
levels in different blocks is concatenated and normalized, which form the final
image statistics.

Considering computational complexity, we employ the statistical information
from two layers of Pyramid [19]. At the layer 0, we take the three biggest similar-
ity of response diagram from a block. The same processing step is carried out in
each block of different layers. The three locations with biggest similarity values
should have a certain distance, which is beneficial for whole statistics of a block.
We can obtain statistical distribution of whole and local similarity, which repre-
sent response vector of a template on the image [20]. Finally, we joint response
vectors of all the templates. Matching is carried out using the same template
sets, then the statistic feature of each image is obtained.

5 Experiments

The proposed method is implemented in MATLAB (Version R2010a) on a
machine with an Intel core i5-5200 CPU, 8 GB memory and Microsoft Windows
7 operating system.

We use Caltech-UCSD Birds dataset (CUB-200) as test set, which is widely
used in the fine-grained image categorization. CUB-200 dataset contains 200 bird
images. Each category contains 15 training images and 10 to 25 test images. We
use a part of the image library [21] and verify our categorization performance.
We only consider 13 categories of birds from the Black Capped Vireo to the
Downy Woodpecker.

CUB-200 dataset has a coarse segmentation, and we use this segmentation in
the training samples. We first take out the target from images as a new training
sample set, and get a template in the selected target image. In our experiments,
we select templates with five sizes, i.e., WH = [20 20; 50 50; 100 100; 50 80; 80
50], where WH is width and height of a template.

Firstly, images are segmented in the training sample by SLIC super-pixel
segmentation. Since images have been segmented roughly in this dataset, we
can use the segmented target regions. So the number of super-pixel blocks is
initialized 150 blocks, and we extract RGB features of each image. These RGB
feature points are used to establish GMM. Figure 3 show that the number of
GMM has an effect on algorithm performance.

In order to discuss how the number of GMM influences on the algorithm, we
fix other parameters. In experiments, we randomly select six different locations
in each training samples, so that we get 13×15×5×6 = 5850 templates, which is
expressed by FV coding with power normalization and L2-normalization. Finally,
we use 1 × 13 vectors in SPM model that represents the matching result of each
template. When the number of GMM is fewer, it is more difficult to obtain the
accurate feature distribution; When the number of GMM is larger, the feature
point is fewer and this will cause the average accuracy rate to decline. So, we
select five GMM in our experiments.

Figure 4(a) shows response diagram of a template in an image, where we con-
sider the three maximum similarity values with a certain distance. The distance
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Fig. 3. The relation of algorithm
performance and number of GMM

(a) (b) (c) (d)

Fig. 4. Formation of 1×13 vector

among the three points with maximum similarity values should larger than 0.1
times the width (height). In Fig. 4(b), the image is divided into 2 × 2 blocks,
and we only consider the maximum similarity value of each block; In Fig. 4(c),
the image is divided into top, middle and bottom part. We only consider the
maximum similarity value of each block. The processing procedure of Fig. 4(d) is
similar to Fig. 4(c). Finally, we can get a vector with thirteen dimensions, which
represent the coding of a template in an image. We extract only the RGB feature
and use coding method based on the SPM model. The number of templates, ran-
domly selected from each training image, has great influence on image coding.
Figure 5 shows how the number of templates affects algorithm performance.

Fig. 5. The relation of
number of template and
algorithm performance

Table 1. Comparison
of classification results

Algorithms MAP

cSIFT+SPM 37.12%

MKL 37.02%

Birdlet 40.25%

CF+AF 39.76%

Ours(FV+SPM) 40.30%

Our model runs 46 min 30 s, in which the feature extraction only takes 2 min
10 s and FV representation based on SPM takes 44 min 20 s. For accurately
describing image information, FV representation based on SPM is implemented
by two traverses in our experiments, so that it takes most of the time. In addi-
tion, we achieve two other models: FV+VQ (Vector Quantization) and FV+LLC
(locality-constrained linear coding). Figure 5 shows the relation of number of
KNN and algorithm performance, where the codebook size of the two models is
200 × 200.

The compared methods include: cSIFT + SPM [8], MKL [2], Birdlet [22], and
CF+AF [18,23]. We use confusion matrix and mean average precision (MAP)
as evaluation criteria, and the classification results are shown in Table 1. From
Table 1, we know that our method improves classification performance compared
with other methods.
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6 Conclusion

In this paper, we implement fine-grained image categorization with FV. Firstly,
we discuss about Fisher Kernel and how to create GMM. And then, we obtain
the statistic feature of each image. Finally, we obtain code of an image based on
SPM. After matching each template and image and obtain response diagram of
similarity, the spatial hierarchical statistics is obtained for coding image. Finally,
image categorization is carried out using SVM. Compared with other methods,
our method generally improves the accuracy rate of categorization.
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Abstract. Genome-wide association studies (GWAS) are used to iden-
tify diseases associated with single nucleotide polymorphisms (SNPs).
But many existing methods did not consider the interactions among
SNPs while SNPs form a network in complex interrelated ways. In our
research, we attempted to establish case and control mutual informa-
tion networks based on simulation data of breast cancer associated gene
BRCA2. By constructing the network and comparing the network sta-
tistics, the average degree of network is found to clearly distinguish the
case and control groups. Starting from the network structure, we put
forward a method to find “structural key SNPs”, and got four structural
key SNPs. Two out of these four SNPs are pre-assigned causal SNPs in
BRCA2. A large number of simulative experiments and results illustrate
the feasibility of our proposed method.

Keywords: Genome-wide association studies (GWAS) · Complex net-
work · Mutual information · Network statistics · SNP-SNP interaction

1 Introduction

Genome-wide association studies (GWAS) aim to find the association relation-
ships between genes and complex diseases at the whole genome level. It was
firstly proposed by Risch and Merikangas [1] in 1996 and has been widely used
in detecting causal genes of complex diseases in recent years. Many causal genes
has been detected through different methods of GWAS. In 2011, it is used the
method named Taq-Man to identify SNP locus rs3803662 of gene TOX3 related
to causal type and histological classification in [2]. In 2012, Ghoussaini iden-
tified three risk susceptibility loci rs2823093, rs10771399 and rs1292011 asso-
ciated with breast cancer, and rs10771399 had been verified to be important
c© Springer Nature Singapore Pte Ltd. 2016
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in the development of breast cancer and bone metastases in [3]. After that, in
2013, Kong proposed a method based on independent component analysis in
gene expression data of breast cancer and obtained 35 genes closely related to
breast cancer [4]. Although many causal genes associated complex diseases have
been detected, many methods did not consider the interactions among SNPs.
In our research, we considered the complex relationships and used the complex
networks to describe the complex interactions, which have been used to design
powerful computing models [8–12].

Based on simulation data of breast cancer susceptibility genes, we transform
the data into genotyping data and establish mutual information using approaches
from [5–7] network of case and control groups with many thresholds. As well, six
statistics features of the two networks have been compared, which are average
path length, average clustering coefficient, average degree, modularity measure,
average betweenness and network density. It is found that suitable value to the
threshold by these comparison and find that average degree can distinguish the
networks of the case and control groups significantly. We use the the average
degree of suitable thresholds to establish the networks and find SNPs that are
different in case and control groups as “structural key SNPs”.

2 Preliminary Knowledge

2.1 Mutual Information Network

Traditional methods of modeling network are mainly used to represent the
process of gene expression and interaction [13], but reverse modeling [14] uses
various methods of data analysis to discover the relationship between the fac-
tors. Compared to the former, reverse modeling is on the basic of the data and
tries to estimate the network from the data. Once the network is established,
the result of the data expression can be predicted from the network.

With the study of biological networks in [15–17], correlations among elements
are described more and more accurately, such as Pearson correlation coefficient
[18] and Spearman correlation coefficient [19]. Mutual Information is a method to
measure correlation based on the entropy of information. In this paper, networks
are established based on mutual information to analyze the difference between
case and control groups.

We use original data and transform these data into a vector matrix, each row
for a vector. Let X and Y be two vectors from this vector matrix. By H(X,Y )
it is denoted the joint entropy of X and Y , which is the uncertainty measure of
the binary random variables, defined as:

H(X,Y ) =
∑
x,y

p(x, y)log
1

p(x, y)
, (1)

where p(x, y) is the frequency when X and Y appear at the same time. On the
basis of this definition, the mutual information is defined as follows:

I(X;Y ) = H(X) + H(Y ) −H(X,Y ), (2)
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The bigger I(X;Y ) is, the greater correlation between X and Y is. I(X;Y ) = 0
indicates that X and Y are independent. Thus, the mutual information expresses
the correlations between the two vectors of SNPs.

2.2 The Statistics of Network

Here is a brief introduction to the statistics of complex network involved, more
details can be found from [20]. Let G = (V,E) be a complex network with n
nodes, where V = {1, 2, 3, . . . , n} and E are the set of nodes and the set of edges
in the network G respectively, m = |E| is the number of edges.

(1) Average Path Length (L)
In the network, the distance, denoted by dij between nodes i and j is defined
as the number of edges in the shortest path connecting the two nodes. Average
path length (L) is defined as the average distance of all the pairs of nodes:

L =
1

0.5n(n− 1)

∑
i>j

dij . (3)

(2) Average Clustering Coefficient (C)
Clustering coefficient, denoted by Ci is defined as the ratio of the number of
triangles connected to node i to the number of triples connected to node i,
namely:

Ci =
Ni

Mi
, (4)

where Ni is the number of triangles connected to the node i and Mi is the
number of triples connected to the node i. Average clustering coefficient (C) is
the average of clustering coefficient of all the nodes.

(3) Average Degree (K)
Degree of the node is defined as the number of other nodes connected to the
node, and the network degree is the average of all nodes.

(4) Modularity Measure (Q)
Modularity measure is to measure the strength of the network community struc-
ture. It was first proposed by Newman [21]. Modularity measure (Q) is defined
as:

Q =
∑
i

Qi =
∑
i

(eij − a2i ) (5)

where ai is the sum of the elements in the ith row (or column), representing
the proportion of the edges connected to the ith community on all sides. By eij ,
it represents the proportion of edges that are connected to i community and j
community on all sides. The size of the modularity measure depends mainly on
the distribution of nodes in the network. It can be used to measure the quality of
network community classification. The closer that the value is to one, the better
quality the partition has. So it is possible to get the best community division by
maximizing modularity measure.
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(5) Average Betweenness (B)

Betweenness of the node i is defined as the ratio of the number of shortest paths
through node i to the number of all shortest paths, which is defined as:

Bi =
Si

S
, (6)

where Si is the number of shortest paths through node i, and S is the number
of all shortest paths. Average betweenness is the average of all nodes.

(6) Network Density (D)

Density is a measure of the completeness of the network. It is defined as the
ratio of the number of edges in the network to all possible edges, denoted by

D =
2m

n(n− 1)
. (7)

3 Data Sources

The data files of BRCA2 contain 88 SNPs from HapMap. The hap file is a file of
known haplotypes, with one row for a SNP and one column for one haplotype.
The legend file is for the SNP markers, this file has four columns with one row
for each SNP, and the columns should contain an ID for each SNP, the base pair
position of each SNP, base represented by 0 and base represented by 1. The map
file contains the fine-scale recombination rate across the region, and this file has
three columns with one line for each SNP [22].

In these files, some data are all 0 or all 1 and these data should be deleted
from the original data, because we focus on the structure of gene networks and
these data make no contribution to network structure. We get the remaining
data of 45 SNPs as source database, which are placed in the same directory
as the HAPGEN2 binary file. Running HAPGEN2 software with programming
codes:

./hapgen2 -m BRCA2.map -l BRCA2.legend -h BRCA2.hap -o BRCA2.out
-dl 31821690 1 1.5 2.25 31834646 0 2 4 -n 1000 1000.

The simulation is performed with data of 1000 groups of case and 1000 groups
of control. Two disease SNPs are randomly simulated, at positions 31821690
and 31834646, with heterozygote risks 1.5 and 2, homozygote risks 2.25 and 4
respectively. The out files contain the results of the simulation.

It is used the gen file with 45 rows, and every row having the data creating
by one SNP of 1000 groups. The columns contain the ID, rs id of the marker,
the base pair and 0 or 1 data. We delete the first five columns and transform
this file into a vector matrix by representing one row as a vector. Every three
numbers represent one individual at one vector, we use one of 0, 1, 2 numbers
to represent one genotype to transform data of 0 and 1 to the data of 0, 1 and
2 to get the final vector matrix for later calculation.
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4 Method and Results

4.1 The Selection of Threshold

We take each row as a vector to calculate the mutual information of every two
vectors based on (2), with the maximum value 0.63 and the minimum value 0.
We set a threshold and select SNPs whose mutual information is over the thresh-
old as close SNPs and take these SNPs as nodes to create networks. Analyze and
compare six statistics of the network: average path length (L), average clustering
coefficient (C), average degree (K), modularity measure (Q), average between-
ness (B) and network density (D). Each statistic reflects the characteristics of
the network and represents the variation of the mutual information between two
SNPs. We take steps of 0.01 from 0 to 0.63 and calculate value of the network
statistics for each threshold shown in Fig. 1.

With analysis above, lines of network density (D) and average clustering
coefficient (C) in the case and control groups interweave together, they cannot
distinguish the case and control groups.

As we can see from Fig. 1, when 0 < threshold < 0.21, average betweenness
(B) has similar changing tendency in the case and control groups. When the
threshold 0.21 < threshold < 0.63, average betweenness (B) decreases and it
is higher in case group than control group. It shows that with the increase of
mutual information threshold, the number of network edges decreases, and the
number of nodes also decreases.

About average path length (L), it can distinguish these two groups when 0.2
< threshold < 0.4, but the threshold range is limited.

About the average degree (K), it can be found that there is a big difference
in a long range of threshold of case and control groups. And the average degree
(K) is rising along with the increase of threshold, this can be correspond to the
isolated points in the network.

– When the threshold 0 < threshold < 0.2 or 0.43 < threshold < 0.63, modularity
measure (Q) in the two groups rises gradually, but the changes are almost the
same, and when 0.2 <threshold < 0.43, there is a great difference in the two
groups.

– When threshold > 0.62, there is only a fully coupled network of two nodes in
the case and control groups, so the value of average clustering coefficient (C)
and average path length (L) are both one.

– When the threshold is still increasing, the network is isolated, and the value
of average clustering coefficient (C) and average path length (L) are missing,
and average degree (K), modularity measure (Q), average betweenness (B)
became zero.

In summary, network density (D) and average clustering coefficient (C) can-
not distinguish the case and control groups, while average path length (L) and
average betweenness (B) can distinguish these two groups, but the threshold
range is limited. However, average degree can distinguish these two groups in
a large range of threshold, so average degree is chosen for distinction between
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Fig. 1. Comparison of four statistics between case and control group networks for gene
BRCA2 with different thresholds, the abscissa standing for the threshold, the ordinate
for the respective statistics, red for case and blue for control (Color figure online)
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two groups. We get the suitable threshold range for each statistic of the network
shown in Table 1.

Table 1. Threshold range which can distinguish the case and control groups of four
statistics.

Statistic of the network Threshold range

average degree (K) 0.09-0.34

modularity measure (Q) 0.2-0.28

average path length (L) 0.2-0.3

average betweenness (B) 0.21-0.3

From Table 1, every statistic has a different threshold range, but they have a
common region. Combined with Figure 1, we choose 0.27 for the best threshold,
it can mostly distinguish the case and control groups. We create the complex
network when threshold is 0.27.

As seen from Fig. 2, the network structures of these two groups are signifi-
cantly different. In the control group, there is a lot of isolated points and it has
a weak connection. But in the case group, many isolated points are no longer
isolated and it has a closer connection. There are 36 out of 45 connected points
and nine isolated points in the control group, while the same indicators in the
case group are 39 and six. It indicates that our threshold 0.27 is suitable.

4.2 Structural Key SNPs

Structure determines function, and difference of function is determined by dif-
ference of the structure. In this paper, the difference is refined to each node.
Average degree can be fine to distinguish case and control groups, so we choose
average degree (K) to describe the difference of SNPs in the case and control
groups.

Structural key SNPs are SNPs that have greater contributions to network
structure, including positive and negative contributions. Positive contribution
refers that degree of node in the case group is greater than control group. Other-
wise we call negative contribution. Through the observation of Fig. 3, compared
with the case and control groups. Four SNPs which have the max positive con-
tribution are obtained, they are rs9534174, rs4942448, rs9534262 and rs206146.
Two SNPs which have the max negative contribution are obtained, they are
rs4942448 and rs206146. When the mutual information threshold is set to 0.27,
we choose SNPs which have a contribution larger than three as structural key
SNPs, and then we get four structural key SNPs shown in Table 2.

Based on the result shown in Table 2, we get four structural key SNPs, they
are rs9534174, rs4942448, rs9534262 and rs206146. In these four structural key
SNPs, rs4942448 and rs9534262 are the causal SNPs we set up in advance. These
experiments and results illustrate that our method is effective.
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Fig. 2. The mutual information network of gene BRCA2 for case and control groups
respectively at threshold = 0.27, first figure for the case group and the second for the
control group
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Fig. 3. The contributions of SNPs on gene BRCA2 to the network structure at t = 0.27

Table 2. The selected SNPs and the corresponding contribution on the condition of
threshold = 0.27.

Structural key SNPs Δd

rs9534174 3

rs4942448 4

rs9534262 3

rs206146 5

Δd is the difference of
average degree between
case and control groups

5 Conclusion

This paper uses Genome-wide association studies (GWAS) to identify diseases
associated with single nucleotide polymorphisms (SNPs). It is established a case
and control mutual information networks based on simulation data of breast
cancer associated gene BRCA2, wherein the average degree of network is found
to clearly distinguish the case and control groups. As results, we identified four
structural key SNPs with two of the four SNPs being pre-assigned causal SNPs
in BRCA2. We compare the network structure statistics to obtain the structural
key SNPs. However, finding association between SNPs and diseases in all chro-
mosome needs further study. Through numerical experiments, we find that the
number of samples will affect mutual information: when the number of samples
is small, mutual information is higher, but when the number of samples is large,
mutual information decreases gradually.

This paper argues that, few samples could cause incomplete database without
enough specific individuals, but too much samples will cause redundancy and
increase the computational complexity. It is still a challenge to use neural-like
computing models [23–30] to determine the suitable upper and lower bounds.

Bio-inspired computing models, mainly include DNA computing models
[31,32] and membrane computing models [33–35] have been used in gene sig-
nal detection, such as nuclear export signals [36] and ultra DNA signals [37] in
recent works. It is of interest to use such bio-inspired models to analyze SNP
Networks, combining some information processing technology.
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Abstract. The ROF (Rudin-Osher-Fatemi) model is one of the most
successful and widely used models in image deconvolution. However,
efficiently solving this model is usually impractical because of its non-
smoothness. To solve the ROF model quickly and accurately to improve
image deconvolution, a novel algorithm based on the splitting Bregman
method and the two-step iterative thresholding method (2-SITM) is pre-
sented. The ROF model is decomposed into several sub-problems using
the split Bregman method. These sub-problems are then solved by cor-
responding methods to obtain their closed-form solutions. To compute
the denoising sub-problem, the 2-SITM is introduced. Compared with
the popular iterative thresholding method, the 2-SITM is conducive to
improving the performance of the presented algorithm. In an experiment,
uniform-blurry images are restored by the 2-SITM to verify its effec-
tiveness. Results also show the superior performance of the presented
algorithm to some similar state-of-the-art algorithms.

Keywords: Image deconvolution · ROF model · Splitting Bregman
method · Denoising sub-problem · Two-step iterative thresholding
method (2-SITM)

1 Introduction

Removing the blur and noise in a degraded image is no easy task because of
the ill-poseness of image deconvolution. To eliminate the adverse effects of ill-
posedness problem, image deconvolution is generally modeled as a global opti-
mization problem. Among the variety of deconvolution models, the ROF model
may be the most successful in preserving the edges of restored images [1]. How-
ever, because of the non-smoothness of the total variation (TV) term of the
objective function, solving the ROF model effectively, rapidly, and accurately is
a key problem. Therefore, quickly restoring images with high quality is the main
criteria for evaluating the performances of deconvolution algorithms based on
the ROF model. Aside from image deconvolution, the ROF model has also been
applied in many other fields, such as image denoising [2] and image inpainting
[3]. The ROF model is originally presented by Rudin et al. [4], and is a popular
powerful tool. To solve the ROF model, Rudin et al. applied the time marching
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 431–440, 2016.
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method to its Euler-Lagrange (EL) equation. However, because of the nonlinear
and non-smooth term of the EL equation of the ROF model, the convergence
of the time marching method cannot be guaranteed. Moreover, the constraint
on the stability of the time-step makes slows down the computation of the EL
equation of the ROF model. To improve the convergence of the EL equation
and to reduce its computational complexity, Chan et al. [5] introduce the dual
variables to replace the outliers of the EL equation of the ROF model, and
then alternately estimate the primal variables and dual variables using New-
ton linearization technology. Computing the EL equation of the ROF model is
inefficient in large-scale data (e.g., images), which reduces the quality of image
deconvolution. To solve the ROF model efficiently and to eliminate the effect of
its non-smoothness, Wang et al. [6] presented an image deconvolution algorithm
based on variable splitting and alternating minimization. The ROF model is
reformulated into a half-quadratic optimization problem. The solutions for this
problem are obtained by alternately computing its primal sub-problem and dual
sub-problem. Wangs algorithm has speed advantage compared with many simi-
lar image deconvolution algorithms because obtaining the closed-form solutions
of these two sub-problems is easy, and solving the primal sub-problem can be
accelerated with the help of fast Fourier transform (FFT). However, the rate
of convergence of the alternating minimization used by Wang et al. to restore
images is still not fast enough. Alternating direction minimization (ADM) is
used in the algorithm presented by Chan et al. [7] to solve the ROF model. In
ADM, the ROF model is first inverted into an equivalent unconstrained convex
optimization problem. This convex optimization problem is then decomposed
into a series of sub-problems. By alternately and iteratively computing these
sub-problems, the global optimal solution of the ROF model can be approached.
Simulated results show that compared with alternating minimization, ADM can
improve the speed of image deconvolution and obtain better restored results.
When solving non-smooth convex optimization problems (e.g., ROF model),
many image deconvolution algorithms, including some of the algorithms men-
tioned above, use variable splitting technology as a key step. The primary role of
variable splitting is to introduce new variables, which can decouple the smooth
component and non-smooth component of the ROF model. Combining variable
splitting with other methods to generate more efficient methods is easy; the most
famous of this method may be the split Bregman method (SBM) [8]. SBM has
been widely used in many fields, such as image denoising [9], image inpainting
[10], and compressed sensing [11], because of its many advantages. Cai et al. [12]
introduce SBM into image deconvolution to solve the l2-l1 optimization prob-
lem. The advantages of Cais algorithm are simplicity, high-efficiency, and high-
accuracy, which are also shown by other image deconvolution algorithms based
on SBM. The speed of SBM-based deconvolution algorithms depends mostly on
time performance in computing the denoising sub-problem. The most common
method for the denoising sub-problem is the iterative thresholding method [13],
but its main drawback is slow convergence speed. To improve the convergence
of the iterative thresholding method, Wright et al. [14] introduce warm starting
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for the initialization and continuation method to update parameters. However,
Wrights research fails to solve completely the convergence problem of the itera-
tive thresholding method. Bioucas-dias et al. [15] present a novel 2-SITM; when
this method is compared with the iterative thresholding method, the result of
each iteration depends on the results of two previous iterations, instead of the
result of the previous one iteration. The 2-SITM is faster and more accurate
than the iterative thresholding method in solving the denoising sub-problem.

SBM and the 2-SITM both have many advantages, but combining these
methods to solve image deconvolution problems has not been reported yet.
Based on the above discussion, this paper presents a novel image deconvolu-
tion algorithm based on SBM and 2-SITM. SBM is used to decompose the ROF
model into a series of sub-problems, and 2-SITM is applied to the denoising
sub-problem. The rest of paper is arranged as follows. Section 2 presents the
algorithm in detail, including solving the denoising sub-problems by 2-SITM.
Experimental results are shown in Sect. 3. A group of experiments is conducted
in this section to show the validity of the presented algorithm and evaluate the
performance of it. Conclusions are drawn in Sect. 4.

2 Presented Algorithm

The ROF model can be expressed as:

min
u

||Hu − g||22
2

+ μ||∇u||1, (1)

where u ∈ RN , H ∈ RM×N , and g ∈ RM represent sharp image, blur operator,
and degraded image, respectively; ||·||1 and ||·||2 are l1-norm and l2-norm, respec-
tively; ∇ ∈ RL×N denotes the gradient operator, ||∇u||1 is the TV-regularized
term; and μ > 0 is a constant. The ROF model is a powerful tool, but non-
smoothness makes the numerical computation a very difficult problem, and slows
down early deconvolution algorithms based on the ROF model. Efficiently solving
the ROF model was made possible by variable splitting methods. As a combina-
tion of the Bregman iterative method and variable splitting, SBM inherits the
advantages of these two methods. To address the non-smoothness of the ROF
model, SBM first converts it into a constrained convex optimization problem:

min
u,v

||Hu − g||22
2

+ μ||v||1
s.t. v = ∇u,

(2)

where v ∈ RL is the dual variable, then decomposes the problem (2) into the
following sub-problems:

uk+1 = argmin
u

||Hu − g||22 + γ||vk − ∇u − dk||22, (3)

vk+1 = argmin
v

γ

2
||v − ∇uk+1 − dk||22 + μ||v||1, (4)



434 S. Xiao

dk+1 = dk + (∇uk+1 − vk+1), (5)

where k denotes the iterations. The solutions to the original problem, i.e., the
ROF model, can be obtained by iteratively and alternately solving these sub-
problems. Evidently, Eq. (5) can be directly computed. For u, the objective func-
tion of problem (3) is smooth. Thus,

uk+1 = (HTH + γ∇T∇)−1(HTg + γ∇Tck), (6)

where ck = vk − dk. Given that image deconvolution involves large-scale data
processing, the computational efforts of the matrix multiplication and the matrix
inversion of Eq. (6) are very large, which makes the fast computation of uk+1

sub-problem impossible. Therefore, FFT is employed in Eq. (6) to obtain:

uk+1 = F−1(
F (H)∗ ⊗ F (g) + γF (∇)∗ ⊗ F (ck)
F (H)∗ ⊗ F (H) + γF (∇)∗ ⊗ F (∇)

), (7)

where F represents FFT; F−1 represents the inversion of FFT; (·)∗ denotes
complex conjugate; and ⊗ denotes the dot product. With the help of FFT, the
time complexity of the matrix multiplication and the matrix inversion of Eq. (6)
are both O(nlogn).

2.1 Solving Denoising Sub-problem (4)

Directly computing the denoising sub-problem in Eq. (4) is impossible because of
the l1-norm. If the iterative thresholding method is applied to the sub-problem
(4), the results are:

vk+1 = (1 − λ)vk + λΨμ/γ(∇uk+1 + dk), (8)

where the constant λ > 0; Ψμ/γ denotes the denoising operator, e.g., the thresh-
olding function [16]. Although the solution of denoising sub-problem (4) can be
obtained using Eq. (8), it is slow and the precision of the result is low. To improve
the iterative thresholding method, 2-SITM is presented. The effectiveness of this
method has been theoretically and experimentally proved. Therefore, this paper
applies 2-SITM in literature [15] to the denoising sub-problem (4).

For the following convex optimization problem:

min
x

||Ax − y||22
2

+ δΦ(x), (9)

where x and y are arbitrary vectors; A is a linear operator; the constant δ > 0;
and Φ(x) denotes TV or l1 regularized term. The 2-SITM solution given in
literature [15] is:

{
x1 = Ψδ(x0 + AT(y − Ax0))

xi+1 = (1 − α)xi−1 + (α − β)xi + βΨδ(xi + AT(y − Axi))
, (10)
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where the constants α > 0, β > 0; and i denotes iterations. We let x = vk+1,
A = I (identity matrix), and y = ∇uk+1 + dk and δ = μ/γ. Equation (10) can
be expressed as:

{
vk+1,1 = Ψμ/γ(∇uk+1 + dk)

vk+1,i+1 = (1 − α)vk+1,i−1 + (α − β)vk+1,i + βΨμ/γ(∇uk+1 + dk)
. (11)

Equation (11) is the two-step thresholding solution of the denoising sub-
problem (4).

2.2 Description of the Presented Algorithm

Based on Eqs. (5), (7) and (11), the presented algorithm is summarized as follows:

(1) Input: v0, d0; γ, μ
(2) Output: uk+1

(3) for k = 0 to kmax.
(a) computing uk+1 by Eq. (7)
(b) if |J(uk+1)|/|J(uk)| < ε

i. stop iteration
(c) end
(d) computing ṽk = Ψμ/γ(∇uk+1 + dk)
(e) computing vk+1 by 2-SITM
(f) computing dk+1 by Eq. (5)

(4) end

where 2-SITM is as follows:

(1) Input: vk+1,0, ṽk; α, β
(2) Output: vk+1,i+1 (i.e. vk+1)
(3) vk+1,1 = ṽk

(4) for i = 0 to imax.
(a) vk+1,i+1 = (1 − α)vk+1,i−1 + (α − β)vk+1,i + βṽk

(5) end

In the presented algorithm, J denotes the objective function of the ROF
model, ε is a small constant, and Ψμ/γ(∇uk+1 +dk) denotes the component-wise
application of the following soft-thresholding function:

soft((∇uk+1 + dk)j , μ/γ) = sign((∇uk+1 + dk)j)max(|(∇uk+1 + dk)j | − μ/γ, 0)
(12)

to ∇uk+1 + dk, where (∇uk+1 + dk)j (j = 1, 2, · · · , P ) denotes the jth element
of ∇uk+1 + dk, and sign denotes the signum function. The time complexity
of Ψμ/γ(∇uk+1 + dk) is O(n) because the soft function computes ∇uk+1 + dk

component-by-component.
Cai et al. [12] and Setzer [17] proved the convergence of the SBM applied

to the ROF model. Proof of 2-SITM is also given in literature [15]. Details
are provided in relevant literature. Therefore, the convergence of the presented
algorithm can be guaranteed.
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3 Experimental Results

The images shown in Fig. 1 are used as the sharp images with 256 × 256 res-
olutions. To create the degraded images shown in Fig. 2, the sharp images are
first convolved with an averaging filter with a size of 15 × 15. The images are
then perturbed by Gaussian noise with a standard variance of 1e-3. In Fig. 2,
signal-to-noise ratio (SNR) is defined as 10 × lg(||u||22/||uk+1 − u||22). The pre-
sented algorithm and the algorithms in literature [6,7,12,15] are used to restore
the degraded images. The results are shown in Fig. 3 and Tables 1 and 2. To
obtain the time in Table 2, each algorithm is run 10 times. The average time is
then adopted. The parameters of the presented algorithm are as follows: μ = 7.5,
γ=7.5e-7, α = 1.95, β = 3.8, ε=1e-5, kmax = 10, imax = 10; the default settings
of the algorithms in literature [6,7,12,15] are adopted.

The data and images in Fig. 3 and Tables 1 and 2 demonstrate the effec-
tiveness of the presented algorithm. These images also show that the presented
algorithm is superior to the algorithms in literature [6,7,12,15] in terms of speed
and the quality of the restored images. As an image deconvolution algorithm
based on sparse representation, the Cai algorithm fails to overcome its inherent
weaknesses, which resulted in visually blurred restored images. By contrast, the
algorithms based on the ROF model can accurately reconstruct the edges of
restored images. Hence, they obtain better experimental results in both visual

Fig. 1. Sharp images. (a) boat with 256 × 256 resolution; (b) house with 256 × 256
resolution; (c) livingroom with 512 × 512 resolution; and (d) pirate with 512 × 512
resolution.

Fig. 2. Degraded images. (a) SNR= 5.81 dB; (b) SNR= 6.72 dB; (c) SNR= 6.46 dB;
and (d) SNR= 8.01 dB
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Fig. 3. Restored images obtained by each algorithm. (a) to (d) Restored images
obtained using the Wang algorithm [6]; (e) to (h) restored images obtained using the
Chan algorithm [7]; (i) to (l) restored images obtained using the Cai algorithm [12];
(m) to (p) restored images obtained using the Bioucas-dias algorithm [15]; and (q) to
(t) restored images obtained using the presented algorithm.
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Table 1. SNR (dB) values of restored images in Fig. 3.

Algorithms SNR (dB)

Boat House Livingroom Pirate

Wang 23.32 24.88 22.60 22.68

Chan 25.87 29.79 26.89 25.59

Cai 15.30 18.10 14.20 14.63

Bioucas-dias 29.90 30.09 29.56 29.74

Prestned 30.01 31.13 29.83 29.97

Table 2. Average time (s) of restoring the images in Fig. 3.

Algorithms Time (s)

Boat House Livingroom Pirate

Wang 1.47 1.18 5.67 6.46

Chan 2.32 1.05 4.64 10.25

Cai 23.72 19.35 69.06 76.98

Bioucas-dias 1.13 0.76 5.18 4.63

Presented 0.58 0.65 4.08 4.22
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Fig. 4. Values of the objective function when restoring degraded images.

effects and SNR. Among the ROF model based algorithms, the presented algo-
rithm and the Bioucas-dias algorithm outperform other algorithms in experi-
ment because of 2-SITM. The Chan algorithm has advantages over the Wang
algorithm because ADM is more helpful in image deconvolution than alternat-
ing minimization. Moreover, the Wang algorithm fails to suppress artifacts. To
validate the convergence of the presented algorithm when restoring degraded
images, the variation values of ||Huk+1 − g||22/2 + ||∇uk+1||1 (i.e., the objective
function of the ROF model) are illustrated in Fig. 4. With a few iterations, the
objective function converges with the minimizer, i.e., the presented algorithm is
convergent.
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4 Conclusion

In this paper, SBM and 2-SITM are used to solve the ROF model. A novel image
deconvolution algorithm is presented based on this model. SBM decouples the
ROF model into three sub-problems, and takes only a few iterations to compute
these sub-problems to obtain the solution of the ROF model. Compared with
the iterative thresholding method, 2-SITM can solve the denoising sub-problem
more efficiently. By restoring degraded images, the effectiveness of the presented
algorithm is proved. The experimental results also show that the presented algo-
rithm outperforms some state-of-the-art image deconvolution algorithms. Future
work should be focused on the use of the presented algorithm to solve the l2-l1
optimization problem.

Acknowledgments. This work is supported by Anhui Provincial Natural Science
Foundation (No. 1608085QF150).
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Abstract. Nucleic acid nanotechnology offers many methods to fold
into a variety of complex and functional nanostructures. These self-
assemble scaffolds are valuable in various applications, such as molec-
ular programming, sensing, drug delivery and nanofabrication. However,
existing algorithms are typically lacking on predicting pseudoknots struc-
ture fast and accurately. This paper proposes a novel genetic algorithm
to predict nucleic acid secondary structure including pseudoknots. The
length of continues base pairs stacking and free energy are considered to
evaluate individuals. Furthermore, the performance of our algorithm is
compared with RNAStructure using PseudoBase benchmark instances,
and the results show that our algorithm outperforms on accuracy and
efficiency.

Keywords: Secondary structure prediction · Genetic algorithm ·
Pseudoknots · Minimum free energy

1 Introduction

In the past few decades, DNA and RNA molecules have also shown great poten-
tial as a design medium for the construction of nanostructures and the pro-
grammed assembly, such as nanostructure design [1,2], molecular computing
[3,4], DNA chips [5]. These self-assemble scaffolds are valuable in various appli-
cations, such as molecular programming, sensing, drug delivery and nanofabrica-
tion [6]. In these fields, it is very important to design efficient search algorithms
to predict nucleic acid secondary structures.

The secondary structure can be divided into sub-structures that are either
pseudoknot free or pseudoknotted [7–9]. In the last decade, several comparative
sequence analyses, dynamic programming [10–12], grammars, and bio-inspired

c© Springer Nature Singapore Pte Ltd. 2016
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computing [13–15]. Methods have been used to predict the pseudoknots struc-
ture. However, accurate prediction is still an ongoing challenge, being an NP-
complete problem [16–21].

In this paper, we propose an efficient genetic algorithm to predict nucleic acid
secondary structure with planar pseudoknots. By using complementary base pair
map-ping, the algorithm encodes the nucleic acid secondary structure and uses
the mini-mum free energy and base pairs stacking as fitness function. Moreover,
the performance of our algorithm compared with RNA structure method using
PseudoBase benchmark instances. The comparison result shows that our algo-
rithm is more accurate and competitive with higher sensitivity and specificity
values.

2 Problem Definition

Single-stranded nucleic acid molecules can fold to reduce their energy and form
a stable secondary structure like double helix, hairpin, internal loops, bulge,
pseudoknots etc. The stability of the duplex structure is based on the perfect fit
of G≡C and A=T (in DNA) or A=U (in RNA) base pairs into the WatsonCCrick
double helix structure. For a given sequence X = 5

′ − x1x2 . . . xn − 3
′
of length

n, the secondary structure defined to be a set S of ordered pairs (i, j), several
constraints must be satisfied:

Constraint 1. Base pairs Constraint: If (i, j)εS, then {xi, xj}ε{{A, T}, {G,C}}
in DNA; If (i, j)εS, then {xi, xj}ε{{A,U}, {G,C}, {U,G}}in RNA;

Constraint 2. No share bases Constraint: If (i, j) and (i, k) belong to S, then
j = k; If (i, j) and (k, j) belong to S, then i = k;

Constraint 3. Threshold requirement for hairpins: If (i, j) belongs to S, then
j − i > θ, for a fixed value θ ≥ 3; i.e. there must be at least θ unpaired bases in
a hairpin loop.

Constraint 4. Stacking requirement for stems: If base pairs (xi, xj), (xi+1, xj+
1), . . . (xj + n, xj + n)εP and form a stem, then n ≥ 3; i.e. stems must contain
n(n ≥ 3) base pairs.

3 Genetic Algorithm for Secondary Structure Prediction

3.1 Encoding

Given a DNA � RNA string X = 5
′ − x1x2 . . . xn − 3

′
of length n, M(X) is the

one to one mapping of base-pairs of X, M(X) = (m1,m2,mi,mn). If xi bonds
with xj , the value of mi are assigned to j and the value of mj is assigned to i. If
xi do not bond with any other bases, the value of mi is assigned to i itself. The
sequence of Mengo-PKB is

5
′ − ACGUGAAGGCUACGAUAGUGCCAG − 3

′
.
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Definition 1 (Positive Bond). A base pairs (xi, xj) is Positive Bond if and
only if they are bonded above the nucleic acid backbone, and the bond could
not intersect any other existing above positive bonds.

Definition 2 (Negative Bond). A base pairs (xi, xj) is Negative Bond if and
only if they are bonded below the nucleic acid backbone, and the bond could
not intersect any other existing below negative bonds.

Definition 3 (Invalid Bond). If a base pair (xi, xj) intersects with another
existing positive bond, it could not to be assigned a positive bond. Then the
algorithm should check whether the base pair could be assigned negative bond.
If a base pair (xi, xj) is neither Positive Bond nor Negative Bond, instead, it is
an Invalid Bond.

3.2 Fitness Function Evaluation

Among the exponential possibilities of secondary structure for a given nucleic
acid sequence, the most stable nucleic acid structure is the structure of minimum
free energy. Stacks are almost the only structure stabilizing elements, because
base pair stacking is contribution with substantial negative free energy, while
loops are often contribution with positive free energy including hairpin loop,
bulge, internal loop and multi-brunch loop.

Let M(X) = (m1,m2,mi,mn) be a candidate individual. Firstly, our algo-
rithm statistics continuous base-pair stacking, then the results are sorted in
descending order. Secondly, every mi should be assigned positive bond or nega-
tive bond from the largest continuous base-pair stacking to the smallest. After
all positive bonds and negative bonds are clearly assigned, the invalid bonds
would be neglected. The fitness function is the accumulation of free energy and
continuous base-pair stacking. The fitness function be calculated as following:

f(x) = a ×
∑

ConBP 2 + (−1) ×
∑

ΔG (1)

3.3 Population Initialization

Our algorithm proposes an effective method to generate a group of high quality
random sequences. Firstly, a linked list LA consisted of original indexes of bases is
created. Secondly, linked list array LB[n] consisted of indexes of complementary
bases is created.

Step 1: Choose a base index i from linked list LA randomly;

Step 2: Choose a complementary index j from linked list LB(i) randomly. If
selected j is null, base i should be alone and mi should be assigned to i itself,
then index i should be marked visited and remove from LA; Otherwise, (i, j)
is a base pair, both i and j should be marked visited and remove from LA. mi

should be assigned to j and mj should be assigned to i;

Step 3: If linked list LA is not empty, jump to step 1; otherwise, until all the
mi have been visited and assigned, the algorithm outputs the initial candidate
individual M(X).
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3.4 Crossover Operator

The algorithm adopts two points crossover operator to generate new offspring.
First, two points i and j are selected randomly for each RNA molecule. Moreover,
a crossover probability Pran is generated randomly. If Pran is larger than the
given Pcrossover, the sections from i to j will be exchanged, and other sections
should be copied to offspring individuals directly.

3.5 Mutation Operator

As we know, mutation operator can maintain variability of the population and
avoid trapping in local optimum. In this algorithm, two points p and q are
chosen randomly. If the random probability Pran is larger than given Pmutation,
the individual should mutate.

4 Result and Discussion

In order to verify the performance of our algorithm, we compare the results
obtained by our algorithm against RNAStructure. To evaluate the predictions
of both algorithms, we compute sensitivity and specificity over all base-pairs
in the test set PseudoBase. Let Sreal be the true structure and Spred be the
predicted structure, we define these metrics in the standard fashion as

Sen =
TP

TP + FN
Spec =

TP

TP + FP
(2)

Where

TP = bases paired in Spred that are in Sreal

FP= bases paired in Spred but not in Sreal

FN= bases paired in Sreal but not in Spred

Pseudoknots test lib PseudoBase includes over 200 records of Pseudoknots
obtained in the past 25 years through crystallography, NMR, mutational experi-
ments, and sequence comparisons. We choose 29 nucleic acid sample with length
from 24 to 134, The comparison results are shown in Table 1.

Obviously, our algorithm is more competitive than RNAStructure with
higher sensitivity and specificity values on most PseudoBase benchmark
instances. In addition, when the length is less than 50, our algorithm achieves
100% sensitivity and specificity, that means the predicted structures are is iden-
tical with the real structures.

For the instance HPeV1, the result of our algorithm shows more continues
stacking base pairs and free energy than RNAStructure. Moreover, the Sensitiv-
ity and Specificity of our algorithm reach 100% separately, while the Sensitivity
value of RNAStructure is 81.82%.

For the instance PEMV , the Sensitivity and Specificity of our algorithm
reach 100% and 71.43% separately, while the values of RNAStructure are 60%
and 100%. Obviously, the result of our algorithm shows more continues stacking
base pairs and free energy than RNAStructure.
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Table 1. The comparison of our algorithm and GA

Name Length RNAStructure Our algorithm

Sen Spec Sen Spec

Mengo PKB 24 42.86% 60.00% 100.00% 100.00%

BMV3 UPD-PK4 26 66.67% 60.00% 100.00% 100.00%

T4-gene32 28 63.64% 87.50% 100.00% 100.00%

HAV PK2 29 62.50% 83.33% 100.00% 100.00%

Ec PK1 30 36.36% 44.44% 100.00% 100.00%

SBWMV1 UPD-PKc 31 45.46% 55.57% 100.00% 91.67%

HAV PK1 33 58.33% 87.50% 100.00% 92.30%

HPeV1 35 81.82% 100.00% 100.00% 100.00%

BSBV3 UPD-PKb 36 50.00% 100.00% 100.00% 100.00%

TEV PK1 37 45.46% 62.50% 81.82% 100.00%

CABYV 39 0.00% 0.00% 100.00% 100.00%

IPCV1 40 62.50% 55.56% 100.00% 100.00%

PEMV 41 60.00% 100.00% 100.00% 71.43%

ScYLV 42 62.50% 83.83% 65.50% 83.33%

Ec PK3 46 64.29% 100.00% 100.00% 100.00%

SRV1 gag/pro 52 0.00% 0.00% 50.00% 50.00%

EIAV 54 50.00% 35.71% 60.00% 60.00%

BaEV 62 0.00% 0.00% 40.00% 40.00%

VMV 68 50.00% 41.18% 92.86% 76.47%

SESV 70 42.11% 32.00% 57.89% 78.57%

JEV 77 50.00% 41.67% 65.00% 59.10%

MVEV 80 55.56% 37.04% 61.11% 55.00%

WBV 82 73.68% 53.85% 94.74% 75.00%

FCiLV3 109 81.08% 93.75% 83.87% 81.58%

AMV3 113 87.18% 82.93% 82.05% 88.89%

BBMV3 116 82.05% 82.05% 53.85% 58.33%

RSV 128 74.36% 76.32% 74.36% 74.36%

CVV3 129 89.19% 78.57% 78.38% 80.56%

5 Conclusion

We propose a nucleic acid secondary structure prediction genetic algorithm that
includes Pseudoknots. The free energy and continues base pairs stacking are
used as fitness function. The algorithm provides effective initialization popula-
tion, selection, crossover and mutation operators, which are the most important
processes for genetic algorithm. Moreover, the performance of our algorithm
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is compared with RNAStructure method using 28 PseudoBase benchmark
instances, and the comparison result shows that our algorithm is more accu-
rate and competitive with higher sensitivity and specificity values.
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Abstract. Short-term traffic volume forecasting represents a critical
need for Intelligent Transportation Systems. In this paper, we propose
an improved K-Nearest Neighbor model, named I-KNN, in a general
MapReduce framework of distributed modeling on a Hadoop platform,
to enhance the accuracy and efficiency of short-term traffic flow forecast-
ing. More specifically, I-KNN considers the spatial–temporal correlation
and weight of traffic flow with trend adjustment features, to optimize
the search mechanisms containing state vector, proximity measure, pre-
diction function, and K selection. The results of the performance testing
conducted in this paper demonstrates the superior predictive accuracy
and drastically lower computational requirements of the I-KNN com-
pared to either the neural network or the nearest neighbor approach.
And also significantly improves the efficiency and scalability of short-
term traffic flow forecasting over existing approaches.

Keywords: Artificial intelligence · Traffic forecasting · MapReduce ·
Short-term traffic prediction

1 Introduction

Real-time, accurate traffic flow prediction is the key to traffic control, traffic
induction, and providing real-time traffic information. Effectiveness of traffic
information and the accuracy of the detection of abnormal events and so intelli-
gent transportation systems, traffic signal control of real-time traffic information
released traffic predict studies are based on the short-term traffic flow predict
(less than 5 min). The short-term traffic flow predict uses the existing traffic flow
data at time t to estimate traffic flow at the next time +Δt [1].

It has witnessed the big data era [2] for transportation coming in recent years,
and the prediction of traffic condition (e.g., traffic flow, travel time) has attracted
great research interest for various D2ITS [3] applications such as advanced traf-
fic management systems (ATMS), advanced traveler information systems (ATIS)
and advanced public transportation systems (APTS). Timely and accurate traffic
flow prediction plays an increasingly essential role in regional traffic management
and control, which can provide design infrastructures, schedule interventions for

c© Springer Nature Singapore Pte Ltd. 2016
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government agencies, inform traffic conditions for travelers, and offer mobility
services for passengers in real time. Moreover, it also assists road users to antici-
pate traffic congestion, save energy consumption, reduce environment pollution,
and improve traffic operation efficiency [4,5]. Owing to the heterogeneous and
dynamic nature of traffic with nonlinear interactions between drivers and envi-
ronments [6], traffic flow conditions are extremely uncertain in a transportation
network. Furthermore, the traffic state of a specific location is highly affected
by its upstream and downstream traffic conditions [7,8], thus making it difficult
to be accurately predicted, particularly for short-term traffic flow forecasting
(STFF) [9]. However, improving predictive accuracy of short-term traffic flow
would be vitally important in this context.

The above-mentioned approach is applied to forecast short-term traffic flow
of nancheng district dongjun road in the city of Dongguan.

2 Related Work

2.1 Characteristics of Traffic Flow

Urban expressway is the highest level of road in the city, which ensures that
drivers can travel quickly and continuously. Characteristics of traffic flow are as
follows:

(1) Periodicity. Traffic flow shows cyclical changes.
(2) Randomness. Traffic system is a uncertain system affected by multiple fac-

tors, such as travel behavior, weather, accidents, etc.

2.2 K-Nearest Neighbor Nonparametric Regression Algorithm

K-nearest neighbor nonparametric regression method is a broad applied algo-
rithm, which has nonparametric, small error ratio and good error distribution.

The basic process of k-nearest neighbor prediction modal is shown in Fig. 1.
First, build a representative historical database with large capacity; second, set
the model elements, including the state vector value of k and prediction algo-
rithm. The state vector and value of k constitute a model’s search mechanism.
Finally, according to the observed values of the input and search mechanism, a
close neighbor matching the current real-time observation data from the history
database are picked up to predict the traffic flow at the next time.

2.3 k-Nearest Neighbor (k-NN)

k-NN is a prediction method which decides the predicted volume Xt+1 by finding
the k nearest neighbor (i.e. most similar) of the input data item Pt+1 in a histori-
cal dataset, and using their observed outputs. The Euclidean distance is typically
used to assess similarity. When k nearest neighbor are found, and assuming their
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Fig. 1. Process of k-nearest neighbor algorithm.

corresponding output values are vi, i = 1, 2, . . . , k the predicted value Xt+1 can
be determined by calculated the weighted average of the neighbors as follows:

Xt+1 =
1
k

k∑
i=1

vi (1)

Local Linear Wavelet Neural Network (LLWNN). For the simplicity,
we use P = [x1, . . . , xi, . . . , xp] and y to represent the previously mentioned
Pi = [Xi−p,Xi+1,Xi−1] and Xi, p + 1 ≤ i ≤ t, As seen in the Fig. 2, the output
of the model will be:

y =
∑

1≤j≤l

Wj ∗ φj (2)

Fig. 2. Structure of LLWNN model.
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2.4 MapReduce Framework

The open-source Apache Hadoop2 provides a distributed computing framework
for reliable, scalable and distributed computing, including Hadoop Common,
Hadoop Distributed File System (HDFS), Hadoop YARN, Hadoop MapReduce,
etc. HDFS and MapReduce are the key components of Hadoop. MapReduce is a
parallel processing paradigm that allows for massive scalability across hundreds
or thousands of servers on a Hadoop cluster. The processing of MapReduce jobs
contains the Map phase and the Reduce phase. Each phase has key-value pairs
as an input and output, the types of which may be selected by the programmer
which specifies the Map function and the Reduce function. More details about
MapReduce can be found in the Apache Hadoop website.

3 Problem Definition

In this work, the historical traffic flow data captured by GPS-equipped taxis
are utilized as input patterns of prediction models to predict future traffic flow
conditions.

Based on the aforementioned motivation, in this work, we focus on the devel-
opment of accurate short-term traffic flow prediction model and the effectiveness
of forecasting for big traffic data, concerned with producing real-time predictions
for 5 min ahead.

It is well known that applying KNN nonparametric regression model to the
traffic flow prediction faces four fundamental challenges.

Selecting a forecast generation approach (through prediction function) given
a collection of nearest neighbors.

Management of the potential neighbors database with a large number of
desired cases for improving the accuracy of prediction.

4 Proposed I-KNN Model

In this section, we propose a spatial–temporal weighted K-nearest neighbor (I-
KNN) model to enhance the accuracy of short-term traffic flow forecasting based
on the MF-TFF framework.

In the I-KNN model, to find the best nearest neighbors, we aim to opti-
mize the search mechanisms of the traditional KNN model, including the state
vector, proximity measure, prediction function and the choice of k which are cru-
cial to the accuracy of forecasting. On the one hand, according to the spatial–
temporal correlation of traffic flow, we consider the correlations of both time
and space domains in terms of defining state vector. Furthermore, we employ
a trend adjustment exponent weighted measure method to compute the neigh-
borhood similarity, and then give the corresponding distance function for the
similarity measure of four types of state vectors. On the other hand, we adopt
the combined weights between the weighted average of the nearest neighbors and
the trend adjustments of each nearest neighbor in building prediction function.
Moreover, the Distance Weighted Voting scheme is used to determine the class
label for reducing the impact of k selection which is sensitive to the algorithm.
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4.1 Performance Evaluation

In this section, we validate the accuracy of the proposed mathematical model
(I-KNN) in comparison with several well-known prediction models including
basic K-nearest neighbor (KNN), Artificial Neural Networks (ANNs), Näıve
Bayes (NB), Random Forest (RF) and C4.5, and then evaluate the efficiency and
scalability of the implemented parallel prediction algorithm (MBSTW-KNN) by
a case study.

Experimental Setup. In this work, we predict short-term traffic flow of the
dongjun road in the city of Dongguan based on real-world trajectory data set,
which contains a large number of GPS trajectories recorded by 12,000 taxis in
a period of two weeks in September 2015 The total distance of the data set is
more than 26 million kilometers and the total size is 26 GB. Specifically, the
total number of GPS points reaches 484 million.

Considering the fact that the available data are finite in this effectiveness
validation, the test is performed using the leave-one-out cross validation method
to offer a consistent validation test. This method is a classic model validation
technique to quantify the accuracy of forecasting on this limited data, which
has been widely utilized for many application fields containing traffic prediction
problems. During testing, different models are performed on each day and the
remaining days (14 days) serve as a historical data set. In other words, the 14 days
of data are available for model training (training sets), and the remaining 1 day’s
data are used for model testing (testing sets). Finally, the average performance
across the 15 test days is utilized to compare the accuracy of different prediction
models.

To evaluate the performance of the proposed distance and prediction func-
tions, with the time domain (TD) state vector and the comparison of their
average MAPEs is illustrated in Table 1.

Table 1. Accuracy comparison of KNN, KNN-CCW, KNN-EW, KNN-TAEW, and
I-KNN with TD for all days.

Days September 2015 Existing methods Proposed methods

KNN KNN-CCW KNN-EW KNN-TAEW I-KNN

Avg. of MAPEs improvement (%) 53.765 53.325 51.920 50.412 47.512

- 0.379 3.343 6.290 11.569

- 2.912 6.034 11.245

- 3.123 8.560

- 5.663

5 Conclusions and Future Work

This paper aims to develop a improved model and implement it in a MapRe-
duce framework on a Hadoop platform, for solving accurate and timely traffic
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flow forecasting problem. Specifically, to enhance the accuracy of traffic flow
prediction, based on the developed MF-TFF framework, the spatial–temporal
correlation and weight of traffic flow with trend adjustment features are incor-
porated into the optimal KNN model, I-KNN. It employs the correlations of both
time and space domains on state vector, the trend adjustment with the expo-
nent weighted Euclidean distance on proximity measure, the combined weights
between the weighted average of the nearest neighbors and the trend adjust-
ments of each nearest neighbor on prediction function, and the distance weighted
voting scheme on the choice of k. Moreover, STW-KNN is parallelized in “Big
Data” environment, named MBSTW-KNN, which adopts the Mapper, Com-
biner and Reducer functions to improve the efficiency and scalability of traffic
flow prediction in three phases, respectively. As a conclusion, all the performance
evaluations demonstrate that the proposed model and its MapReduce implemen-
tation significantly improve the accuracy, efficiency and scalability of KNN over
existing approaches, and has the potential to accurately and efficiently predict
short-term traffic flow in real time.

Acknowledgements. The work is supported in part by Department of Education of
Guangdong Province under Grant 2015KQNCX193.
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Abstract. Traditional saliency detection models face great challenges
towards low contrast images with low signal-to-noise ratio property. In
this circumstance, it is difficult to extract effective visual features to
describe salient information in image. This paper proposes a saliency
detection model for low contrast images utilizing efficient features both
from frequency domain and spatial domain. The input image is firstly
transformed into frequency domain to calculate the amplitude spectrum
by a median filter, aiming to suppress the information from non-salient
regions. Then, a superpixel based feature extraction method is utilized
to generate saliency map via both local and global spatial information.
Experiments are carried on the low contrast image dataset to demon-
strate the effectiveness of the proposed saliency detection model over
other eight state-of-the-art saliency models.

Keywords: Frequency · Spatial · Saliency · Superpixel · Low contrast

1 Introduction

With the development of sensor and imaging technology, the scale and com-
plexity of image data are consistently increasing. How to efficiently process the
image such as image segmentation, object recognition, image retrieval, image
self-adaption compression, and so on, gradually becomes the focus of the recent
research. Because of the visual system mechanism, human can quickly pick out
the most interesting areas from a complex environment. The salient object detec-
tion methods represented by visual attention system become the vital approach
to improve the real-time screening technology and accuracy analysis technology
for mass image data.

In general, the saliency detection algorithms can be generally divided into
two different aspects, which based on frequency domain processing and spatial
domain processing, respectively. The spatial domain algorithm usually applies
c© Springer Nature Singapore Pte Ltd. 2016
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to the images which have low computational complexity; it greatly limits the
application in the real-time detection system. By transforming the image into
frequency domain and analyzing the parameters of spectrum, the description of
image features can be well obtained. The frequency approach is not sensitive
to the complicated background, which is quite suitable for low contrast images.
Whereas the frequency domain methods tend to highlight the edge of the object,
while neglect the inner information. The spatial methods can compensate these
drawbacks to some extent. Therefore, the proposed model combines the fre-
quency domain and the spatial domain algorithms to detect the salient object.

In the frequency domain algorithm, we first transform the input image into
HSV color space, after executing the Fast Fourier Transform to each color chan-
nel; we then keep the phase spectrum and restrain high frequency of amplitude
spectrum to suppress redundancy background information. And then, through
the Fourier inversion, we combine the original phase spectrum and the new
amplitude spectrum to obtain the saliency map into spatial domain. In spatial
domain algorithm, the image is first segmented into superpixels. We then utilize
the local and global contrast method to process the maps which obtained by the
frequency domain algorithm to generate the final saliency map. Experimental
results on the nighttime image dataset show that the proposed saliency model
can well detect the salient object in low contrast images.

2 Related Work

Recently, the research of salient object detection has received increasingly atten-
tion. As a pioneer work, Itti et al. [1] proposed a well-known saliency model based
on the feature integration theory, which utilized the center-surround differences
of luminance, color and orientation features. For visual attention is driven by
the stimulation of low level image features, most existing saliency computational
models are based on the bottom-up method in spatial domain. Harel et al. [2]
proposed a graph-based algorithm and a measure of dissimilarity to integrate the
local uniqueness maps to generate the saliency map. Chen et al. [3] computed
the saliency map by estimating the background maps and analyzing the spatial
distribution. Wang et al. [4] proposed a saliency model by combining the spa-
tial cues, which based on the mutual consistency-guided. These spatial domain
algorithms can detect the salient object with a higher computing complexity.

The frequency domain based model can calculate the saliency map efficiently.
Hou and Zhang [5] proposed a spectral residual approach. The redundant infor-
mation of the image is suppressed through the local average amplitude spectrum
filtering. Achanta et al. [6] computed the saliency map based on a frequency
tuned method, which can generate the full resolution map fast. Guo et al. [7]
proposed a saliency model by using the phase spectrum of quaternion Fourier
transform (PQFT), which explains why the magnitude spectra can reflect the
salient region in a scene. Chen et al. [8] proposed a motion saliency detection
method based on the temporal Fourier transform. Through the analysis of fre-
quency domain algorithms, we find that the amplitude spectrum can reflect the
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background information and highlight the edge information, while the phase
spectrum reflects the structure information that contains most of the details
information of the image.

The combination of the frequency domain and spatial domain algorithm can
take full advantage of both two methods. Sun et al. [9] detected the salient
gradient changes in the frequency domain and then segmented the regions in
spatial domain. Chen et al. [10] proposed a frequency based saliency model,
which also utilized the multiple spatial Gabor filters. These integration models
can generate saliency map in real time, and highlight the salient region uniformly.

We previously proposed a spatial-spectral-domain contrast based method to
evaluate the image saliency [11]. The frequency domain saliency map is achieved
by adjusting the amplitude spectrum of grayscale image, and the spatial domain
saliency map is obtained by calculating the maximum total variation of rectan-
gular blocks. In this paper, we aim to detect the salient object in low contrast
images; we convert the image into HSV color space to acquire the effective visual
features and utilize the superpixel segmentation to divide the image into irreg-
ular blocks to compute the local-global contrast. The proposed model is more
efficient and can accurately detect the salient object in low contrast images. The
comparisons of this model and our previous model [11] are shown in Fig. 1.

Fig. 1. Comparisons of the proposed model with our earlier saliency model [11].

3 Proposed Saliency Model

This paper proposes a simple saliency model by combining the frequency domain
and spatial domain algorithm to detect the salient objects in low contrast images.

3.1 Frequency Domain Algorithm

For an input image, the amplitude spectrum of the background region is much
sharper than the object, which can be illustrated in Fig. 2. Thus the salient
region can be highlighted obviously by restraining the redundant backgrounds
information from the amplitude spectrum. This operation can be realized by
removing the peaks in the amplitude spectrum.

In the proposed model, we first convert the input image into HSV color space,
which has a good effect on the specific color segmentation. For the night images,
color regions are divided into two major areas: black regions and white regions.
The H, S, and V channel of HSV color space can represent the type, degree,
and luminance information, respectively. Thus the utilize of HSV color space
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Fig. 2. Magnitude comparisons (b, d) of images without object (a) or with salient
object (c), which show that the amplitude of background is higher than foreground.

can well represent characteristics of the night images, which have drab color,
low luminance, and low contrast.

Then we calculate the amplitude spectrum of H, S, and V channel respectively
by executing the Fast Fourier Transform (FFT). Next, we remove the peaks
of each amplitude spectrum by utilizing the median filter. By conducting the
Inverse Fast Fourier Transform (IFFT), the filtered amplitude spectrum and
the original phase spectrum can be combined to constitute the spatial saliency
maps (denoted as Hmap, Smap, and Vmap).

3.2 Spatial Domain Algorithm

After computing the saliency maps of H, S, and V color channel by the above
frequency domain algorithm. We then process these saliency maps by the spatial
domain algorithm.

Firstly, the input low contrast image is divided into superpixels (denoted as
SP (i), i = 1, · · · , N , N = 300) by the simple linear iterative clustering (SLIC)
algorithm [12]. This pre-processing operation can reduce the computational com-
plexity and can also play an important role in retaining the boundary and texture
information of the salient object.

Then, we regard the obtained three saliency maps (Hmap, Smap, and Vmap)
as saliency features and compute the local-global saliency (denoted as SHmap(i),
SSmap(i), and SVmap(i)) of each superpixel in the three maps, respectively.

SHmap(i) = 1 − exp

[
− 1
N − 1

N(j �=i)∑
j=1

dHmap(SP (i), SP (j))
1 + E(SP (i), SP (j))

]
(1)

The dHmap(SP (i), SP (j)) denotes the difference between the average value of
SP (i) and SP (j) in the Hmap, E(SP (i), SP (j)) denotes the Euclidean distance
between SP (i) and SP (j). The local-global saliency SSmap(i), and SVmap(i) of
superpixels SP (i) in Smap and Vmap can be generated according to (1).

At last, the saliency value (denoted as Svalue(i)) of each superpixel SP (i) is
computed by fusing SHmap(i), SSmap(i), and SVmap(i) via:

Svalue(i) = w1 ×SHmap(i) +w2 ×SSmap(i) +w3 ×SVmap(i), w1 +w1 +w1 = 1.
(2)

The final saliency map Svalue is smoothed by Gaussian filter.
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4 Experimental Results

To verify the performance of the proposed model, we carry out the experiment on
our nighttime image dataset, which contain 200 night images by a stand camera.
We compare our model with eight state-of-the-art saliency models including SR
[5], FT [6], NP [13], CA [14], PD [15], SO [16], BL [17], and SC [18].

The true positive rates (TPRs) and the false positive rates (FPRs) perfor-
mance comparisons are shown in Fig. 3(a). The precision, recall, and F-measure
performances comparison are shown in Fig. 3(b). The two methods are executed
by thresholding the saliency map into binary map and comparing the differ-
ence of each pixel with ground truth. Figure 3 demonstrate that the proposed
saliency model outperforms the other saliency models, which acquires the best
performance in the nighttime image dataset.

Fig. 3. Quantitative comparison of the various saliency models in low contrast images.

The AUC (area under the curve) score and the MAE (mean absolute error)
score performance comparisons are shown in Table 1, the two metrics can demon-
strate how well the generated saliency map predicts the real attention region of
human visual system, which show that the proposed model has the state-of-the-
art performance.

Table 1. The performance comparisons of various models in low contrast images.

Models SR FT NP CA PD SO BL SC Ours

AUC 0.5415 0.5771 0.9034 0.7895 0.7642 0.6316 0.7695 0.8532 0.9288

MAE 0.1561 0.1558 0.1607 0.1350 0.1375 0.1486 0.3216 0.1641 0.1257

TIME (s) 0.9786 0.7112 4.9095 126.2892 22.5500 2.0938 74.6387 42.0445 5.0883

The average computation time performance comparisons are also shown in
Table 1. The experiments are carried out on a PC machine with an Intel(R)
Core(TM) i5-5250U 1.60 GHz CPU and 8 GB RAM. The frequency domain
methods SR and FT are time-saving, which only contain a few lines of codes.
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The proposed model is much faster than the spatial algorithm CA, PD, BL, and
SC.

The saliency maps comparisons of various saliency models are shown in Fig. 4,
which show that the saliency maps of the proposed model are much similar with
the ground truths.

Fig. 4. The comparisons of saliency maps of various saliency model in low contrast
images. (a) Input low contrast images, (b) Ground-truths, (c–j) Saliency maps of eight
state-of-the-art saliency models, (k) Saliency maps of the proposed model.

5 Conclusions

This paper proposes an effective salient object detection model to deal with the
low contrast images. The proposed model combines frequency domain algorithm
and the spatial domain algorithm to estimate the salient objects. We eliminate
the peaks in the amplitude spectrum of different color channels to suppress the
background information, and compute the superpixel based local-global contrast
to obtain the salient region. Experimental results show that the proposed salient
object detection model has superior performance in the low contrast images.
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Abstract. In this paper, we propose a method of digraph coding for
memetic image segmentation, which adopts an individual coding based
on digraph. Moreover, for image segmentation problems, we design two
individual learning strategies which classify the similar vertexes into a
class by cutting off the individual from the vertex with the largest weight
in the digraph code. In order to evaluate the performance of the new
algorithm, we take the segmentation experiment on texture images and
remote sensing images and comparing with K-means and FCM. It is
proved that our method achieve the image segmentation perfectly by
the experiments.

Keywords: Memetic algorithm · Image segmentation · Digraph coding

1 Introduction

Image segmentation is a hard task in computer vision. It segments the image
into several areas, then extracts the features from these areas and carries on clas-
sification and identification based on these features and structure information,
and provides the description of the image analysis result finally [8,10,12]. After
image segmentation, target feature extraction, target recognition and etc. can
be executed further. The features can be used for segmentation are gray scale,
color, texture, spectral characteristics, local statistical characteristics and etc.
[6], whose differences can distinguish multiple targets in the image.

In the recent year, for the segmentation problems, some methods based on
computational intelligence are proposed, such as method based on fuzzy rela-
tions [9], method using neural networks (NN) [7], and method based on EC [1].
We can transform the image segmentation problems to optimization problems.
K-means is one of the most popular and simplest algorithms. However K-means
cant always find the optimal solution, and depends on the selection of initial
clustering centers. For global optimization problems, Evolutionary Algorithms
(EAs) is a good tool for image segmentation. Memetic Algorithms (MAs) are
growing in the field of EC. MAs has been widely applied to many fields, and a
lot of research has proved that MAs are more effective than the EAs.

c© Springer Nature Singapore Pte Ltd. 2016
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This paper applies MAs to image segmentation problems, through designing
two individual learning strategies, proposes memetic image segmentation method
based on digraph coding. This paper is organized as follow, the details of our
method are shown in the second section, the third section is the experiment
results and analysis, the last section is the conclusion.

2 The Proposed Method

Before applying image segmentation, some preprocesses are taken for the orig-
inal image, just as feature extraction and watershed segmentation [5,11]. The
features include GLCM features and wavelet features [2,4]. This paper adopts
the individual coding strategy based on digraph [3]. Our method applies MST
theory to generate the initial population, then through learning and evolution
to obtain the best individual as the optimal segmentation result, and the flow is
shown below.

Step 1: Preprocess, feature extraction and watershed segmentation for the orig-
inal image.

Step 2: Initialization, stopping criteria and initial parameters are given, and
generate the initial population.

Step 3: Learning strategy 1.
Step 4: Crossover and mutation.
Step 5: Learning strategy 2.
Step 6: Selection, adopt the elitism and tournament mechanism.
Step 7: Stopping criteria termination, if the individuals fitness achieves a maxi-

mum steadily, then stop to output the results, or go to Step 3.

2.1 Fitness Assignment

In EA, one of key point is fitness assignment. For image segmentation, how to
as-sign fitness is another difficulty. Through the analysis and experiment, we
design Eq. (1) as fitness assignment method.

In order to ensure the precision of image segmentation, the fitness assignment
is carried out not on areas but pixels, and the equality is shown in Eq. (1).

fitness =
1

CN∑
i=1

RNi∑
j=1

PNj∑
k=1

dis(pijk,mi)

(1)

where RNi represents the i-th category, PNj represents the j-th area in the i-th
category, Pijk represents the k-th pixels feature vector the j-th area in the i-th
category, mi is the mean of all the pixels feature vectors.

dis(pijk,mi) =

√√√√
FN∑
g=1

(
pijkg

− mig

)2 (2)

where FN is the dimension of feature. pijkg
and mig represent the feature vector

and its mean respectively.
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2.2 Learning Strategies

Two learning strategies are designed in this paper, which are executed respec-
tively before and after the crossover. Learning strategies aim to improve the
precision and speed of classifying the data to a category. Strategy 1 and Strat-
egy 2 are introduced in detail below.

Strategy 1 replaces the range restriction on the search area by exchanging
the genes on the code according to the probability. The number of data in the
area is set by experience. And the data is from the several minimal data in the
weight matrix.

The high-light in this paper is Strategy 2, the flow is shown below:

Step 1: Set a = 1.
Step 2: If a ≤ PS, go to Step 3, otherwise stop.
Step 3: For individual a, r is a rand value, ranging from 0 to 1, if r > 0.5, go to

Step 4, otherwise a = a + 1, go to Step 3.
Step 4: Set c = 1.
Step 5: 1 ≤ i ≤ CN , find the area m∗

i = arg max ‖AGi − AGimi
‖2.

Step 6: 1 ≤ i ≤ CN , move m∗
i areas to the area j∗ = arg max ‖AGi − AGimi

‖2,
if i = j∗, then m∗

i don’t need to move.
Step 7: c = c+ 1, if c ≤ �LI ×CL�, go to Step 5, otherwise go to Step 2. where

AGi is the mean of feature of i-th category, and AGij the mean of feature of
j-th area in i-th category, PS is the population scale, CN is the class number
of image segmentation, LI is learning strengthen, CL is the length of code.
AGi is shown in Eq. (3).

AGi =

RNi∑
j=1

PNj∑
k=1

pijk

RNi∑
j=1

PNj

(3)

where RNi is areas number of i-th category, PNj is the pixels numbers in j-th
area, Pijk is the k-th pixels feature vector the j-th area in the i-th category, as
Eq. (4).

pijk = (pijk1 , pijk2 , ..., pijkFN
) (4)

Our method learns on the whole population, the learning strength of every
individual is related to the length of code. If the strength is too little, then the
learning cant achieve the effect, if it is too much, it is easy to be tripped in the
local optimal.

3 Experiment Results and Analysis

3.1 Experiment Setting

In order to evaluate the performance of our method, we take the experiment
on texture images, remote sensing images and natural images. As Fig. 1 shows,
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image (a), (b) and (c) are artificial texture image, their size is 256× 256. Image
(d) to (f) are remote sensing images, their size is 256 × 256. The comparative
algorithm is FCM and K-means.

From the above analysis, the experiment parameters are set as below. The
max iteration is 200. Population scale is 30. MST coding individuals radio is
0.7. Crossover probability is 0.9. Mutation probability is 0.005. The strength of
strategy 1 is 0.2. The strength of strategy 2 is 0.5.

Fig. 1. Test images: (a), (b) and (c) are artificial texture images; (d), (e) and (f) are
remote sensing images

3.2 Experiment Results and Analysis

In the experiment, GLCM features and wavelet features are used for texture
images, wavelet features and gray features are used for remote sensing images,
and wavelet features and gray features are used for nature image. As Fig. 2 shows,
from left to right are the results of our method, FCM, and K-means.

For texture images, the results are the best one in visual view absolutely. The
results of K-means and FCM have some classification spots and fuzzy boundary.
Table 1 is the correct radio of the 30 independent experiment results for our
method, FCM, and K-means under same conditions.

From Table 1, the correct radio of our method is higher than K-means and
FCM. From the variance of correct radio, we find he correct radio of K-means
decrease faster with the number of categories increases, on the contrary, our
method is steady, which means our method has better performance and robust-
ness on complex problems.
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From the results of remote sensing images and natural images, our method
has accuracy on the details, for example, the bridge and bird in image (d) are
segmented, but K-means and FCM fail to segment them, even cant distinguish
them. Moreover, the segmentation results of image (e) and image (f) can declare
that our method maintains consistency in category well.

Image (a) Image (b) Image (c) Image(d) Image (e) Image (f)

1

2

3

Fig. 2. Experiment results of six test image with three methods: 1 by our method, 2
by FCM and 3 by KM

Table 1. The correct ration of the results

Dataset Correct ratio(%)

Our method FCM KM

Image (a) 98.73 98.71 98.71

Image (b) 94.57 94.97 84.96

Image (c) 94.32 93.21 83.56

4 Conclusion

Memetic image segmentation method based on digraph coding is proposed in
this paper, the convergence speed is improved through setting initial population
by digraph coding and 2 learning strategies. For segmentation problems, the
original image watershed segmentation is adopted to transform the operation on
pixel to area, which decreases the complexity. In order to evaluate performance
of our method, we take the comparative experiments with FCM and K-means on
texture images, remote sensing images and natural images, which prove that our
method achieves the segmentation for the three images with the best stability
and efficiency.
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Abstract. In this paper we propose a novel change detection method
based on clonal selection and optimal entropy threshold. We apply the
log-ratio operator to construct the difference image of two temporal
images firstly. Then the optimal threshold of the difference image is gen-
erated automatically by clonal selection and optimal entropy method. In
order to reduce the noise impact of remote sensing images, the results of
initial segmentation are morphological processed. Experimental results
show that the proposed method is effective and stable.

Keywords: Change detection · Clonal selection · Optimal entropy
threshold · Remote sensing image

1 Introduction

The problem of change detection has been treated as a significant issue for
decades due to its wide applications in remote sensing [1,4,6,7,9]. In the lit-
eratures, it is usually viewed as a process to detect the changes from multi-
temporal images, which reflecting the same area but taken at different times.
Change detection has been widely used in urban development studies [10,11],
land use/cover monitoring [13], damage assessment [12] and environmental inves-
tigation. There are two key steps in change detection of remote sensing. The
first one is the method of constructing the difference image (DI) of two temporal
remote sensing image. The other one is classification of DI included changed and
unchanged classes.

Clonal selection algorithm is a new kind of optimization search algorithm
that has the function of learning and memory for providing a new approach
to information processing. It introduces the affinity function, cloning and mem-
ory mechanism based on traditional evolutionary algorithm, and uses the corre-
sponding operator to ensure converging to the global optimal solution quickly
[2,3,5,8].
c© Springer Nature Singapore Pte Ltd. 2016
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In this paper, the framework of proposed method is clonal selection algorithm.
The difference image denerated by log-ratio operator and using morphologic
method to reduce the noise. The remainder of this paper is organized as follow.
Section 2 describes the proposed method. Dataset used and experiment results
and analysis are presented in Sect. 3. Finally, concluding remarks are presented
in Sect. 4.

2 The Proposed Method

The proposed novel change detection method is mainly used in the classification
of difference image. The DI consists of unchanged and changed classes in this
paper, thus we can transform the classification of the DI into a single image
segmentation based on clonal selection optimal entropy threshold.

2.1 Main Steps of the Proposed Algorithm

We defined the antigen as the threshold which maximized the total entropy
of image, and the antibody as binary code of the threshold in the processing
of image segmentation. The maximum entropy of image is considered as the
affinity. Therefore, the optimal threshold of DI is the mature antibody which
maximizes the affinity. The main steps of the clonal selection algorithm are as
follow:

(1) Generate initial population: Generated a certain number of binary code of
threshold randomly. We used 8-bit binary encoding in this algorithm.

(2) Compute the affinity: Compute the value of affinity degree of each antibody
in the population and sort them.

(3) Clonal operation: Generate new antibody population by selection, clone, and
mutation operators.

(4) Repeat the step 2, 3 until it satisfies the stop criterion.

2.2 Detials of the Proposed Method

Affinity Function. We define the entropy of image based on the concept of
Shannon entropy as follow:

H(t) = Ho(t) + HB(t) = ln pt(1 − pt) +
ht

pt
+

H − ht

1 − pt
(1)

where t is the threshold to divide target and background, Ho(t) and HB(t) are
the entropy of target and background. Therefore, the optimal threshold t∗ of the
image equals to the maximize the H(t):

t∗ = arg max
0≤t≤l−1

H(t) (2)

The affinity of antigen and antibody is shown as Eq. (1) in the proposed
method. The bigger the entropy, the more accurate the threshold, and the better
the segmentation of the DI.
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Immune Clonal Operator. We define the clone operation as follow:

TC
c (Ā(l)) =

[
TC
c (A1(l))TC

c (A2(l)) · · · TC
c (Ak(l))

]
(3)

where TC
c (Ai) = A1 ⊗ Ii, i = 1, ..., k, Ii is the qi-th dimension vector, called qi

clone of antibody Ai. After cloning, the population changed as follow:

Ā′(l) =
[
Ā(l)A′

1(l)A
′
2(l) · · · A′

k(l)
]

(4)

where A′
i(l) = [Ai1(l)Ai2(l)...Aiqi−1(l)], Aij = Ai, j = 1, ..., qi − 1.

The operation that clonal mutation on the antibody population based on the
probability of pim aims at keeping the information of original population. To the
same purpose, clonal reorganization operation on the new antibody population
based on the probability of pic followed by the mutation operation.

For ∀i = 1, ..., k, it exist new antibody B =
{
A′

ij(l)|max f(A′
ij(l))

}
, where

j = 1, .., qi − 1, then the probability of Āl(l) ∈ Ā(l) replaced by B is:

f(x) =

⎧
⎨
⎩

1, f(Ai) < f(B)
exp {[−f(Ai) − f(B)/β]}, f(Ai) ≥ f(B), andAi �= optimal

0, f(Ai) ≥ f(B), andAi = optimal
(5)

where β(β > 0) is a parameter related to the diversity of antibody population.
As usually, β is bigger, the diversity of population is better.

The Selection of Threshold of DI. The difference image generated by log-
ratio operator in the proposed method, shown as follow:

DI = log(I1/I2) (6)

where I1 and I2 denote two remote sensing images in different dates, respectively.
DI is the difference image.

Because the data distribution of DI generated by log-ratio is different from
the normal gray level image which its gray level is between 0 and 255, but the
data of DI was not belong to this gray level range and is not an integer but a
double number. So we define the transformation formula as follow:

DIth =
Cth ∗ (DImax − DImin)

256
+ DImin (7)

where Cth(0 ≤ Cth ≤ 255) is the threshold of the primal gray level image auto-
matically produced by clonal selection combined with optimal entropy. DImax

and DImin denote the maximum and minimum of the data in DI, respectively.
DIth is the final optimal threshold which by transformed.

Morphological Processing of Initial CDI. To further optimize the results of
change detection, the morphological processing of dilation and erosion operations
with the initial results has been used here. The principle of morphological image
processing will be briefly described in the following.
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We assume that A is a binary image and B is a structuring element, shown as
Fig. 1(a) and (c). The morphological processing of initial CDI is closing of binary
image A by the structuring element B, followed by the processing of opening.
The initial CDI can be optimized after that. Figure 1(a) and (b) are denoted the
CDI which haven’t and have been morphological processed, respectively.

Fig. 1. An illustration of morphological image processing

3 Experiment Results and Analysis

3.1 Criterions in the Analysis of Change Detection Results

In this paper we choose three criterions to evaluate the change detection results
in the experiments. Firstly, we calculate the false negatives (FN). The number of
pixels that are detected as changed area in reference but detected as unchanged
area in the result is defined as FN. Secondly, we calculate the false positives
(FP). The number of pixels that detected as unchanged area in reference image
but detected as changed area in result is defined as FP. Finally, the overall error
(OE) equals to the sum of FN and FP. In addition, we can usually judge the
result of them depend on experience, observation and field survey.

3.2 The Experiments Results and Analysis

As described above, there are two datasets used in our experiments. The change
detection results of Bern and Ottawa datasets showed in Fig. 2(a) and (b) and
respectively. From left to right represent the CDI of K-means clustering (KM),
fuzzy C-means clustering (FCM), KI threshold selection method (KI), Ostu
threshold (Ostu) and the proposed method in the same experiment conditions
in turn.

From Fig. 2, we can see that, the CDI generated by our proposed method is
better than that of the other contrast algorithms, shown as having less speckles
and being most similar to the reference images. Observed these CDI carefully we
can see that the CDI got by Ostu is worst, it means that the threshold spanned by
the proposed method is more correctly than that of Ostu. And compared with the
reference we can find that loss of areas of CDI got by Ostu haven’t been detected
yet. In all the contrast methods, the most of detected results got by KM and
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FCM are closest to that of the proposed method but the false positives of CDI
got by them is much more high than that of proposed method when detected the
Bern dataset. The reason may be the Bern dataset are more seriously affected by
noise than the other datasets. It proved that the proposed method can produce
good results when the SAR images are badly affected by noise. In general, most
of changed areas of the datasets can be more exactly detected by the proposed
method than that of KM, FCM, KI and Ostu. Although the unchanged class is
sometimes detected as changed class by proposed method, the overall error is
always can keep lowest. The detailed data as shown in Table 1.

The proposed
methodKI OstuKM FCM

(a)

The proposed
methodKI OstuKM FCM

(b)

Fig. 2. Change detection images (CDI) of the four datasets

Table 1. Analysis of change detection results

Dataset Criterion The algorithm

KM FCM KI Ostu Our method

Bern FN 34 14 170 622 325

FP 7543 23902 236 16 74

OE 7577 23916 406 638 399

Ottawa FN 1806 1753 2977 7143 1547

FP 1097 1157 470 38 1322

OE 2903 2910 3447 7181 2869

4 Conclusion

In this paper, we convert change detection of remote sensing image into an image
segmentation problem, and then split the problem into an optimization prob-
lem. It is a major innovation. The difference image (DI) of two temporal images
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is constructed by the ordinary and simple log-ratio operator firstly. Then we
focus on how to effectively and accurately dividing DI into the changed and
unchanged classes. The optimal threshold of the DI is generated automatically
by clonal selection and optimal entropy method. In order to reduce the noise
impact of remote sensing images, the results of initial segmentation are morpho-
logical processed. The experiments we design shows that transformed the change
detection problem into an optimization is effective.
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dation of China (Grant No. 61603299).
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Abstract. The present algorithm can not be applied to construct a
binary tree by using the traversal sequences in which there are same
elements. That is to say, the previous algorithms require there are not
same elements in the binary tree. This paper designs an improved recur-
sive algorithm to solve the problem. Based on the existing recursive
algorithm, this algorithm introduces flag sequences for the traversal
sequences. According to the relationship among the elements in the
flag sequences, it is theoretically proved that there are three recursive
algorithms that can construct binary trees from the traversal sequences.
Simulation results show that the algorithm designed in this paper can
construct binary trees through the traversal sequences in which there are
same elements.

Keywords: Preorder traversal · Inorder traversal · Postorder traversal ·
Flag sequence · Recursive algorithm

1 Introduction

As a typical hierarchical structure, binary trees [1] play a very important role
in solving some practical problems in real life. Therefore, it has been a hot
issue [2–6] for people to use the traversal sequences to construct a binary tree.
Through the research on the properties of the traversal sequences of the binary
tree, the researchers have designed a lot of recursive [7,8] and nonrecursive [9–12]
[13-16] algorithms for constructing a binary tree from the traversal sequences.
However, no matter recursive or non recursive algorithms, they all require there
is not any same element in the traversal sequences. Otherwise, this algorithm
can not use them to construct a binary tree in which there is even a same ele-
ment. Obviously, this requirement will greatly limit the application range of
the existing algorithms. However, there are same elements in the sequences in
c© Springer Nature Singapore Pte Ltd. 2016
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many cases. For example, as a typical traversal sequence of the binary tree, gen-
eral arithmetic expression has usually the same operation symbols and operation
objects. Therefore, this paper improves the existing recursive algorithm by intro-
ducing the flag sequence for the traversal sequence. Algorithm tests show that
the improved algorithm does not have any restrictions on the traversal sequence.
That is to say, no matter whether the sequences have same elements or not, they
can be used to construct the corresponding binary tree by using this algorithm.

2 The Mathematical Model

2.1 The Principle of Using the Preorder Traversal Sequence and
in Order Traversal Sequence to Construct a Binary Tree

Theorem 1. If there exist the preorder and inorder traversal sequence of a
binary tree, then the binary tree can be constructed uniquely by a recursive
algorithm.

Proof. Assume that X = xixi+1 · · ·xj and Y = ykyk+1 · · · yl are respectively
the preorder and inorder traversal sequence of the binary tree T , where T denotes
the root node of the binary tree. Taking into account that there may be the same
elements in the sequence, we need give a different flag to every element in the
sequence so that these flags can be used to distinguish the elements from each
other. Therefore, we might as well let A = aiai+1 · · · aj and B = bkbk+1 · · · bl be
respectively flag sequences of X and Y . Because of the equal length of X and
Y , it is easy to find there exists j − i + 1 = l − k + 1, namely j − i = l − k.

By the properties of the traversal sequence of the binary tree, we have
{xi, xi+1, · · · , xj}={yk, yk+1, · · · , yl} and {ai, ai+1, · · · , aj}={bk, bk+1, · · · , bl}.
In other words, X and Y are different permutations of the collection of the same
elements while as A and B are also different permutations of the collection of
the same elements. According to the characteristics of the traversal sequences of
the binary tree, the element xi is the root node of the binary tree T . Because in
the inorder traversal sequence B there corresponds a unique positive integer m
such that bm = ai. So ym is also the root node of the binary tree if we study T
from the point of view of the indorder traversal sequence. Therefore, the inorder
traversal sequence Y and its flag sequence B can be decomposed in the following
forms.

{
Y = (yk · · · ym−1)ym(ym+1 · · · yl)B = (bk · · · bm−1)bm(bm+1 · · · bl) (1)

By the properties of the inorder traversal sequence, since ym is the root node
of the binary tree, the subsequence yk · · · ym−1 and the flag sequence bk · · · bm−1

are respectively the inorder traversal sequence and inorder flag sequence of the
left subtree of T . Also, ym+1 · · · yl and bm+1 · · · bl are respectively the inorder
traversal sequence and inorder flag sequence of the right subtree of the binary
tree of T . By the properties of the preorder traversal sequence of a binary tree,
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there must be a position p in the preorder traversal sequence such that the
preorder traversal sequence X and its inorder flag sequence can be decomposed
in the following forms.

{
X = xi(xi+1 · · ·xp)(xp+1 · · ·xj)
A = ai(ai+1 · · · ap)(ap+1 · · · aj) (2)

where xi+1 · · ·xp and ai+1 · · · ap denote respectively the preorder traversal
sequence and preorder flag sequence of the left subtree of T , whileas xp+1 · · ·xj

and ap+1 · · · aj denote respectively the preorder traversal sequence and pre-
order flag sequence of the right subtree of T . To get the two preorder traversal
sequences and their preorder flag sequences, we must find the position p under
the known condition. Because there is equal length between the preorder traver-
sal subsequence and the inorder traversal subsequence, so we have the following
two equations.

{xi+1, · · · , xp} = {yk, · · · , ym−1} (3)
{xp+1, · · · , xj} = {ym+1, · · · , yl} (4)

Knowing that the length of the subsequence is equal according to formulas (3)
and (4), so we have

p − (i = 1) + 1 = m − 1 − k + 1 (5)
j − (p + 1) + 1 = l − (m + 1) + 1 (6)

On the one hand, the following position p can be obtained from formula (5).

p = m + i − k (7)

On the other hand, the following position p can be obtained from formula (6).

p = m + j − l (8)

Because of j − i = l − k, we can know that the value of the two positions
are equal. That is to say, the position p is unique in the preorder traversal
sequence X. According to the position p, subsequences xi+1 · · ·xp and xp+1 · · ·xj

can be separated from the preorder traversal. Therefore, we can obtain several
different preorder traversal subsequences. On the one hand, xi+1 · · ·xp represents
the preorder traversal subsequence of the left subtree of the binary tree T and
yk · · · ym−1 represents the inorder traversal subsequence of the left subtree of the
binary tree T . On the other hand, xp+1 · · ·xj represents the preorder traversal
subsequence of the left subtree of the binary tree T and ym+1 · · · yl represents
the inorder traversal subsequence of the right subtree of the binary tree T .
Similarly, we can not only find the left subtree of T by xi+1 · · ·xp, ai+1 · · · ap,
yk · · · ym−1, and bk · · · bm−1 but also find the right subtree of T by xp+1 · · ·xj ,
ap+1 · · · aj , ym+1 · · · yl, and bm+1 · · · bl. Therefore, it is a recursive process to
use the preorder traversal and inorder traversal to construct a binary tree.
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On the one hand, its recursive sub structure is as follows.

a. If m > k, then we can construct recursively the left subtree of T by xi+1 · · ·xp,
ai+1 · · · ap, yk · · · ym−1, and bk · · · bm−1.

b. If m < l, then we can construct recursively the right subtree of T by
xp+1 · · ·xj ,ap+1 · · · aj , ym+1 · · · yl, and bm+1 · · · bl.
On the other hand, we have the following Recursive termination condition.

a. If m = k, then T has not the left subtree.
b. If m = l, then T has not the right subtree.

Therefore, the theorem is proved.
In short, we can use the preorder traversal sequence and inorder traversal

sequence to construct recursively a binary tree.

2.2 The Principle of Using the Inorder and Postorder Traversal
Sequence to Construct a Binary Tree

Theorem 2. If knowing the inorder and postorder traversal sequence of a
binary tree, then we can use a recursive algorithm to construct the binary tree.

Proof. Assume that Y = yiyi+1 · · · yj and Z = zkzk+1 · · · zl respectively are
the inorder and postorder traversal sequence of the binary tree T . Assume that
furthermore B = bibi+1 · · · bj denotes the inorder flag sequence of Y and C =
ckck+1 · · · cl denotes the postorder flag sequence of Z. Because the length of Y
and Z is equal, we have j − i = l − k. By the relationship between the inorder
traversal and the postorder traversal, we have

{yi, yi+1, · · · , yj} = {zk, zk+1, · · · , zl} (9)

That is to say, Y and Z are different permutations of the same set of elements.
By the properties of the postorder traversal sequence, the element zl is the root
node of the binary tree T . In the inorder flag sequence B there corresponds
a unique positive integer m such that bm = cl, so ym is the root node of the
binary tree T from the perspective of the inorder traversal sequence. Therefore,
the inorder traversal sequence and its flag sequence can be divided into the
following forms. {

Y = (yi · · · ym−1)ym(ym+1 · · · yj)
B = (bi · · · bm−1)bm(bm+1 · · · bj) (10)

By the properties of the inorder traversal sequence, we can know that the
sub sequence yi · · · ym−1 and bi · · · bm−1 are respectively the inorder traversal
sequence and flag sequence of the left subtree of the binary tree T . Similarly,
ym+1 · · · yj and bm+1 · · · bj are respectively the inorder traversal sequence and
inorder flag sequence of the right sub tree of the left subtree of the binary tree
T . According to the properties of the postorder traversal sequence of the binary
tree, we can know that the postorder traversal sequence Z and its flag sequence
C can be divided into the following:
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{
Z = (zk · · · zp)(zp+1 · · · zl−1)zl
C = (ck · · · cp)(cp+1 · · · cl−1)cl

(11)

Where zk · · · zp and ck · · · cp are respectively the postorder traversal sequence
and postorder flag sequence of the left subtree of T , whileas zp+1 · · · zl−1 and
cp+1 · · · cl−1 are respectively the postorder traversal sequence and postorder flag
sequence of the right subtree of T . According to the relationship between the
inorder traversal sequence and the postorder traversal sequence, we have

{zk, · · · , zp} = {yi, · · · , ym−l} (12)

and

{zp+1, · · · , zl−1} = {ym+1, · · · , yj} (13)

Since the subsequences have equal length, we have

p − k + 1 = m − 1 − i + 1 (14)

and

(l − 1) − (p + 1) + 1 = j − (m + 1) + 1 (15)

By formulas (14) and (15), we obtain respectively formulas (16) and (17) as
follows.

p = k + m − i − 1 (16)

and

p = l + m − j − 1 (17)

Because j − i = l − k, the p calculated by the two different methods
are same. In the same way, we can obtain the left subtree of the binary tree
from the inorder traversal subsequence yi · · · ym−l, the inorder flag subsequence
bi · · · bm−l, the postorder traversal subsequence zk · · · zp, and postorder flag sub-
sequence ck · · · cp. Similarly, we can obtain the right subtree of the binary tree
from the inorder traversal subsequence ym+1 · · · yj , the inorder falg subsequence
bm+1 · · · bj , the postorder traversal subsequence zp+1 · · · zl−1 and the postorder
flag subsequence cp+1 · · · cl−1. Therefore, it is a recursive process which uses the
inorder traversal sequence and the postorder traversal sequence to construct a
binary tree.

According to the recursive principle of the process, it is not difficult to find
that the recursive sub structure is as follows.

a. If m > i, then we can use yi · · · ym−l, bi · · · bm−l,zk · · · zp, and ck · · · cp to
construct recursively the left subtree of T .

b. If m < j, then we can use ym+1 · · · yj , bm+1 · · · bj , zp+1 · · · zl−1, and
cp+1 · · · cl−1 to construct recursively the right subtree of T .

c. If m = i, then T has not left subtree. If m = j, then T has not the right subtree.
All this are the recursive termination conditions of the establishment of the
binary tree.
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2.3 The Principle of Using the Preorder and Postorder Traversal
Sequence to Construct a Binary Tree

Theorem 3. If knowing the preorder and postorder traversal sequence of a
binary tree and there isn’t any node whose outdegree is one in the binary tree,
then we can use a recursive algorithm to construct the binary tree.

Proof. Let X = xixi+1 · · ·xj and Z = zkzk+1 · · · zl respectively be the preorder
and postorder traversal sequence of the binary tree T . Let A = aiai+1 · · · aj
be the preorder flag sequence of T and C = ckck+1 · · · cl be the postorder flag
sequence of Z. Similarly, because the length of X and Z is equal, we have j −
i = l − k. By the relationship between the preorder traversal sequence and the
postorder traversal sequence, there exists xi = zl, they are both the root node of
the binsry tree T . In the postorder flag sequence C there corresponds a unique
positive integer m such that cm = ai+1, so the postorder traversal sequence Z
and its flag sequence C can be divided into the following forms.

{
Z = (zk · · · zm)(zm+1 · · · zl−1)zl
C = (ck · · · cm)(cm+1 · · · cl−1)cl

(18)

By the properties of the postorder traversal sequence, the subsequences
zk · · · zm and ck · · · cm are respectively the postorder traversal sequence and
postorder flag sequence of the left subtree of T . Likewise, the subsequences
zm+1 · · · zl−1 and cm+1 · · · cl−1 are respectively the postorder traversal sequence
and postorder flag sequence of the right subtree of T . According to the proper-
ties of the preorder traversal sequence of the binary tree, the preorder traversal
sequence X and its flag sequence A can be divided into the following cases:

{
X = xi(xi+1 · · ·xp)(xp+1 · · ·xj)
A = ai(ai+1 · · · ap)(ap+1 · · · aj) (19)

Where xi+1 · · ·xp and ai+1 · · · ap are respectively the preorder traversal
sequence and preorder flag sequence of the left subtree, whileas xp+1 · · ·xj and
ap+1 · · · aj are respectively the preorder traversal sequence and preorder flag
sequence of the right subtree. Obviously, we have

{zk, · · · , zm} = {xi+1, · · · , xp} (20)

and

{zm+1, · · · , zl−1} = {xp+1, · · · , xj} (21)

Since the subsequences have same length, we have

p − i − 1 = m − k (22)

and

(l − 1) − (m + 1) = j − (p + 1) (23)
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By formulas (22) and (23), we have respectively the following two represen-
tations.

p = i + m − k + 1 (24)

and

p = j + m − l + 1 (25)

By j−i = l−k, it is very easy to find the formulas (24) and (25) are equivalent.
Therefore, by the preorder traversal sub sequence xi+1 · · ·xp, ai+1 · · · ap and
the postorder traversal subsequences zk · · · zm, we can obtain the left subtree
of the binary tree T . In the same way, by the preorder traversal subsequences
xp+1 · · ·xj , ap+1 · · · aj and the postorder traversal subsequences zm+1 · · · zl−1,
cm+1 · · · cl−1, we can obtain the right subtree of the binary tree T . Therefore, it
is a recursive process which can construct a binary tree by using the preorder
traversal sequence and the postorder traversal sequence.

The recursive sub structures and recursive termination conditions of the
recursive construction of the binary tree are expressed as follows:

a. If m > i, then we can use xi+1 · · ·xp, ap+1 · · · aj , zk · · · zm and ck · · · cm to
construct recursively the left subtree of T .

b. If m < j, then we can use xp+1 · · ·xj , ap+1 · · · aj , zm+1 · · · zl−1, and
cm+1 · · · cl−1 to construct recursively the right subtree of T .

c. If m = i, then T is the leaf node of the binary tree, namely T has neither the
left child nor the right child. This is the recursive termination condition.

3 The Algorithm Design of Using the Traversal
Sequences to Construct a Binary Tree

3.1 Use the Preorder Traversal Sequence and Inorder Traversal
Sequence to Construct a Binary Tree

For the convenience of the algorithm design, let T = f(X,A, Y,B, i, j, k, l) be
the recursive function of constructing the binary tree, then the recursive process
can be described as follows:

a. From the preorder traversal sequence X = xixi+1 · · ·xj , we know the first
element xi in T is the root node of the binary tree T .

b. We find the location m in the inorder flag sequence B such that bm = ai.
c. If m = k, then the root node of T has not the left child. Otherwise, the left

child of the root node of the binary tree T is the root node of the left subtree.
Let Tl be the left child, then there are

Tl = f(X,A, Y,B, i + 1,m + i − k, k,m − 1) (26)

or

Tl = f(X,A, Y,B, i + 1,m + j − l, k,m − 1) (27)
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d. If m = l, then the root node of T has not the right child. Otherwise, the
right child of the root node of the binary tree T is the root node of the right
subtree. Let Tr be the right child, then there are

Tr = f(X,A, Y,B,m + i − k + 1, j,m + 1, l) (28)

or

Tr = f(X,A, Y,m + j − l + 1, j,m + 1, l) (29)

e. When the recursive process is over, we can obtain a binary tree whose root
node is T .

3.2 Use the Inorder and Postorder Traversal Sequence to Construct
a Binary Tree

In order to facilitate the algorithm description, let T = g(Y,B,Z,C, i, j, k, l)
be a recursive function which is used to construct a binary tree. The recursive
process is described as follows:

a. The element zl in the postorder traversal sequence Z = zkzk+1 · · · zl is the
root node of the binary tree.

b. The position m needs to be found in the inorder flag sequence B such that
bm = cl.

c. If m = i, then the binary tree T has not the left subtree. Otherwise, the root
node of the left subtree of the binary tree T is as follows:

g(Y,B,Z,C, i,m − 1, k,m + k − i − 1) (30)

or

g(Y,B,Z,C, i,m − 1, k, l + n − j − 1) (31)

d. If m = j, then the binary tree T has not the right subtree. Otherwise, the
root node of the right subtree of the binary tree T is as follows:

g(Y,B,Z,C,m + 1, j, k + m − i, l − 1) (32)

or

g(Y,B,Z,C,m + 1, j, l + m − j, l − 1) (33)

3.3 Use the Preorder and Postorder Traversal Sequence
to Construct a Binary Tree

In order to facilitate the algorithm description, let T = h(X,A,Z,C, i, j, k, l)
be a recursive function which is used to construct a binary tree, the recursive
process is described as follows:
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a. The element xi in the preorder traversal sequence X = xixi+1 · · ·xj is the
root node of the binary tree T .

b. The position m needs to be found in the postorder flag sequence C such that
cm = ai+1.

c. If j = i or l = k, then the binary tree has neither the left subtree nor the
right subtree. Otherwise, the root node of the left subtree of the binary tree
is as follows:

h(X,A,Z,C, i + 1, i + m − k + 1, k,m) (34)

or

h(X,A,Z,C, i + 1, j + m − l + 1, k,m) (35)

and the root node of the right subtree of the binary tree is as follows:

h(X,A,Z,C, i + m − k + 2, j,m + 1, l − 1) (36)

or

h(X,A,Z,C, j + m − l + 2, j,m + 1, l − 1) (37)

4 Algorithm Simulation

Example. Use respectively the above three algorithms to construct the binary
tree which is a arithmetic expression shown in Fig. 1.

Fig. 1. a*b+(a/b+(c+d)*f)

Solution. From the binary tree as shown in Fig. 1, we can see both the same
computing objects and the same operaters appear in the binary tree. Where
the computing objects a and b both appear two times in the binary tree, and
the operater + appears three times, and operater * appears two times in the
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Fig. 2. The corresponding integer flag of the elements in the binary tree

binary tree. Therefore, the binary tree can not be constructed by the traditional
algorithm. In order to distinguish the same elements from each other in the
binary tree, every element in the tree needs be given a different integer flag.
Figure 2 shows the corresponding integer flag assigned to each element in the
binary tree.

Thus, the traversal sequence and flag sequences shown in Table 1 can be
obtained from the Figs. 1 and 2.

Table 1. The traversal sequences and flag sequences of the binary tree

i xi ai yi bi zi ci

1 + 3 a 1 a 1

2 * 5 * 5 b 12

3 a 1 b 12 * 5

4 b 12 + 3 a 6

5 + 2 a 6 b 8

6 / 4 / 4 / 4

7 a 6 b 8 c 10

8 b 8 + 2 d 11

9 * 9 c 10 + 13

10 + 13 + 13 f 7

11 e 10 d 11 * 9

12 d 11 * 9 + 2

13 f 7 f 7 + 3

In Table 1, X = x1x2 · · ·x13 and A = a1a2 · · · a13 respectively represent
the preorder traversal sequence and preorder flag sequence of the binary tree,
Y = y1y2 · · · y13 and B = b1b2 · · · b13 respectively represent the inorder traversal
sequence and inorder flag sequence of the binary tree, whileas Z = z1z2 · · · z13
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and C = c1c2 · · · c13 respectively represent the postorder traversal sequence and
postorder flag sequence of the binary tree.

Method 1. According to the algorithm 3.1 and the preorder traversal sequence
and its preorder flag sequence, and the inorder traversal sequence and its inorder
flag sequence, the construction of the bianry tree process is as follows:

a. The root node x1(+) of the binary tree and m = 4 are obtained from
f(X,A, Y,B, 1, 13, 1, 13). On the one hand, the left child x2(∗) of x1(+) and
m = 2 are obtained from f(X,A, Y,B, 2, 4, 1, 3). On the other hand, the right
child x5(∗) of x1(+) and m = 8 are obtained from f(X,A, Y,B, 5, 13, 5, 13).

b. On the one hand, the left child x3(a) of x2(∗) and m = 1 are obtained from
f(X,A, Y,B, 3, 3, 1, 1). On the other hand, the right child x4(b) of x2(∗) and
m = 3 are obtained from f(X,A, Y,B, 4, 4, 3, 3). Obviously, x3(a) and x4(b)
have neither the lfet child nor the right child.

c. x3(a) has neither the left child nor the right child from f(X,A, Y,B, 3, 3, 1, 1)
and m = 1.

d. x4(b) has neither the left child nor the right child from f(X,A, Y,B, 4, 4, 3, 3)
and m = 3.

e. On the one hand, the left child x6(/) of x5(+) and m = 6 are obtained from
f(X,A, Y,B, 5, 7, 6, 8). On the other hand, the right child x9(∗) of x5(+) and
m = 12 are obtained from f(X,A, Y,B, 9, 13, 9, 13).

f. On the one hand, the left child x7(a) of x6(/) and m = 5 are obtained from
f(X,A, Y,B, 7, 7, 5, 5). On the other hand, the right child x8(b) of x6(/) and
m = 5 are obtained from f(X,A, Y,B, 8, 8, 7, 7).

g. x7(a) has neither the left child nor the right child from f(X,A, Y,B, 7, 7, 5, 5)
and m = 5.

h. x7(a) has neither the lfet child nor the right child from f(X,A, Y,B, 8, 8, 7, 7)
and m = 7.

i. On the one hand, the left child x10(+) of x9(∗) and m = 10 are obtained from
f(X,A, Y,B, 10, 12, 9, 11). On the other hand, the right child x13(f) of x9(∗)
and m = 13 are obtained from f(X,A, Y,B, 13, 13, 13, 13).

j. On the one hand, the left child x11(c) of x10(+) and m = 9 are obtained from
f(X,A, Y,B, 11, 11, 9, 9). On the other hand, the right child x12(d) of x10(+)
and m = 11 are obtained from f(X,A, Y,B, 12, 12, 11, 11).

k. x11(c) has neither the lfet child nor the right child from f(X,A, Y,B,
11, 11, 9, 9) and m = 9.

l. x12(d) has neither the lfet child nor the right child from f(X,A, Y,B,
12, 12, 11, 11) and m = 11.

m. x13(f) has neither the lfet child nor the right child from f(X,A, Y,B,
13, 13, 13, 13) and m = 13.

Through the above process, it is easy to get the relationship between the all
elements in the binary tree. We have made the following Table 2.

In Table 2, m denotes the position of the root node in the inorder traver-
sal sequence, m1 denotes the position of the left child in the inorder traversal
sequence, and m2 denotes the position of the right child in the inorder traversal
sequence.
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Table 2. The relationship between the elements in the binary tree

i root lchild rchild m m1 m2

1 x1(+) x2(∗) x5(+) 4 2 8

2 x2(∗) x3(a‘) x4(b) 2 1 3

3 x3(a) NULL NULL 1 0 0

4 x4(b) NULL NULL 3 0 0

5 x5(+) x6(/) x9(∗) 8 6 12

6 x6(/) x7(a) x8(b) 6 5 7

7 x7(a) NULL NULL 5 0 0

8 x8(b) NULL NULL 7 0 0

9 x9(∗) x10(+) x13(f) 12 10 13

10 x10(f) x11(c) x12(d) 10 9 11

11 x11(c) NULL NULL 9 0 0

12 x12(d) NULL NULL 11 0 0

13 x13(f) NULL NULL 13 0 0

Method 2. According to algorithm 2.2 and the inorder traversal sequence and
its flag sequence, and the postorder traversal sequence and its flag sequence, the
construction process of the binary tree is as follows:

a. We can obtain the root node z13(+) of the binary tree and m = 4 from
g(Y,B,Z,C, 1, 13, 1, 13).

b. When m = 4, we can obtain z3(∗) which is the left child of z13(+) and m = 4
from g(Y,B,Z,C, 1, 3, 1, 3). Likewise, we can obtain z12(+) which is the right
child of z13(+) and m = 8 from g(Y,B,Z,C, 5, 13, 4, 12).

c. When m = 2, we can obtain z1(a) which is the left child of z3(∗) from
g(Y,B,Z,C, 1, 1, 1, 1) and obtain z2(b) which is the right child of z3(∗) from
g(Y,B,Z,C, 3, 3, 2, 2).

d. On the one hand, we can obtain z6(/) which is the left child of z12(+)
and m = 6 from m = 8 and g(Y,B,Z,C, 5, 7, 4, 6). On the other hand,
we can obtain z11(∗) which is the right child of z12(+) and m = 12 from
g(Y,B,Z,C, 9, 13, 7, 1) and m = 8.

e. On the one hand, we can obtain z4(a) which is the left child of z6(/) from
m = 6 and g(Y,B,Z,C, 5, 5, 4, 4). On the other hand, we can obtain z5(b)
which is the right child of z6(/) from g(Y,B,Z,C, 7, 7, 5, 5) and m = 6.

f. On the one hand, we can obtain z9(+) which is the left child of z11(∗) and
m = 10 from m = 12 and g(Y,B,Z,C, 9, 11, 7, 9). On the other hand, we can
obtain z10(f) which is the right child of z11(∗) from g(Y,B,Z,C, 13, 10, 13, 10)
and m = 10.

g. On the one hand, we can obtain z7(c) which is the left child of z9(+) from
g(Y,B,Z,C, 9, 9, 7, 7) and m = 10. On the other hand, we can obtain z8(d)
which is the right child of z9(+) from g(Y,B,Z,C, 11, 11, 8, 8) and m = 10.
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Method 3. According to algorithm 2.3 and the preorder traversal sequence and
its flag sequence, and the postorder traversal sequence and its flag sequence, the
construction process of the binary tree is as follows:

a. We can obtain the root node x1(+) of the binary tree and m = 3 from
h(X,A,Z,C, 1, 13, 1, 13).

b. On the one hand, we can obtain x2(∗) which is the left child of x1(+)
and m = 1 from m = 3 and h(X,A,Z,C, 2, 4, 1, 3). On the other hand,
we can obtain x5(+) which is the right child of x1(+) and m = 6 from
h(X,A,Z,C, 5, 13, 4, 12) and m = 3.

c. On the one hand, we can obtain x3(a) which is the left child of x2(∗) from
m = 1 and h(X,A,Z,C, 3, 3, 1, 1). On the other hand, we can obtain x4(b)
which is the right child of x2(∗) from h(X,A,Z,C, 4, 4, 2, 2) and m = 1.

d. On the one hand, we can obtain x6(/) which is the left child of x5(+)
and m = 4 from m = 6 and h(X,A,Z,C, 6, 8, 4, 6). On the other hand,
we can obtain x9(∗) which is the right child of x5(+) and m = 9 from
h(X,A,Z,C, 9, 13, 7, 11) and m = 6.

e. On the one hand, we can obtain x7(a) which is the left child of x6(/) from
m = 4 and h(X,A,Z,C, 7, 7, 4, 4). On the other hand, we can obtain x8(b)
which is the right child of x6(/) from h(X,A,Z,C, 8, 8, 5, 5) and m = 4.

f. On the one hand, we can obtain x11(c) which is the left child of x10(+) from
m = 7 and h(X,A,Z,C, 11, 11, 9, 9). On the other hand, we can obtain x12(d)
which is the right child of x10(+) from h(X,A,Z,C, 12, 12, 8, 8) and m = 7.

5 Conclusions

If there exist the same elements in the traversal sequence, the existing algo-
rithms can not construct the binary tree according to the traversal sequences.
In this paper, the existing recursive algorithm is improved by introducing the
flag sequence such that the improved algorithm is suitable for any traversal
sequences. Namely, no matter the sequence has the same elements in the tra-
versal sequences or not, the improved algorithm is effective. Algorithm simula-
tion shows that the proposed algorithm is effective for the construction of any
binary tree whose traversal sequences have the same elements in the traversal
sequences. Because the algorithm has not any restriction requirement to the
traversal sequence, the application scope of the algorithm is greatly extended.

Although the recursive algorithm has not only a clear structure but also
convenient design of the algorithm, the recursive algorithm has lower operating
efficiency and the computation time and the storage space occupied by the recur-
sive algorithm are much more than that of the nonrecursive algorithm. Therefore,
the nonrecursive algorithm is the next research direction. In addition, the algo-
rithm has not yet been studied by using the level traversal sequence and other
traversal sequences to construct a binary tree, so it is also the direction of future
research.
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Abstract. In Banach Spaces, we introduce a new improved multi-step
iterative algorithm for the fixed points of strongly pseudo-contractive
mappings, by proving the convergence for modified Mann iterative
sequence, and that the multi-step iterative sequence and Mann iterative
scheme are equivalent. We prove the convergence of iterative sequences
generalized by the improved multi-step iterative algorithms. The results
extend and improve the corresponding related results.

Keywords: Strongly pseudo-contractive mappings · Improved multi-
step iterative algorithms · Fixed point · Convergence · L-Lipschitz
continuous

1 Introduction

The variational inequality theory is a very powerful tool of current mathemati-
cal technology. They have been extended and generalized to study a wide class
of problems arising in mechanics, physics, optimization and control, operation
research, economics and transportation equilibrium etc. One of the most impor-
tant questions is the development of iterative algorithms. There have been a
number of recent results [1–5] on fixed point and convergence of Mann and
Ishikawa iteration for all kinds of nonlinear mapping. Chidume [6], in 2001, gave
an example to us that Mann iteration converges, but Ishikawa iteration doesn’t
converge. In 2002, Noor [7] introduced Multi-step iteration, and Glowinski [8]
used Multi-step iterative algorithm solve liquid crystal theory and eigenvalue
calculate. These algorithms have been widely applied to all kinds of variational
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 489–496, 2016.
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inequalities and variational inclusions. In 2007, Huang [2] proved Equivalence
theorems of the convergence between Ishikawa and Mann iterations.

In this paper, we introduce a new improved multi-step iterative algorithm.
By proving the convergence for modified Mann iterative sequence and the equiv-
alence of the multi-step iterative sequence and Mann iterative scheme, we prove
the convergence of iterative sequences generalized by the proved multi-step iter-
ative algorithms. And illustrate the improved multi-step iterative algorithms is
feasible. The results extend and improve the corresponding related results.

2 Preliminaries

Throughout this article, we always assume that E is a Banach space, and K is a
convex subset of E. And E∗ is the duality space of E.

We denote by the normalized duality mapping J : E → 2E∗
defined by

J(x) = {f ∈ E∗ : <x, f> = ||x||2 = ||f ||2}, x ∈ E.

Where <·, ·> denotes the generalized duality pairing.

Definition 2.1. Let T : K → K be a mapping, T is said to be uniformly
L-Lipschitz continuous. If for every x, y ∈ K, there exists L > 0, such that

||Tx − Ty|| ≤ L||x − y||, n ≥ 1.

Definition 2.2. Let T : D(T ) → E be a mapping, T is said to generalized ϕ-
strongly pseudo-contractive. If {λn} ⊂ [1,+∞), lim

n→∞ λn = 1, j(x−y) ∈ J(x−y),

There exists a non-decreasing function ϕ : [0,+∞) → [0,+∞), satisfying ϕ(0) =
0, such that

||Tn
i x − Tn

i y|| ≤ λn||x − y||2 − ϕ(||x − y||), n ≥ 1.

Lemma 2.1. [9] Let E be a Banach space, then for any x, y ∈ E,

||x + y||2 ≤ ||x||2 + 2· < y, j(x + y) >, j(x + y) ∈ J(x + y)).

Lemma 2.2. [10] Let ϕ : [0,+∞) → [0,+∞) be non-decreasing function,
ϕ(0) = 0. And let {hn}, {μn}, {σn} be three non-negative real sequences sat-
isfying the following conditions

h2
n+1 ≤ h2

n − μnϕ(hn+1) + σn,

∞∑
n=1

μn = ∞, σn = o(μn).

Then
lim

n→∞ hn = 0.
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3 Algorithms

Let E be a Banach Space, and K be a convex subset of E. Let Rn
i , Sn

j , Tn
k be l,m

and n mappings.

Algorithm 3.1. Given x0 ∈ K, we can get an algorithm for (3.1) as follows:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xn+1 = (1 − αn)xn + αn

l∑
i=1

riR
n
i zn

zn = (1 − βn)xn + βn

m∑
j=1

sjS
n
j yn

yn = (1 − γn)xn + γn

r∑
k=1

tkTn
k xn

(1)

Where

n = 1, 2, · · ·.ri, sj , tk ∈ [0, 1],
l∑

i=1

ri =
m∑

j=1

sj =
r∑

k=1

tk = 1.

which is called modified multi-step iterative algorithms.

Algorithm 3.2. If γn = βn = 0, then the algorithm is

un+1 = (1 − αn)un + αn

l∑
i=1

riR
n
i un (2)

Where

n = 1, 2, · · ·.ri ∈ [0, 1],
l∑

i=1

ri = 1.

which is called modified Mann iterative algorithm.

4 Convergence and Equivalence

Theorem 4.1. [11] Let E be a Banach Space, and K be a convex subset of E.
Let Rn

i : K → K be l uniformly L-Lipschitz continuous and generalized ϕ–
strongly pseudo-contractive mappings. {λn} ⊂ [1,+∞], and lim

n→∞ λn = 1 Let

{αn} be a real sequence satisfying the following conditions

∞∑
n=0

αn = 0,
∞∑

n=0

αn(λn − 1) < ∞.

If the fixed point sets F = ∩l
i=1F (Ri) 	= Φ of Ri in K, then the Mann iterative

sequence {xn} defined by (3.2) convergences strongly to the unique fixed point
of T in K.
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Theorem 4.2. Let E be a Banach Space, and K be a convex subset of E. Let
Rn

i , Sn
j , Tn

k : K → K be m, l and r uniformly L-Lipschitz continuous and general-
ized ϕ–strongly pseudo-contractive mappings. {λn} ⊂ [1,+∞), and lim

n→∞ λn = 1.

Let {αn}, {βn}, {γn} be three real sequences satisfying following conditions:

∞∑
n=0

αn = 0,

∞∑
n=0

βn = 0,

∞∑
n=0

αnβn < ∞,

∞∑
n=0

αnβnγn < ∞

If the fixed point sets F = (∩l
i=1F (Ri))

⋂
(∩m

j=1F (Sj))
⋂

(∩r
k=1F (Tk)) 	= Φ

and x∗ ∈ F , then the two results are equivalent:

(1) The improved multi-step iterative sequence defined by (1) convergences
strongly to the unique fixed point x∗.

(2) The Mann iterative sequence defined by (2) convergences strongly to the
unique fixed point x∗.

Proof. (1) ⇒ (2) Let γn = βn = 0, we have

xn+1 = (1 − αn)xn + αn

l∑
i=1

riR
n
i xn

So (1) ⇒ (2) is proved.
(2) ⇒ (1) From Algorithm 3.1 and Lemma 2.1, Let xn+1 − un+1 = hn+1,

Then xn − un = hn. Using uniformly L-Lipschitz continuous, we have

||hn+1||2 = ||xn+1 − un+1||2

= ||(1 − αn)(xn − un) + αn

∑l

i=1
ri(R

n
i zn − Rn

i un)||2

≤ (1 − αn)
2||hn||2 + 2αn· <

∑l

i=1
ri(R

n
i zn − Rn

i un)||2, j(hn+1) >

≤ (1 − αn)
2||hn||2 + 2αn· <

∑l

i=1
ri(R

n
i zn − Rn

i xn+1)||2, j(hn+1) >

+ 2αn· <
∑l

i=1
ri(R

n
i xn+1 − Rn

i un+1)||2, j(hn+1) >

+ 2αn· <
∑l

i=1
ri(R

n
i un+1 − Rn

i x∗)||2, j(hn+1) >

+ 2αn· <
∑l

i=1
ri(R

n
i x∗ − Rn

i un)||2, j(hn+1) >

≤ (1 − αn)
2||hn||2 + 2αn

∑l

i=1
riL||zn − xn+1|| · ||hn+1||

+ 2αn(
∑l

i=1
riλn||hn+1||2 − ϕ(||hn+1||))

+ 2αn(
∑l

i=1
riL||un+1 − x∗|| · ||hn+1||)

+ 2αn(
∑l

i=1
riL||x∗ − un|| · ||hn+1||)

≤ (1 − αn)
2||hn||2 + 2αnL||zn − xn+1|| · ||hn+1||

+ 2αnλn||hn+1||2 − 2αnϕ(||hn+1||)
+ 2αnL||un+1 − x∗|| · ||hn+1|| + 2αnL||un − x∗|| · ||hn+1|| (3)
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And from Algorithm 3.1, using triangular inequality, we have

||zn − xn+1|| = ||xn+1 − zn||
= ||(1 − αn)(xn − zn) + αn

∑l

i=1
ri(Rn

i zn − zn)||
≤ (1 − αn)||xn − zn|| + αn(L||zn − x∗|| + ||x∗ − zn||)
≤ (1 − αn)||xn − zn|| + αn(L + 1)||zn − xn|| + ||xn − x∗||)
= (1 + αnL)βn||xn − x∗ + x∗ −

∑m

j=1
sjS

n
j yn|| + αn(L + 1)||xn − x∗||)

≤ (1 + αnL)βn(||xn − x∗|| + L||x∗ − yn||) + αn(L + 1)||xn − x∗||
= (1 + αnL)βn + αn(L + 1)||xn − x∗|| + (1 + αnL)Lβn||yn − xn + xn − x∗||
= (1 + αnL)βn(1 + L) + αn(L + 1)||xn − x∗|| + (1 + αnL)Lβn||yn − xn|| (4)

Where

||yn − xn|| = ||γn(
∑r

k=1
tkTn

k xn − xn)||
≤ γn(

∑r

k=1
tk||Tn

k xn − x∗|| + ||xn − x∗||) ≤ γn(1 + L)||xn − x∗|| (5)

Substituting (5) into (4), it can be obtained that

||zn − xn+1||
≤ ((1 + αnL)βn(1 + L) + αn(L + 1))||xn − x∗||
+ (1 + αnL)Lβnγn(1 + L)||xn − x∗||
= (1 + L)((1 + αnL)βn(1 + Lγn) + αn)||xn − x∗||
= θn||xn − x∗|| (6)

Where θn = (1 + L)((1 + αnL)βn(1 + Lγn) + αn)
By conditions:

∑∞
n=0

αn = 0,
∑∞

n=0
βn = 0,

∑∞
n=0

αnβn < ∞,
∑∞

n=0
αnβnγn < ∞

We obtain lim
n→∞ θn = 0,

∑∞
n=0 αnθn < ∞.

Substituting (6) into (3), it can be obtained that

||hn+1||2
≤ (1 − αn)2||hn||2 + 2αnLθn||xn − x∗|| · ||hn+1||
+ 2αnλn||hn+1||2 − 2αnϕ(||hn+1||)
+ 2αnL||un+1 − x∗|| · ||hn+1|| + 2αnL||un − x∗|| · ||hn+1||
≤ (1 − αn)2||hn||2 + 2αnLθn(||hn|| + ||un − x∗||) · ||hn+1||
+ 2αnλn||hn+1||2 − 2αnϕ(||hn+1||)
+ 2αnL||un+1 − x∗|| · ||hn+1|| + 2αnL||un − x∗|| · ||hn+1||
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Using average inequality, we obtain

||hn+1||2

≤ (1 − αn)
2||hn||2 + αnLθn(||hn||2 + ||hn+1||2)

+ αnLθn(||hn+1||2 + 1)||un − x∗|| + 2αnλn||hn+1||2 − 2αnϕ(||hn+1||)
+ αnL||un+1 − x∗|| · (1 + ||hn+1||2) + αnL||un − x∗|| · (||hn+1||2 + 1)

= ((1 − αn)
2 + αnLθn)||hn||2 + (αnLθn + αnL)||un − x∗||

+ αnL||un+1 − x∗|| − 2αnϕ(||hn+1||)
+ (αnL(||un − x∗|| + ||un+1 − x∗||) + 2αnλn + αnLθn + αnLθn||un − x∗||)||hn+1||2

From

un → x∗(n → ∞) ⇒ ||un − x∗|| → 0(n → ∞), αn → 0(n → ∞),

We have

1 − (αnL(||un − x∗|| + ||un+1 − x∗||) + 2αnλn + αnLθn

+ αnLθn||un − x∗||) → 1(n → ∞)

Let

An = 1 − (αnL(||un − x∗|| + ||un+1 − x∗||) + 2αnλn + αnLθn + αnLθn||un − x∗||)

Thus there exists an N ∈ N+, such that when n > N,An > 0.
Therefore

||hn+1||2

≤ (1 − αn)2 + αnLθn

An
||hn||2 − 2αnϕ(||hn+1||)

An

+
(αnLθn + αnL)||un − x∗|| + αnL||un+1 − x∗||

An

≤ (1 + Cn)||hn||2 − 2αnϕ(||hn+1||) + σn

Where

Cn =
(1 − αn)2 + αnLθn − An

An

σn =
(αnLθn + αnL)||un − x∗|| + αnL||un+1 − x∗||

An

Next we will prove

σn = o(αn), Cn = o(αn)



Improved Multi-step Iterative Algorithms for the Fixed Points 495

In fact,

lim
n→∞

σn

αn
= lim

n→∞
(αnLθn + αnL)||un − x∗|| + αnL||un+1 − x∗||

Anαn

= lim
n→∞

(Lθn + L)||un − x∗|| + L||un+1 − x∗||
An

= 0 ⇒ σn = o(αn)

For {λn} ⊂ [1,+∞), and lim
n→∞ λn = 1, then

lim
n→∞

Cn

αn

= lim
n→∞

(1 − αn)
2 + αnLθn − An

Anαn

= lim
n→∞

αn + 2Lθn + (L(||un − x∗|| + ||un+1 − x∗||) + 2(λn − 1) + Lθn||un − x∗||)
An

= 0.

⇒ Cn = o(αn)

Thus

||hn+1||2 ≤ (1 + o(αn))||hn||2 − 2αnϕ(||hn+1||) + o(αn)

That is to say

||xn+1 − un+1||2 ≤ (1 + o(αn))||xn − un||2 − 2αnϕ(||xn+1 − un+1||) + o(αn)

From Lemma 2.2,

||xn − un|| → 0(n → ∞)

So

||xn − x∗|| ≤ ||xn − un|| + ||un − x∗|| → 0(n → ∞) ⇒ xn → x∗(n → ∞).

(2) ⇒ (1) is proved.
Therefore, (1) ⇔ (2). This proof is complete.

Remark 4.1. Combining Theorem 4.1, this theorem indicates that the iterative
sequences generalized by the improved multi-step iterative algorithms are con-
vergence strongly to the unique fixed point x∗ of pseudo-contractive mappings.
And illustrates the improved multi-step iterative algorithms is feasible.

Remark 4.2. From article [2], we have known that Ishikawa and Mann iterations
are equivalent in some conditions. Thus, by this theorem we can obtain the result
the multi-step iterative sequence and Ishikawa iterative scheme are equivalent.
This shows the wide applications of the improved multi-step iterative algorithm.

5 Conclusions

The paper introduces and discusses a new improved multi-step iterative
algorithm. By proving the convergence for modified Mann iterative sequence and
the equivalence of the multi-step iterative sequence and Mann iterative scheme,
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we prove the convergence of iterative sequences generalized by the improved
multi-step iterative algorithms. The results extend and improve the correspond-
ing related results. For a suitable choice of the parameter, we obtain some known
iterative algorithms. For example, let γn = 0, we can get Ishikawa iterative algo-
rithm; Let γn = βn = 0, we can get Mann iterative algorithm. These clearly
show the efficiency of the improved multi-step iterative algorithm.

Acknowledgments. This project was supported by National Natural Science Foun-
dation of China (Grant No. 61179032 and 61303116), the Special Scientific Research
Fund of Food Public Welfare Profession of China (Grant No. 201513004-3) and the
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Abstract. Although the technology of natural language processing was
proposed several years ago, there are few Internet-based systems of Eng-
lish automatic grammar checking which is of help for beginner acad-
emic writers. This paper introduces our research results of an automatic
grammar checking system for English article abstracts. We proposed four
improved basic methods of natural language processing like sentence seg-
mentation, multi-level indexes of words, Penn treebank and increment
artificial rules for the system. Experimental results indicate that the
proposed system is able to detect more grammar mistakes than other
popular similar systems such as 1Checkerm Microsoft word and Non-
Plus. Furthermore, our system provides free service for Internet users.

Keywords: Article abstracts in English · Automatic grammar
checking · Web-based system · Internet studies

1 Introduction

English is the most popular language in the world. There are about 400 million
people using English as first language, but more than one billion people use it
as a second language. Non-native speaker easily make English grammar mis-
takes when writing. Therefore, the requirement of English grammar automatic
checking is necessary.

Recently, the number of theses at different degree levels has surged due to
the massification of higher education. English abstracts in theses as part of
the Masters degree requirement are oftentimes ignored by both authors and
thesis examiners because English is used as a foreign language. As a result,
these English abstracts cannot meet the requirement of academic English as
most of them suffer from grammatical errors. Therefore, an automatic system
for grammar checking is needed and would be helpful for graduate students who
are at the same time English as a foreign language (EFL) learners.

There are several existent automatic systems for English grammar checking.
Automatic essay scoring (AES) is an automatic computer system to review and
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 497–506, 2016.
DOI: 10.1007/978-981-10-3614-9 61
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evaluate English articles. AES has been used for 40 years since it was proposed in
the 1960s. Project Essay Grader (PEG) [1] is the earliest automatic essay scor-
ing system for English articles. In addition to grammar check, many systems for
scoring English essays have been put into use, such as Intelligent Essay Assessor
(IEA) [2], Electronic Essay Rater (E-Rater) [3], and Bayesian Essay Test Scoring
system (BETSY) [4]. Notwithstanding their automatic scoring function, manual
work is still required for grammar detection in these systems. Recent devel-
opment can be seen in Stanford POS Tagger [5,6] which has achieved various
functions such as grammar check, essay scoring, and topical relevance detection,
simultaneously. However, its grammar correction model, which is the core of
the system, performs far from satisfaction. Its problems include low accuracy
rate, low intelligence and rare scalability. In addition, it is unable to change the
detection rules depending on various users.

This paper implements an intelligent automatic system which takes account
of writing features among theses written by Chinese graduate students. This
system automatically rates theses by using the technology of natural language
processing, including spelling check and grammar mistakes detection. In the
long term, our Web-based checking system based on accumulation of numerous
English abstracts would be able to display a wide range of features of master
theses, such as their overall quality, research trends and methodologies used, etc.

2 Key Techniques

Based upon grammatical rules and negative instances, we implemented grammar
checking model (process flow chart indicated by Fig. 1), including sentence seg-
mentation, word segmentation, spelling check, part-of-speech tagging correction,
and grammar filter, etc.

Fig. 1. Flow chart of intelligent algorithm used in grammar checking system for English
abstracts.

Grammar filter integrates and manages all matching rules of the system.
We will introduce the implementation of critical processes of the whole sys-
tem sequentially, including algorithm of sentence segmentation, establishment
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of lexicon used by spelling check, correction of Part-of-speech Tagger, design of
grammar check and excogitation of rules scalability.

2.1 Sentence Segmentation

Grammatical error checking is based on a single sentence. Thus how to segment
sentences correctly, which we call sentence segmentation [7], is the premise of
grammar checking. Dot (.) is the most frequent sign of sentence completion in
English writing. Up to 90% of sentence end is dot. But in reality, particularly in
abstracts of graduate dissertations, dot has various usages: 1. end of acronym; 2.
part of expression; 3. part of special characters in website; 4. part of apostrophe.
Due to numerous usages of dot, it seems insufficient to segment sentence with dot
only. We adopt the method called English sentence segmentation based on pre-
regular expression and rules [8]. Tagging all the period in an English abstract,
including . , ? , !:
[left word][prefix][period][suffix][right word]
Prefix is the character string front coterminous with period and Suffix is the
character string back coterminous with period. Right word is the next word
after period.

2.2 Multi-level Index Structure

To check the spelling error, we need to establish a lexicon of standard English
words and then match words in the text with lexicon. Once matching successfully,
spelling is correct; otherwise means error in spelling.

Despite our task mainly focuses on grammar check, in a long term we are
supposed to build a lexicon containing terminologies for analyzing abstracts
of postgraduate theses [9]. So we establish a lexicon presented in Fig. 2. For
the moment, our lexicon is still in infancy and it takes to develop and enrich.
Another problem is when size of lexicon reaches a certain amount, there is a
negative correlation between system matching efficiency and lexicon size [10].

Fig. 2. Multi-level index structure.
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Fig. 3. Extensible design based on grammar filter rules.

To settle this, we should build the lexicon scientifically. In Fig. 3, we show how
to optimize words database with Multi-level index structure. By setting index
table with the first three letters of words, the number of matching could be
controlled within 2 to 4 times.

2.3 Penn Treebank Tag Set

Penn Treebank Tag Set [11] is the most widespread and most scientifically tagged
tag set, including thirty-six tags of word classes and twelve special tags of punc-
tuation. Tags of word classes are presented in Table 1. In this paper we adopt
Penn Treebank Tag Set.

With Penn Treebank tags set, sentence, He went to school with a dog yes-
terday could be tagged as:
/He/PRP went/VBD to/TO school/NN with/IN a/DT dog/NN yesterday/NN
././
In this example, He is tagged with personal pronoun, went is tagged with verb-
past tense, to is tagged with infinitive, school, dog, yesterday are tagged with
singular or uncountable noun, with is tagged with preposition, a is tagged with
determiner.

Table 1. System checking results

Total error System check Rate

Highlevelerror 46 0 0

Word 33 0 0

JuKu 65 27 41.5%

NounPlus 37 13 35.1%

Ourproposedsystem 21 11 52.4%

NounPlus 13 6 46.2%

Ourproposedsystem 16 4 25%
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In actual English texts, a number of words are both verbs and adjectives
[12]. For example, word close, on one hand, when treated as a verb it may mean
to shut something in order to cover an opening; on the other hand, it could
serve as an adjective having multiple layers of meaning, such as being not far
from something, near something in time, very likely to do something, intimate in
relationship, or very similar, to name just a few. Thus the goal of part-of-speech
tagger is to allocate right tags for polysemic words in different sentences based
on statistics from large amount of data.

Stanford POS Tagger is a part-of-speech tagger based on maximum entropy
model [13]. It has high accuracy rate due to the long-term practice and mature
technology in the field of natural language processing along the years.

The part-of-speech tagger proposed in this paper bases on Stanford POS
Tagger [14] and it is implemented and extended with Java. For a polysemic word,
which means a word having several tags in tag set, POS tagger will calculate the
most probable tag according to Formula (1).

P (tagn|wordn) ∗ P (tagn|tagn − 1, tagn − 2) (1)

Although accuracy rate of tagging and running efficiency are well, part-of-speech
tagger still encounter some exceptions and errors. So far artificial correction is
indispensable to handling these faults. As the result of this, we spent considerable
time collecting and analyzing errors of tagger, based on which we corrected them.

2.4 Increment Artificial Rules

There are two methods to build the base for rules. The first is to artificially
establish the base with right rules only. The other is to artificially establish the
base which includes wrong rules. However the structure of English grammar is so
complex and various that a simple sentence can derive countless combinations.
With the first method it is hard to build a base containing right rules only or to
match and analyze text with the rule base. It is not only because it is impossible
to build the absolutely-right base, but also because there is no answer concerning
how we should figure out a nearly infinitely-great base, even if the ideal base
exists with well-matching efficiency simultaneously. Hence, in this paper we take
the second approach, which discovers the grammar mistakes by matching with
wrong grammar rules.

On the basis of rules-based grammar checking algorithm, we combine part-
of-speech tagging technology to organize the rule base of our grammar checking
system. This is because if we choose only rule-based grammar checking algo-
rithm, there would be too many rules required, which make the process hard to
achieve and ineffective. Whats more, a base with tremendous number of rules
will lead to running inefficiency. Therefore, in this paper we establish rules based
on part-of-speech tagging.

First, according to syntax, we analyzed every word in each sentence of the text
through part-of-speech tagger. Then we collected common grammar mistakes by
statistics and classification of numbers of English sentences with different gram-
matical rules. Then, we analyzed errors in logic and modeled grammar mistakes
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logically. Finally, on the basis of part-of-speech tags of tagger, we designed a
series of basic logical processes concluded by error rule of grammar.

During the grammar modeling, we interviewed five university English teach-
ers several times and collected a large number of common grammatical mistakes
of English learners in China, which generated error rules processing flow chart
based on part-of-speech tagging. Another three English teachers with high pro-
ficiency were also invited to evaluate this system in professional ways.

3 The Framework of the Proposed System

3.1 Structure of Grammar Filter Rules

After the system is released, it is harmful to future development of the system
if too many modifications or adjustments are required when maintaining rules
or updating.

Treating each single word as a basic checking unit, grammar check model
adopts different ways according to tags given by part-of-speech tagger and word
classes, based on which a unified result will be returned. To realize loose coupling
of coding structure, diverse checking rules are highly unified as implementation
classes with the same input and output interfaces and separated from main body
of codes. Thus, when modifying grammar check rules, we need to do nothing
but to correct corresponding implementation classes. The process to add rules
is presented by Fig. 3.

3.2 System Structure Diagram

Our target is to design and implement an English abstract smart analyzing
system to be used by Chinese postgraduates. As indicated earlier, the whole
system includes basic data management, abstract upload, rules feedback, rules
setting, rules extension, spell check, grammar check, and back-end management,
etc.

Considering requirements for frequent maintaining and extension of rule base,
we chose B/S structure, which is also beneficial for English learners in China to
use this system with convenience.

It is a long-term process for accumulation and perfection in grammar checking
model of English abstract automatic analyzing system. So grammar filter is
crucial when building the whole system, which requires highly-separated and
highly-decoupling MVC structure. In addition, this system is based on Stanford
POS Tagger, whose POS tagger is coded by JAVA. To sum up, we choose Java
Web frame to realize the system. Data layers mainly interact with users and
do maintaining and managing with back-end data. Logic layer is formed by
spelling check model and grammar filter. Combining diverse grammar checking
rules, grammar filter opens a close interface to system application layer. Then
application layer runs the abstract detection by calling logic layer. Figure 4 is
the diagram of the system structure.
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Fig. 4. Intelligent English abstract checking web systems systematic frame.

4 Experimental Results

To evaluate our grammar checking model, unedited corpus is essential. But to
date, there is no published authoritative corpus appropriate for grammar error
checking. Since our target users are graduate students in Chinese universities,
collecting samples of English abstracts from authentic master theses is the only
way in which we can evaluate the grammar checking results. To achieve this goal,
our testing corpus came from authentic English abstracts in graduate students
submitted theses. After testing of the system, we inputted 1008 sentences as pre-
sented in Fig. 4. We also invited English researchers in universities to do manual
corrections for these texts. All grammar errors had been marked, summing to
231 errors after correction. Subject-verb agreement errors take up the largest
proportion.

Among the errors, high level error was mentioned in Sect. 1.2. So far AES
system cannot handle the writing errors including semantic error, structure error
and pragmatic errors. Testing examples are presented in Fig. 5.

Fig. 5. High-level writing errors.
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Complicated errors represent errors in complex sentences which are formi-
dable for computer language processing to handle. Testing examples are pre-
sented in Fig. 6.

Fig. 6. Complicated errors.

By testing, not only our system failed to detect these two errors, but also
other four systems under comparison failed.

Meanwhile, we compared our system with other four grammar checking
machines, including 1Checker, Microsoft word, Juku automated essay assess-
ment website and NounPlus. Result are indicated in Table 2.

Table 2. A comparison of grammar checking results among different systems

Total text error Right check Recall ratio

1Checker 231 48 20.8%

Word 231 4 1.7%

JuKu 231 33 14.3%

NounPlus 231 28 12.1%

Ourproposedsystem 231 61 26.4%

From the testing results, our systems recall ratio reached 26.4%, higher than
the other systems. In general, all detectors had low correctness-checking rate.
For the main reason that all the testing corpora are non-preprocessing, which
could assure fairness to each grammar detector. But during manual grammar
checking in pedagogy in universities, English teachers will need more time to
consider global errors, mistakes in complicated sentences, or even other higher-
level writing mistakes, all of which cannot be recognized by machines.
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5 Conclusion

This paper implemented a web-based system which is not only easy to manage
but also compatible with extended grammatical rules. While it has open access
to all English learners in China, the system is of value as it would gather more
grammatical evidence from various corpora. In addition, the interactive interface
of this system is friendlyas we can collect the service condition of rules and
feedback from users. Details and detecting accuracy rates are open to all users.
To enable text checking to meet personal writing characteristics, users are able
to define and choose the rule templates to suit their own needs.
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Abstract. Based on the interval theory, the verification for symmet-
ric solutions of operator matrix equations AX − XB − C = 0, A ∈
R

m×m, B ∈ R
n×n, C ∈ R

m×n is studied. We propose the algorithm which
outputs an approximate symmetric solution and its error bound with the
property that an exact solution exists within this computed bound. The
proposed algorithm requires only O(m3 + n3) operations if A and B are
diagonalizable.

Keywords: Verified computation · Operator matrix equation ·
Symmetric solution · INTLAB

1 Introduction

The goal of verification methods is ambitious. For a given problem it is proved,
with the aid of a computer, that there exists a (unique) solution of a problem
within computed bounds [1]. In this paper, we investigate the method for com-
puting enclosing intervals for all entries of the m × n symmetric solution X of
the matrix equation

AX − XB − C = 0, (1)

where A,B and C are real matrices of size m × m,n × n and m × n, respec-
tively. Matrix equation (1) plays an important role in biomathematics, mechan-
ics, physics and control theory [2–4]. Therefore, the verification for symmetric
solution of matrix equation is widely used.

The matrix equation (1) can be written as a system of linear equations as
follow

Px = c, (2)

where P = In ⊗ A − BT ⊗ Im, x = vec(X) and c = vec(C). Here, ⊗ represent
the Kronecker product [5], so P is the matrix of size mn × mn. And vec is
the operation of stacking the columns of a matrix in order to obtain one long
vector, so vec(X) and vec(C) are mn vectors. Rohn verifies the solution of Eq. (2)
by function verifylss of INTLAB [6,7]. Furthermore the solution of Eq. (1) is
verified. This algorithm requires O(m3n3) operations.
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 507–512, 2016.
DOI: 10.1007/978-981-10-3614-9 62
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In 1980, Rump [8] come up with the normal methods for verification to com-
pute the verified error bounds of solution by standard interval algorithms. Based
on the interval theory, we study the verification for symmetric solutions of oper-
ator matrix equations. We propose the algorithm which outputs an approximate
symmetric solution and its error bound with the property that an exact solu-
tion exists within this computed bound. The proposed algorithm requires only
O(m3 + n3) operations if A and B are diagonalizable.

This paper is organized as follows: In Sect. 2 we introduce some basic notation
and facts from interval arithmetic. Section 3 contains our main results, including
our algorithm. In Sect. 4, numerical results are reported to show the property of
the proposed algorithms.

2 Notation and Preliminaries

We introduce the following notation IR, IRn, IRn×n denote the set of all real
interval, the set of all n real interval vectors and the set of all m×n real interval
matrices, respectively, and interval quantities will always by typeset in boldface.

Lemma 1. [5] For any real matrices A,B,C and D with compatible sizes we
have

(a) (A ⊗ B)(C ⊗ D) = (AC ⊗ BD)
(b) vec(ABC) = (CT ⊗ A)vec(B)

Lemma 2. [9] Let A, B, C be interval matrices of compatible sizes. Then

(CT ⊗ A)vec(B) : A ∈ A, B ∈ B, C ∈ C ⊆
{
vec((AB)C)
vec(A(BC))

Lemma 3. [10] Let A,B,R ∈ R
n×n, X ∈ IR

n×n, X̃ is an approximate solution
of matrix equation AX = B. If hold the decision condition for interval

R(B − AX̃) + (I − RA)X ⊆ int(X),

then, there exists a matrix X̂ ∈ X̃+X with AX̂ = B, and A, T are non-singular,
where int(X) denotes interior of X.

Remark 1. Generally speaking, matrix R in Lemma 3 is not limited. However,
to better satisfy formula (3), we usually define R is an approximation to the
inverse of A.

Function for achieving the verification of the solution of the linear system
of equation is verifyless in INTLAB. For linear system of equations whose coef-
ficient matrix is interval matrix, verifyless put out interval vector this interval
vector contain all solutions of interval linear equations. For matrix equation, the
function is applied similarly.

Lemma 4. [11] Let interval matrix A, B ∈ IR
n×n, if function verifylss(A,B)

operated successfully, then the interval matrix X ⊂ IR
n×n by computing stasfied

Σ(A,B) = {X ∈ R
n×n : AX = B,A ∈ A, B ∈ B} ⊆ X.
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3 Main Results

Let us assume that A and B are both diagonalizable, i.e., we have the spectral
decompositions

A = VADAWA,with VA,DA,WA ∈ C
m×m, DA = diag(λ1, . . . , λm),

B = VBDBWB ,with VB ,DB ,WB ∈ C
n×n, DB = diag(μ1, . . . , μn),

where columns i of VA and VB are eigenvectors of A and B with eigenvalue λi

and μi. Then we have

P = (V −T
B ⊗ W−1

A )[In ⊗ (WAAW−1
A ) − (V −1

B BVB)T ⊗ Im](V T
B ⊗ WA).

Define

Q = In ⊗ (WAAW−1
A ) − (V −1

B BVB)T ⊗ Im,

y =(V T
B ⊗ WA)x,

f =(V T
B ⊗ WA)c.

Further, we can reformulate the linear system (2) as

Qy = f. (3)

Note
SA = (WAA)IWA

, SB = IVB
(BVB),

where W−1
A ∈ W−1

A and V −1
B ∈ V −1

B .
Define

Δ = In ⊗ DA − DT
B ⊗ Im,

where Δ is a good approximation for Q, and Δ−1 is a good approximate inverse
for Q.

Theorem 1. Let X̃ ∈ K
m×n be a symmetric solution of the matrix

equationAX − XB − C = 0, and let Z ∈ IK
m×n with z = vec(Z). Define

R = WA · (AX̃ − X̃B − C) · VB ,

M = (DA − SA)Z,

N = Z(DB − SB),
U = (−R +M +N)./D,

where D ∈ K
m×n, vec(D) = diag(Δ). Then, with ỹ = (V T

B ⊗ WA)x̃, we have
(a) {−Δ−1(Qỹ − f) + (Imn − Δ−1Q)Z,Z ∈ Z} ⊂ vec(U),
(b) if U ⊂ intZ, then exist a unique vector ŷ ∈ ỹ + vec(U) such that Qŷ = f ,
and matrix Q is non-singular.
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Remark 2. Define V = IWA
UIVB

, then we can conclude if U ⊂ intZ, base
on Theorem1, there is a unique matrix X̂ ∈ X̃ + vec(V ), which satisfies AX̂ −
X̂B − C = 0.

Based on the above theory, design the algorithm as follow.

Algorithm 1
Input:1. AX − XB − C = 0: A, B are both diagonalizable.

2. X1: The initial symmetric solution for operator equation.
3. ε1: Numerical iterative tolerance.
4. N : Maximum number of iterations.
5. ε2: The numerical tolerance.

Output: 1. The approximate symmetric solution X̃ and the error bounds Ṽ of
matrix operator equation AX − XB − C = 0.
2. Or ”failure”.

(1) Matrix A ∈ Rm×m, B ∈ Rn×n, C ∈ Rm×n, X1 ∈ SRm×n.
(2) Compute

R1 = C − AX1 + X1B;
P1 = G − M(X1);
Q1 = M(P1); k = 1.

(3) If Rk = 0 or Pk = 0, so stop, otherwise k = k + 1.
(4) Compute

Xk+1 = Xk +
‖Pk‖2

〈Qk,M(Pk)〉Qk;

Rk+1 = C − AXk+1 + Xk+1B;

Pk+1 = Pk − ‖Pk‖2
〈Qk,M(Pk)〉M(Qk);

Qk+1 = Pk+1 − 〈Pk+1,M(Qk)〉
〈Qk,M(Qk)〉 Qk.

Obtain approximate symmetric solutionX̃ of operator equation, if ‖AX̃ −
X̃B − C‖ > ε2, turn to (3).

(5) If A and B are diagonalizable, then compute spectral decompositions:

A = VADAWA, B = VBDBWB .

Otherwise, turn to “failure”, algorithm will be terminated.
(6) Denote

D =

⎛
⎜⎜⎝

λ1 − μ1 λ1 − μ2 · · · λ1 − μn

λ2 − μ1 λ2 − μ2 · · · λ2 − μn

· · · · · ·
λm − μ1 λm − μ2 · · · λm − μn

⎞
⎟⎟⎠ .
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(7) Compute interval matrices WA, WB by verifyless, such that WA ∈ WA,
WB ∈ WB.

(8) Compute interval matrices T = WA ·(AX̃−X̃B−C)·VB, SA = (WAA)WA,
SB = WB(BVB), U = −T ./D.

(9) Let iter=0.
(9.1) If iter ≤ 15, we perform the following steps, otherwise turn to “failure”.
(9.2) Let iter = iter + 1, set

Z = hull(U · infsup(0.9, 1.1) + e−20 · infsup(−1, 1), 0).

(9.3) Compute

M = (DA − SA) · Z, N = Z · (DB − SB), U = (−T +M +N)./D.

(9.4) If U ⊆ int(Z), let V = WAUWB, and return to V . Algorithm will be
terminated.

We can obtain the proposition as follow by Theorem1.

Proposition 1. If Algorithm 1 return to the verified interval V = X̃ + Ṽ suc-
cessfully, then there is the unique matrix X̂ ∈ V such that X̂ is the exact solution
of AX − XB − C = 0.

4 Numerical Experiments

The following experiments are done in Matlab R2011a(INTLAB V6) under
Windows 7.

Example 1. Consider verified error bounds for symmetric solutions of operator
matrix equations AX − XB − C = 0, where

A =

⎛
⎜⎜⎜⎜⎝

5.2269 9.9403 9.7107 0.3091 8.1553
1.2915 9.3996 9.5767 3.6588 0.2501
0.0378 4.3414 7.2073 0.9382 4.2420
3.2582 9.3551 6.4796 3.3465 0.3380
3.6076 4.9683 8.6260 0.0733 6.7670

⎞
⎟⎟⎟⎟⎠ , B =

⎛
⎜⎜⎜⎜⎝

3.2796 6.1644 4.2979 8.8560 1.0890
5.6007 6.2901 2.1093 9.6291 9.3682
4.2481 1.7664 5.9099 7.6963 5.1106
1.5010 4.0792 8.3720 3.6794 2.1128
0.6436 7.0614 8.8829 0.6814 4.2111

⎞
⎟⎟⎟⎟⎠

C =

⎛
⎜⎜⎜⎜⎝

97.3989 −5.5486 −8.4167 85.6895 5.5340
68.1693 7.4505 −21.4787 96.0249 7.4496
5.2758 −61.2142 −84.5267 −42.3270 −49.1131
−1.5447 −100.3136 −101.4872 −27.2384 −91.1591
87.7922 −29.5100 −45.2041 68.2107 −19.4402

⎞
⎟⎟⎟⎟⎠ .

It can be verified that the operator matrix equation AX − XB − C = 0 is
consistent and has a unique exact symmetric solution

X =

⎛
⎜⎜⎜⎜⎝

8.2954 0.7995 9.2831 1.6677 3.8677
0.7995 1.4247 4.8601 8.1087 4.0571
9.2831 4.8601 3.2163 7.9503 0.1938
1.6677 8.1087 7.9503 8.1791 9.5666
3.8677 4.0571 0.1938 9.5666 2.9338

⎞
⎟⎟⎟⎟⎠

.
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We apply Algorithm 1 to compute the error bounds Ṽ and the verified sym-
metric solution V = X̃ + Ṽ of operator matrix equations AX − XB − C = 0.

Input: X1 =

⎛
⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎞
⎟⎟⎠ , ε1 = 10−9, N = 100, ε2 = 10−5.

Output :Ṽ = 1.0e − 009 ∗
⎛
⎜⎝

[0.1679, 0.1680] [−0.1177,−0.1176] [0.0866, 0.0867] [−0.0146,−0.0145] [−0.0381,−0.0380]

[−0.1169,−0.1168] [0.1255, 0.1256] [−0.0827,−0.0826] [0.0654, 0.0655] [0.0151, 0.0152]

[0.0872, 0.0873] [−0.0825,−0.0824] [0.0666, 0.0667] [−0.0650,−0.0649] [0.0353, 0.0354]

[−0.0150,−0.0149] [0.0637, 0.0638] [−0.0662,−0.0661] [−0.1417,−0.1416] [0.1426, 0.1427]

[−0.0386,−0.0385] [0.0138, 0.0139] [0.0343, 0.0344] [0.1424, 0.1425] [−0.1040,−0.1039]

⎞
⎟⎠ ,

V =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

[8.2953, 8.2954] [0.7995, 0.7996] [9.2830, 9.2831] [1.6677, 1.6678] [3.8677, 3.8678]

[0.7995, 0.7996] [1.4246, 1.4247] [4.8601, 4.8602] [8.1087, 8.1088] [4.0570, 4.0571]

[9.2830, 9.2831] [4.8601, 4.8602] [3.2163, 3.2164] [7.9502, 7.9503] [0.1937, 0.1938]

[1.6677, 1.6678] [8.1087, 8.1088] [7.9502, 7.9503] [8.1790, 8.1791] [9.5665, 9.5666]

[3.8677, 3.8678] [4.0570, 4.0571] [0.1937, 0.1938] [9.5665, 9.5666] [2.9338, 2.9339]

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.
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Abstract. Transmission reliability is one of the most important met-
rics to evaluate the performance of wireless sensor networks. For the
fault of nodes or links affecting the stability and reliability of network,
Immune based multipath transmission algorithm is proposed. For giving
the consideration to the factors of transmission delay and energy con-
sumption beside the hops/distance, immune based multiple paths can
be quickly established from the source node to the destination node.
Metrics of data receiving rate are adopted to evaluate the performance
of multipath transmission. The result shows good performance of fault
tolerance, stability and reliability of data transmission.

Keywords: Wireless sensor networks · Reliable transmission · Fault
tolerance · Multipath routing · Immune algorithm

1 Introduction

Reliability of data transmission is an important metrics to evaluate the perfor-
mance of wireless sensor networks (WSNs) [1]. High reliability and stability are
still difficult issues in the study of the wireless sensor network at present [2].
Fault tolerance and routing strategy is adopted to realize the effective and reli-
able data transmission which also gives the consideration to the balance of energy
consumption and low transmission delay, etc. [3]. Immune system is adopted to
multipath routing strategy to deal with faults in wireless sensor network [4].
Various multipath routing protocols such as energy-aware routing, QoS based
routing and geographical routing methods are proposed and analyzed: REFER
[5], WC-BMR [6], GPSR [7], RDICMR [8], ISRRA [9]. This paper mainly studies
the issues that the node failure or link quality affects the stability and reliability
of data transmission in the network layer.

c© Springer Nature Singapore Pte Ltd. 2016
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2 Immune Multipath Transmission Algorithm

2.1 Definition of Immune Related Issues

Antibody: defined as the established optimal paths from the source node to the
destination node.

Antigen: defined as the cluster heads in the static clustering topology.

Node coding: transmission path is established among the cluster heads from the
source node to the destination node. So all the cluster heads need to be encoded
in binary code according to the quantity of cluster heads in the network. For
example, the quantity of nodes is less than 16. So each cluster head can be
encoded in 4 binary code digits, such as 1011. The source node and destination
node are supposed to be encode as 0000 and 1111.

Path coding: Path coding is determined as the ordered combination of each
nodes’ coding. Source node and destination node are respectively encoded in
0000 and 1111. Suppose nodes N21, N22 and N23 are encoded as 001, 0100,
0101. One transmission path can be encoded as 0000 0011 0100 0101 1111 if
node set S, N21, N22, N23, D constitute the path.

Fitness calculation: Path fitness is closely related to and decided by hops to
the destination node, residual energy and transmission delay. It is defined and
calculated by: ∑n

i=1
CPi

(1)

where CPi
represents comprehensive measurement of path Pi.

Definition 1 Comprehensive measurement (C) is defined as the weighting sum
of normalized values of factors of hops, residual energy and transmission delay.
It is adopted to evaluate the quality of established paths. Path’s comprehensive
measurement function is defined by (2).

CPi
= w1

E(pi)
Eini(pi)

+ w2
H(pi)

max{H(pi)} + w3
D(pi)

max{D(pi)} (2)

where w1 +w2 + w3 = 1, Eini(pi)=
∑n

i=1 e = ne,it represents sum of initial
energy of each node on path pi. max{H(pi)} represents maximum hops of all
established paths. max{D(pi)} represents transmission delay of all established
paths.

Memory: Among all multiple transmission paths {p1, p2, p3, · · · } established from
source node to destination node, antibodies {p1, p2, p3, · · · pn} meeting the con-
dition CPi

≥ Θ are selected as the excellent ones into memory of antibody
population which is used for the next iteration variation, where Θ represents the
set threshold and is determined by

∑n
i=1 (CPi

/n) and n is quantity of established
paths.

Antibody variationVariation rules of antibody are as follows. (1) Variation
nodes including all the nodes on one path excluding the source node and the
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destination node. (2) Direction of nodes’ variation is from the source node to
the destination node. Variation node should be within the frequency coverage
of transmission power of previous hop. (3) Variation nodes excludes ones on the
established variation paths. (4) Variation rule is as follow: 0 randomly mutates
into 0 or 1, 1 randomly mutates into 0 or 1.

2.2 Details of the Algorithm

Step 1. Initialization the parameters.
Step 2. To calculate paths’ CPi

by Eq. (2).
Step 3. To code the nodes and paths according to the coding rules and anti-

body variation algorithm of transmission paths.
Step 4. To randomly determine the initial multiple transmission paths which

constitute the initial antibody population. Quantity n transmission disjoint
paths from the source node to the destination node are established.

Step 5. To calculate the fitness of the transmission paths according to Eq. (2).
Step 6. To generate the memory population. According to the established

transmission paths {p1, p2, p3, · · · } which are antibodies population. Antibodies
with CPi

≥ Θ are selected into the memory as the excellent antibody population
for the next variation.

Step 7. Antibodies mutation. Excellent antibodies in the memory are mutated
according the variation rules. New antibody population is generated which is
constituted with the original antibodies and new mutated antibodies. Then it
calculates CPi

and
∑n

i=1 CPi
according to the fitness function. If

∑n
i=1 Cnew

pi
<∑n

i=1 Cpi
turn to step 6; otherwise turn to step 8, where

∑n
i=1 Cnew

pi
is the new

values after variation.
Step 8. Terminate the iteration and output the optimal solution. The optimal

K antibodies with min
∑n

i=1 Cnew
pi

and no longer changes are selected and out-
putted as solutions to the issues so as to establish multiple transmission paths,
otherwise turn to step 5.

Step 9. Source node sends the confirmation packets to the destination node
along all the established paths and receives the replies from the destination
node to confirm the establishment of optimal transmission paths. Simulation
and analysis.

3 Simulation and Analysis

3.1 Reliability of Packets Transmission

Figure 1 shows the packets receiving rate of the network when the algorithm
runs at 20, 40, 60, 80 and 100 iteration times. Comparison is done among three
algorithm: Immune based multipath algorithm, RDICMR [8] and ISRRA [9].
From Fig. 1, Immune based multipath algorithm has higher packets receiving
rate than other two algorithms. Two has higher packets receiving rate at the
beginning and during the whole process. From 80 iteration times, the proposed
algorithm has firstly reached the maximum packets receiving rate. This show
the good performance of the reliable transmission.
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Fig. 1. Packets receiving rate at different iteration times

3.2 Performance of Fault Tolerant

Figure 2 shows the packets receiving rate when fault nodes generate in the net-
work when the algorithm runs. We also adopt the packets receiving rate to testify
the quality of established paths and transmission reliability. Iteration times [200,
400, 600, 800, 1000] are selected to testified and compared among these three
algorithm: Immune based multipath algorithm, RDICMR and ISRRA. From
Fig. 2, Immune based multipath algorithm shows higher packets receiving rate
along a certain quantity of fault nodes are generated. This reflects good perfor-
mance of fault tolerance to the fault nodes.

Fig. 2. Packets receiving rate when fault nodes generates
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4 Conclusion

For the issues that the node failure or link quality affecting the stability and reli-
ability of data transmission in the network layer, immune algorithm is adopted
into multipath fault-tolerant transmission and packets redundancy transmission.
Multiple paths can be quickly established from the source node to the destina-
tion node. Data receiving rate and fault tolerance are analyzed and simulated.
The result shows good performance of fault tolerance and reliability of data
transmission.
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Abstract. There are various complicated or non-linear system varying
with the time (dynamic system) in the reality and scientific aspects, and
such dynamic system is usually expressed by the differential equations. In
this paper, a new GEP-based algorithm is put forward to solve the inverse
problems of ordinary differential equation (ODE) and complex high-order
differential equations by taking advantage of the self-adaptability, self-
organization and self-study of Gene Expression Programming (GEP),
which is difficult to solve by use traditional methods. Experiments show
that this improved GEP algorithm can be used to solve the optimiza-
tion problems of ordinary differential equations and complex differential
equations in shorter time and with higher precision comparing with the
traditional ones.

Keywords: Gene expression programming · System of ordinary differ-
ential equations · Inverse problem · Runge-Kutta algorithm

1 Introduction

There are various complicated systems or non-linear phenomena varying with
the time in the reality, which, called as dynamic systems, include the weather
change, population increase and disease diffusion, etc. To study the develop-
ment trend of such dynamic systems, it is required to establish the model of
such dynamic systems, that is, to establish the functional relationship or chang-
ing trend among variables of the systems. However, it is difficult to find the
functional relations among variables in the complicated changing processes, but
it is possible to find out the change rate or differential coefficient of some vari-
ables, and thus achieving the differential equation (DE) or differential equations
(DEs). Those problems are known as the inverse problems of differential equa-
tions [1–4]. For instance, if we have the previous data of a stock market, it is
possible for us to create a model for the stock market or forecast its develop-
ment trend based on those data, which is very important to us in guiding us to
accomplish the scientific experiments or actual projects. To this end, a improved

c© Springer Nature Singapore Pte Ltd. 2016
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Gene Expression Programming (GEP) [5,6] is put forward in this paper to solve
the inverse problems of ordinary differential equations and complex differential
equations. First as the GEP algorithm is in the multi-gene structure, each gene
stands for an ordinary differential equation or complex DE and each chromo-
some for a group of differential equations, in which the individual cannot be used
to stand for the group of ordinary differential equations directly by using the
traditional algorithms. Experiments show that the GEP algorithm has a better
forecasting effect in the shorter time and its time cost is so stable that it can-
not be influenced by the complexity of the system. Further experiments indicate
that such improvement can quicken the spread of population diversification and
increase the GEP rate of convergence as well as solve the inverse problems of
ordinary differential equation with higher speed.

2 Inverse Problems of Ordinary Differential Equations

On the assumption that a dynamic system is expressed with n correlative func-
tions: x1 (t) , x2 (t) , . . . , xn (t) As known to us, the system has a series of data as
follows at the time of

ti = t0 + i × Δt(i = 0, 1, 2, · · · m − 1)

X =

⎛
⎜⎜⎜⎝

x1 (t0) , x2 (t0) , . . . , xn (t0)
x1 (t1) , x2 (t1) , . . . , xn (t1)

...
...

...
...

x1 (tm−1) , x2 (tm−1) , . . . , xn (tm−1)

⎞
⎟⎟⎟⎠ (1)

where, t0 is the starting time Δt is the time increment xj(tj) (1, 2, · · · n) Stands
for the observed value of xj at the time of ti.

It is known that X(t) = [x1(t), x2(t), · · · xn(t)], F (X, t) = [f1(X, t), f2(X, t),
· · · , fn(X, t)].

Where, fj(X, t) = fj(x1(t), x2(t), · · · xn(t), t) (j = 1, 2, · · · , n) is expressed
by the compound functions, which form a space of F . Suppose that the dynamic
system is more suitable to the trends of ordinary differential equation group, and
it requires to solve the inverse problems of ODE group via the following formula:

dX∗/dt = F (X∗, t) (2)

When ‖X∗ − X‖ approaches the minimal value, the difference between the
observed values and the data deriving from the model is at minimum level, i.e.,
the Formula (3) has the minimum value.

‖X∗ − X‖ =

√√√√
m−1∑
i=0

n∑
j=1

(
x∗
j (ti) − xj (ti)

)2 (3)

And then the coming trends of the system can be forecaster, which are the
ODE group inverse problems of the dynamic system.
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3 Improved GEP and Its Modeling for ODE Group
Inverse Problems

3.1 GEP Algorithm

GEP is a new evolutionary algorithm invented by the Portuguese scientist
Candida Ferreira, which, based on genome and phenomena and referring to the
gene expression rule of the Biogenetics, combines the advantages of both GP and
GA although the individual expression is in the tree form, but the specific genetic
codes are still the Isometric linear symbols. Therefore, GEP has produced good
results in optimizing, evolving and modeling the functional parameters, neural
network, classification and TSP problems [7,8].

Suppose the head length of Gene is h (it is selected as per the demand), and
the tail length is t, n is the number of the most arguments of the function in the
function set, therefore, the relationship between head length (h) and tail length
(t) can be expressed as follows:

t = h(n − 1) + 1 (4)

The above formula is to ensure that the gene has the enough length.

3.2 Modeling Process for Inverse Problems of GEP-Based Ordinary
Differential Equation Group

Initialize Population. It is known to us that the inverse problems of ordinary
differential equation are solved by creating the ordinary differential equation
model in compliant with the data set, based on a set of measured values, and thus
forecasting the future data in accordance with the ordinary differential equation
group model. Take the Formula 5 as an example, which demonstrates that the
process of solving inverse problems of linear ordinary differential equation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1

dt
= −x2x3

dx2

dt
= x1x3

dx3

dt
= x3

dx4

dt
= x4 − x3 − x5

dx5

dt
= x4 + x5

(5)

It can achieve a series of data in accordance Formula 6 on the assumption
that the starting time t = 0 and the time increment Δt = 0.01, those data (see
Table 1) can be used as the observed data to describe the algorithm process.
Model the ordinary differential equation group via the improved GEP based
on the data in Table 1, obtain the estimates according the model, and finally
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calculate the estimated error and forecasting error to verify the efficiency of
the model. First, calculate the values according to the solution of the ordinary
differential equation when t = 0 (starting time) and Δt = 0.01, 0.02, 0.03, 0.04
(time increment), those values (see Table 1) are used as the observed values to
further forecast the values of (x1, x2, x3) when t = 0.05, 0.06 and 0.07.

Table 1. Observed data calculated as per Formula 6

t x1 x2 x3 x4 x5

0.00 0.5403 0.8415 1.0000 1.0000 −1.0000

0.01 0.5318 0.8469 1.0101 1.0100 −1.0000

0.02 0.5232 0.8522 1.0202 1.0200 −0.9998

0.03 0.5144 0.8575 1.0305 1.0300 −0.9995

0.04 0.5055 0.8628 1.0408 1.0400 −0.9992

3.3 Improvement of GEP Algorithm

It is known from the GEP codes that a GEP gene has coding regions and non-
coding regions. For example: Q × + × a × Qaababbaababaab is a legal gene, and
the part without underline is its Head while the underlined segment is the Tail.

Compare the gene with its expression tree in the above example, one can
find that the last 10 characters of the gene are noncoding regions. This is the
reason why GEP is a non-linear segment and its phenotype form and genotype
form of the genes may be different Obviously, only the mutation, transposition
and restructuring operators are at the dominant segment of the gene, can they
increase the diversity of the population remarkably; if they are at the recessive
segment, they can only increase the probability for population diversity before
performing the mutation operator. Especially for the four standard evolvement
operations of mutation, IS transposition, single-point restructuring and double-
point restructuring, all characters have the equal probability to become the posi-
tion of the operator, therefore, the selection of their position can greatly deter-
mine the validity of the evolvement operation. To prove the above statement is
true, statistics have been conducted in this paper for the average valid length of
GEP genes used in the published papers.

4 Code Generation

4.1 The Set of Experimental Parameters

Experimental parameters are set in Table 2.

4.2 Parameter Configuration for Experiments

Experiment 1. In this experiment, the training data is from the reference.
Using the different t0 and Δt from four different date depending on the solution
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Table 2. GEP Experimental parameters

Parameters Value Parameters Value

Set of termination
symbols

{1, 2, 3, 0}(experimental data

I, II, III, IV)

{1, 0}(experimental data V)

{1, 2, 0}(experimental data VI)

Probability of mutation 0.044

Set of functional symbols {+,−, ∗, /, s, c, q, e, l} Probability of IS
transposition

0.1

Number of iterations 10000 Length of IS
transposition

5

Size of populations 50 Probability of
RIStransposition

0.1

Number of gene 3 Length of RIS
transposition

5

Head length of gene 8 Length of Gene
Transposition

0.1

(formula 7) solved from formula 6. Each date consists of 3 columns (x1, x2, x3)
and 11 rows (t = t0, t0 +Δt, · · · , t0 +10Δt) of which the first 7 rows of data Xm

as the actual observation data, and last 4 rows of data as the forecast data for
evaluate the quality of the model.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dx1

dt
= x1

dx2

dt
= x1 + x2 + x3

dx3

dt
= 2x1 − x2 + 3x3

(6)

⎧⎪⎨
⎪⎩

x1 = et

x2 = e2t(t + 1)
x3 = e2t(t + 2) − et

(7)

5 Summary

In this study, we proposed a GEP based algorithm to solve the inverse problem
of ordinary differential equations, and GEP algorithm’s shortcoming, evolution
operation in the recessive segment contributes little is overcome. Through exper-
iments, we verified that the algorithm, in terms of solving the inverse problem
of ordinary differential equations, was very effective with respect to estimate
standard error, prediction standard error and running time. And improvement
strategies can further enhance the efficiency of the algorithm convergence. Our
study on algorithms provides a powerful tool to automate the process of knowl-
edge discovery for dynamic data, and we expect the approach to be promoted
and applied in actual problems related to time series and time fields, such as
weather forecasting, market prediction and ecological prediction.
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Abstract. Based on floating point operations, we study the accuracy
of numerically computed centrosymmetric solutions in Sylvester matrix
equations. Propose a fast algorithm which outputs the lower bound and
upper bound of the exact centrosymmetric solution. Numerical experi-
ments show the properties of the proposed algorithm.

Keywords: Fast algorithm · Sylvester matrix equation · Centrosym-
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1 Introduction

The numerical computation plays a crucial role in scientific calculation. It has the
characteristics of fast and it is used widely in our practical work. However, due
to the raw data error, calculation error accumulation and the limited precision
said real numbers, the numerical calculation cannot guarantee the accuracy of
results, which could lead to a major accident in the high risk field [1]. Therefore,
reliable computing is widely applied across thees high risk areas such as rocket
design, nuclear magnetic resonance (NMR) machine and digital machine theory.

And in many important fields such as biomathematics, mechanics, physics
and control theory [2–4], some problems can be come down to compute a cen-
trosymmetric solution of the Sylvester matrix equation

AX + XB = C. (1)

In this paper, the accuracy of numerically computed centrosymmetric solutions
in the Sylvester equation (1) is concerned. We investigate the methods for com-
puting the lower bound and upper bound of the exact centrosymmetric solution
X̂, where A ∈ C

m×m, B ∈ C
m×m, X,C ∈ C

m×n.
While there are well-established methods for enclosing solutions of Sylvester

matrix equations [5–8], less attention has been paid to centrosymmetric solu-
tions. It is well known Eq. (1) can be written as a system of linear equations as
follow

Pvec(X) = vec(C), (2)
c© Springer Nature Singapore Pte Ltd. 2016
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where P = In ⊗ A + BT ⊗ Im, ⊗ represent the Kronecker product [9] and vec
is the operation of stacking the columns of a matrix in order to obtain one long
vector.

The purpose of this paper is to obtain the error bounds Xε ∈ R
m×n satisfying

|X̃ −X̂| ≤ Xε, where X̃ and X̂ denote the numerical solution and exact solution
in (1), |X̃ − X̂| denotes the matrix with elements |(X̃ − X̂)ij | and inequalities
between matrices hold componentwise. This method requires only O(m3 + n3)
operations if A and B are diagonalizable.

This paper is organized as follows. In Sect. 2 we introduce the preliminary
definitions and notation we shall use. The main result, the algorithm for verify-
ing the centrosymmetric solution of Sylvester matrix equations, is presented in
Sect. 3. In Sect. 4 we provide some examples for demonstrating the performance
of our algorithm.

2 Notation and Preliminaries

We denote by Mij ,Mi,:,M:,j the (i, j) element, the i−th row and the j−th col-
umn of M , respectively. For matrices M,N , min(M,N) = {min(Mij , Nij)} and
‖M‖M = maxi,j |Mij |. For d1, . . . , dn ∈ C, diag(d1, . . . , dn) denotes a diagonal
matrix whose diagonal elements are d1, . . . , dn. Denote s(p) = (1, . . . , 1)T ∈ R

p

and E = (s(m), . . . , s(m)) ∈ R
m×n.

Definition 1. [9] The matrix A ∈ R
n×n is centrosymmetric if

aij = an+1−i,n+1−j , i, j = 1, 2, . . . , n.

Lemma 1. [9] For any complex matrices K,L,M and N with compatible sizes,
it holds that

(K ⊗ L)(M ⊗ N) = (KM ⊗ LN);

vec(LMN) = (NT ⊗ L)vec(M).

Lemma 2. [10] For S ∈ C
m×n and 1 ≤ p ≤ ∞, if ‖S‖p < 1, Im − S is

nonsingular.

Lemma3 is a modification of Theorem 3 in [11] which suites for estimating
upper bounds for matrices rather than vectors.

Lemma 3. [6] Let S,G ∈ C
m×m, F ∈ C

m×n and DF = diag(‖F:,1‖∞, . . . ,
‖F:,n‖∞). If ‖S‖∞ < 1, it holds that

|(Im − S)−1F | ≤ |F | + 1
1 − ‖S∞‖ |S|EDF ,

|(Im − S)−1G|E ≤ (|G| + ‖G‖∞
1 − ‖S∞‖ |S|)E.

Remark 1. Im − S is nonsingular if ‖S‖∞ < 1 by Lemma2.
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3 Main Results

Throughout this paper we assume that A and B are both diagonalizable. Then
there are the spectral decompositions

A = VADAV −1
A , with VA,DA ∈ C

m×m, DA = diag(λ1, . . . , λm),

B = VBDBV −1
B , with VB,DB ∈ C

n×n, DB = diag(μ1, . . . , μn).

Proposition 1. [6] Let X̃ ∈ C
m×n, D̃A, ṼA,WA ∈ C

m×n, D̃B , ṼB ,WB ∈ C
n×n,

D̃A and D̃B be diagonal, D̃A − D̃B have no diagonal elements in common, and

SA = Im − WAṼA;SB = In − WBṼB;

RA = WA(ṼAD̃A − AṼA);RB = WB(ṼBD̃B − BT ṼB);

TA = |RA| + ‖RA‖∞
1 − ‖SA‖∞

;TB = |RB | + ‖RB‖∞
1 − ‖SB‖∞

;

T = TA ∗ E + E ∗ TT
B ; D̃ = D̃A ∗ E + E ∗ D̃B ;TD = T./|D̃|. (3)

If ‖SA‖∞ < 1 and ‖SB‖∞ < 1, then ṼA and WA, and ṼB and WB are nonsin-
gular, respectively. Additionally if ‖TD‖M < 1, (1) has a unique solution X̂.

Proposition 2. [6] Let X̃,WA,WB , SA, SB , D̃ and TD be as in Proposition 1,
and D̃A and D̃B be diagonal, D̃A − D̃B have no diagonal elements in common,
and

R = A ∗ X̃ + X̃ ∗ B − C;RW = WA ∗ R ∗ WT
B ;

Dr
W = diag(‖RW1,:‖1, . . . , ‖RWm,:‖1);R(1)

W = |RW | + 1
1 − ‖SB‖∞

Dr
W E|SB |T ;

D
(1)
W = diag(‖R

W
(1)
:,1

‖1, . . . , ‖R
W

(1)
:,n

‖1);R(1)
V = |R(1)

W | + 1
1 − ‖SA‖∞

|SA|ED
(1)
W ;

Dc
W = diag(‖RW:,1‖1, . . . , ‖RW:,n‖1);R(2)

W = |RW | + 1
1 − ‖SA‖∞

|SA|EDc
W ;

D
(2)
W = diag(‖R

W
(2)
1,:

‖1, . . . , ‖R
W

(2)
m,:

‖1);R(2)
V = |R(2)

W | + 1
1 − ‖SB‖∞

D
(2)
W E|SB |T ;

RV = min(R(1)
V , R

(2)
V ), RD = RV ./|D̃|, U = RD +

‖RD‖M

1 − ‖TD‖M
TD. (4)

If all the assumptions in Proposition 1 are satisfied, it holds that

|X̃ − X̂| ≤ Xε, Xε = |ṼA|U |ṼB |T .

To compute the numerical centrosymmetric solution of Sylvester matrix
Eq. (1), denote

In = (e1, e2, · · · , en), Sn = (en, en−1, · · · , e1),

M(X) = A
T

AX + A
T

XB + AXB
T

+ XBB
T

+ Sn(A
T

AX + A
T

XB + AXB
T

+ XBB
T
)Sn,

G = A
T

C + CB
T

+ Sn(A
T

C + CB
T
)Sn,

P (X) = G − M(X), Pk = P (Xk).
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Based on the above theory, we design the algorithm as follow.

Algorithm 1
Input: 1. AX + XB = C: the Sylvester matrix equation.

2. X1: the initial centrosymmetric matrix.
3. N : the maximum number of iterations.
4. ε: the numerical tolerance.

Output: 1. The approximate centrosymmetric solution X̃ and its verified error
bounds Xε.
2. Or “Failure”.

(1) Compute R1 = C − AX1 − X1B;P1 = G − M(X1);Q1 = M(P1); k = 1.
(2) If Rk = 0 or k > N , return “Failure” and stop. Otherwise k := k + 1.
(3) Compute

Xk+1 = Xk +
‖Pk‖2

〈Qk,M(Pk)〉Qk;

Rk+1 = C − AXk+1 − Xk+1B;

Pk+1 = Pk − ‖Pk‖2
〈Qk,M(Pk)〉M(Qk);

Qk+1 = Pk+1 − 〈Pk+1,M(Qk)〉
〈Qk,M(Qk)〉 Qk.

If ‖Rk+1‖ ≤ ε, then return X̃ = Xk+1 and go to Step 4. Otherwise go to
Step 2.

(4) If A and B are diagonalizable, then compute spectral decompositions:

A = ṼAD̃AWA, B = ṼBD̃BWB .

Otherwise, return “Failure”and stop.
(5) Compute matrices SA, SB and TD in Eq. (3).
(6) Compute the matrix U = RD + ‖RD‖M

1−‖TD‖M
TD in Eq. (4).

(7) If ‖SA‖∞ < 1, ‖SB‖∞ < 1 and ‖TD‖M < 1, then return

Xε = |ṼA|U |ṼB |T

and stop. Otherwise, return “Failure” and stop.

Algorithm 1 stops after finitely many steps and computes verified error
bounds for the approximate centrosymmetric solution, since the strategy to con-
struct Xε = |ṼA|U |ṼB |T is the same as in the algorithm of [6].

We can obtain the proposition as follow by Proposition 2.

Proposition 3. Given the Sylvester matrix equation AX + XB = C and a
approximate centrosymmetric solution X̃, if Algorithm 1 successfully returns the
verified error bounds Ṽ , then there is the unique matrix X̂ in the interval matrix
[X̃ − Xε, X̃ + Xε], such that X̂ is the exact solution of AX + XB = C.
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4 Numerical Experiments

The following experiments are done in Matlab R2011a (INTLAB V6) under
Windows 7.

In the following examples, we apply Algorithm 1 to compute the approx-
imately centrosymmetric solution X̃, the error bounds Xε and the verified
centrosymmetric solution [X̃ − Xε, X̃ + Xε] of the Sylvester matrix equation
AX + XB = C.

Example 1. [12] Given 3 matrices

A =

⎛
⎝
9.3424 8.7286 9.6689
2.6445 2.3788 6.6493
1.6030 6.4583 8.7038

⎞
⎠ , B =

⎛
⎝
0.0993 4.3017 6.8732
1.3701 8.9032 3.4611
8.1876 7.3491 1.6603

⎞
⎠ ,

C =

⎛
⎝
118.5369 319.4746 118.5305
59.3063 157.1301 59.3423
76.4947 225.7040 93.9047

⎞
⎠ ,

consider the verified centrosymmetric solution of Sylvester matrix equations
AX + XB = C.

It can be verified that the matrix equation AX +XB = C is consistent and
has a unique exact centrosymmetric solution

X =

⎛
⎝
1.5561 8.5598 4.2245
1.9112 4.9025 1.9112
4.2245 8.5598 1.5561

⎞
⎠ .

Input: X =

⎛
⎝
0 0 0
0 0 0
0 0 0

⎞
⎠ , N = 200, ε = 10−4.

Output: X̃ =

⎛
⎝
[1.556098, 8.559799, 4.224499]
[1.911203, 4.902499, 1.911203]
[4.224499, 8.559799, 1.556098]

⎞
⎠ ,

Xε = 10−5 ∗
⎛
⎝
0.699597 0.591165 0.586469
0.227413 0.114102 0.195666
0.364034 0.275506 0.307197

⎞
⎠ ,

[X̃−Xε, X̃+Xε]=

(
[1.556091, 1.556105] [8.559793, 8.559805] [4.224494, 4.224506]
[1.911200, 1.911205] [4.902498, 4.902500] [1.911201, 1.911205]
[4.224496, 4.224503] [8.559796, 8.559802] [1.556095, 1.556101]

)
.
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Abstract. Cloud security is one of the issues that cloud platform needs
to focus on. Cloud platform has powerful computing ability and storage
resources, which makes it become the target of hackers. Therefore, in
addition to the traditional network security configuration, it is necessary
to adopt a more complete security defense measure to protect the data
processing platform. In this paper, it proposes a distributed anomaly
traffic detection technology based on classifier combination according to
the characteristics of massive network data processing in Hadoop plat-
form, which can improve the security of massive network data processing
platform.

Keywords: Cloud computing · Hadoop platform · Distributed ·
Detection technology · Naive bayes classifier

1 Introduction

With the benefits of cloud computing technology, cloud security issues should not
be ignored. The current cloud computing industry becomes maturer and secu-
rity issues have become increasingly significant. It has become one of the most
important issues hindering the development of the cloud computing industry
[1]. Powerful computing resources and massive storage capacity is the advan-
tage of cloud computing, which develops great appeal to the hackers and makes
the platform easily become the target. In recent years, many infrastructures of
cloud technology have suffered different attacks. For example, the database of
Anthem, the second major Health Insurance Company in the United States, was
hacked in February 2015, which affects nearly 8000 users personal information.
Therefore, how to strengthen the security of cloud computing and information,
effectively monitor and response to network intrusion and other security threats.

IDS (Intrusion Detection System) uses active defense technology to defend
various kinds of network intrusion [2]. However, due to the complex network
architecture of cloud computing cluster, massive high-speed network traffic and
other features, the traditional intrusion detection system is often inadequate to
deal with security protection work under the cloud computing environment [3].
c© Springer Nature Singapore Pte Ltd. 2016
M. Gong et al. (Eds.): BIC-TA 2016, Part II, CCIS 682, pp. 530–535, 2016.
DOI: 10.1007/978-981-10-3614-9 66
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Therefore, it is necessary to carry out the research work facing cloud computing,
virtualization intrusion detection technology, and strengthen the information
security capabilities under cloud computing environment.

In view of the above-mentioned problems, we proposed a distributed anomaly
traffic detection technology based on classifier combination.

2 Related Work

2.1 Network Attack Technology on Cloud Computing

Cloud computing uses a network based service model and according to user
needs to provide users with all kinds of hardware and software resources and data
information [4]. Massive network data processing platform based on Hadoop also
has the network interface for platform management and data stream receiving
and storage, which is similar to most of the existing cloud services. They both
need to provide services to users on the Internet. Also in recent years, the attack
against the network cloud computing cluster have been increased rapidly [5].
Attacks against cloud computing can be divided into the following categories.

(1) Illegal Access
(2) Attacks of Processing
(3) Attacks of Abusing of Authority
(4) Attacks Based on Host or Network
(5) Attacks on Cloud Platform’s Loophole

2.2 Anomaly Traffic Detection Technology on Cloud Computing
Platform

Aiming at the safety problem of cloud computing, researchers have been carried
out a lot of research work. A lot of cloud security technology have been effectively
applied to a variety of cloud computing application scenarios, including cloud
network firewall, the design and deployment of intrusion detection system.

(1) Intrusion detection technology. The intrusion detection technology is origi-
nally designed to mainly aimed at the physical network defense, and gener-
ally only aimed at the detection of a single network or object.

(2) Cooperative IDS. Cooperative IDS is a kind of intrusion detection technology
based on behavior signature.

(3) Flexible intrusion detection and management system in Cloud Computing.
This system with a good augmentability can extend and adjust the detection
system as the cloud computing cluster environment changes, and also realize
the efficient management and good compatibility.

(4) DDoS attack and defense technology in Cloud Computing. It is a kind of
technology that transforms the traditional intrusion detection system and
proposes a multi-level intrusion prevention and log management technology.
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(5) IDS based on virtual machine. Aiming at the characteristic of virtualization,
the system could achieve the overall defense of the cloud computing envi-
ronment, by classifying the cloud computing environment and deploying the
corresponding virtual intrusion detection system as various level.

The above research results show that there is an urgent need for the network
intrusion detection method which has the advantages of both feature based detec-
tion system and abnormal behavior based detection system in the cloud platform
at present. Therefore, we should design a more efficient and quick-responding
network security detection system of cloud security. In this paper, a distributed
anomaly traffic detection technology based on classifier is implemented.

3 Maths Fuzzy Theory—Fuzzy Assessment Method

3.1 Classificatier Algorithm

Classifier combination based distributed anomaly detection technology is based
on Hadoop MapReduce operation mechanism, and as a module of massive net-
work data processing platform, realizes the detection to the network traffic in
cloud platform and the judgement of abnormal traffic. The basic idea of the clas-
sification algorithm is to construct a training model based on historical data, to
match the new measurement data with the model, and to determine whether the
new measurement data is abnormal data by a series of multi-level discriminant
algorithm.

3.2 Naive Bayes Classifier

Bayes classifier is a statistical classifier based on Bayes theorem which can be
used to predict the probability that a certain data sample belongs to a certain
class. Naive Bayes Classifier has the computational speed and accuracy better
than other classification algorithms.

Naive Bayes classification algorithm is a classification algorithm based on
probability operation, it can be found to make the posteriori probability P (Ci|X)
maximum of the class, but also become the maximum Posteriori hypothesis.

According to Bayes theorem formula (1), in which P (X) for each class is con-
stant, so in the calculation process, we need to let P (X|Ci) P (Ci) to get the
maximum. In the training phase, we can calculate the P (Ci|X) to maximize the
classification of traffic data. In which a prior probability P (Ci) can be obtained
through the training of the sample traffic data, and based on the formula (2) to
get a posteriori probability P (Ci|X). The individual attribute values of condi-
tional probabilities are uncorrelated, as shown in the formula (3). When there are
m data in our traffic data, the posteriori probability calculation is as formula (4).

P (Ci|X) > P (Ck|X), 1 ≤ k ≤ n, k �= i (1)
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P (Ci|X) =
P (X|Ci)P (Ci)

P (X)
(2)

P (X|Ci = c) =
n∏

i=1

P (Xi|Ci = c) (3)

P (C|X) =
(
∏m

i=1 P (Xi|C))P (C)
P (X)

(4)

Naive Bayes Classifier algorithm has the advantage of fast, efficient and
low memory requirements. Therefore, we can effectively control the correlation
between flow characteristic index through the method based on subsequent flow
statistical feature extraction and improve the classification accuracy of Naive
Bayes Classifier.

3.3 Combined Classifier Decision Algorithm

The basic idea of the algorithm: first, get the statistical characteristics of flow
index, then according to the algorithm, generate the feature index subset. After
that, determine the index of a subset with the judging preparation. If the deter-
mined results meet the criteria in this set, stop creating index feature subset. At
last, verify the selected feature index subset, and complete a selection process of
the characteristic index.

During the selection of the statistical characteristics of the flow. The index
is a valuable indicator if an index can reflect the attributes of the classifier.
However, in the actual feature selection, the characteristic index of data often
exists many redundant, even valueless index. Therefore, when selecting the value
characteristic indices, we need to choose the index that has a larger correlation
with the data classification, and to ensure that there is no correlation between
the selected feature index, namely not predictive of one another between the
index. In this paper, we use CFS algorithm to select the feature subset.

CFS is a kind of commonly used selection algorithm that uses filter mecha-
nism and based on feature correlation. CFS based on idea that is to weed out the
characteristic indices that barely associated with a class, and those are redun-
dant to ensure each selected feature index can effectively reflect a property of a
class and the property only relates to one of the selected feature indices. Fea-
ture index selection is shown as formula (5). CFS algorithm is used to calculate
the value of the feature subset S, n is the number of indicators included in the
subset, C indicates the average value of the correlation between the selected
indicators and the class. F indicates the average value of the correlation between
the selected indicators.

Ms =
nC√

n + n(n − 1)F
C = rcf , F = rff (5)

From the formula, we can see that the values of n and C were positively correlated
with MS, and MS and F is negative correlation, namely the more the selected
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index number, the higher correlation between indices and the classes, the lower
relevance among selected indicators, and the greater the calculation result value.

For the correlation of characteristic index, we can use symmetrical Uncer-
tainty method to calculate. Assuming that X and Y are the characteristic
indices, then the entropy of Y is as shown in the formula (6), and the entropy
of Y in the condition of X is shown in the formula (7). From the formula, we
can see that index X and Y correlated with the amount of information that X
provided Y , particularly meaning the information gain from X to Y , which is
defined as shown in the formula (8). From this formula it can be seen the influ-
ence between index X and Y is equal, namely the information gain X on Y and
the information gain Y to X is the same.

H(Y ) = −
∑
y∈Y

p(y) log2(p(y)) (6)

H(Y |X) = −
∑
x∈X

p(x)
∑
y∈Y

p(y/x) log2(p(y/x)) (7)

gain = H(Y ) − H(Y/X) = H(X) − H(X/Y ) = H(Y ) + H(X) − H(X,Y )
(8)

Combined the CFS algorithm with the correlation to calculate, we can extract
appropriate feature index set from the statistical characteristics of flow index,
to ensure that there is strong correlation between the selected feature index
and the class attribute, and there is no correlation between each index, namely
the selected feature index sets are not redundant, and can properly reflect the
categorical attributes.

4 Experimental Results and Analysis

In this paper, we compared and analyzed the results of the combined classifiers
and the classification results of the individual classifiers to verify the detection
effect on the distributed anomaly traffic detection of that combined classifiers.

In the experiment, the flow test data is tested by repeatedly 10-fold cross-
validation method. The collected traffic data is divided into 100 parts. Each
experiment uses 90 copies as a training sample, the remaining as a test sample,
and circulates ten times to get the mean value. We conducted training test on
the sample data flow using three classification algorithms. On the basis that we
should ensure lower false positive rate and false negative rate, we hope to be
able to obtain the highest possible accuracy of detection. The contrast among
the experiment results are shown in Fig. 1.

According to the experiment results from data A4, we can see that as the
amount of data grows, the accuracy of the distributed anomaly traffic detection
algorithm based on classifier combination is slightly decreased. In the exper-
iment, the accuracy of the fuzzy K-means algorithm is higher than that of
the Bayes algorithm, but the false positive rate is also higher than the Bayes
algorithm’s.
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Fig. 1. Comparison of the effects of data A4 in three algorithms.

5 Conclusion

Therefore, the anomaly traffic detection algorithm based on the classifier combi-
nation that this paper brings up, can overcome the defects of the single detection
algorithm. In the future, we will continue to research the security of cloud plat-
form. The security of cloud platform involves system, server, network, user and
other aspects. Thus, when it comes to protect the cloud platform, in addition to
deploying the traditional security defense equipment, it needs an overall consid-
eration and in terms of different cloud platform application scenarios, to build
perfect network security protection system.
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