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Abstract. A convention in visual object tracking is to only favor the
candidate with maximum similarity score and take it as the tracking
result, while ignore the rest. However, surrounded samples also provide
valuable information for target locating, and the combination of their
votes can produce more stable results. In this paper, we have proposed
a novel method based on the supervised descent method (SDM). We
search for the target from multiple start positions and locate it with their
votes. For evaluating each predicted descent direction, we have presented
a confidence estimating scheme for SDM. To adapt the tracking model
to appearance variations, we have further presented an incremental cas-
caded support vector regression (ICSVR) algorithm for model updating.
Experimental results on a recent benchmark demonstrate the superior
performance of our tracker against state-of-the-arts.

1 Introduction

As a fundamental subject in computer vision, visual object tracking plays a crit-
ical role in numerous applications including video surveillance, gait recognition,
behavior analysis and robotics. Recent years have witnessed great progress in
visual tracking [1-4]. Despite decades of studies, tracking is still a challenging
task due to large appearance variations such as object deformation, occlusions,
illumination variation and background clutter.

There are two main categories of tracking approaches: generative trackers
and discriminative trackers. Generative approaches [5-8] take visual tracking as
an appearance reconstruction problem. They mainly focus on the reconstruction
model and online templates updating. Representative trackers are IVT [5] and
sparse representation based trackers [6-8]. On the other hand, discriminative
models [9-12] view tracking as a classification or regression task. They learn
classifiers online with automatically labeled samples and locate the target with
the candidate of maximum classification score. Some discriminative trackers are
Struck [13], SCM [9], MEEM [14] and deep learning based methods [15-17].
Generally speaking, discriminative models are more robust against background
clutters and thus they usually perform much better than generative ones.

A convention in tracking approaches, generative or discriminative, is to only
favor the candidate with maximum similarity score, and afterwards the rest
samples have no impact on the tracking result. However, surrounded samples also
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provide valuable information for target locating, and the combination of their
estimations can produce more stable results without increasing computational
burden.

In this paper, we have proposed a novel method for visual tracking. Instead
of basing the tracking result on one sample with maximum score, we approach
the target from multiple surrounded candidates in a cascaded way by using
the Supervised Descent Method (SDM) [18], and locate the target by searching
for the most densely voted position. The SDM models the optimization for a
non-linear problem with cascaded linear projections, which has been applied in
various areas including facial landmark detection [18], extrinsic camera calibra-
tion [19] and visual tracking [20]. To provide an evaluation scheme for each pre-
dicted offset, we have presented a confidence estimation model for SDM which is
learned from samples and updated online. To adapt the model to target appear-
ance variations, we have further proposed an Incremental Cascaded Support
Vector Regression (ICSVR) algorithm for model updating.

2 The Proposed Method

This section presents details on the proposed tracking model.

2.1 Cascaded Regression

The observation model in our approach is constructed based on the supervised
descent method (SDM) [18], which learns the projection from features to descent
directions in a cascaded way.

Specifically, for an object located at s € RY, we draw samples {s;}?_; around
s to obtain training data {(As;, ¢;)}";, where ¢; € RP denotes the extracted
feature and As; = s; — s is the offset. The SDM learns the projections {Ry €
RxP }gzl in a cascades way by iteratively optimizing the following C' problems:
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where k denotes the cascade index and s} = s;, ¢} = ¢;, As¥ =sF—s, \is areg-
ularization parameter. With learned matrices {Rk}kc:17 the iterative regression
from a start state s} to the estimated one §; = s& ™ is formulated as:

S = sE b Reo, k=100, @

In our method, we use the support vector regression (SVR) algorithm for
learning the projection matrices {Rk}kc=1 since it is proven experimentally to be
more robust against sample noise. Let ry; denotes the jth row of Ry, and sfj
denotes the jth entry of s¥, the cascaded SVR is formulated as:
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where 71 is a regularization factor, &, &}, are slack variables and €; is a preset
margin which is fixed to €; = 5 empirically in our experiments.

2.2 Confidence Evaluation

Despite the effectiveness of SDM, its main drawback is the lack of a mechanism
for indicating how reliable an offset prediction is. In this section, we present a
confidence evaluation scheme for SDM.

In training stage, if one regress iteration pulls a sample closer to the
groundtruth, we say that the sample is more credible and vice versa. Based on the
idea, we propose to learn an extra set of projection matrices {Q € Rlxl’}kcz1
for confidence evaluation. We take the ratio of overlap rates before and after
regression 0 = (0f71)2/0F (where of denotes the overlap between s and s) as
the label to train {Qg}$_;:
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When testing, the reliability ¢; of each sample is computed as:

C
c=][or k=1,---.C (5)
k=1

2.3 Target Locating

When locating target in a new frame, we sample around the last estimated
position to obtain m candidates {s;, ¢;}/*,. With the learned cascaded model,
we iteratively pull each sample s; to the target location:

Sf+1zsf+Rk¢la k:]-v,c (6)

After C iterations, we obtain all the estimated states §; = . Intuitively,
the most densely voted position is more likely to be the target location. In our
method, we use the dominant set [21] algorithm for locating the voting center.

C+1
S;
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The dominant set algorithm computes sample weights w; by optimizing:

max wlAw,
w
st. we A, (7)

where A = {w € R™ : w > 0 and eTw = 1}, e € R™ is a vector of all 1s, A €

a&._a. 2

is an affinity matrix with each entry A;; = exp (“5’207?”2
A

the similarity between siCJrl and SJCH7 o4 is a scaling factor which is set to

the median value of all entries in A. Finally, the estimated target location is

obtained by:
§=) wis;. (8)

Taking sample confidences ¢; into consideration, we slightly modify the affin-
ity matrix A as:

Rmxm ) representing

A:J =C; - Cj . A” (9)

The rest voting process is the same as described before.

3 Updating Scheme

To adapt the model to target appearance variations, we propose an Incremen-
tal Cascaded Support Vector Regression (ICSVR) algorithm for online model
updating.

Note that the Support Vector Regression (SVR) problem with training sam-
ples {x;,y; }}_; and preset margin ¢ is equivalent to a Support Vector Classifica-
tion (SVC) problem with modified training data {(z;,1)}'_; and {(z;, —1)}2,, ,,
where z; = (x},y;+e)T fori =1,--- ,land z; = (x},y;—¢)T fori = I+1,--- 2L
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where 7 is a regularization parameter. In this way, the incremental learning of
SVR can also be implemented by online SVC with slightly modified training
samples. We use the work proposed in [22] as the SVC updater in our approach.

As for the cascaded process, in training stage, we collect samples and over-
lap rates accross C' cascades, and train SVRs with samples in corresponding
cascades.
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4 Experiments

We evaluate our tracking approach on a publicly available benchmark [23], which
contains 51 challenging sequences, and compare the performance with 30 track-
ers, where 28 of which are recommended by [23] including Struck [13], SCM [9],
TLD [24], VTD [25], CT [26] and ALSA [27], while the KCF [28] and DSST [29]
are recent state-of-the-art trackers.

4.1 Implementation Details

The proposed approach is implemented on MATLAB R2015b and run on a 2.6
GHz Intel Core i5 CPU with 8 GB memory. The code without optimization
runs at 3.5fps in average. Each sampled image is converted to grayscale and
normalized to 32 x 32, then HOG feature is extracted on it with bin size 4.
For simplicity, we only estimate the target position s = {z,y} and assume the
scale and angle of the target stay the same during tracking. In training stage, we
sample 200 images around the target with sample radius r; = 8. C' = 3 cascades
of SVR are trained with regularization parameters 17; = 0.001,72 = 0.001. &7 is
set to b and e is set to 1. When testing, 400 images are sampled around the last
estimated target location with sample radius ro = 20. The model updating is
performed each T' = 5 frames. All the parameters are fixed for different sequences
for fair comparison.

4.2 Overall Performance

The overall performance of our method on the benchmark [23] is illustrated
in Fig.1. We apply the precision plot and the success plot for comparing

Precision plots of OPE

Success plots of OPE

s CAT [0.783] s s CAT [0.548]
DS

22]

e VTS [0.4
o CSK [0551] || 0.6 - e VTD [0.422] | -

Precision

03+

0 5 10 15 20 25 30 35 40 45 50 ] 0.1 0.2 03 0.4 05 0.6
Location error threshold Overlap threshold

C)) (b)

0.7 08 0.9 1

Fig. 1. Overall performance of 30 state-of-the-art trackers and our tracker on the bench-
mark. For clarity, only top 10 trackers are illustrated. (a) Precision scores. (b) Success
scores.
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performance between different trackers. The precision plot indicates the
percentage of frames whose estimated location is within the given threshold
distance to the ground truth, while the success plot demonstrates the ratios of
successful frames whose overlap rate is larger than the given threshold. The pre-
cision score is decided by the score on a selected threshold (20 pixel), and the
success score is evaluated by the Area Under Curve (AUC) of each plot. For
clarity, only top 10 trackers are illustrated on both plots.

As can be seen from Fig. 1(a) and (b), our method obtains superior perfor-
mance against others. In the precision plot, our tracker outperforms DSST by
5.2 % and outperforms KCF by 6.2 %. In the success plot, our tracker performs as
good as DSST and 4.6 % better than KCF. The DSST employs an accurate scale
estimation scheme while our tracker does not estimate the target scale, which
makes the DSST obtains competitive performance in the success plot. Overall,
our tracker performs competitive or better than state-of-the-arts in terms of
both the location accuracy and overlap precision.

The superior performance of our tracker validates the effectiveness of sam-
ple voting and the cascaded support vector regression scheme. The cascaded
process models the non-linear mapping from features to offsets with iterative
linear regressions. In addition, the proposed Incremental Cascaded Support Vec-
tor Regression (ICSVR) algorithm provides an effective way for robust model
updating, which contributes greatly to the stability of long term tracking.

4.3 Component Validation

This section carries out experiments for verifying the contributions of different
components in our method. Three components are evaluated in this section:
the dominant set voting, the sample confidence evaluation and the incremental
learning of cascaded SVR.

Figure 2(a) compares precision scores among trackers using different voting
methods. CAT-DS, CAT-MED and CAT-MS denote the trackers using dom-
inant set voting, (weighted) median voting and (weighted) mean shift voting
schemes respectively, where the weights are computed as described in Sect. 2.2.

Precision Scores of Different Voting Methods Precision Scores of Trackers with and without Confidence Ealuation Precision Scores of Different Updating Schemes
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Fig. 2. Validations of different components. (a) Precision scores with and without
confidence evaluation. (b) Precision scores of different updating schemes. (c) Precision
scores of different voting methods.
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As can be seen from Fig. 2(a), CAT-DS significantly outperforms CAT-MED and
CAT-MS, which indicates that the dominant set voting is more stable in finding
the most densely voted place.

Figure 2(b) compares precision scores between trackers with and without con-
fidence evaluation, namely the CAT and the CAT-NCONF trackers. There’s a
striking disparity between their scores, which indicates that the sample confi-
dence evaluation is an indispensable part in our method.

Figure 2(c) compares precision scores between trackers using different updat-
ing schemes. CAT-ICSVR denotes the tracker using the proposed Incremental
Cascaded Support Vector Regression (ICSVR) updating scheme while the CT-
WSVR denotes the one using weighted parameter updating scheme (with forget-
ting factor A = 0.1). As illustrated in Fig. 2(c), CAT-ICSVR outperforms CAT-
WSVR by 8.8% when the cascade number is set to 3, which indicates the signif-
icant contribution of ICSVR updating algorithm on the tracking performance.

Besides, we can see from the figures that, as the cascade number increases,
the performance of our tracker (CAT) steadily rises and reaches the top at 3
cascade, then slightly declines when the number gets larger. This trend reflects
the mechanism of SDM and its effectiveness. The SDM models the optimization
for a non-linear problem with cascaded linear projections. When the cascade
number grows from 1 to 3, the precision score rises since the model fits the
data better. Whereas the performance decreases afterwards, which indicates that
the SDM gets overfitting on the training data when the model becomes more
complex.
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