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Abstract. This paper proposes a new multi-object detection system
based on binocular stereo vision. Firstly, we calibrate the two cameras
to get intrinsic and extrinsic parameters and transformation matrix of
the two cameras. Secondly, stereo rectify and stereo match is done to get
a disparity map with image pairs acquired by binocular camera synchro-
nously. Thus 3d coordinate of the objects is obtained. We then projects
these 3D points to the ground to generate a top view projection image.
Lastly, we propose distance and color based Mean shift cluster approach
to classify the projected points, after which the number and position of
objects can be determined. Binocular stereo vision based methods can
overcome the problems of object occlusion, illumination variation, and
shadow interference. Experiments in both indoor and corridor scenes
show the advantages of the proposed system.

1 Introduction

Video surveillance is widely used in our life. It is very important in the area
of public safety, traffic control, and intelligent human-machine interaction etc.
How to detect multi objects accurately is one of the major concerned prob-
lems to the researchers. Monocular, binocular and multiple cameras are all used
to detect objects. Existing object detection systems based on monocular vision
[1–4] usually have problems in such conditions: (1) multiple objects with severe
occlusion; (2) illumination variation; (3) the shadow interference. As for multi-
camera based detection system [5,6], it can avoid occlusion because of multi-view
and depth information. However, multi-camera based system needs additional
processing, extra memory requirement, superfluous energy consumption, higher
installation cost, and complex handling and implementation. For the above prob-
lems, binocular stereo vision based surveillance is a compromise between the
above two systems. The binocular can solve occlusion problem and has a small
computational cost and is easy to implement.

There is some work focus on stereo rectify [7,8] and stereo match [9]. Several
approaches based on stereo vision have been proposed to solve object detec-
tion problems [10–16]. The work of Muñoz-Salinas et al. [10] combines infor-
mation from multiple stereo cameras to get three different plan-view maps to
detect objects. In [11], Cai et al. presents a new stereo vision-based model for
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Fig. 1. The binocular stereo vision system. The left and right image are acquired by
binocular stereo camera synchronously. The final result is Marked in right image with
a stereo bounding box.

multi-object detection and tracking in surveillance system by projecting a sparse
set of feature points to the ground plane. In [12], Schindler et al. study a system
for detection and 3D localisation of people in street scene recorded from a mobile
stereo rig. Colantonio et al. [13] uses a thermo-camera and two stereo visible-
cameras synchronized to acquire multi-source information: three-dimensional
data about target geometry, and its thermal information is combined to do
object detection.

Our multi-object detection system based on binocular stereo vision is show in
Fig. 1. It performs well when there exists severe occlusion, illumination variation
and shadow interference. 3D coordinate of objects in the scene is obtained by
binocular stereo vision, and then project it to the ground to get a top view
projection image. In the projection image, the points on different objects are
separated from each other so that object occlusion can be eliminated. In order
to get the 3D coordinate of the object, the calibration of binocular stereo camera
is needed. The framework of the proposed system is shown in Fig. 2.
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Fig. 2. The framework of the proposed binocular stereo vision system. Our work is
divided into three main blocks: stereo match, calibration and detection.
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The remainder of the paper is organised as follows: in Sect. 2 the calibration
of binocular stereo camera is introduced. Section 3 describes the mean shift clus-
ter method for object detection. Section 4 shows the result of out experiment.
Conclusions and future works are contained in Sect. 5.

2 Binocular Stereo Vision System Calibration

In this part, we mainly talk about the camera calibration. Firstly, each camera
is calibrated by Zhang’s [17] planar calibration method and then rectified by
Bouguet algorithm. Next, we match the same point in left and right images
and get disparity map by BM algorithm. Through stereo calibration, we can
get rotation and translation matrix which transforms the left camera coordinate
system to the right camera coordinate system. Combining the disparity map
between left and right images and calibration result, we can get the 3D coordinate
of the object in the scene. The transformation of coordinate is introduced in
detail below.

2.1 Camera Coordinate System to World Coordinate System

World coordinate is used to describe the position of camera, the rotation and
translation matrixes between camera coordinate and world coordinate shown the
transformation relationship between them. Assume that the point P’s coordinate
in the world coordinate system is (Xw, Yw, Zw), and its coordinate in the camera
coordinate system is (Xc, Yc, Zc). According to geometric model of camera, select
the right camera as the reference camera, as its center is the original point of
the camera coordinate system. Hence:
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Here we designate the original point of the world coordinate on the ground.
R and T are the rotation and translation matrixes between camera coordinate
system and world coordinate system.

2.2 World Coordinate System to Image Coordinate System

By the last step, we can get world coordinate of a point on the image. Assume
that point P is the center of object on top view projection image, we need to
reproject the point to the original right image to show the detection result,
hence:
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(u,v) is the coordinate of point P on right image. fu and fv are vertical and
horizon focal length, M2 is camera’s intrinsic parameter matrix, M1 is camera’s
extrinsic parameter matrix, which can be calibrated by Zhang’s planar calibra-
tion method.

3 Object Detection - Mean Shift Cluster

After the binocular stereo camera calibration, we can get a projection image,
in which each pixel represents one point on the ground and its value shows the
quantity of points projected to the pixel. With the projection image, we can
solve the object detection problem by clustering, as one cluster represents one
object. We use a new distance and color based Mean shift cluster algorithm.
Mean shift cluster [18,19] is a powerful non-parametric technique that does not
require prior knowledge of the number of clusters and does not constrain the
shape of the clusters.

The main idea behind Mean shift is to treat the points in the d-dimensional
feature space as an empirical probability density function where dense regions
in the feature space correspond to the local maxima or modes of the underlying
distribution. It is a iterative algorithm. We use gradient ascent procedure on the
local estimated density until convergence to solve the problem.

The mean shift procedure consists the following three steps:

1. choose an initial point as cluster center.
2. compute the mean shift vector from other points to this center.
3. move the center along the mean shift vector and get a new center, repeat

step 1 until reach the termination condition.

When the two object are much close to each other, it is difficult to separate
them by the distance based mean shift cluster.

Here we use both distance and color information of the projection image to
do mean shift cluster. In this case, the kernel is Khs,hc

(x) in Eq. 3.
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To sum up, the steps are that the points are constantly moving along the
direction of the probability density gradient. Mean Shift cluster can find the
location of highest density by means of gradient descent.

We get n clusters centers by mean shift cluster method, each cluster rep-
resents one object. Then generate a bounding box, whose center is the cluster
center. The object projection to the ground is inside the box. Combined with the
height information of the object, we reproject these points back to the reference
image. The detection result is shown in Fig. 3.
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Indoor Scene Corridor Scene

Frame #176 Frame #181 Frame #235 Frame #181 Frame #199 Frame #314

Fig. 3. The detection result by mean shift clustering. Top two rows are the 2D and 3D
projection image, and the mean shift cluster results are marked with a white rectangle
bounding box. Bottom row shows the detection result in original right image.

4 Experiment

In this section we show the performance of the proposed binocular stereo vision
based multi-object detection system. We choose the point grey Bumblebee2
stereo vision camera (BB2-08S2C-60) and its baseline is 120 mm. The camera
is placed in the ceiling with a certain angle. The area covered by the camera is
3 m× 4 m. The camera is synchronised and set to acquire images at 60 fps with a
resolution of 1024 × 768 pixels. Our system has no specific requirements for the
surveillance objects, and moving people is used as an example of multi-object
detection in both indoor and corridor scenes, eight person are asked to walk
casually.

Figure 4 shows a comparison between our system and four typical back-
ground model based methods, including AdaptiveBL [20], DP MeanBGS,
Multi-LayerBG (MLBG) [21], Mixture of Gaussian V1BGS (MGV1BG) [20].
The detection results are marked with red stereo bounding boxes. It shows that
our method can detect the occluded objects while other methods can’t. Differ-
ent objects are separate when the occlusion happens on the projection image.

Adaptive BL OursOriginal Image DP MeanBGS MLBG MGV1BGAdaptive BL OursOriginal Image DP MeanBGS MLBG MGV1BG

Fig. 4. Comparison to four background model based object detection methods. (Color
figure online)
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However, background model based methods can’t separate them, as occluded
objects and other objects are fused together and form a connected domain on
the image.

4.1 Indoor Scene Experiment

The indoor scene always placed many things, like desks, cupboards etc., and
presents a complex background on the image. Our system is a good solution to
occlusion problem and complex background, as the object detection is solved by
distance and color combined mean shift cluster on the top view projection image.
The left part of Fig. 3 shows the detection result in indoor scenes. We can see that
even though some objects are severely occluded, however, they can be detected
properly. The detection results are marked with a red stereo bounding box.

4.2 Corridor Scene Experiment

As everyone knows, the corridor don’t have sufficient light and the image qual-
ity is not good, especially at night. When people walking in the scene, severe
occlusion, illumination and shadow change may happen. The state of art method
based on monocular does not work well on this data set, but our method shows
great performance.

We tested with 166 frames of indoor scene, 704 total number of real objects
and 166 frames of corridor scene, 872 total number of real objects. In indoor
scene experiment, only 21 real objects are not detected and there are 4 false
alarms. In corridor scene experiment, our method also performs well, 25 real
objects are not detected and there are 27 false alarms. The evaluation illustrates
that our method shows high detection rate and low false detection rate.

5 Conclusions

In this paper, we present a multi-object detection system based on binocular stereo
vision. 3D coordinate of object can be obtained by the binocular stereo vision
based method. Then we can get a top view projection image. Mean shift cluster
is used to determine the number and position of each object in the scene. Exper-
iment in both indoor and corridor scenes shows that our method performs well
to solve the problem of occlusion, illumination change and shadow interference.
In future, we will make efforts to do track on this system.
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