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Preface

The Third International Doctoral Symposium on Applied Computation and Security
Systems (ACSS 2016) took place during August 12–14, 2016 in Kolkata, India
organized by University of Calcutta in collaboration with NIT, Patna. The Ca
Foscari University of Venice, Italy and Bialystok University of Technology, Poland
were the international collaborators for ACSS 2016.

As the symposium turned to its third consecutive year, it has been interesting to
note the kind of interests it has created among the aspiring doctoral scholars and the
academic fraternity at large. The uniqueness of being a symposium created
specifically for Ph.D. scholars and their doctoral research has already established
ACSS as an inimitable event in this part of the globe. The expertise of the eminent
members of the program committee helped in pointing out the pros and cons of the
research works being discussed during the symposium. Even during presentation of
each paper, the respective Session Chair(s) had responded to their responsibilities of
penning down a feedback for more improvements of the paper. The final version
of the papers thus goes through a second level of modification as per the session
chair’s comments, before being included in this post-conference book.

Team ACSS is always on the look-out for latest research topics, and in a bid to
allow such works, we always include them to our previous interest areas. ACSS
2016 had Android Security as the chosen new interest area, thus inviting
researchers working in the domains of data analytics, cloud and service manage-
ment, security systems, high performance computing, algorithms, image process-
ing, pattern recognition.

The sincere effort of the program committee members, coupled with indexing
initiatives from Springer, has drawn a large number of high-quality submissions
from scholars all over India and abroad. A thorough double-blind review process
has been carried out by the PC members and by external reviewers. While
reviewing the papers, reviewers mainly looked at the novelty of the contributions, at
the technical content, at the organization and at the clarity of presentation. The
entire process of paper submission, review and acceptance process was done
electronically. Due to the sincere efforts of the Program Committee and the
Organizing Committee members, the symposium resulted in a suite of strong
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technical paper presentations followed by effective discussions and suggestions for
improvement for each researcher.

The Technical Program Committee for the symposium selected only 21 papers
for publication out of 64 submissions after peer review. Later 5 more papers were
chosen for presenting in the symposium after the authors submitted enhanced
versions and those were reviewed again in a 2-tier pre-symposium review process.

We would like to take this opportunity to thank all the members of the Program
Committee and the external reviewers for their excellent and time-bound review
works. We thank all the sponsors who have come forward towards organization of
this symposium. These include Tata Consultancy Services (TCS), Springer Nature,
ACM India, M/s Neitec, Poland, and M/s Fujitsu, Inc., India. We appreciate the
initiative and support from Mr. Aninda Bose and his colleagues in Springer Nature
for their strong support towards publishing this post-symposium book in the series
“Advances in Intelligent Systems and Computing”. Last but not least, we thank all
the authors without whom the symposium would have not reached this standard.

On behalf of the editorial team of ACSS 2016, we sincerely hope that ACSS
2016 and the works discussed in the symposium will be beneficial to all its readers
and motivate them towards even better works.

Kolkata, India Rituparna Chaki
Białystok, Poland Khalid Saeed
Mestre, Venice, Italy Agostino Cortesi
Kolkata, India Nabendu Chaki
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Part I
Cloud and Service Management



A Review on Energy Efficient Resource
Management Strategies for Cloud

Srimoyee Bhattacherjee, Sunirmal Khatua and Sarbani Roy

Abstract Green computing has acquired significant amount of importance in the
present research scenario as with mammoth advancements in the field of Infor-
mation and Communications Technology (ICT), energy consumption has increased
manifold over the last decade. With development in services provided by cloud
providers, a large amount of energy is being consumed by the cloud data centers
distributed all over the world. These data centers have a major contribution to the
carbon footprints that is being generated, which in turn is detrimental for the
environment. This paper studies the current researches that are being conducted to
build energy efficient cloud networks and explores strategies that can be adopted to
reduce the energy consumption of cloud data centers, thus opening new avenues
towards building a ‘green’ cloud network.

Keywords Energy efficient ⋅ Green ⋅ Cloud ⋅ Data center ⋅ Resource ⋅
Scheduling ⋅ Load balancing ⋅ Migration

1 Introduction

Improvement of system performance has been of utmost priority to the designers of
computing systems and the industry. As stated in Moore’s Law, the number of
transistors in dense integrated circuits has doubled approximately every two years.

S. Bhattacherjee (✉) ⋅ S. Roy
Department of Computer Science and Engineering,
Jadavpur University, Kolkata, India
e-mail: b.srimoyee@gmail.com
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This is the reason behind the steady growth of performance of computing systems
[1]. This has led to the increase of the total power drawn by computing. The degree
of the similar problem is large in case of large-scale computing systems, such as
clusters and data centers. The power consumption of data centers has been found to
have doubled between 2000 and 2005 in a study conducted by the Lawrence
Berkeley National Laboratory. It is now nearly 1.2% of American electricity con-
sumption. Companies now spend as much as 10% of their technology budgets on
energy. This inclination can only promote the energy costs of a server during its
lifespan to exceed its cost of hardware [2, 3].

Now-a-days the buzz is “Cloud computing” everywhere around us. Cloud
Computing has been defined as a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly provi-
sioned and released with minimal management effort or service provider interac-
tion by the National Institute of Standards and Technology (NIST) [4]. The
metaphor “cloud” is actually being used to refer to large capacity data centers and
servers which are providing various kinds of services to its consumers in an efficient
way. These high end computing systems have resulted to rising energy consump-
tion of computing systems. Eventually, further performance growth has to be
restricted due to increasing electricity bills and carbon emissions.

Cloud infrastructure providers are establishing Data Centers in various locations
all over the world. As these data centers consume huge amount of electric power,
these Data Centers have become expensive to operate [5, 6]. This has various
adverse effects on our society as it is increasing the power bills, along with con-
tributing to global warming due to high carbon emission. It is the ICT sector that is
presently responsible for about 2% of global greenhouse gas emissions. Efficient
usage of resources, avoiding utilization of excess and unnecessary resources, and
reducing the carbon footprint is an open challenge that can be addressed to mini-
mize energy consumption of Data Centers.

With immense increase in Internet usage with Google and Facebook leading the
way, there has been significant rise in energy consumption. In 1995, less than 1% of
the world population had access to the Internet which has increased to 40% pre-
sently. Each year is experiencing rise in the number of Internet users. As of 2013, in
every 60 s, 204 million email messages are exchanged [7], Google experiences 5
million searches [8], Facebook witnesses 1.8 million “likes” [9], Twitter gets
350,000 tweets [10], products worth $272,000 is sold via e-commerce websites like
Amazon [7] and 15,000 tracks get downloaded from iTunes [11]. All these online
activities are delivered through data centers and this growth in usage of the Internet
is only likely to rise with time. Hence, the demands on data centers will grow which
will facilitate the increase of energy consumption.

A report published by International Data Corporation (IDC) [12] also predicts IT
energy costs will stay on a rising curve if nothing is done towards power and energy
consumptions. Thus, finding effective approaches to cut energy costs is a paramount
issue for organizations to protect their business, as well as the global environment.

4 S. Bhattacherjee et al.



In this work, Sect. 2 gives an overview of energy efficient cloud computing,
followed by a brief discussion on existing resource management techniques in
Sect. 3. Section 4 presents a detailed study of existing energy efficient resource
management approaches and conclusion and future scope for this work is discussed
in Sect. 5.

2 Energy Efficient Cloud Computing: An Overview

In a typical cloud computing environment, a service request reaches the cloud
broker from the cloud consumer. The broker decides to which cloud service pro-
vider (CSP) the request is to be assigned. In a cloud network, a federation consists
of one or more CSP. A federation is formed to match business needs and for better
performance. It is the concept of interconnecting the cloud computing environ-
ments of two or more CSPs for the purpose of load balancing and better perfor-
mance. Any CSP can be a part of more than one federation, combining with various
sets of different CSPs to service a request in a better way. Each CSP consists of one
or more data centers (DC). Each of these DCs consists of one or more physical
machines (PM) or resources. A service request is first assigned to the most suitable
federation available where its constituent CSPs process it in a distributed fashion.
The CSPs send the request to one of its DCs which in turn sends it to one of its PM
which actually executes the service.

A typical cloud computing environment can be put forward in a tuple form as
shown below,

F = CSPPjCSPP = DCp
d jDCp

d =PMpd
m

� �� �
PM = < processor type, speed, memory, storage, QoS, power>

SLA = <QoS, Usage Cost >

where, F is any Cloud Federation, CSP is Cloud Service Provider, DC is Data
Center, PM is Physical Machine, and QoS is the Quality of Service provided by the
PM. The SLA or the Service Level Agreement chiefly comprises of all the QoS
metrics and the usage cost which should be strictly maintained.

For building a green cloud environment, the significant amount of carbon
footprints generated by the cloud datacenters has to be minimized. Any cloud
datacenter consists of a number of physical machines or resources. These physical
machines at any point in time can be in any of the three modes, namely, active, idle
or terminated.

In a cloud environment, all the physical machines of all the datacenters cannot be
in active mode at any particular time instance. Some may be in the active mode
while others may be in the idle or sleep modes. Therefore, for a time period T, the
total energy consumption of a typical cloud environment, ECðTÞ is given by,

A Review on Energy Efficient Resource … 5



∀p = 1, 2, . . . , CSPj j, ∀d = 1, 2, . . . , DCj j, ∀m = 1, 2, . . . , PMj j,
ECðTÞ = E1

ðTÞ + E2
ðTÞ + ⋯ +Ep

ðTÞ,

where, Ep
ðTÞ =Ep1

ðTÞ +Ep2
ðTÞ +⋯+Epd

ðTÞ,

where, Epd
ðTÞ =Epd

1ðTÞ +Epd
2ðTÞ +⋯+Epd

mðTÞ ,

therefore, ECðTÞ = ∑
T

t=1
∑

jCSPj

p=1
∑

jDCpj

d=1
∑

jPMpd j

m=1
Epd
mðtÞ

where, Epd
mðtÞ is the energy consumed by the m-th PM of the d-th DC of the p-th CSP

at time t, which will be dependent on the mode of the physical machine at that time
instance.

Keeping in view the current research scenario, it is obvious that conservation of
energy is a very crucial aspect that has direct impact on our environment. As cloud
computing is getting popular with time, building energy efficient cloud data centers
that generate less carbon foot print is one of the most important challenges to the
researchers and the industry.

3 Existing Resource Management Techniques

It has been observed that efficient resource management is one of the key steps
towards achieving energy efficient in cloud networks. Efficient resource scheduling,
load balancing, migration and offloading techniques can be used for managing
cloud resources in a smarter way. A brief study of such existing techniques will be
presented in this section.

3.1 Resource Scheduling

Many scheduling algorithms have been developed for allocation of resources in a
cloud network. A list of existing algorithms and their corresponding scheduling
parameters have been listed below:

(i) A Compromised-Time-Cost Scheduling Algorithm [13]—Cost and time
(ii) SHEFT Workflow Scheduling Algorithm [14]—Execution time and

reliability
(iii) Improved cost-based algorithm for task scheduling [15]—Cost and

performance
(iv) Multiple QoS constrained Scheduling Strategy of Multi-workflows [16]—

Scheduling success rate, cost, time and make span

6 S. Bhattacherjee et al.



(v) A Particle–Swarm Optimization based Heuristic for Scheduling [17]—
Resource Utilization and time

(vi) Innovative transaction intensive cost-constraint scheduling algorithm [18]—
Execution Cost and time

It is observed that the most common scheduling parameters are cost, perfor-
mance and time. Cost for executing in a certain data center can increase if the data
center consumes more energy while execution. Again, if a task requires more time
for execution when allocated to a certain data center, it eventually means more
amount of energy consumption. It is desirable to execute a task on a data center
which consumes less energy, simultaneously assuring that the performance will not
degrade. A tradeoff has to be maintained between performance i.e. QoS and the
energy consumption. Hence ‘energy consumed’ by a data center should also be
considered as a scheduling parameter while scheduling resources in a cloud
environment.

3.2 Load Balancing

The method of load balancing in cloud is applied across different data centers to
guarantee the network availability by minimizing use of computer hardware,
software failures and mitigating recourse limitations [19]. The load balancers
provide two important needs. They are, promotion of availability of cloud resources
and promotion of performance. The performance metrics are directly linked to
energy consumption of data centers. Hence, efficient load balancing schemes are
absolutely necessary to make the cloud networks energy efficient.

It has also been identified in [20] that the objective of load balancing is to reduce
the resource usage which will further decrease energy consumption and carbon
emission rate that is the need of the hour for a cloud network. A few of the
well-known existing load balancing techniques are VectorDot [21], CLBVM [22],
Event-driven [23], CARTON [24], LBVS [25], Compare and Balance [26],
Scheduling strategy on LB of VM resources [27], Task Scheduling based on LB
[28], Honeybee Foraging Behavior [29], Biased Random Sampling [29], Active
Clustering [29], Join-Idle-Queue [30], ACCLB [31], OLB and LBMM [32],
Decentralized content aware [33], Server-based LB for Internet distributed services
[34], and Lock-free multiprocessing solution for LB [35].

It has been observed that all these existing load balancing techniques in clouds,
consider various factors like performance, resource utilization, response time,
migration time, fault tolerance, scalability, throughput and associated overhead. But
to build a green cloud network, the load balancing schemes should also consider
energy consumption for making the load balancing schemes energy aware.

A Review on Energy Efficient Resource … 7



3.3 Migration

Migration in cloud is also a very important technique in case a fault appears in the
server where a request is being executed currently.

When a virtual machine (VM) is to be migrated from a faulty server to another
available server, many servers might be available on which the migrating VM can
be allocated at that time instance. Keeping social welfare in mind, the VM should
be migrated to such a server which will consume least energy among all the servers
available at that instant to host the VM. As migration of VMs is a very common
event in a cloud network, energy efficient migration schemes will have a major
contribution in building a green cloud network.

Migration of VMs in cloud environment has been a topic of research interest for
quite some time. An ideal example in such respect is Windows Azure Fabric [36]. It
has a structure like that of a weave, composed of servers and load balancers (re-
ferred to as nodes), and power, Ethernet and serial communications (referred to as
edges). It has a Fabric Controller that manages a service node through a built-in
service called Azure Fabric Controller Agent. If there is a fault, the Controller either
reboots the server or migrates services from the current server to other healthy
servers. In [37], migration of virtual machines has been spotted as one of the key
step towards optimum resource allocation in a cloud computing environment.
Heuristics have been proposed in [37] for choosing VMs to migrate, which has been
discussed in detail in Sect. 4. The technique of live or on-line migration is being
used for efficient resource allocation in cloud computing [37, 38]. According to
[39], in cloud computing, VMs may be migrated for statistical multiplexing or
dynamically changing communication schemes to attain high bandwidth for tightly
coupled hosts or to achieve variable heat distribution and power availability in the
data center. A novel approach named EnaCloud has been proposed in [40] which
enable application live migration to decrease the number of active machines, in
order to save energy. Again, minimizing the number of migrations is an interesting
issue that can be addressed in the context of live migration [41]. Presents the
minimization of migrations policy in order to achieve an energy efficient cloud
network.

From the discussions in Sect. 3, it is clear that resource handling and manage-
ment in a cloud environment is of utmost importance to reduce energy consump-
tion. Resource scheduling, load balancing and migration are various techniques to
efficiently handle cloud resources that help in building of a ‘green’ cloud
environment.

The studies and researches discussed give an idea about how the various
resource management schemes play vital roles in conservation of energy. Thus the
development of such research should be promoted.

8 S. Bhattacherjee et al.



4 Energy Efficient Resource Management: A Research
Direction

Extensive research has identified efficient resource management to be one of the
most important key steps towards building Green Cloud Computing architecture.

Energy efficient resource management in cloud computing refers to the man-
agement of cloud resources considering energy consumption as the decision maker.
The VM allocation and migration schemes should be designed in such a way so that
the overall energy consumption of the cloud environment is minimized.

Any cloud architecture should be designed in a way such that there is a specific
unit which looks after the energy aspect of the environment. Such architecture is
given in [42] which has a specialized “Green Resource Manager”. It has the ‘Green
Negotiator’ which finalizes the SLA metrics between the cloud provider and con-
sumer, with the consumers or brokers depending on the consumers’ QoS needs. It
also looks after the energy saving schemes. There is also an Energy Monitor in this
architecture which is in charge of observing and determining which physical
machines to be kept power on/off.

An energy efficient resource management system for virtualized Cloud data
centers has been proposed in [43]. Here energy savings have been achieved by
continuous consolidation of VMs based on the current utilization of resources,
architecture of the virtual network established between VMs and thermal state of
computing nodes.

A similar work has been presented in [44] where it has been said that data
centers consume enormous amounts of electrical power which results in high costs
required for operating and carbon dioxide emissions. Hence an efficient resource
management policy for virtualized Cloud data centers has been proposed. The main
idea behind this is continuous consolidation of VMs influencing live migration and
switching off idle nodes to reduce power consumption, while maintaining the
required QoS.

The power and energy models discussed in [41] clearly shows that power
consumption by CPU, disk storage and network interfaces contribute to the total
power consumption by computing nodes in data centers. Compared to other system
resources, it has been observed that the maximum amount of energy is consumed by
the CPU. Studies have also revealed that on an average, an inactive server con-
sumes around 70% of the power consumed by the server running at full CPU speed.
This leads to the introduction of the technique of switching idle servers off which
reduces total power consumption. The power model defined in this work is as
follows:

P uð Þ= k*Pmax + 1− kð Þ*Pmax*u ð1Þ

where Pmax is the maximum power consumed by a fully utilized server, k is the
fraction of power consumed by the inactive server and u is the CPU utilization. The
utilization of CPU changes over time due to variable workload. Thus, u(t) stands for
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CPU utilization which is a function of time. Therefore, total energy (E) consump-
tion by a physical server can be calculated by applying integration on the power
consumption function over a period of time as represented in Eq. (2).

E=
Z
t

Pðu tð ÞÞ ð2Þ

4.1 A Detailed Study

Amongst all the related literatures, relevant algorithms have been found to be
discussed in [41]. In [41], Modified Best Fit Decreasing (MBFD) algorithm which
is an energy aware algorithm for VM placement on physical machines in a cloud
computing environment has been presented. The well-known bin packing problem
has been used to form the MBFD algorithm which finds out upon placement on
which host, a particular virtual machine consumes least energy among all the
available hosts and places it accordingly. To calculate the power and energy con-
sumed by a host, MBFD uses the power and energy models stated in Eqs. (1) and
(2) respectively.

As discussed in [41], the optimization problem is carried out in two steps:

(i) The virtual machines to be migrated are selected;
(ii) the selected virtual machines are placed on the new hosts using MBFD

algorithm.

For VM migration, three threshold based methods have been presented in [41]
which are:

(i) The Minimization of Migrations policy (MM)—The minimum number of
VMs is selected by this policy which should be migrated from a host to
lessen the CPU utilization in case of violation of the upper threshold of the
CPU utilization.

(ii) The Highest Potential Growth policy (HPG)—VMs that have the least usage
of the CPU compared to the CPU capacity stated by the VM parameters is
migrated using this policy. Minimizing the potential increase of the host’s
utilization and prevent SLA violation in case of violation of the upper
threshold of the CPU utilization is the aim of this policy.

(iii) The Random Choice policy (RC)—This policy is dependent on the random
selection of VMs needed to lower the CPU utilization of a host when the
CPU utilization of the host exceeds the upper utilization threshold.

Analysis of the performance of each of these migration policies and the change
in energy consumption, average SLA violations, number of VM migrations w.r.t
the lower utilization threshold has been discussed in [41]. These policies also seem
to reduce the energy consumption in data centers.
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MBFD algorithm has been designed based on the well-known bin packing
problem. Here, the physical machines or hosts are considered as the bins and the
VMs are considered as objects of different volumes which have different specifi-
cations and must be fitted (allocated) into the physical machines (bins), based on
energy consumptions. The idea of the Best Fit Decreasing bin packing has been
used to formulate MBFD.

Again, in [45], a few more single threshold based migration policies have been
discussed, namely, MC (Maximum Correlation), MU (Minimum Utilization), and
MMT (Minimum Migration Time).

4.1.1 An Observation

All the above mentioned policies in [41, 45] have been implemented using
Cloudsim 3.0.3, using workload from PlanetLab, on a homogeneous set of VMs.
On application of the threshold based migration policies (MM, RC, MC, MU,
MMT), it has been observed that in most of the cases, the MM policy does not
consume the least energy, as desired, compared to that of the other policies, as
shown in Fig. 1. Moreover, there were a few cases where the RC policy generated
less energy than the MM policy, though the number of VM migrations was large in
case of RC policy. A random policy ideally should produce worst results but in this
case, there were exceptional scenarios.

It could be inferred that the MM policy does not produce best results in all kind
of scenarios.

To make the simulation environment more realistic, we generated a heteroge-
neous set of VMs and placed them on the physical machines using MBFD, fol-
lowing which we implemented the threshold based migration policies and observed
that the RC policy continues to yield better results in some of the cases. Thus the
efficient behavior of the MM policy is found to be case specific which is not
desirable.

It was observed that the authors of [41, 45] have implemented all the migration
policies in Cloudsim 3.0.3 by only considering the energy required for VM
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placement i.e. the energy required to migrate a VM from one host to another has not
been considered. Thus, we included the energy incurred for VM migration in the
MM and RC migration policies for both homogeneous and heterogeneous set of
hosts and found that the MM policy produces the best results in all cases. As the
number of VM migrations in case of RC policy is large compared to that of MM
policy, the energy consumed by MM policy is always the least, even after con-
sidering the energy consumed in migration. Thus we can conclude that the energy
consumed in migrating contributes to a great extent in the overall energy con-
sumption of a cloud datacenter. Figures 2 and 3 show that the MM policy consumes
least amount of energy when the energy required for migrating VMs is considered
for calculating the overall energy consumption.

5 Conclusion and Future Scope

The detailed study and implementation of MM, RC, MMT, MU, MC policies as
discussed in Sect. 4 could show us how efficient resource management strategies
could lead to reduction of energy consumption in a cloud computing environment.
Green or energy efficient cloud computing is the prime requirement now from the
societal point of view.

In future, this work can be extended to compare the MM policy with other
energy efficient migration policies. The policies mentioned here, other than MM,
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were not designed keeping energy consumption in mind. It can also be checked if
there is any other heuristic that can be used to minimize the overall energy con-
sumption of a cloud network.

We can also concentrate on the decision making factor which decides whether a
VM is to be migrated or not. Prediction models can be used to predict the future
behaviors of the physical machines and the virtual machines by recording and
analyzing their past behaviors. Based on the predicted results, it can be decided
whether to initiate a migration or not so that the overall energy consumption is
reduced.

The cloud algorithms that have been studied focus either on optimizing the
energy consumption or the overall cost. While formulating an energy efficient cloud
algorithm, the behavior of the cost function is not considered, and vice versa.
Designing a VM placement and migration algorithm for cloud which will optimize
both the energy consumption and the overall cost is also another scope of work in
this area. The concept of multiobjective optimization is to be brought into address
this scenario.
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Cloud Bus Using a Petri Net Based
Approach
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Abstract Agent based Cloud computing technology has become a predominant
domain nowadays due to rapid increase in enterprise service applications that are
built from various services offered by different cloud service providers. In our
previous work, we have proposed an abstraction layer of SaaS architecture for
Inter-cloud environment, called Enterprise Cloud Bus System (ECBS) and modeled
it using Unified Modeling Language (UML). In this work, we have proposed a
conceptual architecture of Multi-agent based Enterprise Cloud Bus System (ECBS)
and modelled its dynamics using Petri Net (ECBP) based approach. The proposed
approach will be beneficial for analyzing low level Petri Nets of any cloud based
models and has the advantage of being able to model dynamic facets of the
Multi-agent based cloud system that can handle multiple agent operations and its
execution logics. Further, the proposed ECBP model is capable to analyze the
behavioral facets of Enterprise Cloud Bus System like, fairness, boundedness,
liveliness, safeness, etc. in a dead lock—free environment.
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1 Introduction

Cloud computing technology delivers on demand service over the network as per
user’s requirement. In recent days, due to rapid increase of cloud and its services as
well as the growing interest of enterprise towards service oriented computing [1–4]
discovery and selection leads to the problem of flexible and scalable access to
computing resources. Lots of researchers [5, 6] discuss over the architectural design
of cloud computing and its applications. Many of them focus on the vision, chal-
lenges and architectural elements [7] of Inter-cloud environments. The work in [8,
9] covered on dynamic provisioning, deployment and adaptation of dynamic
Multi-cloud behaviour systems. The author in [10] proposes a new approach for
dynamic autonomous resource management in cloud computing.

In recent days, challenges and research directions of agent oriented software
engineering has been explained in [11]. Formalization and analysis of Multi-agent
based software system has been proposed in [12]. There are few works [13–15]
based on measurement and validation of complexity metrics of Multi-agent based
system architecture. Further the author in [16] models the Multi-agent system
dynamics using graph semantic based approach. Moreover, modeling and design of
agent based hybrid and flexible Multi-cloud architecture [17, 18] has emerged as
one of the most challenging domains in cloud computing. Thus, as our previous
work are based upon such MAS based Multi-cloud architecture. In [19], we have
proposed a Multi-Agent based abstraction layered architecture, called Enterprise
Cloud Bus (ECB) and modeled its structural components using UML 2.0. [20], to
make the cloud based system more reliable and robust. Few of our earlier work are
based on service registration and discovery mechanism in ECBS [21–23] which
helps to identify services during run time. Further, in [24, 25] scheduling of services
and its performance analysis in ECBS has been proposed. However, UML cannot
be used for automatic analyses and simulation of Inter-cloud architecture, because
of its Semi-formal nature.

Since, the UML modeling lacks to exhibit the dynamism of internal behavior of
the system. PIPE [26, 27] is a Platform Independent Petri Net Editor tool that helps to
analyze low level Petri Nets and has the advantage of being able to model dynamic
behavior of theMulti-agent based cloud system and handleMultiple agent operations
and its execution logics. In [28–32] the author proposed a Petri net based approach for
modeling and analysis of agent oriented system. In such a domain, few of the research
work [33] are done on modeling of Inter-cloud architecture using Petri Net tool.

This work enhances the modeling and analysis of Multi-cloud architecture
(ECBS) using Petri Net based approach (ECBP), in order to address the issues of the
dynamic facets of the system. The proposed method helps to analyze and verified
the behavioral properties of the system like, reachability, safeness, boundedness,
liveness, etc. This kind of formal approach is helpful for effective design of MAS
based Inter-cloud architecture by providing maximum utilization of resources on
demand through scheduling agent, automation of resources and dynamic provi-
sioning of all types of heterogeneous cloud services. Further, a case study has been
explained based on the proposed approach.
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2 Enterprise Cloud Bus System (ECBS)

Enterprise Cloud Bus System (ECBS) describes a high level abstraction layer of
SaaS architecture in Inter-cloud environment, where different clouds interacts and
collaborates through cloud agent from various locations in order to publish and/or
subscribe their services. The detailed set of building blocks in the context of ECBS
has been described in Fig. 1.

2.1 Formal Definition of ECBS

In this section, we have discussed about the formal definition of ECBS framework.
The CloudBus (CB) is a set of agents and components and is structurally defined as:

CB→CLIENT ∧PA∧CUDDI ∧ESB∧CESB∧CA∧HUDDI ∧ SA∧MAPPER∧
LOGGER∧RES

ð1Þ

A Multi-cloud environment Multi-CloudEnv is that where components of CB
will work using the following four tuples. It can be formally defined as,

Multi−CloudEnv= Res, Actor, CB, Relationf g ð2Þ

Fig. 1 Enterprise Cloud Bus System Framework (ECBS)
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In the given Cloud environment, Res is the set of cloud resource, Actors are
clients of the cloud environment, CB are the set of autonomous cloud bus entities
with pre specified functions and Relation is the set of semantic association and
interactions among the cloud bus entities.

2.2 Conceptualization of ECBS in MAS Architecture

A conceptual architecture of ECBS deals with high level representation of the
agents and components present inside the cloud architecture. The concept of MAS
definition in the proposed architecture is used from [15, 16]. Agent based system
are the de facto paradigm to handle the dynamicity of Multi cloud architecture like
ECBS.

The dynamicity of CBi in the environment Multi-CloudEnv are handled using
three agents {PA, SA, CA} and other components relevant to single cloud archi-
tecture as described in Fig. 1.

Formally, the dynamic model of any CloudBus (CBi) can be defined as,

CBi = CAi, PAi, SAif g ð3Þ

Each of the agents within the CloudBus (CBi) will be invoked if the following
conditions hold by different agents;

ESB∧CESB∧HUDDI ∧RES→CAi

CLIENT ∧CUDDI ∧RES→PAi

CUDDI ∧HUDDI ∧MAPPER∧ LOGGER∧ SCHEDULER∧RES→ SAi

Since, agents are the architectural basis of the (CBi). Therefore, the dynamic
model of the CBi is a Multi-agent based system and can be defined as a Multi-Agent
definition as follows:

CBi ⋅ Ai = Role, E, C, R, PR, K, S, I½ �where, Ai ∈ PAi, SAi, CAif g.

Each agent in the CBi plays a specific set of Roles in the environment
Multi-CloudEnv; E is the set of cloud events which occur during various states of
the cloud service transitions.

C is a set of environmental conditions in cloud to be checked in order to
response on some event in Cloud Bus;

R is a set of environmental cloud resources that are available and necessary for
fulfillment of the goal of agents within the CBi. Formally, (R ⊂ Res);

PR is the properties of agents within the CBi which will hold the state of the
Cloud Bus and also will maintain the state of the Cloud resources R on which the
agents is acting;
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K is the set of information that forms the main knowledge base. Initially it
comprises of the states of available cloud resources that the agents within the CBi

will use to response on some event. The K can be update dynamically.
S is the set of cloud services that the agents within the CBi can provide and

conceptualize this will determine the capability of the Cloud Bus components;
I is a set of interactions between the agents reside inside the CBi.

2.3 ECBS Elements in MAS Architecture

The roles, events and related services along with the respective resources, properties
and knowledge base of each agents present within the CBi is summarized in
Table 1.

Here, Provider Agent (PA), Cloud Agent (CA) and Scheduling Agent (SA) starts
working with the minimal set of knowledge of the environment to render the
request, service and resource token as shown in Table 1. Secondly, all the agents

Table 1 Role collaboration templates of ECBS

Role Event Service Cloud bus
component

Agent: Provider Agent (PA)

R0: Request
Transmitter
R1: Service Provider

E0: Request Transmitted
E1: Service Provided

S0: SendRequest
S1: ProvideService

CLIENT

R2: Request Provider E2: Request Registered S2: GetRequest CUDDI

R3: Resource Seeker E3: Resource used &
Released

S3: GetResource
S4: ReleseResource

RES

Agent: Cloud Agent (CA)

R4: Service Invoker E4: Service Invoked S5: InvokeService ESB

R5: Service Collector E5: Service Collected S6: CollectService CESB

R6: Service
Transmitter

E6: Service Registered S7: PublishService HUDDI

R7: Resource Seeker E7: Resource used &
Released

S8: GetResource
S9: ReleseResource

RES

Agent: Scheduler Agent (SA)

R8: Service Matcher E8: Service Matched S10: MatchService CUDDI

R9: Service Seeker E9: Service Discovered S11: GetService HUDDI

R10: Service Mapper E10: Service Mapped S12: MapService MAPPER

R11: Service
Scheduler

E11: Service Scheduled S13: ScheduleService SCHEDULER

R12: Service Logger E12: Service Logged S14: LogService LOGGER

R13: Service
Dispatcher

E13: Service Dispatched S15: DispatchService CLIENT

R14: Resource Seeker E14: Resource used &
Released

S16: GetResource
S17:ReleseResource

RES
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will use several properties to hold the state of the resources and the states of itself.
Finally, the knowledge base is updated dynamically once the component of
CloudBus starts working. With all these and with some defined set of Interactions I,
the agents will be performing some services like

S= MatchService, GetService, MapService, ScheduleService, LogService,f
DispatchService, GetResource, ReleaseResourceg.

3 Proposed Enterprise Cloud Bus Petri Net (ECBP)

Petri Nets are a graphical modeling tool that makes a dynamic system more for-
malized. Therefore, in this section to analyze the behavior of ECBP model we are
using a Petri Net tool called PIPE to ensure correctness and performance of the
system at design time. The proposed model provides better utilization and
automation of cloud resources.

3.1 Definition: Enterprise Cloud Bus Petri Net (ECBP)

A Multi-Agent based Enterprise Cloud Bus Petri Net, ECBP, is defined by the
5-tuples as follows:

(a) ECBP = [P, T, Π, I, O, H, M0, W];
(b) P = {P1, P2 …, Pm} is a finite set of places.
(c) T = {T1, T2, Tn} is a finite set of transitions, S ∩ T = Ø.
(d) I, O, H: T → N (N = S ∪ T), are the input, output and inhibition functions.
(e) M0 is the initial marking where, M0: S → IN is the initial marking.
(f) Π: T → IN is the priority function that associates with the lower priorities to

timed transitions and higher priorities to immediate transitions. Immediate
transitions therefore always have priority over timed ones.

(g) W is a weight function W: F → {1, 2 …}. W: T → R is a function that
associates with a real value to the transitions.

The various components of ECBP can be mapped to the elements of the con-
ceptual framework as under. The mapping rules are as follows:

A place P in ECBP comprises of set of tokens tk (Request, Service) belongs to
constraints, properties, knowledge and services, roles, interactions of any ECBS
components. Formally, P → tk where, tk ∈ C ∪ K ∪ PR ∪ K ∪ S. All the events
E will be mapped as transitions T of a PN. Formally, T → E.

A component of ECBS will request for a resource. Once a resource will be
allocated to a component it will hold the resource until the next transition is fired
from that component.
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The graphical notation of place and transition are represented as Circle and Bar
respectively. In ECBP it is important to note that, due to firing of any transition T,
all the sub components of the place P will be affected simultaneously. Hence for
any place in ECBP one can set the mark as 0 or 1.

3.2 ECBP Elements: Places and Transitions

The various elements of the proposed ECBP will be Σ = [Colour set for request
token, Colour set for service token]. C is the Color function where, Cr = {black for
request token} and Cs = {blue for service token}. The color set value of tokens
(Request, Service) are marked as P = 1; Q = 2. The places P, transitions T and
tokens t have been summarized in Table 2 and Table 3 respectively.

Table 2 Places and transitions with its descriptions based on Table 1

Places Component of places Transitions Events

P0 Client T0 E0, E3
P1 PA T1 E2, E3
P2 CUDDI T2 E4, E7
P3 ESB T3 E5, E7
P4 CESB T4 E6, E7
P5 CA T5 E8, E14
P6 HUDDI T6 E9, E14
P7 SA T7 E10, E14
P8 MAPPER T8 E11, E14
P9 SCHEDULER T9 E12, E14
P10 LOGGER T10 E13, E14

Table 3 Token and its descriptions

Places Token Description of tokens Token parameters Color set value of token

P0 t0 Request Sent 1
P1 t0 Request Provide 1
P2 t0

t1
Request
Service

Register
Register

1
2

P3 t1 Service Provide 2
P4 t1 Service Publish 2
P5 t1 Service Provide 2
P6 t1 Service Collect 2
P7 t0

t1
Request
Service

Match
Register

1
2

P8 t1 Service Discover 2
P9 t1 Service Map 2
P10 t1 Service Schedule 2
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4 Analysis of ECBS Based on ECBP

Enterprise Cloud Bus Petri Net (ECBP) is a suitable tool to model the behaviour of
ECBS system. Moreover, several features of dynamic system like, occurrence of
finite number of events, deadlock free operations, achievement of goals through
firing of events etc. can be analyzed through the analysis of ECBP properties like,
safeness, boundedness, liveness, reachability etc.

4.1 ECBP Based Analysis of ECBS

Figure 2 shows the ECBP net of ECBS system. The process starts from a place P0
and after a transition T1 will reach a place P1. The process continues further on and
finally arrives at the place P10.

The process from P0 to P2 for the transition T0 to T2 and from P3 to P6 for the
transition T3 to T6 are occur concurrently because dynamically at the same time
clients are registering their request through provider agent in CUDDI and services
are published by the cloud agent in HUDDI. Next, the process is interrupted for
service matching with the client request and then from place P6 it will follow the
path of places P3, P7, P8, P9 and P10 for the transition T3, T7, T8, T9 and T10
respectively. If the service is not matched with the required client request the
process is cancelled and will be rescheduled.

Fig. 2 A Petri Net modeling of Enterprise Cloud Bus System using PIPE: ECBP
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4.1.1 Structural Analysis

The structural analysis of the proposed net is shown in Fig. 3. Here, the marking
graph is constructed to analyze certain behavioral aspects of the system. We define
a siphon as a set of places P satisfying S ⊆ P; a siphon is marked by a marking m if
at least one of its places is marked by m. In ECBP with a siphon S, if S is not
marked at the initial marking, then S is not marked at any reachable marking of the
proposed system. Similarly, we consider sets of places that never lose all tokens
once at least one of their places is marked.

A sufficient condition to siphon is that each transition that removes at least one
token from this set also adds a token. This condition is formalized further by the
concept of trap. In general, a trap is a set T of places satisfying T ⊆ T (P); a trap is
marked by a marking m if at least one of its places is marked at m.

4.1.2 Performance Analysis

The performance analysis of the proposed model is based on the number of
reachable tangible markings which is shown in Fig. 4. The corresponding
steady-state distribution of tangible states of the model is obtained as follows:

X πQ=0M ∈RS π ½M�=1;

where Q is the infinite simal generator matrix, whose diagonal elements are the
rates of the exponential distributions associated with the transitions from one state
to other, while the elements on the main diagonal describes the sum of the elements
of each row equal to zero. Π is the equilibrium probability mass function (pmf) over
the reachable markings M; usually, we write π [M] for the steady-state probability
of a given marking M.

Fig. 3 Results for structural
analysis of ECBS
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4.1.3 Qualitative and Quantitative Analysis Modules

In this section, we describe different types of qualitative and quantitative analysis
modules of Multi-Agent based ECBS framework using ECBP. The following are
the analysis modules of ECBP:

• Classification

This module is based on various places and transitions connectivity of ECBP
model. We derive the classification module by stating the classification types; State
Machine, Marked Graph, FC Nets, EFC Nets, SPL Nets, and ESPL Nets which are
shown in Fig. 5.

• GSPN analysis

Generalized Stochastic Petri Nets (GSPN) analysis of ECBS using ECBP is
shown in Fig. 6. This module is characterized by 2 types of transitions:

(a) Stochastic transitions that is associated with an exponentially distributed firing
delay.

(b) Immediate transitions which are associated with a null firing delay.

Fig. 4 Results for performance analysis of ECBS

Fig. 5 Classification module
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Here, from Fig. 6 we calculates the average number of tokens on a place, the
token probability density and the throughput of timed transitions by exploring the
state space of the given Petri Net model (ECBP) and determining the steady state
solution of the model.

• Invariant analysis

In general the occurrences of transitions refer to the transformation of token over
a Petri Net. The total number of token for a given set of places remains unchanged
if the pre-set and the post-set of the transitions contain the same number of places of
this set. The concept of place and transition invariants formalizes such invariant
properties.

A vector w ∈ Zm, w ≠ 0 is a transition invariant of an ECBP with m transitions
if Cw = 0 where C is the incidence matrix of the given Net. A transition invariant
describes a group of transitions that may be fired without affecting the marking of
the Net. In this section resulted place invariant, transition invariant and place
invariant equations are shown in Fig. 7. A vector v ∈ Zn, v ≠ 0 is a place
invariant of an ECBP with n places. If v T M = v T M0 for all reachable markings of
the ECBP.

Fig. 6 GSPN analysis
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• Incidence and Marking Matrices of ECBP Model

This module validates the proposed Petri Net model ECBP based on the result of
the following generated matrices like forward matrix, backward matrix, combined
incidence matrices and the inhibition matrix are shown in Fig. 8.

A forward-incidence matrix represents the initial state; backwards-incidence
matrix shows the operational state after firing of the set of dynamic events in ECBS
of combined matrix representing the status of the token at any given instance after
the initiation of the token transitions and the inhibition matrix representing the
inhibition arcs.

Each of these matrix has been formed using the row constituents p0_Request,
p1_Request…p10_Request_Web Services and the column constituents Request
Provided, Request Transmitted,…., Service Scheduled. In the ECBP model, among
the places P0, P1, P2, P3, P4, P5, P6, P7, P8, P9, P10 none of them are covered
and hence the Net is not covered by P invariants. The same is the case for the
transitions and the Net is not covered by T invariants.

4.2 Analysis of Behavioral Properties of ECBP Model

Some of the crucial behavioral properties have been analyzed using the ECBP
model.

(a) Safeness: Any place of a graph is declared as safe, if the number of tokens at
that place is either 0 or 1. In the proposed ECBP, the set of places [P1…P10]
represents a combination of 0 (no token) and 1 (token), which implies that if the

Fig. 7 Invariant analysis result
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firing occurs there will be a token at the position bit otherwise no token. Thus it
shows each of the places has a maximum token count 1 or 0 and is declare safe.
Since, all the places in the ECBP are safe then the Net as a whole can be
declared safe.

Fig. 8 Incidence and marking matrices of ECBP model
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(b) Boundedness: The boundedness property specifies the number and type of
tokens a place may hold when all reachable markings are considered. The best
upper integer bound of a place specifies the maximal number of tokens that can
reside on that place in any reachable marking. The best lower integer bound for
a place specifies the minimal number of tokens that can reside on that place in
any reachable marking. When the best upper and lower integer bounds are
equal, this implies that the place always contains a constant number of tokens
and thus it is bound. In the proposed net there is no deadlock at any stage within
P1 to P10 and hence it is bounded. The proposed ECBP Net is safe and so the
number of tokens in a place is restricted to either 0 or 1.

(c) Reachability: Reachability Coverability graph in Fig. 9 provides a pictorial
representation of all the possible transitions firing sequences of ECBP model.
The graph is used to define a given Petri Net N and marking M, where M be-
longs to R (N). The nodes of the graph are identified as markings of the Net
R (N, M0), where M0 is the initial marking and the arcs are represented by the
transitions of N. Each initial marking M0 has an associated Reachability set.
This set consists of all the markings that can be reached from M0 through the
firing of one or more transitions. In our proposed model the reachability

Fig. 9 Reachability coverability graph of ECBS
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coverability graph starts with initial marking M0 = [0 0] T and finally reach to
state M11 = [0 1] T, where we conclude the service session for the current
request of shutdown. As stated earlier, the mark of each place in P of ECBP
model will be treated as 1 or 0.

(d) Liveness: In the proposed ECBP model as the process starts from P0 transitions
T0 through T9 are fired and place P10 is reached. The Net is continuous and
hence the liveness property is ensured. Therefore the proposed Net is consid-
ered to be live.

(e) Conservativeness: Conservation property of ECBP model defines that the
number of tokens before and after the execution remains constant. Here, sum of
all tokens is counted at the initial markings and again in the final markings of
each execution. If all the markings in the reachability graph have the same sum
of tokens then the Petri Net is declared to be strictly conservative. Hence,
ECBP is considered to be strictly conservative.

(f) Fairness: Fairness is an important performance criterion for studying behav-
ioral properties of dynamic system. The fairness index always lies between 0
and 1. Here, we have discussed about the bounded fairness or B Fair. An ECBP
Net is said to be B Fair Net where every pair of transitions in the Net are in a
B fair relation.

5 A Case Study

In this work, we establish our approach with the help of a case study of an airline
reservation system. Here we provide the Petri Net modeling of ECBS using a tool
called PIPE. This application is used to maintain flight details, flight status and
reservation process. This Petri Net model can be used by other service industries as
well.

Major features provided by the system are:

(a) Enquiry about the flight details: The airline reservation system allows the
user to perform flight inquiry such as flight scheduling, availability, status, fare
details, etc.

(b) User Registration: The system allows the user to register as a new user who
can book.

(c) Reservation of Flight: The system allows the user to book the flights as per
their requirements.

Using Tables 4 and 5 we have modeled the roles in the Airline Reservation
System that are shown in Fig. 10. The following are the workflow of the proposed
case study:
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(1) End Users:

(a) Initially, a Customer requests for booking the ticket according to their
respective requirements such are source, destination, date, time and the
price range.

(b) These request parameters are passes through the Booking Portal that acts as
a provider agent and are registered on Airline Reservation system Gateway.

(c) Airline Reservation Gateway acts as a CUDDI (Cloud Universal
Description Discovery and Integration) which is considered to be an end
customer.

Table 4 Places and transitions with its descriptions

Places Component of places Transitions Events

P0 Customer T0 E0
P1 Booking Portal T1 E1
P2 Airline Server T2 E2
P3 Airline Server T3 E3
P4 Airline Agent T4 E4
P5 Flight Details T5 E5
P6 Airline Reservation Gateway T6 E6
P7 Flight Scheduling Agent T7 E6
P8 Flight Reservation Mapper T8 E7
P9 Flight Reservation Scheduler T9 E8
P10 Airline Reservation Details T10 E9

Table 5 Transitions with its descriptions

Places Events details Token Description of
tokens

Token
parameters

P0 Customer Request Transmitted t0 Request Sent
P1 Customer Request Provided t0 Request Provided
P2 Flight Details Published t0

t1
Request
Service

Registered
Registered

P3 Flight Details Provided t1 Service Provided
P4 Flight Details Collected t1 Service Published
P5 Flight Details Registered t1 Service Provided
P6 Flight Details Matched t1 Service Collected
P7 Flight Details Discovered t0

t1
Request
Service

Matched
Registered

P8 Flight Details Mapped t1 Service Discovered
P9 Flight Details Scheduled t1 Service Mapped
P10 Flight Details Logged &

Dispatched
t1 Service Scheduled
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(2) End Service Provider

(a) In this architecture an Airline Server which acts as an ESB (Enterprise
Service Bus) is shown that contains the database of the entire flights that
keeps track of the flights and is regularly updated whether new flights are
introduced or existing flights are cancelled.

(b) Another airline server which acts as a CESB (Cloud Enterprise Service
Bus) is the extension of ESB that keeps the record of those flights which are
running on the particular day.

(c) The Airlines Agent which acts like a cloud agent maintains the record of
number of seats booked and seats available according to the flight status.

(d) The entire information is registered under the Flight Details which works as
an HUDDI. Here, the matching for the required flights is done.

(e) The Flight Scheduler agent act as a scheduler agent that keeps track the
flight schedule.

(f) Flight Reservation Mapper acts as a Service Mapper which maps the
request parameters with the available seats to find the best results.

(g) Then Flight Reservation Scheduler schedules the required flight as per the
customer’s choice.

(h) Finally the Airlines Reservation Details which act as a Service logger will
book the best available flight according to the customer’s request.

Fig. 10 Modeling of airline reservation system using ECBP model
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6 Conclusion

In this work, the main focus is to formalize the ECBS and established the con-
ceptual definition of ECBS in MAS architecture. Since, ECBS is considered to be a
highly dynamic in nature in terms of its components interactions with the envi-
ronments, handling of environmental resources and activities to achieve the pre
specified goal. Therefore, we designed the dynamics of ECBS using a Petri Net tool
called PIPE. The key benefits of using Petri Net modeling of ECBS dynamics are
high accuracy of system functionality, operational design of system flexibility that
comprises of autonomous agents and system components, automation of cloud
services and quantitative measurement of system processes. Further, through ECBP
concepts and corresponding reachability graph, several important behavioral
properties of ECBS like, safeness, boundedness, liveliness, etc. are analyzed. A case
study has also been explained based on the proposed approach.

Future work includes, the development of a more expressive behavioral analysis
model of ECBP using High Level Petri Net because using Petri Net approach
tokens cannot be distinguishable to analyze the complex Net easier when com-
plexity of the Net increases with the increase of extended properties. The limitations
of the proposed model are inability to support similar kind of service interactions in
one single net and less expressive in analyzing the behavioral properties of ECBS
such as safeness, boundedness and liveliness, etc. in compare to High Level
Petri Net.
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Service Provisioning in Cloud: A Systematic
Survey

Adrija Bhattacharya and Sankhayan Choudhury

Abstract Cloud Computing is all about delivering services over the Internet. It has

some technical, business and economical aspects. The complexity of service provi-

sioning has increased significantly with the increasing number of cloud services and

their providers. This creates a complex situation and as a result the service provi-

sioning techniques face hurdles. The challenge of service provisioning is to properly

offer services by adjusting the complexities efficiently. There are significant works

to solve the problem in different manners. But still there are some gaps that are to

be noticed and bridged for future advancement of cloud technology research. In

this paper an attempt has been made for analyzing the service provisioning tech-

niques from different perspectives. The said perspectives are various techniques and

methodologies, QoS parameter considered, context awareness, etc. Moreover, the

role of a broker in this context is also addressed. The overall motivation is to identify

the open challenges, that may provide a future research direction in context of service

provisioning.

Keywords Survey ⋅ Service provisioning ⋅ Broker ⋅ Cloud

1 Introduction

The growing nature of cloud industry has raised the need to discover newer tech-

niques to efficiently handle cloud providers and services. According to NIST Cloud

reference architecture in [1], Cloud computing deliverables must follow any of the

three service models namely Infrastructure as a Service (IaaS), Platform as a Service

(Paas) and Software as a Service (SaaS). In case of IaaS service providers responsi-

bility is limited to manage different processing, physical infrastructures like storage
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or network etc. for a particular set of consumers. PaaS provides development and

monitoring tools, appropriate middle-ware etc. SaaS is sole responsible for handling

software needs and related management tasks for consumers. This large number of

heterogeneous (with respect to tasks and technicality) services are often efficiently

handled by different intelligent techniques. The service provisioning starts with dis-

covery of relevant services according to user requirements. But the complexity of

the problem increases with the increase in number of service providers. Often there

exist multiple services with the same functionality. It opens a problem of service

selection i.e. comparing the similar services with respect to their quality aspects.

As the service selection is based on huge service data; as a result the complexity of

the problem increased to exponential one. Service provisioning addressed another

well known problem of service composition. Service composition is the technique

to combine two or more service together as a workflow towards the fulfillment of

user requirement. It is a technique to provide more consolidated service sets main-

taining compliance, QoS, etc. In general the problem of service composition is con-

sidered as an optimization problem. It tries to optimize set of QoS parameters as

per consumer’s requirement and also to select appropriate and optimal simple ser-

vices to consolidate them into composite complex services. The varying choices of

QoSs from different customers makes the service composition problem a critical one.

Moreover, the enormity of the solution space make the multi object multi constraint

optimization problem as a NP-hard one.

Service provisioning solution in general is introduced through a concept of bro-

ker. The idea of brokerage was far introduced in the domain of web services [2],

but it is incorporated into the area of cloud computing. Brokers are basically third

party entities between provider and consumers to make the coordination easier. It is

some way similar to Multi-source Integrator (MSI), but there exists differences too.

Cloud service brokers (CSB) are more efficient than MSI in handling huge number

of terms and conditions with respect to service provisioning. CSB has more usage

in a truly distributed environment that was not at all achieved by MSI. Brokers can

work in all of the cloud architecture like private, public or hybrid. There exist dif-

ferent customized versions of brokers designed for various application domains. It is

often described as a single interface provider through which multiple clouds can be

accessed and resources may be shared [3]. It sometimes includes the cloud failure

detection mechanisms and works outside the clouds. The benefits have been realized

during a continuous evolving process of improvement in brokers role and it is a con-

tinuing till date. A broker has information about business processes, existing service

from service providers, requirements of a consumer in detail. It operates accord-

ingly on the information and tries to find out the best possible solution suitable for

the requirement. Besides, it works on other sides like reporting, billing, auditing etc.

and provides a complete integrated solution at one point [4]. That particular solution

is looking like Fig. 1.

In general the brokers have duties like, service provisioning, cloud security, SLA

negotiation, reporting, billing etc. But it helps in reducing the cloud complexity

and the burden on consumers. The failure assessment and change management is

another two important goals that broker often carries. The performance assessment
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of an integrated solution is together with respect to heterogeneity involved within the

multi-cloud environment. Similarly the decomposition of reasons behind the perfor-

mance degradation is a crucial issue in multi-cloud environment. Handling the fre-

quently changing business processes involved any service composition or discovery

process is another challenge that is partially managed by the brokers. It may seem a

little confusing to decide the responsibilities of a broker within a single umbrella as

it has many roles in different domain with different level of abstraction. Gartner [5]

summarized the different roles of cloud broker in three broader categories. These are

Aggregation, customization and integration. Whatever may be the role cloud broker

play, it belongs to any of the three categories. According to service management

perspective broker has three types of responsibilities that constitute of business sup-

port, configuration and interoperability issues. Broker handles the aforesaid issues

in a manner that none of user and providers gets information about this. i.e. broker

basically creates an abstraction between service producer and consumer.

The architecture of a broker is not at all standardized. The service provisioning

role of broker demand serious attention and modification in design. Here in this paper

we have tried to comment on that and also tried to identify which components are

essential for service provisioning. We confined our discussion to the service provi-

sioning functionality of a broker and related issues handles by researchers and some

open challenges that are identified in recent years despite of several other activi-

ties by broker. This survey provides a systematic literature review on state-of the

art approaches and techniques used in Cloud Service provisioning by broker. The

advancements so far on this topic are discussed to provide useful information to

motivate further researches in this area. Identification of different objectives along

with reasonable taxonomy definition of divergent approaches and mechanisms is a

major achievement of the review. A set of classifications are done following differ-

ent approaches on ranking methods, prediction methods, performance assessment
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models, optimization methods, query parameters and metrics on which the com-

parison is done. This study highlights all of the considered QoS parameters, gives

consolidated information on the most significant and the least considered parameters

that alleviate the future research efforts. The area of investigation is very extensive,

thus tough to include all relevant topics. The paper is organized as follows. Main

aims of the paper and research questions is described in Sect. 2. In Sect. 3, extensive

discussions are done on issues related to service provisioning. Section 4 contains dis-

cussion on the brokers and their roles in service provisioning. In this section a general

architecture for efficient service previsioning is introduced along with proposed bro-

ker model. Finally the remaining sections of the paper contain the conclusions and

references.

2 Survey Goals and Research Questions

Current research have tried to address the significant issues of service provision-

ing and role of broker in this context. More specifically, the extraction of underly-

ing features and methods used in many approaches are being considered. The study

has approached extensively for identifying representative works from service pro-

visioning; namely service discovery, Selection and composition strategies. Most

researchers have considered QoS parameters and proposed objective functions in

terms of those QoSs. In this course of action the following questions are addressed

in this paper

Q 1. Whether the purpose of research is fully defined in the papers or not?

Q 2. What is the proposed approach and what are the methods used defined clearly?

Q 3. How have the researchers conducted the research?

Q 4. What procedures discussed are supported by the assessment results in each

paper?

Q 5. What QoS parameters are accounted for?

Q 6. Awareness about the properties of the technology used?

Q 7. Explained the details of underlying Architecture?

Around 80 papers that were studied from 2009 to December 2014 from different

high-level refereed journals and prestigious international conferences. After studying

and comparing we have pointed out some future research ares that are summarized

in Conclusion Section.

3 Detailed Discussion on Service Provisioning

Here in this paper, the service provisioning role of a cloud service broker is under

consideration. The different aspects of classifying the existing works on service pro-

visioning by broker is studied and taxonomy is identified among these works. The fol-

lowing subsections have different angles of the survey on architectural specification
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for service oriented computing in cloud domain, different mathematical techniques

used for modeling, performance measuring parameters used, etc. Another way of

efficient service provisioning can be handled by cloud service brokers. The Fig. 2

outlines the aspects considered for the classification and specifying the identified

taxonomy. Broker based provisioning approach is discussed in detail in Sect. 4.

Now the survey is done from the above four aspects. There exists more sub cat-

egories under each categories in Fig. 3. Following sections and Subsections discuss

the literature reviews in detail.

3.1 Solution Techniques Used

Several mathematical techniques are used on cloud services selection within broker

framework for different measures. There is another taxonomy identified among the

methodology of mathematics used. There is a figure (Fig. 3) that summarizes differ-

ent methods used in this subsection.

In the figure there are four types of selection methods used. In following subsec-

tions each of the method is discussed in detail.

3.1.1 Ranking Based Methods

Services are often ranked based on different parameters with different purposes.

There are some of the approaches that ranked to decide the most suitable service

provider based ont heir quality performance. Other approaches ranked services with

respect to cost, often with respect to reliability etc. Sometimes a combination of



42 A. Bhattacharya and S. Choudhury

some of the quality parameters is considered instead of a single one. This subsection

constitutes of the discussions on ranking based method within broker.

In [6] Service Management Index based ranking mechanism is proposed. Here the

service providers are chosen based on Key Performance Indicator (KPI). Different

quality attributes such as Accountability, Agility, Assurance of Service, Cost are con-

sidered to measure the performance. This approach put some effort to rank services

based on their providers performance. Some of these attributes are directly related to

the performance of customer application and others are related to provider’s perfor-

mance. Only some quantifiable metrics are used to measure the cloud KPIs. Service

response time, Sustainability, Suitability, Accuracy, Transparency, interoperability,

Cost, Availability, Reliability, Stability, Adaptability, Elasticity, Usability, Through-

put and Efficiency, Scalability is the proposed metrics in [6]. Analytic Hierarchy

Process (AHP) is used to define weights for concerned QoS attributes. The relative

ranking values for service providers are aggregated to select the top ranked services.

The objective of ranking here in [7] is to maintain cost requirements of consumers.

The best provider with respect to cost can be found out in many ways depending

on other related quality parameters such as bandwidth, storage, etc. This paper also

includes the newer idea of deciding the ranking based on the quality parameter values

by comparing with the benchmarks. The actual deviation from that standardization

of quality parameter is the key factor behind service ranking.

In [8] a ranking methodology proposed based on Cloud Service Provider (CSP)

index. Here properties that affect the values of providers CSP index are identified. A

B+ tree based approach is proposed for speeding up the query processing. Different

quality properties are encoded and fair enough relationship also exists among the

property encodings. K-mean algorithm is used for clustering services according to

their close offerings of quality parameters. Service are found based on the user query

and relevant services are ranked according to the Hamming distances from the exact

point of need within the cluster.

In [9] an approach is discussed that decides the efficiency of services based on the

affinity between the Software and platform as a Service Provider (SP) and Infrastruc-

ture Provider (IP). Here SP has a preference list of IPs considering the issues such as

Past Performance, Maintenance, Infrastructure, Security and Customer Support of

IPs. On the other hand IPs are also have preference list based on Past Performance,

Legal and Security.

Ranking services according to performance is a common key criteria to choose

among similar services. Reference [6] considers relative ranking among services

providers. The KPI based [6] approach is suitable for comparing among the service

providers than CSP index [8] based approach. In terms of query processing time

[8] would perform better. The SP and IP affinity based ranking is an efficient one

but it invites the vendor lock in situation in cloud. The kind of inter-dependencies

among SP-IP would compel customer to choose unsuitable (high priced and over-

loaded) services. Besides the above approaches, parallel research works exist where

other metrics and methodologies are used. For example in [10] a usage pattern based

ranking approach is described. This is an area where more attention can be given on

real deployment of services and related predictive usage needs from consumers.
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3.1.2 Feedback Based

In [11] a framework has been designed that helps in cross cloud migration of soft-

ware service. The cloud service brokers role for handling the interoperability issues.

After deploying the framework in actual working environment, the impact of this has

to be recorded and considered for further rectifications. The feedbacks are immense

helpful for developers to handle the maintenance issues, usability etc. for the frame-

works. This improves the testing process of the framework. In [12] an attempt has

been made to select best services with respect to users query based on QoS para-

meters. Unlike other methods, it uses user related information to obtain the QoS of

a service. It relies on both customer feedback and system generated feedbacks so it

is more accurate than [11]. The QoS of already consumed services are estimate and

the service selection mechanism is executed and tested by objective performance

benchmark testing. It is the first approach towards the advancement and testing of

feedback based service selection. In [13] a feedback based method for weather fore-

casting services is proposed. Here the full customer requirements and priorities are

set based on their feedbacks. This is useful in any service oriented context as the QoS

requirements often contain conflicting QoS parameters. The uncertainties regard-

ing the changing prior objectives of users is dissolved by the feedback mechanism.

Reference [14] illustrates a framework where users give the feedbacks as Quality

of Experience. The functional and non-functional requirements demanded by users

were at all actually met by the provided services or not; that is the key issue here.

User poses their past experiences based on opinion and preferences about the speci-

fication of services as one of the inputs to the system in the next round. This helps to

efficiently match further user requirements with the performance of the services as

needed. Another similar kind of work has been done in [15], where user maintains

a history of evaluations of the provided service quality. This history can be used in

future for a better service selection process. Among all the approached [12, 14] are

two approaches that are closer to grab consumer’s feedback not only with respect to

QoSs but the satisfaction of users also.

3.1.3 Prediction Based

Reference [16] illustrates a general framework for cloud service provisioning. QoS

satisfaction of offered are predicted through an HMM based model. The components

considered within a composition plan collectively satisfy the user required QoS or

not is the main objective of the work. There also exists provision for considering

user feedback based on QoS experiences to match future composition of services.

Often it is needed in real time applications to meet hard deadlines. These deadlines

are expressed in terms of QoS of the services. Here a prediction model in [13] is

used to calculate possible costs and task decomposition for meeting user deadlines.

A feedback based method is used for determining the best suitable service based on

user defined deadlines that is different cost, execution time, etc. In this paper another

described method for doing the same is by setting priorities to different constraints
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and these are satisfied by different services. A layered approach is described here and

the interoperability among the layers and the prediction models enable the scope for

provisioning services according to users high level requirements. The resource pro-

visioning services in cloud computing domain demands a dynamic formalism that

can adapt with the requirement of user. The adaptability will work based on the

knowledge from history that is being updated time to time [17]. Multiple execution

plans exist there and the service selection is based on their predicted cost. The cor-

relation between the resources and recent operation (like consumption etc.) history

is considered within a prediction model in [18]. The correlation calculated based on

previous data. In case of newly developed operation on resources the prediction is

based on a linear regression model. In this context, another history based service

profiling method in [19] is there that helps in predicting future method invocation

based on past invocation data. Here the cost analysis also done by mapping net-

work bandwidth and latency into cost. The cost prediction here plays an important

role in service profiling and selection. The methodology used in [20] is a prediction

model for forecasting the behavior of conflicting goal parameters (energy consump-

tion, quality, etc.). Already we have seen a ranking methodology based on conflicting

parameters in [13]; but here the service selection decision is taken here based on the

prediction. The prediction here is tough due to the reciprocal relationship among

chosen parameter; but the model designed works to balance among the parameter

and predict accordingly. Prediction efficiency is the key criteria for this approaches.

The more the approaches are dedicated to history bases efficiency increases. Some of

the approaches as [13, 18] are only interested in cost prediction. But the other QoS

s are also important to predict for more useful selection of services. In this regard

[17, 19] are advanced works in this domain.

3.1.4 Similarity Based

Similarity checking in service oriented computing can be seen in many aspect. Such

as, similarity among functionality of services, QoS demand similarity, Similarity in

usage pattern, similarity based performance applications, etc. This subsection dis-

cusses some of the similarity based mechanism that already been used within cloud

domain or can be employed within brokers. In [21] brokerage approach is described

based on a benchmark similarity classification method for measuring application per-

formance. The similarity measure among the QoS parameters and input and outputs

of different services is done in [22]. These similarity quotients are stored. Based on

that measure the service composition graph is formed and similarity quotients work

as weights there. The different quality claims as well as users demand specification

plays an important role in service provisioning. Similarity matching mechanism for

classifying service demands and an algorithm is designed for user requirement nor-

malization in [23]. An algorithm is developed in [24], that generates a composition

graph of service and then a similarity measures of services is done. The compo-

sition system is finally built based on similarity of services for identifying service

interfaces for provisioning. In [25] for best suited service selection, initially a com-
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plete list of services a similarity based approach is introduced. After that similarity

computation steps preference list of QoSs is prepared. Those QoSs are predicted and

based on that ranking is done. Similarity among user query and service advertise-

ment is done in [26]. Here the key methodology for similarity matching is based on

OWL-S engine. The broker is the sole responder for finding query specific services

and acquiring providers specifications.

3.2 QoS Parameter Used

Some or all of the research works discussed in Sects. 3.1 and 3.2 have Quality of Ser-

vice (QoS) parameters mentioned. Some of these parameters are Cost, Performance,

Reliability, Security, Bandwidth and Latency (Especially for Network services), etc.

Now we are listing out some of the other researches on quality awareness in service

oriented cloud domain that are either already included or can be included within

broker framework. Table 1 summarizes the QoS attributes, reference number and

Table 1 References with publication year and mentioned QoS parameters

Reference Year QoS parameters

[27] 2012 Throughput, response time

[28] 2012 Latency, cost, reliability, availability

[9] 2012 Efficiency, security, trust

[29] 2010 Availability, cost, reliability, execution delay

[30] 2011 Reliability, availability, cost

[31] 2013 Security, cost, availability, energy consumption

[32] 2011 Cost efficiency, security, trust

[33] 2014 Cost, availability

[34] 2012 Reliability, deployment, network related QoS, latency

[35] 2013 Time, cost, availability, reliability

[36] 2013 Cost

[37] 2013 Performance, reliability, cost, rating, integrity, security

[38] 2013 Response time, cost

[39] 2013 Response time, cost, availability, reliability

[40] 2013 Cost, latency, reputation

[41] 2013 Cost, response time, security, reputation, availability, reliability,

Durability, Data Control

[42] 2011 Response time, cost, throughput, reputation, availability, Reliability

[43] 2011 Response time, cost, availability, reputation

[44] 2013 Response time, throughput

[45] 2013 Response time, cost, reliability, efficiency, trust, maintainability
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Fig. 4 Proportion of QoS parameters

Fig. 5 Importance of QoS parameters

publication year. Fig. 4 signifies the proportions of QoS covered by the references in

Table 1. Fig. 5 shows the relative importance of those QoS parameters.

A few recent works that emphasizes on QoS parameters are listed in the Table 1.

The entries signify the popularities of QoS parameters in the following diagram

Fig. 6.

Figure 7 has the reflected the importance of a QoS according to our study. Though

the cost parameter may have several measures other type of cost such as, data trans-

mission cost, Virtual machine Migration cost, Appliance cost, Energy cost, etc. still

in overall consideration the Cost parameter is the most important one according to

our study.

Besides the above mentioned QoS, there exists a few more. Such as robustness,

scalability, performance, transactional, obligation, etc. In the future works for assess-
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ing QoS and service selection strategies in cloud will consider some of these newer

parameters.

3.3 Methodologies Used

Service oriented capabilities has analytical power for not only handling data but also

used for handling large optimization and decision problems. In [46] service provi-

sioning in multi-cloud environment the service acquiring process selection problem
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is formulated by Traveling Salesman Problem (TSP). In another approach for main-

taining cost optimality in resource provisioning service the optimization problem is

formulated by linear programming in [47]. Another resource provisioning optimiza-

tion framework is designed in [48]. The main challenge encountered while selecting

a service out of services from different service providers satisfying all QoS levels.

Cloud Computing Service Composition (CCSC) problem is a well known optimiza-

tion problem. This can be solved using classic algorithms like backtracking and

branch and bound [49]. The mapping of such a problem and optimization solution is

just for improving the execution time. Again this problem can be mapped into Mul-

tidimensional Multi choice knapsack problem [50]. A modified solution of the same

problem is discussed in [51]. Cost optimization is done two phases in [52] where

two costs are optimized. At first the cost of failure of application is considered then

the server cost. The main motive here is to optimize the availability of minimal cost

non-strict resources. Two-way optimization actually provides the minimization of

server cost and the cost of failures. Here some features of failures are identified and

a selection matrix works for selecting applications and features. A classic Integer

programming based solver (especially using Simplex and branch and bound) and

some heuristic algorithms are defined to solve feature placement problem.

Another new role of optimization methodology is identified in [53]. A multi

objective optimization technique is used for selecting the appropriate collaborator. A

Genetic algorithm based approach is used in two phases; first one is non-dominated

sorting genetic algorithm (NSGA-II) and the strength Pareto evolutionary genetic

algorithm (SPEA2). Past collaborative information and individual quality informa-

tion of cloud providers is considered in this approach.

So far we have discussed optimization problems and their solution used in the

domain of service broker. Several other optimization can be identified other than the

resource allocation service optimization. The solution and suggestion included in the

broker framework cane anyway make better deliverables by the brokers.

3.4 Comparing Capability of Some Well Known Solutions

There exists a few approaches of brokerage that provides sole solutions to the existing

problems in service provisioning by brokerage. First of all there exist a RESERVOIR

[21] Framework is a decentralized federation. It has some collaborating business

organizations. The architecture does not have any direct communication among each

entity of the framework. It is the most popular one. We have done a comparative study

among RESERVOIR [21], CloudFoundry [54], CompatibleOne [4] and OPTIMIS

[9]. Table 2 compares these in a systematic manner.

There exists some of the performance monitoring approaches that are very much

popular now a days. We have done a comparative study among those popular moni-

toring services and the following table reflects the outcome. Table 3 summarizes that

which monitoring services has considered which properties.
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Table 2 Well known solution comparison

Reference Scalability SLA monitoring Programming

environment

Interoperability

[21] ECA rules to

scale

infrastructure

Amalgamates IP

multicast along

with (JMS)

publish-subscribe

system

JMS & WASUM

monitoring

Platform

YES

[9] Includes

Elasticity Engine

Uses REST to get

CPU/disk usage

from monitoring

Java schemas

jaxb, xmlbeans,

REST, monitor;

also jaxws, cxf,

javagat.

Through

OpenNebula &

OpenStack

Manager

[4] Only load

balancer module

for the IaaS

resources

COMONS

Monitoring

module

PaaS4Dev: Java

EE (EE5/6 web

profile) &

Enterprise OSGi

services

PROCCIs

OpenNebula

OpenStack &

Azure

[54] Can add/remove

instances for

scalability &

increase/decrease

CPU

Basic logging

facility with

Cloud third party

monitoring

RUBU & GO Supports AWS,

vSphere,

OpenStack &

Rackspace

Table 3 References and

their monitoring parameters
Reference Monitoring parameters

[55] Timeliness, reliability

[56] Timeliness,

comprehensiveness

[57] Availability, accuracy

[58] Availability, accuracy

[59–62] Availability, timeliness,

resilience

Table 4 References with

supported cloud

characteristics

Reference Supported cloud

characteristic

[63] Extensibility

[64] Scalability, adaptability

[65] Timeliness

[66] Autonomicity

[67, 68] Adaptability, extensibility

[69] Scalability

[70] Elasticity
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In the next option for comparison we have considered the different properties of

Cloud computing that are supported by several popular implementation platforms in

Table 4.

In this subsection we have seen some comparative study among well known solu-

tions. Here in Table 3 we can see that the monitoring parameters are not wide variant.

The parameters are very much confined to Timeliness, Accuracy and Availability.

But there are other very important properties like security, Response Time that has to

be considered for monitoring to judge the performance of cloud services. In Table 4,

it is reflected that the Scalability and Elasticity could not get more attention while

implementation. Though these two parameters are the pillars of service provisioning

in cloud. Along with this two Adaptability must also get more attention to provide

actual flavor of cloud federation which is the next generation technology.

4 Context Awareness in Service Provisioning

Context is information that can describe the situation of anything [71]. It is often

defined in terms of [72] answers to five “wh” questions (Who, What, Where, When,

Why). Context adds more intense meaning to already existing information about any

surrounds [73]. The new generations of all sensor based system are highly dependent

on the context awareness property of computing and data retrieval mechanisms; due

to the reason that the sensor data interpretation changes with the associated context

scenario. It is particularly important to grab the context such that it would help to

identify the right situation and dependent actions can be taken. The services relevant

for a particular context may seem completely irrelevant in a slightly different context.

So the customization of service provisioning depending on the context situation is

the next open area of research.

A large number of cloud based system in Pervasive environment puts various

challenges containing heterogeneous applications and Software systems. The sensor

based mobile and cloud environments have some crucial open issues that have to

be addressed with respect to the context aware service provisioning. Sensing as a

service is developed to satisfy huge set of service consumer requirements. Cloud

computing has a flexible design and huge computing resources. The amalgamation

of Cloud Technology along with the Sensing capabilities are pioneering the area of

context aware software systems. It also enhances the overall performance by adding

mobile devices (convenient ubiquitous interface), and a backbone infrastructure with

huge computing resources. It has a set of newer challenges compared to older service

provisioning motivations. The concerned area of broker based service provisioning

opens a newer area that includes context awareness in cloud based environment. The

significant works in the area are classified with respect to the following aspects

1. Context Management Context management refers to identifying the process of

context data collection to production of that data as a useful piece of information.

The discussion of context management is incomplete without referring some of
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the work that provides context information as a service. The first part of the man-

agement is to collect data from appropriate sensors. The context information is

either of two types; namely discrete or continuous. In [74] the context data are

gathered based on some related events. The type of event (discrete or continuous)

determines the type of context acquisition. The events like Door open or lights

on are discrete events; the data acquisition from sensors depending on this events

will be discrete in nature. The event such as Raining or driving needs continuous

data acquisition from sensors. Most of the significant works as [75–78] outlined

context management in three or four steps. The steps are context data acquisi-

tion, processing and representation and decision making. Alternately some of the

approaches [79, 80] have considered many steps towards the final representation

of context information. But to standardize the process of context data manage-

ment it ideally can have four stages namely collection, Processing, Analysis and

Decision.

In [81] a framework for context information exchanges between service consumer

and provider is proposed. Context brokers are there to mediate. Relevant services

are selected based on a multi criteria decision algorithm. In this approach a QoS

is used to derive the quality of the context information. Moreover,the proposed

algorithm calculates the scores for services according to the requirements of con-

sumers. In [82] a framework for maintenance of interoperability and indepen-

dence is discussed. This approach has mechanism to processing heterogeneous

context data and produce meaningful high level context information. ContextML

and Context Query Language both are proposed in this paper that makes service

provisioning algorithm efficient according to required consumers context.

2. Architecture SupportingContextAwareness Supporting infrastructure for gen-

erating context information is very important. Automatic and adaptive applica-

tion development requires stronger architectural base to support efficient context

data acquisition, processing power for producing relevant context information

and meaningful high level representation that may facilitate other application’s

requirement of context awareness. In [83] CASS (context aware simulation sys-

tem) is proposed. It is a self-adaptive application developer for producing context

information checking conflicts and achieve optimality in using data acquisition

sensors. A similar approach is discussed in [84]. This approach deals with the

availability of sensor data which is very crucial in any smart monitoring applica-

tion. Another type of architectural components contributed by many researchers

is a context aware middle ware. Two approaches [74, 83] have significant contri-

bution. In [74] some hierarchies among the context information are defined. This

helps in gradual improvement of context information. It is based on object mod-

eling; same as [83]. But this approach is more generic than that in [83]. But the

need of typical adhoc sensor network is more fulfilled by [83]. It also supports

security and produces context result based on relational data model which is more

accurate compared to ontology based approach of [74]. Reference [85] is a very

popular agent based architecture comprising of context brokers for determining

context in intelligent spaces (sensor monitored locations). It works upon OWL-

based ontology and aggregates the context information successfully as needed.
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In the due course the middle ware systems used must be equipped with technolo-

gies for sharing context among heterogeneous applications resulting increase in re

usability. User experience, feedback, preference, must be included in the newer

algorithms of service discovery and selection, ranking as synergy with context

information. Classic keyword based discovery approach fails to grab the dynam-

icity of service requirements and it is ineffective in retrieving proper service

information. Collection, modeling, reasoning, distribution is necessary stages of

service context life cycle. Standardization of this context aware architecture is

needed to efficiently provide services to the consumers. The RESTfulness in ser-

vices extends the area of service provisioning confined to web only towards any

pervasive environments. Security and privacy are also important area to con-

tribute in context aware systems as there exists huge number of sensors in any

pervasive environment.

3. Context aware Service Provisioning In an intermediate stage of research regard-

ing the service discovery techniques; some location aware mechanisms were

devised [86, 87]. These used the geo-spatial information for sensing proximity.

In context aware discovery, proximity extends beyond just the geographical loca-

tion [88–90]. In [103] researchers proposed the EASY (Efficient semantic Service

discovery) framework which considers QoS and context for service discovery.

It uses on OWL-S for context description. But this framework did not consider

the importance of continuous context acquisition. Thus the efficiency of context

aware discovery is questionable. In [104] proposed a mechanism that uses discov-

ery scope and user dependent context information to grab the change in service

need and according provisioning. Similar approach in [91] and [105] gives a user

specific context acquisition and the choices of service changes with the change

in context. In [92] a comprehensive formal model of context is proposed. Here

the service discovery algorithm copes up with the changes in context and prefer-

ences and provision services accordingly in real time. The context aware service

provisioning approach must be either light weight or must be capable of offload-

ing computing part on top of resource-rich cloud computing infrastructure. A

hybrid approach has to be the most appropriate solution for this. Context based

performance analysis and ranking of services needs attention of researchers.

5 Service Provisioning by Brokers

The discussion on service provisioning is incomplete without discussing service bro-

kers. Almost all of the aspects of better service provisioning described so far, can be

deployed well by the broker based design. Gartner classified all of the broker roles

for service provisioning within three categories. This classification assumes only

the role of a broker as a service composer. The following subsection detailed out the

categories namely Aggregation, Integration and Customization. In case of aggregat-

ing the services broker actually composes two or more service from one or more

providers and then delivers it to the user or any other service provider. This type
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of brokerage helps in centralized service management, normalized service discov-

ery and access, SLA management [93] etc. But this don’t add any new functional-

ity though, it provides a well managed abstraction for both service providers and

consumers. Marketplace and Appstore are the real life example of cloud brokerage

with respect to aggregation. Integration by service broker can be of any type like

cloud-cloud integration, supply chain integration etc. This integration often leads to

substantially new values to community management in cloud domain [94]. It allows

process integration that yields independent services that are mostly implemented as

PaaS. Real life example of this kind is contacts of gmail. In case of customization,

newer functionalities are added to improve the existing service functionality. It modi-

fies the original cloud services and implements newer application [95]. This happens

often in developing a newer composite application in process and data enhancement.

But there exists different other roles. In another aspect the business oriented think-

ing produces the classification based on service management associated with service

provisioning. Figure 2 summarizes that from this point of view there are another three

categories that are Business support, configuration and interoperability. Section 3.4

discusses this in details.

5.1 Broker’s Responsibilities

This section illustrates the responsibilities of brokers in detail.

5.1.1 Business Support

The service consumer in a cloud environment may be another cloud service provider

itself or an end user. There exist a few responsibilities from broker side to handle

customers in an efficient way. The responsibility of broker starts from accepting a

query. Then it works as a contract builder, search manager, calculating costs involved

and final billing, pricing and service ratings are the customer related duties of a

broker.

5.1.2 Configuration Management

Main duty in this layer is the SLA negotiation. After that the phase of actual service

composition starts. In this category broker takes responsibility of resource provi-

sioning and construction of required business plan takes place here. Performance

related measurement and quality estimation is an important one to mention. Error

monitoring is another customary of the broker in this role. After monitoring errors

proper reporting and resolving them are within the scope of this category.
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5.1.3 Interoperability

This is the most important part. As in this layer the actual service offering starts. Ini-

tially checking with the compatibility issues service broker moves towards the data

transfer process. By this, actual service information and the service functionalities

are accessed by consumer. The ultimate step a broker monitors and executes is the

migration phase. That may be VM migration in case of IaaS and PaaS and Apps

migration in case of SaaS.

5.2 Service Broker: Architectures

Broker is a very essential component in service oriented architecture. In cloud com-

puting; particularly in the multi cloud environment typically broker is needed to

ensure service provisioning. The standard cloud service broker architecture is yet

to find; but there exists a set of different service broker working in the cloud domain

with varying architectural properties. In most cases, the brokers are designed to fulfil

a purpose specific to the application domain. In this subsection, we will discuss some

of those architecture and their pros and cons. Brokers work for service provisioning,

SLA negotiation, Reporting, billing, etc. but here we are interested in the service

provisioning role of a broker. Again, generally service broker has some specified

roles. These roles can be broadly classified in management issues, security issues,

business issues and other issues. It is clear after some literature reviews that all these

issues are not mandatory for every broker to handle. It is highly dependent on the

application domain that where it is to deploy and what are the essential roles a broker

must play at a particular situation. Thus the architecture varies from one broker to

another depending on the responsibilities it carries.

The heterogeneity and diverse requirements in network service applications are

the main reason behind discovering a newer approach. A layer between services

and user application is developed in [96] that named network service provisioning

layer. It has two parts as network service broker and service registry. Moreover it

has components that have capability of deciding achievable connectivity and QoS of

the network services. Approach in [96] has a detailed description of a structure for

network service description and discovery. This work has the facility that it provides

partial description publishing option that improves network description, discovery

and resource allocation. Moreover, the implementation is independent of platform,

so that it can be adapted by any heterogeneous network systems. Though the perfor-

mance measurement technique used in [96] is claimed to be adaptive with composite

network services, actually it is difficult enough for the conflicting set of quality para-

meters. Again optimization of quality parameters that are inter-dependent is difficult

with above said methodology.

SMI (Service Measurement Index) based cloud performance measurement of

business services are introduced in [97]. This is claimed to be the first initiative for

measuring business performances of service providers and their services based on

some key performance indicators. There are a few QoS parameters listed that help to
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describe the QoS and the providers performance. A new modified view of the archi-

tecture is proposed here. On the top of the service catalogue (i.e. registries) a layer

of monitoring is there. The responsibility of monitoring is dependent on the quality

service and quantity measures of services. Another component in the layer is filter

that actually works for threshold i.e. to how much extent services are compromised

with their qualities. On the top of this layer there is the SMI broker layer. Broker basi-

cally takes the query from consumers and the required level of QoS. This layer has

three duties. It negotiates Service Level Agreement (SLA) and actually decides the

QoS deliverables of providers. Then it calculates the SMI score for services. Based

on the scores the services are ranked. Among the top ranked service user choose the

most suitable one. This layer addition in the architecture facilitates the framework

for ready made quality calculations and efficient service selection. The representa-

tive quality metrics may vary from domain to domain. Thus, the list may be longer

compared to the QoS metrics considered so far.

In [15], a QoE (Quality of Experience) dependent methodology is introduced

that practically works via an interface named GRIA. The QoE takes the decision

making part in selecting the services with the help of a recommender unit within

the service broker. The recommender works in three phases. First it takes request

from users and discovers services, then these services ranking are found (that are

already done based on QoE). After that a it runs through a recommenders algorithm

that decides the final score of the services and ultimately the broker (working as

a recommender) recommends the services to users. The whole system works as a

decision support system for service selection. The additional layer that implements

the idea of recommendation is a key factor included within the architecture. Secondly

the metrics of QoE can be far improved by talking more QoS related QoE parameters

and using more efficient covariance calculations.

The work in [91] has incorporated federated broker that help in intermediating

among several internal external services in cloud. It helps in cross service access for

collaborative services. It is very important and one of the essential part of integrat-

ing services over cross domains. The vulnerability analysis done on the proposed

architecture and the loopholes are identified with respect to its security issues. The

QoS in case of cross domain service integration is a challenge yet to be solved.

Often there arises need of access pervasive service or integrate those services

in future service clouds for higher functionalities. In [98] KASO middle ware

subsystem works well for pervasive services in embedded network. There exists

a KASO API through which KASO interacts with agents in environment. It also

includes knowledge management services that include brokerage. This broker con-

tains only agent manager and service request registry. This a completely agent based

system and proposes the PRA (Perceptual Reasoning Agents) based model for man-

aging pervasive services. The main lack here is the proper semantics in the knowl-

edge manager with respect to service qualities. For resource provisioning services

the broker is designed specially with the capabilities for handling various issues that

may arise only in resource allocation and distribution services.

According to the work in [99] a resource broker is designed that works in the

Collective layer of the designed architecture. Another similar kind of work is done
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in [100] that not only describe resource allocation scheme, it also discuss about

the optimization done with respect to VM (Virtual Machine) placement over cross

cloud environment. In this framework cloud broker has three units as cloud sched-

uler, deployment plan and a virtual infrastructure manager. The cloud scheduler has

a optimized scheduling algorithm. It works upon several providers and takes their

specifications as input and decides the optimal place. In deployment plan a set of

VM templates are there depending on the scheduler output the plan works. The vir-

tual infrastructure manager has interfaces adapted to different provider by with the

migration is done. The key mathematics is under the integer programming paradigm.

The broker in both the cases is highly platform dependent and sensitive to environ-

ment on which it has to be allocated. Specification of SLA will be different with

respect to rest of the services. Thus it is a open area to contribute. Another open

area is that the quality assessment and related billing and financial calculation and

indicative parameter identification in case of immigration is very important.

Reference [101] works in the multi party collaborative environment specifically

Grid environment for aggregating resource information. There is a newer concept of

meta-broker that actually formed by accumulating some grid brokers. Each meta-

broker interacts with other meta-brokers for information. It is assumed that per

resource domain there exists one meta-broker. At the time of allocating resources all

relevant meta-brokers are communicated by a final broker and based on some qual-

ity factors the best ranked broker is selected. Two resource allocation and ranking

methods are discussed in [101]. The overhead and cost calculation is important idea

to be carried out. The hierarchical distribution of brokers indeed helps to distinguish

the responsibilities and making the brokers loosely coupled.

5.3 Proposed Broker Architecture for Service Provisioning

From the above discussions the components identified in broker architecture for

service provisioning are Design time components, Runtime components, and other

components. Design time components are the main blocks that are responsible for

developing the application specific functionalities i.e. services, the specification

about the non functionalities of those services, the data storing facilities, different

types of networking within services of a particular domain. Runtime components are

mostly the message passing protocol and standards specified. These components are

discussed in the Fig. 7.

Brief discussion of each of the components are done as follows:

1. Design time components are identified as service information, non functional

specification networking, etc. Service information is available in UDDI [1]. But

the broker needs the service information to be structured efficiently. Service dis-

covery or selection mechanism adapted by the broker will be using that service

information. Non functional Specification of services plays important role in ser-

vice provisioning. While offering a service service providers specify their level of
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QoS and other non functional specification in their SLAs. Broker must have the

capability of optimizing those specification while choosing services according to

user requirements. Often users feedback has strong impact on this specification.

Broker based approach for inclusion of feedback based selection is an important

area to contribute. Service providers are connected by compliance information

based on previous collaboration or organizational flexibility. The broker has to

deal with provider negotiation and configuration management for end to end ser-

vice provisioning. Thus the networking information among the service providers

must be available to brokers.

2. SOAP based message passing is traditionally used in the domain of web services.

The REST-ful web services are now very popular. The broker architecture should

be able to accommodate these two types of message passing for federation.

3. Other than the above two there exist some decision making components like

ranking services, quality assessment, quality of service calculation etc. discussed

before. By other components the specialty of service such as routing, secu-

rity issues, proper interoperability are handled. broker handles customer and

providers from wider ranges. Thus some security mechanism must be there to

safeguard the customer’s identity. Authentication and access management is a

different modules in broker. It monitors the user roles and provide the required

services to the consumers. It takes the decision about whether to allow a service or

not. Configuration checking and maintenance among the service providers busi-

ness policies are handled by another module within broker.

Identification of such components is important for seamless service provisioning

with cloud service brokers. Each of the identified component requires attention of

further researches to provide a holistic brokerage solution.

6 Conclusion

Now we would provide a summary of our overall study. Some research Questions

were raised at the Sect. 2. Table 5 gives the references which encountered the ques-

tions so far.

Considering all approaches so far we can summarize that the research Questions

encountered by different approaches. Table 5 summarizes the questions from Sect. 2

and relevant number of approaches along with the reference.

In this review we have tried to view the service provisioning from different pos-

sible aspect. We have reflected the outcome of each aspects in the respective sub-

section. The coverage of important research questions is moderately validated by

Fig. 8 and we are concluding the survey by identifying the future questions that are

consolidated as follows

1. The services must be available with their complete meta data. But often in the

domain of service provisioning this is one of the missing part. Existing service
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Table 5 References of approaches encountering research questions

Question No of approaches References

Q1 17 [8, 15, 17, 23, 27, 32, 33, 41, 43, 46–48, 50, 51, 99, 101,

102]

Q2 14 [6, 8, 12, 13, 16, 20, 26, 31, 35, 39, 48, 50, 98, 102]

Q3 8 [11, 13, 33, 38, 42, 44, 96, 100]

Q4 13 [7, 8, 10, 14, 17, 18, 20, 35, 45, 51, 53, 97, 102]

Q5 20 [9, 27–45]

Q6 16 [55–59, 61–70, 94]

Q7 8 [15, 91, 96–101]

Fig. 8 Proportion of chosen

references answering raised

questions

provisioning approaches can be modified to fulfill user requirements based on

partial available information.

2. Cloud computing has a huge network dependent provisioning. There must be

some standard mechanisms to measure network QoSs related to service perfor-

mances. Some of these are identified in Sect. 3.2.

3. Dependency of services onto other services leads to the situations like Vendor

Lock in. But to increase the customization efficiency and re usability the broker

must be able to mitigate both the discovery and composition of services in a

seamless manner avoiding such compliance and dependency issues.

4. Cost plays very important role in the service provisioning. Specially the ser-

vice subscription based on Pay per use model in cloud demands a standard-

ized fee structure and updated information of available resources. QoS and other
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possible performance measure can be predicted and accordingly cost value may

be attached to the services by broker.

5. Defining and measuring the QoS attributes and measure their aggregated effect

on service provisioning is an important challenge of designing a broker.

6. Designing the security rules, Governing policies, and standardized instructions

to vendors has prime importance. Moreover to safeguard users interest as well

as provider’s business interest; introduction of guaranteed service through the

insuring [102] approach may be helpful in future.
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Flexible Neural Trees—Parallel Learning
on HPC

Jiří Hanzelka and Jiří Dvorský

Abstract The purpose of this research is to develop effective parallel Flexible

Neural Tree learning algorithm based on Message Passing Interface at High Per-

formance Computing environment. The implemented framework utilizes two bio-

inspired evolutionary algorithms that were parallelized. Genetic algorithm is used

to develop structure of FNT and differential evolution for fine tunning of the para-

meters. Framework was tested for its correctness and scalability on Anselm cluster.

Scalability experiments prove good performance results.

Keywords Flexible neural tree ⋅ Artificial neural network ⋅ Parallel algorithm ⋅
MPI ⋅ HPC

1 Introduction

Artificial neural networks (ANN) have been successfully applied to a number of sci-

entific and engineering areas in recent years. These areas include for example func-

tion approximation, time-series prediction, system control, image processing and

so on. A performance of a neural network is highly dependent on its structure. A

structure of ANN for particular problem is not usually unique, and there are a lot of

ways how to define structure of ANN corresponding to the given problem. Depend-

ing on the problem there are many open questions how to construct the appropriate

ANN—use only one or more hidden layers, use only feedforward or also feedback

connections etc.

J. Hanzelka (✉) ⋅ J. Dvorský

Department of Computer Science, FEECS, VŠB – Technical University of Ostrava,

17. Listopadu 15, 708 33 Ostrava, Poruba, Czech Republic

e-mail: jiri.hanzelka@vsb.cz

J. Dvorský

e-mail: jiri.dvorsky@vsb.cz

© Springer Nature Singapore Pte Ltd. 2017

R. Chaki et al. (eds.), Advanced Computing and Systems for Security,

Advances in Intelligent Systems and Computing 568,

DOI 10.1007/978-981-10-3391-9_4

67



68 J. Hanzelka and J. Dvorský

There were a number of attempts to design artificial neural network

architecture automatically, such as constructive and pruning algorithms [1]. In 1997

Zhang et al. proposed concept of evolutionary induction of sparse neural tree [2].

Chen et al. in papers [3, 4] simplified concept of sparse neural tree to Flexible Neural
Tree (FNT). In-depth description of the FNT can be found in book [5]. Peng et al.

[6] proposed a parallel approach to evolving of FNT structure and its parameters

using MPI. Probabilistic incremental program evolution (PIPE) method were used

for structural optimizations and particle swarm optimization (PSO) was used for the

parameters fine tuning.

The paper is organized as follows: Sect. 2 gives the brief description of the FNT.

A parallel approach for evolving FNT is given in Sect. 3. Section 4 provides some

experimental results for our implementation of FNT on HPC. Some concluding

remarks are presented in Sect. 5.

2 Flexible Neural Tree

The Flexible Neural Tree is a special type of feed-forward artificial neural net-

work. The neural network has an irregular tree structure with one output only. For-

mally speaking FNT is union of set of terminal symbols T and set of functional

symbols F [5]:

Tree = F
⋃

T = {+1,+2,… ,+M}
⋃

{x1, x2,… , xK} (1)

The terminal symbols x1,… , xK are leaf nodes in the tree structure of the network and

taking no arguments each. While functions symbols +1,… ,+M are inner, non-leaf,

nodes, taking i input arguments. The functional symbol +i is also called a flexible
neuron operator with i inputs. Typical structure of the FNT is shown in Fig. 1.

During the FNT construction process, when a functional symbol +i is selected, i
real values wi are randomly generated and used as weights representing the connec-

tion strength between the symbol +i and its children. Moreover, two real numbers ai
and bi are also randomly generated as adjustable parameters of activation function.

The activation function is defined as:

f (ai, bi, zi) = exp−
(

zi − ai

bi

)2

, (2)

where zi is the total excitation of +i given by:

zi =
i∑

j=1
wjxj. (3)
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Fig. 1 A typical representation of neural tree with functional symbols F = {+2,+3,+4}, and ter-

minal symbols T = {x1, x2, x3, x4}

x2 w2 Σ f(z, a, b) y

x1 w1

xn wn

Fig. 2 The total excitation and activation function of the flexible neuron +n

The total excitation and activation function of the flexible neuron +n is illustrated in

Fig. 2. The overall output of the network is computed recursively using depth-first

traversal of the tree structure.

2.1 Fitness Function

A fitness function maps FNT to real number—fitness value. The fitness value rep-

resents the FNT performance on given task. The fitness function usually consists of

two parts. The first part represents error measure i.e. MSE or RMSE between actual

output data and FNT model output. The second part assesses structural properties of

evaluated FNT, commonly number of nodes. If the two equal RMSEs are found, the

FNT with smaller number of nodes is always preferred.
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2.2 Structure and Parameter Learning

The hierarchical structure of the FNT could be evolved by using tree-structure based

evolutionary algorithms with specific set of symbols. The fine tuning of the parame-

ters ai and bi could be accomplished by using parameter optimization algorithms.

The flexible neural tree method uses both optimizations in cyclic manner. Start-

ing with population of random tree structures and random parameters, it first tries

improve the structure of the given tree and then it fine tunes its parameters. Then

goes back to improve tree structure to find better structure, it fine tunes parameters

again. This loop continues till acceptable flexible neural tree is found.

3 Parallel Learning

The serial learning algorithm, see e.g. [5], consists of several steps that are executed

one after another. There is population of trees, using genetic algorithm a new popu-

lation of tree is created, parameters of the best individual, tree, in the new population

is then optimized using PSO, simulated annealing or other optimization method. It is

obvious that evolving of new population of trees or optimization of tree parameters,

demanding multiple evaluation of the FNT output, can be done in parallel manner.

The two bio-inspired optimization algorithms were used in our parallel FNT

learning approach. The tree structure is evolved using standard Genetic Algorithm
(GA), while tree parameters is optimized using Differential Evolution (DE) [7].

Parallel FNT learning algorithm is developed for HPC cluster, so Message Pass-

ing Interface (MPI) [8–10] is straightforwardly used to implement GA and DE algo-

rithms. After series of experiments, the GA was implemented using the asynchro-

nous model where as the DE is implemented using the synchronous one. Asynchro-

nous computation model for GA was selected due to very different sizes of FNT

in the population and whence execution times for each tree in the population can

very be different. Synchronous implementation of GA should wait for the longest

execution over the largest FNT. While DE optimize only one given FNT, therefore

execution time is the same for any set of FNT parameters.

General description of GA is given in Algorithm 1, master process in Algorithm

2 and slave processes in Algorithm 3. General description of the DE, master process

and slave processes are given in Algorithms 4, 5 and 6 respectively.
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Algorithm 1 Parallel asynchronous genetic algorithm

Inputs: Population of FNTs, GA parameters

Outputs: New population of trees which is sorted, first FNT has best fitness

1. Parallel evaluate population of trees

2. Sort population by fitness, fitness is modified error where trees with same error but lower

number of neurons have better fitness

3. Save best neural tree

4. Create new generation (by selection, crossover, reproduction, mutation)

5. Parallel evaluate new generation

6. Sort new generation by fitness

7. Repeat steps (3–5) until better neural tree than best tree is found or maximum generation step

is not reached, otherwise go to step (8)

8. Return new population, first neural tree is best

Algorithm 2 Parallel asynchronous genetic algorithm, master process
1. Send operation to evaluate individuals for async. GA to each Slave process by Broadcast MPI

method

2. Sort population of flexible neural trees by number of neurons in descending order

3. Asynchronously receive message from any slave node

4. If received message is that Slave node wants work go to step (5) otherwise Slave node want to

send result fitness so go to step (6)

5. If no more trees remain to evaluate then go to step (7) else send asynchronously to this Slave

node neural tree to evaluate and go to step (3)

6. Asynchronously receive result fitness from this Slave node and go to step (3)

7. Send asynchronously to this Slave node end message, if this message was not send to all slave

nodes go to step (3), else end evaluation

Algorithm 3 Parallel asynchronous genetic algorithm, slaver processes
1. Wait for which operation to execute

2. If operation is evaluate individuals for async. GA

(a) Send asynchronously message to Master process to get neural tree for evaluation

(b) Asynchronously receive message from Master

(c) If received message is neural tree then go to step (d), otherwise if it is end message go to

step (1)

(d) Evaluate fitness of received tree by root mean square error (RMSE) or other methods

(e) Send asynchronously message to Master process about finished evaluation

(f) Send asynchronously message to Master process with fitness of neural tree and then go

to step (a)
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Algorithm 4 Parallel synchronous differential evolution

Inputs: FNT parameters, DE parameters

Outputs: New FNT parameters

1. Create random population of tree parameters and set input tree parameters to first individual

2. Parallel evaluate population

3. Find the best individual in population

4. Repeat steps (5 – 7) for each individual in population

5. Select 3 different parents, first is the best individual

6. Create noisy vector from parents

7. Create trial vector and save to trial population

8. Parallel evaluate trial population

9. Create new population by selecting better individual on same index from old population and

trial population and find the new best individual

10. If fitness of the best individual is better than required fitness go to step (12) else go to step (11)

11. If maximum generation is reached then go to step (12), otherwise go to step (3)

12. Return tree parameters of the best individual

Algorithm 5 Parallel synchronous differential evolution, master process
1. Send operation to evaluate individuals for DE to each Slave process by Broadcast MPI method

2. Send population by Scatter MPI method to all processes

3. Evaluate fitness of returned part of population for this process by root mean square error

(RMSE) or other methods

4. Gather evaluated errors from all processes

Algorithm 6 Parallel synchronous differential evolution, slave processes
1. Wait for which operation to execute

2. If operation is evaluate individuals for DE

(a) Use Scatter MPI method to receive part of population for this process

(b) Evaluate fitness of returned part of population for this process by root mean square error

(RMSE) or other methods

(c) Send back to Master process evaluated fitness values by Gather MPI method

(d) Go back to step (1).

4 Experiments

Experimental Hardware Experiments were performed on Anselm supercomputer

where each node had two 8-core processors Intel Sandy Bridge E5-2665 clocked at

2.4 GHz and 64 GB DDR3 1600 MHz memory. These nodes did not have GPU or

MIC accelerators.
1

1
Detailed specification for Anselm can be found on the web https://docs.it4i.cz/anselm-cluster-

documentation/hardware-overview.

https://docs.it4i.cz/anselm-cluster-documentation/hardware-overview
https://docs.it4i.cz/anselm-cluster-documentation/hardware-overview
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Table 1 Settings of FNT

algorithm for prediction of

Box-Jenkins series

Parameter Value

Max epoch steps 10

Required RMSE 0.025

Number of processes 4

GA population size 256

GA max generations 100

GA mutation rate 0.2

GA crossover rate 0.2

DE population size 64

DE iterations 900

DE crossover rate 0.99

4.1 Time-Series Forecasting

Time-series forecasting is an important research and application area. The imple-

mented FNT is tested on well-known time-series prediction benchmark problem—

Box-Jenkins time series [11]. The gas furnace data (series J) was recorded from

combustion process of a methane-air mixture. The data set consists of 296 pair of

input-output measurement. The input u(t) is the gas flow into the furnace and y(t) is

the CO2 concentration in outlet gas. The sampling interval is 9 s.

The input of evolved FNTs are pairs u(t − 4) and y(t − 1) and the output value

is y(t). Values are then normalized to interval ⟨0, 1⟩. The input and output data are

divided in two parts. First part is used for training (200 patterns) and the rest of the

data is used for testing.

Parameters used in the test are shown in Table 1. The test was repeated 20 times.

The best FNT evolved in each run was stored. The average RMSE value for these

trees was 0.021 for training set and 0.047 for test set. The best FNT evolved in the test

reach RMSE 0.019 for the training set and 0.038 for test test. The best FNT is shown

in Fig. 4, where x0 and x1 denotes input variables u(t − 4) and y(t − 1), respectively.

The actual time-series, the FNT output and the prediction error is given in Fig. 3.

The experimental results are comparable to results obtained by Chen and Abraham

[5], see Table 2.

4.2 Scalability

This test was carried out to check the scalability of proposed FNT parallel learning

algorithm. The most time consuming part were evolution of FNT structure together

with optimization of FNT parameters. The first evolution was done using genetic

algorithm (GA) and the second one is done using differential evolution (DE), see

Sect. 3. There are three possible ways of GA execution:
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Fig. 3 Comparison of

desired output with actual

output of founded neural tree

for Box-Jenkins series
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Fig. 4 Flexible neural tree

for prediction of Box-Jenkins

time series
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∙ serial,

∙ synchronous MPI and

∙ asynchronous MPI.

For each of above mentioned ways, execution times were measured and compared.

The same time measurement was done for FNT parameters optimization done by DE.

Test was performed for 1000 and 5000 patterns in training set containing purpose-

built artificial data. Both optimization algorithms used same population size with

128 individuals. Algorithm was tested for up to 64 cores (one process per core).

FNT training algorithm was running for 10 epochs and speedup values obtained in

each epoch are averaged. Speedup can be defined as

S =
Ts

Tp
, (4)

where Ts is execution time of serial algorithm and Tp of parallel algorithm respec-

tively. Speedup values is shown in Fig. 5.
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Table 2 Comparative results of FNT approaches

Model name Number of inputs Number of nodes RMSE

FNT model (Case 1) [5] 2 6 0.026

Hanzelka & Dvorský 2 4 0.038

FNT model (Case 2) [5] 7 3 0.017

Fig. 5 Speedup of

optimization algorithms
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Per-process speedup can be defined as

S′ = S
n
=

Ts

Tpn
, (5)

Table 3 Average effectiveness of optimization algorithms

(a) 1000 patterns

S′
Number of processes

4 8 16 32 64

Sync. GA 0.86 0.75 0.69 0.48 0.27

Async. GA 0.71 0.79 0.85 0.63 0.34

Sync. DE 0.99 0.96 0.97 0.87 0.50

(b) 5000 patterns

S′
Number of processes

4 8 16 32 64

Sync. GA 0.88 0.83 0.70 0.59 0.37

Async. GA 0.74 0.86 0.91 0.92 0.55

Sync. DE 0.98 0.99 0.97 0.97 0.80
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where n is the number of computation processes. Per-process speedup represents

contribution of each process participating in computation to whole speedup. In ideal

case S′ = 1 i.e. speedup is linear function of number of processes. In this case parallel

algorithm scales linearly. Table 3a, b show that the averaged per-process speedup of

parallel approaches increases with bigger training set. Per-process speedup of asyn-

chronous GA approach increases over synchronous version when more processes are

used because first process in not used for evaluation.

5 Conclusion

The parallel learning algorithm for Flexible Neural Tree on HPC platform was pre-

sented in the paper. The learning algorithm is built on two bio-inspired evolution-

ary algorithms. The structure of the FNT is evolved using Genetic Algorithm and

fine tuning of the parameters of FNT is done using Differential Evolution. The FNT

is implemented with Message Passing Interface, where synchronous computation

model is used for DE whilst GA is running using asynchronous model. Implemen-

tation correctness and scalability are tested in presented experiments. The imple-

mented FNT is intended to be used to model various scientific problems on HPC

platform in general.
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Software Energy Estimation to Improve
Power Efficiency of Embedded System

Nachiketa Chatterjee, Saakallya Biswas and Partha Pratim Das

Abstract Energy can be optimized for constrained-budget embedded system by

using energy-aware processors and by techniques to minimize energy complexity in

software coding. With sophisticated processor already in use, the latter is becoming

the order of the day. For example, in Windows 8, a Battery Life Analyzer assists

developers write energy-aware applications. In this paper, we focus on software

energy optimization using simulation. We first develop a custom 8051 board to mea-

sure the energy consumed by a program (coded with a fixed set of instructions)

excluding any additional overhead (of OS or monitor codes). We then estimate and

trace the energy consumption of a software on this board and validate with an EFM32

Board. Based on these experimental data, we analyze different algorithms and data

structures to identify factors to effectively improve energy consumption. Finally,

we develop a simulator for energy estimation using PIN, a dynamic instrumenta-

tion framework by Intel. We validate the results of the simulator against those of

the boards to suggest a simulation-based approach that can be developed into active

assistance in a compiler for keeping software developers abreast of the energy needs.
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1 Introduction

As mobile phones and tablets gain wide usage in every segment of daily life, and

most stakeholders are now conscious and concerned about energy: end-users like

Adams [1] realizes that certain applications can reduce battery life dramatically and

considers energy consumption as an important quality attribute. Battery life is one of

the important factors for mobile platforms [2]. In fact in a number of critical devices

in Medical and Health monitoring, Civil Structure Health monitoring and Wireless

Sensor Networks, we cannot really provide a continuous source of power and they

need to be managed with a strict power budget. We can optimize at various levels and

aim for a low energy consuming system. Following are the 3 main divisions where

optimization research is being carried out:

∙ Hardware Optimization to develop energy efficient hardware for commonly used

instructions to reduce average energy consumption, even optimize the idle time

energy consumption.

∙ Compiler Optimization at the compiler level where instructions rescheduled and

reshaped to reduce the transition density and enhance register usage, even gener-

ating platform dependent code to exploits their special hardware properties.

∙ Software Optimization to classify different algorithms based on their energy con-

sumption and use the efficient one. We can isolate programming techniques which

consume higher amount of energy and replace these with code snippets which use

lesser amount of energy.

This paper mainly deals with Software energy optimization, where we have ana-

lyzed the correlation of time complexity and energy consumption with different other

factors. Earlier a research paper [3] claimed few observation of energy consump-

tion of different sorting algorithms for some of the embedded systems which is not

aligned with our analysis. We prepared some experimental setup to identify the key

factors of the energy consumption of different algorithms, which can help reduce the

energy consumption of software.

2 Related Work

Some of the software energy optimization techniques was attempted earlier by use

of following mechanism:

2.1 Resource Substitution

In case of bigger systems [4, 5] with various resources, time and energy consump-

tion of a program depends on the weighted average of the time delay and energy
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Table 1 Resource substitution strategies

Substitution CPU Communication Memory

CPU – Migration of

computation to server

Re-use of temporary

memory

Communication Calculation executed

locally

– Local storage of data

Memory Data compression and

compact data structure

Server carries out data

management

–

consumption of these components. If it is possible to accomplish same task using

different resources, we can replace the resource. Three main aspects can character-

ize resources are utility, quantity, and use.

In resource substitution, usage of one of the resources is partially substituted

by another resource, thus inhibiting over-usage and optimizing the usage of one

resource. These different substitutions strategies are summarized in a compact form

in Table 1.

2.2 Sources of Energy Optimization

In embedded systems, software optimization for energy is achieved by [6]: 1. Selec-

tion of the least expensive instruction or instruction sequences, 2. Minimizing the fre-

quency of memory accesses, 3. Exploiting energy minimization features of hardware.

Usually the energy optimization objectives depend on the intended application.

In battery powered systems, the total energy dissipation of a processing task deter-

mines how quickly the battery is spent. In systems where the power is constraint

by heat dissipation and reliability considerations, instantaneous or average energy

dissipation form important optimization objectives.

2.3 Instruction Selection and Ordering

Since there are many alternate code sequences that accomplish the same task, so it

should be possible to select an optimized one in-terms of energy. Regarding perfor-

mance and energy minimization, cache performance is a greater concern. Large code

and small cache can lead to frequent cache misses with a high power penalty accord-

ing to Roy et al. [6]. Also the concurrent operations of integer and floating point

numbers can add to power conservation. Accumulator spilling and mode switching

are sensitive to instruction ordering and are likely to have some energy impact. With

a single accumulator, any time an operation writes to a new program variable, the

previous accumulator value will need to be spilled to memory incurring the energy

cost of a memory write.
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2.4 Minimizing Memory Access Costs

Since memory often represents a large fraction of system’s energy budget, there is
a clear motivation to minimize memory energy cost [6]. Energy minimization tech-

niques related to memory concentrate on the following objectives:

∙ Minimize the number of memory access required by an algorithm

∙ Minimize the total memory required by an algorithm

∙ Make memory access as close as possible to the processor: registers first, cache

next and external RAM last.

∙ Make the most efficient use of the available memory bandwidth for example use

multiple word parallel loads instead of single word loads.

2.5 Algorithm Selection

Bunse et al. published a paper on choosing the best sorting algorithm for optimal

energy consumption [3] where they have built a system based on a micro-controller

(Atmega 128, and external RAM running on a STK500/501 board) and found that

the energy consumption and time complexity has very less correlation. So to opti-

mize the energy consumption of an application we can chose the energy efficient

algorithm. But in our observation energy consumption should go hand in hand with

the time complexity as that depend on the number of instructions and the cost of

those instructions along with a few other factors.

3 Objective

In this paper we intend to analyze the software energy consumption model and opti-

mize it. Our specific objectives are as follows:

∙ To verify the observations of Bunse et al. [3] using different hardware setups and

software simulation.

∙ To determine the power model with various instructions using:

– 8051 based Board custom-designed for the purpose,

– EFM32 Board as commercially available, and

– Software simulation by dynamic binary instrumentation with PIN

∙ To validate the simulation results against the observations from the Boards.

∙ To estimate the energy consumption of different instruction with various data

excluding the additional energy overhead due to different other factors like control

of OS, IO, and caching etc.

∙ To identify factors controlling the power consumption of a program to provide

assistance to the developer.
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4 Experimental Setup

Our experimental setup will consist of 3 different parts:

4.1 Energy Calculation Using the 8051 Custom Board

This board as in Fig. 1 is purely fabricated from scratch to identify the energy con-

sumption of a code fragment. We use AT89S52 [7], a low-power, high-performance

CMOS 8-bit micro-controller, in our experimental setup. We know exactly what all

components we are using without any abstraction. Even the operating system used

is built from scratch and so are the application codes, so it is easier for us to analyze

the results.

4.1.1 CPUPWR

The monitor code (Operating System) for the 8051 board was written in assembly

which has the following features:

Fig. 1 Overview of custom board
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∙ This code allows us to monitor a user program by showing us the energy consumed

by a piece of user program and the number of clock cycles used by the program.

∙ We can download a set of data to the external RAM of the board.

∙ Similarly we can upload data from the external RAM to the computer.

∙ We have 6 slots for user programs where we can inject different codes and calculate

the energy for each of them and analyze.

∙ The design is such that the code space is defined for each program for example

0x800 to 0xBFF for program 1 which has to be maintained by the user program

by using ORG 0800H as the first line of the user program which sets the offset in

the code memory.

∙ We can change the external RAM data from the board as well.

∙ The monitor code generates an interrupt every 2048 cycles when the user program

is put on hold and the CPU is used by the monitor program to calculate the energy

consumed during these 2048 cycles and that value is added to the global energy

counter and the local energy counter is reset which calculates the energy consumed

during these 20148 cycles. After that the user program is resumed. After execution

of the user program we can view the energy log and the number of clock cycles

taken by the user program.

4.1.2 Energy Calculation

The TL082 and LM321H Operational Amplifiers behave like a differential amplifier

across the Current Sense Resistor, shown in the board circuit diagram and amplifies

it. The other TL082 operational amplifier acts like an integrator circuit which can be

switched on and off from the monitor code. When the integrator circuit is switched

on the instantaneous energy gets added to it, otherwise it is bypassed and no changes

take place in the operational amplifier. The instantaneous energy is integrated in the

second TL082 op-amp and then it is passed through an analog to digital converter

and the value is added to the register which stores the value of the energy consumed

by the piece of code. Before the user program is executed the integrator is set to

zero. Then the user code is executed. An interrupt is generated every 2048 clock

cycles when the value of the integrator is send to an ADC and the value is added to

the energy counter and the integrator is reset and user program is resumed. The last

block of the user code will end before the interrupt but that part is handled by the

monitor code. After the user code ends the function returns and then the remaining

value of the integrator is noted down. So by this arrangement we ensure that we

are measuring the energy consumption of the program only without any additional

overhead of energy consumed by the monitor program and IO.
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4.2 Energy Calculation Using EFM32 Board

To cross validate the experimental results we also taken a reference an industry made

board where energy measurement is offered by the API of the board or there are ways

to calculate the energy consumption which is tested beforehand.

We use Silicon Labs [8] EFM32G_STK3700 and Keil uVision (IDE) and Sim-

plicity Studio (to interact with the board) [9], to verify the results observed in the

custom board. Silicon Labs offer two important functions, the first one

BSP_VoltageGet() returns the Voltage being supplied to the board and the sec-

ond one BSP_CurrentGet() returns the instantaneous value of current flowing in the

board. If we take the product of the two values returned by these function, we get

the instantaneous energy consumption and summing over these values for all the

instructions we get the total energy consumed by the program.

Function that calculates energy:

int energycalc() {

float current, voltage;

current = BSP_CurrentGet();

voltage = BSP_VoltageGet();

energycount = (int)(current*voltage)/1000;

return energycount;

}

To calculate the energy consumption of a program, first we write the program to

resemble the assembly code that will be generated by a program. As Keil IDE doesn’t

allow us to see or inject additional energy calculation code in the generated assem-

bly code, so we write a program in such a manner that one line in the C program

gets translated into one line of assembly. For example if we want to find the energy

consumption of int c = A[i]; We write the code as:

int *d = A+i; Global_energy_counter +=energycalc();

int c = *d; Global_energy_counter+=energycalc();

4.3 Energy Estimation Using PIN Tool

We use dynamic binary instrumentation on different sorting programs to simulate the

number of operations and sequence which depend on the program inputs. Pin [10]

is a framework has a very rich API which has a lot of diverse functionality [11, 12].

We use the pintool to extract the number and type of instructions so that we can

find the weighted sum of the energy consumption for each instruction and the cost

of switching between instructions. The cost of each instruction and the instruction

switching cost will vary from one setup to another so we have used a heuristic where
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we have taken cost of an ALU instruction as k and cost of a read instruction as 10 k

and cost of a write instruction as 50 k. If these constants are changed we can get the

energy estimation for other setups as well. We will take code fragments from the

pintool source code to explain how the following objectives are realized:

∙ finding the number of instructions.

∙ finding the number of instructions in a particular function.

∙ finding the number of times a particular instruction type is executed for example

how many times a mov or add instruction is executed.

∙ finding the above mentioned data for every function.

∙ getting a list of which instruction comes after which one and hence estimating the

energy consumption of the instruction switches which basically happens because

of the bit-flips in the registers. Linking the source code to the assembly and then

pointing out which lines in the source code corresponds to which assembly lines

and then finding the number of times different instructions are executed which will

help us to find the energy hot-spots.

5 Observation and Results

We calculate the energy consumption of a sorting algorithm with different volume

and ordering of data set. We also compare the results for two different boards.

5.1 Results for the Custom 8051 Board

Using bubble sort as example and we calculate the energy consumption with sorted

and almost sorted data sets. Results for 8051 are tabulated in Table 2.

Table 2 Energy consumption result of sorted almost-sorted data in 8051 custom board

Data-size Ordering Cycles Energy

32 Almost sorted 6793 635

32 Sorted 6531 634

64 Almost sorted 33710 3382

64 Sorted 25322 2533

128 Almost sorted 134161 13716

128 Sorted 99737 10132
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Table 3 Energy consumption result of sorted data in EFM32 board

Data-size Ordering Energy

32 Sorted 4928

64 Sorted 19548

128 Sorted 81089

5.2 Results for the EFM32 Board

To verify the correctness of the result of 8051 board in Table 2 we compared the

same algorithm and data set in EFM32 Board. We found the energy consumption

for sorted data set as in Table 3. We find that the ratio of relative energy consumed

for the EFM32 board to the custom 8051 board lies somewhere between 7.8 and 8

for sorted data, which suggests that the energy is being calculated properly as the

2 boards are in synch with each other. For the sorted data, we find that the ratio of

energy consumed for n = 32 and n = 64 as in the ratio 1:4 and that is maintained for

n = 64, n = 128 and the next one as well. So we can conclude that in the best case

scenario of bubble sort the energy consumption is O(n2). Though this applies on the

best case and in the best case swaps don’t occur, only comparisons takes place, so

we conclude that the energy calculation is done properly as in case of bubble if there

is no memory write then time complexity and power complexity should go hand in

hand. We also used the other benchmark algorithms with different data set.

5.3 Software Energy Estimation Using PIN

We find that the histogram obtained after comparing different sorting algorithms for

input size = 10 shows that heap sort, merge sort consume more energy than bubble

sort and insertion sort as in Fig. 2. At a first glance this might seem to contradict

the fact that bubble sort and insertion sort algorithms take O(n2) time to compute

the result while merge sort and heap sort take O(n log n) time to compute. This is

not an anomaly because the overhead of these algorithms cost more than the com-

putation cost like heap sort, that takes a lot of costly write operations to build the

heap. One write operation in heap sort will nullify 50 CPU operations of bubble sort

and insertion sort. For arrays of small size (n = 10) these writes cost more than the

computation so energy consumption is more.

As the size of the array grows the computation cost increases as in Fig. 3 and the

overhead is no longer the dominant factor and we find that bubble sort and insertion

sort consume far more energy than merge sort, heap sort and quick sort when the

size of the array is 1000 or more. Thus for sorting arrays of small size bubble sort

and insertion sort cost less than the more algorithmically efficient sorting algorithms

but as the size grows these algorithms tend to become highly inefficient.
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Fig. 2 Energy consumption of different sorting with data size 10

Fig. 3 Energy consumption of different sorting with data size 1000

In Fig. 3 bubble sort and insertion sort consume energy of the order (108 k)

whereas the rest consume energy less than (107 k). Since this is software energy esti-

mation on a normal computer, we can accept that this might differ from the results

obtained for embedded systems as there are a lot of differences between the two

systems.

The presence of cache may contribute to the difference in observation and the

boards which we have used later and those used by Bunse et al. [3] have 1 accumula-

tor for general use so every computation that takes place is done using the following

steps. First a value is loaded in the accumulator and then the computation is per-

formed and it is saved in some register or memory location and then the next value

is loaded in the accumulator so the presence of a single accumulator can act as a

bottleneck. Hence we moved to the boards where we can calculate the energy con-

sumption and which have similar setup. We have used a simple bubble sort code to

check whether the two boards are giving similar results.
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Isolate the parameters on which energy consumption depend and locate the code

regions or programming techniques which are power hungry that we can avoid and

use alternate methodologies.

Few experiments were conducted to check the parameters on which the energy

consumptions of our setup depend. Firstly we took one instruction and looped over it

numerous times with different sets of data to check whether we find any clue which

may lead to isolation of various factors. The first set of data is taken for the pro-

gram Power-set1:MOV A,R1; NOP; MOV A,R2; NOP;. The second set refers to

the program where we do the MOVs and then do the NOPs keeping the number

of cycles same, Power-set2:MOV A,R1; MOV A,R2; NOP; NOP;. The execution

results plotted in Fig. 4. The graph clearly display the variation of energy consump-

tion for different data set, i.e., the register values, where as in both the case the total

number of cycle is 524814. We do the same thing for ALU operations like ADD

Fig. 4 Energy consumption of 2 different instruction combination with different register value

Fig. 5 Energy consumption comparison between MOV and MOVX
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and external memory operations like MOVX. Here we find that MOVX takes twice

the number of cycles compared to internal memory operations or ALU operations

and if we keep the number of cycles same, MOVX takes more energy, so basically 1

MOVX operation takes more than twice the amount of energy taken by MOV as in

Fig. 5. We find that for almost the same amount of cycles MOVX takes almost 25%

more energy and the value of the bits in the accumulator can result in a difference of

2.5% in the energy consumption. Similarly we took data for various instructions and

we have found that the trend is somewhat as follows: Energy Consumption depends

on the value stored in the accumulator for all the instructions. Energy Consumption is

similar for internal memory operations and ALU operations. Now we have 4 factors

which should be considered:

∙ Firstly if no operations are performed then some energy is consumed

∙ Energy consumption is lower for ALU or internal memory operations

∙ Energy Consumption is higher for external memory operations

∙ Energy Consumption depends on the value on which the operation is performed

We assign 4 constants for each of these factors: A, B, C, and D respectively.

Energy Consumption = A*cycles where no op are performed

+ B*cycles where internal memory operations are performed

+ C*cycles used for external memory operations + D

Where D is the fluctuation in energy due to the value stored in the accumula-

tor. We can quantify this parameter D and calculate the minimum energy consump-

tion (MinPow), the maximum energy consumption (MaxPow). We can say that D

lies between [0, (MaxPow-MinPow)]. We have taken the energy “consumption/unit-

cycle” for MOV, MOVX and NOP as the 3 constants. For our board, A = 0.11338

B = 0.113988, 0.1124 C = 0.143364, 0.1397734. We see that there are 2 values for

B and C. That is because of the bit flips. If all the values are FF then we use the

second constant. If all the values are 00 then we use the first constant. So the energy

consumption is bounded by these values based on two different groups of data set.

5.4 Validation of Models

We need to verify this model by estimating the energy consumption of a program

and if the value matches with the observed data then we can say that this model

explains the results. We use the above equation to estimate the Bubble Sort Energy

consumption for sorted data where n = 255. Since there are no NOP statements we

can ignore the A part as the number of cycles in zero. Number of cycles used in inter-

nal memory operations = 4 outside any loop + 4 in LOOP1 and 6 in LOOP2= 4 +
255 ∗ 4 + (255 ∗ 254∕2) ∗ 6 = 195334. Number of cycles used in external mem-

ory operations = 4 cycles outside loop + 0 cycles in loop1 + 4 cycles in loop 2 = 4 +
(255 ∗ 254∕2) ∗ 4 = 129544. So lower Bound on Total Energy = B * 195334 + C *



Software Energy Estimation to Improve Power Efficiency of Embedded System 91

129544 = 21955 + 18106 = 40061 and upper bound on Total Energy = B2 *

195334 + C2 *129544 = 22265 + 18571 = 40836. Therefore the Energy Consump-

tion should lie between (40061, 40836) and the observed data show that the energy

consumption is 40286 which shows that the estimated energy bound is satisfied.

6 Conclusions

In this paper we replicate the experiment conducted by the Bunse et al. [3] by first

trying with the 8051 custom board and measured the energy consumption of the

program. Along with this board we took another board (EFM32) to verify the same.

We found that the two boards were showing similar energy consumption differing

by a constant factor.

We found that the energy consumption in an embedded system like a 8051 board

depend mainly on the number of cycles used in the execution of the program. After

inconclusive results we moved on to software energy estimation and developed a

system to measure the energy consumption factors of the program.

We have also identified a few factors on which the power consumption of system

like 8051 depends and we formed a model which can put a bound on the energy con-

sumption from both sides. These bounds were tested and validated. We concluded

that the power consumption of these systems depend on the value stored inside the

register or accumulator and hence we can suggest changes in designs which will lead

to a lower energy consumption. Op-codes can be designed in such a way that frequent

operations have more number of 1’s in their op-codes so that less amount of energy

is wasted while loading them and with branch prediction mechanism we can put the

more common branch address to be the one where more number of 1’s are there.

These techniques would lead to lower energy consumption and can be reduced by

2.5% without compromising on the time complexity. We have also observed that the

external memory operations are very costly compared to the internal memory opera-

tions. It is advisable that while working with large data sets it is better to cache these

data in the internal memory as external memory operations take much more than

twice the energy. Dealing with bigger amount of data, caching in internal memory

will create significant change in the energy consumption values.

The concepts developed may be further analyzed to build the entire power model

and correlation between software energy consumption and the underlying hardware

to improve the compiler optimization techniques to generate more energy efficient

machine code in future.
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Abstract Image representation in a multilevel quantum system is always an impor-

tant issue now a day. This paper initially proposes two approaches which help to

represent color images in a ternary quantum system based on the modified concept

of famous FRQI model and normalized amplitude based quantum representation

model. But these approaches are complicated and have several drawbacks. Finally,

a simple and a new model of color image representation and storage in a ternary

(3-levels) quantum system is presented in this paper. This model deals with a set of

quantum states for M different color levels and another set of quantum states for P

different position coordinates. In this paper, various gray levels of a color image and

their corresponding positions are stored in a 3n color quantum register. For sake of

simplicity this proposed method is carried out on 3× 3 pixels of color image exam-

ple and the model is built by using basic ternary gates. A basic measurement of a

pixel in a quantum image is also presented in this paper. Comparisons among these

three quantum image representation approaches are also discussed at the last section

of this paper.
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1 Introduction

To build futuristic computing systems, quantum computing plays a very important

role in near future. It is a digital counterpart of quantum mechanics and quantum

physics. After several developments like the integer factoring algorithm in poly-

nomial time and quantum database search algorithm, quantum computing merge

with the quantum image processing field to represent an emerging image processing

technology by taking advantages of quantum computation. As for Quantum Image

Processing, the research in the field has encountered fundamental difficulties. Sev-

eral concepts of quantum image processing on a binary quantum system have been

already proposed. Like famous polynomial based FRQI model for color image rep-

resentation [1, 2] was first proposed. Inspired by this pioneering representation,

numerous other quantum image representations have been suggested. They include

a quantum mechanical approach for image retrieval and storage [3], a multi-channel

quantum image representation based on phase transform (MCQI) [4], Caraiman’s

QIR approach [5], novel enhanced quantum representation of digital image model

(NEQR), quantum image representation for log-polar images (QUALPI), simple

quantum representation of infrared images (SQR) [6] and a normalized amplitude

based quantum representation model [7]. Besides these, one quantum image process-

ing technique has been introduced based on quantum entanglement [8]. However, all

these ideas are formulated using the binary (2-level) quantum logic which is consis-

tent with most approaches to quantum computing. The proposed approach refers

to the mechanisms of representing and storing an RGB color image on a ternary (3-

levels) quantum system. The advantage of using multilevel quantum system tells that

the use of higher-dimensional quantum states increase the available Hilbert space

exponentially with the same amount of physical resources. Besides that, an n-qutrit

quantum system can be represented by a superposition of 3n basis states, thus a quan-

tum register of size n can hold 3n values simultaneously (capable to store 24 bits

RGB color image more effectively than binary system), whereas an n-qubits register

can only hold 2n values and also it uses more efficient ternary logical gates imple-

mentation. In particular, ternary quantum systems offer several benefits over binary

quantum systems on representing, storing and processing of color images [9].

In this paper, a modified version of the famous FRQI model [1, 2] and a nor-

malized amplitude based quantum representation model [7] are presented. These are

suitable for color image representation in ternary quantum system. But these mod-

ified models are bounded by some typical drawbacks too. Like the complex mod-

ified FRQI model, opposing the postulates of quantum mechanics, the probability

amplitudes of a quantum state cannot be accurately determined using a finite num-

ber of measurements. That is why the original classical image cannot be retrieved

[10]. Besides that there are practical limitations on the number of colors/positions

that can be physically represented using the angular values of the quantum phase of

a qubit [10]. In particular, a basic ternary quantum logic circuitry is designed for

representing color quantum images using some basic ternary quantum gates. This

proposed approach uses the concept of M different color levels and P different posi-

tion coordinates to represent color images by the help of 3n color quantum register.
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However, unlike the classical case, the same qubits are used to store the colors of all

the pixels in the image. This is possible due to the principle of quantum superposi-

tion of states. This proposed approach help us to build the quantum circuit for color

image representation in a simple way with less complexity, cost and effort. These

approaches are discussed elaborately in later sections.

2 Proposed Models for Color Image Representation

2.1 First Approach Based on Modified FRQI Model

This approach is originated from the concept of the famous FRQI quantum image

representation model [1–3]. The famous FRQI approach is only applicable for binary

quantum systems. But this proposed approach is mainly used for representing color

images on ternary quantum system. According to Flexible Representation of Quan-

tum Images (FRQI) model, images on quantum computers can be represented in the

form of a normalized state which captures information about colors (|C >) and their

corresponding positions (|P >) in the images. It states that an image can be repre-

sented as,

|I(𝜃) >= |C > ⊗ |P > (1)

|I(𝜃) >= 1∕2n
22n−1∑

i=0
(cos 𝜃i|0 > + sin 𝜃i|1 >)⊗ |P > (2)

where, 𝜃i ∈ [0, 𝜋], i= 0, 1, 2,. . . , 22n − 1 and 𝜃 = 𝜃0, 𝜃1,… , 𝜃22n−1 is the vector of

angles encoding colors. There are two parts in the FRQI representation of an image;

cos 𝜃i|0 > + sin 𝜃i|1 > which encodes the information about colors and |P > that

about the corresponding positions in the image, respectively [2].

According to Kilmov qutrit phase model [11], the pure state of a qutrit is,

|𝜓 >= sin(𝜉
2
) cos(𝜃

2
)|0 > +ei𝜙01 sin(𝜉

2
) cos(𝜃

2
)|1 >

+ei𝜙02 cos(𝜉
2
)|2 >

(3)

where, 𝜃 and 𝜉 determine the magnitudes of the components of |𝜙 >, while we can

interpret 𝜙01 as the phase of |0 > relative to |1 > and analogously for 𝜙02 and 𝛼 =
sin( 𝜉

2
) cos( 𝜃

2
), 𝛽 = ei𝜙01 sin( 𝜉

2
) cos( 𝜃

2
) and 𝛾 = ei𝜙02 cos( 𝜉

2
), where ∣ 𝛼 ∣2 + ∣ 𝛽 ∣2 + ∣

𝛾 ∣2= 1. In case of qutrits based quantum system, it can be represented as,

|I(𝜃) >= 1∕3n(
32n−1∑

i=0
sin(𝜉

2
) cos(𝜃

2
)|0 > +ei𝜙01 sin(𝜉

2
)

cos(𝜃
2
)|1 > +ei𝜙02 cos(𝜉

2
)|2 >)⊗ |P >

(4)
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Let take an example of a 3× 3 color image (For sake of simplicity, we consider 9 dif-

ferent colors or different shades of RGB plane) and also there are total 9 positions,

|P1 >= |00 >, |P2 >= |01 >, |P3 >= |02 >, |P4 >= |10 >,

|P5 >= |11 >, |P6 >= |12 >, |P7 >= |20 >, |P8 >= |21 >, |P9 >= |22 > .

According to FRQI model, we can solve the angle value 𝜉 here by reading the

color frequency of electromagnetic wave. And we can do that by the formula, Cre-

ate a bijective function from a color to an angle F1 ∶ color ↔ 𝜙, where color =
color1, color2, color3,… , colorM , colori corresponds to the ith color in M colors,

𝜉 = 𝜉1, 𝜉2, 𝜉3,… , 𝜉M [1],

𝜉i =
𝜋(i − 1)
2(M − 1)

(5)

where, i ∈ (1, 2, 3,… ,M) If we put the value of 𝜉 within cos function or sin function,

it will give a range of values between 0 and 1. This is the probability for which we

can assign different colors to individual color pixels |C >. The state which occupies

highest probability the pixel represents that particular color. (Let consider, |0 > rep-

resents Red, |1 > represents Green, |2 > represents Blue in RGB color plane). This

is represented by Fig. 6.

RGB color image needs 24 bits i.e. 224 color combinations. So in correspond-

ing quantum model, it needs nearly 316 basis states in an n-qutrit quantum regis-

ter. So using this color quantum register, 9 different grey levels of the 3× 3 color

image can be stored with different probability of 𝛼. Like, when |P1 >= |00 >=
(00000000)T , then suppose 𝛼1 = 0.7(MAXIMUM) = |C1 >← Red Color. Count all

values in position bits are zero. |P2 >= |01 >= (01000000)T , then suppose 𝛼2 =
0.2(MAXIMUM) = |C2 >← Green Color. Count the second left most bit position is

1 and others are 0. This same technique continues for other positions.

Now return to the first concept, suppose a particular pixel contains Red color,

then we will have to represent that Red color in |C1 > by the help of some binary

values like if 𝛼1 = 0.7 then the 7th bit value of the color pixel represents 1, others are

0.|C1 >= 00000010, now if we can apply Z-permutation gate operations 8 times on

|C1 >, like Z(+1), then that ‘1’ color bit values shifted total 8 positions and each and

every position holds or represents ‘Various shades (intensities) of Red colors’. The

similar logic is also applied for Green and Blue color variations as well. In case of

Green value, if 𝛼2 = 0.7 then the 7th and successor 8th bits values of the color pixel

represent 1, others are 0.|C2 >= 00000011, then again apply Z(+1) operations on

them. So, when we retrieve the image pixel of that particular position, then we first

count the location of 1 in the kronecker product result of |02 > and then we assign

the value of its corresponding |𝛼i > and it fetches the corresponding stored color.

2.2 Second Approach Based on Modified Image Amplitude
Normalization Technique

Srivastava et al. has introduced an idea to represent a color image using 2D quan-

tum states and normalized amplitudes, which is essentially a binary quantum system
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[7]. In this paper, this concept is used to represent color images for ternary quantum

system. Unlike FRQI model, this approach is suitable for color images of any dimen-

sion. The storage space for the proposed method would only depend on the image

dimensions [7]. The concept of dual representation of a 2-D image by row-location

and column location vectors is used here. To represent a pixel location in its 2-D

matrix, the tensor product of row-location and column-location vectors are used,

Lp,q = |I >p ⊗ < J|q (6)

where,

|I >p= |i > ⊗
m

(7)

and

< J|q = |j > ⊗
n

(8)

where, |I >p is the row-location vector or the state of m − qutrit, i ∈ 0, 1, 2, m =
log2M and p is the row number of pixel and < J|q is the column location vector or

the state of n − qutrit, j ∈ 0, 1, 2, n = log2N and q is the row number of pixel. Lp,q
is the 2-D quantum state of a pixel at pth row and qth column using m − qubits and

n − qubits, respectively (Suppose we have M − length row location vector with m

qutrits and N − length column location vector with n qutrits).

To illustrate with an example, a pixel location in terms of 2-D quantum states

using row-location and column-location vector for any 3× 3 image matrix is given

by,

L3× 3
p,q =

⎡
⎢
⎢⎣

|00 > ⊗ < 00| |00 > ⊗ < 01| |00 > ⊗ < 02|
|01 > ⊗ < 00| |01 > ⊗ < 01| |01 > ⊗ < 02|
|02 > ⊗ < 00| |02 > ⊗ < 01| |02 > ⊗ < 02|

⎤
⎥
⎥⎦

where, 2-qutrit vector is obtained from the single qutrit constituent vectors as follows,

|01 >= |0 > ⊗|1 >=
⎡
⎢
⎢⎣

1
0
0

⎤
⎥
⎥⎦
⊗

⎡
⎢
⎢⎣

0
1
0

⎤
⎥
⎥⎦
= (010000000)T

|12 >= |1 > ⊗|2 >=
⎡
⎢
⎢⎣

0
1
0

⎤
⎥
⎥⎦
⊗

⎡
⎢
⎢⎣

0
0
1

⎤
⎥
⎥⎦
= (000001000)T

Similarly, we can follow the same representation for other row-location vectors.

And for the column location vector it can be represented as, < 01| = (010000000),
< 12| = (000001000) etc. Let Ap,q be the amplitude/intensity of the pixel at pth row

and qth column and 𝛼p,q is the scalar amplitude of the pixel quantum state at pth row

and qth column. 𝛼p,q can be written as [7],
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Table 1 A 3× 3 color (RGB) image with its intensity values

A1,1 A1,2 A1,3

(124, 117, 205) (224, 115, 217) (154, 187, 210)

A2,1 A2,2 A2,3

(224, 217, 145) (96, 120, 220) (175, 87, 100)

A3,1 A3,2 A3,3

(230, 130, 75) (250, 125, 215) (128, 99, 199)

𝛼p,q =
√
Ap,q

√
AMXN
T

(9)

where, AMXN
T =

∑M
p=1

∑N
q=1 Ap,q As for example, the scalar amplitudes for 2-D quan-

tum state for each pixel in images with 3× 3 dimension is,

𝛼
3× 3
p,q = 1√

A3× 3
T

⎡
⎢
⎢⎣

√
A1,1

√
A1,2

√
A1,3√

A2,1
√
A2,2

√
A2,3√

A3,1
√
A3,2

√
A3,3

⎤
⎥
⎥⎦

Now we incorporate these structures for complete representation as an image.

Making the use the 2-D quantum state representation of each pixel and its scalar

amplitude, the quantum images can be represented as the superposition of all pixel’s

quantum states along with their scalar amplitudes. The proposed quantum image(Yp,q)

representation is defined as (Table 1),

Yp,q =
M∑

p=1

N∑

q=1
𝛼
3× 3
p,q Lp,q (10)

2.3 Proposed Approach Based on Basic Ternary
Logic Circuitry

Ternary quantum logic is a qutrit based logic where more than two quantum basis

states are introduced, for instance (|0 >, |1 >, |2 >). This approach is simply based

on reversible ternary circuitry logic. A ternary logic circuit can be made by the help

of several ternary (qutrit) logic gates, like basic permutative gates, ternary Feynman

gate, Muthukrishnan-Stroud (M-S) gate, ternary Toffoli gate, generalized ternary

gate (GTG), Chrestenson (CH) gates, S-gate etc. The detailed discussion of all these
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|0> Red

|1> Green

|2> Blue

Fig. 1 Three dimensional representation of RGB color range

Z

A P=A

B Q=Z transform of B,if A=2
     B, otherwise

Fig. 2 Graphical representation of Muthukrishnan-Stroud (M-S) Gate

ternary logic gates are described in several works [12–16]. To build the logic circuit

for representing color images in the proposed approach, we mainly need the help

of ternary toffoli gate, permutative gates and M-S gate with Galois field operations.

Ternary Quantum Logic is the simplest introduction of multi-valued logic which is

also referred to as 3VL. To define ternary logic, let T = (0, 1, 2). A ternary reversible

logic circuit with n inputs and n outputs is also called an n-qudit ternary reversible

gate can operate on ternary values [17]. In ternary quantum logic, the Galois-field

algebraic structure will be the fundamental for constructing a unified approach to

multiple-valued quantum logic [13]. The necessary ternary gates which are used to

build the proposed circuit are described in Figs. 1 and 2.

2.3.1 Ternary Galois Field (GF3) Operations and M-S GATE

It consists of the set of elements T = 0, 1, 2 and two basic binary operations,addition

(denoted by +) and multiplication (denoted by dot or absence of any operator) are

shown in Tables 2 and 3. From this concept of GF3 logic, one famous gate is intro-

duced (Muthukrishnan-Stroud or M-S gate) as follows,
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Table 2 Galois Field (GF3) addition operations

+ 0 1 2

0 0 1 2

1 1 2 0

2 2 0 1

Table 3 Galois Field (GF3) multiplication operations

. 0 1 2

0 0 0 0

1 0 1 2

2 0 2 1

Table 4 Example of a 3× 3 color image

Red Orange Blue

(R) (R+G) (B)

Cyan White Pink

(B+G) (R+G+B) (R”)

Green Light green Black

(G) (G”)

2.3.2 Ternary Toffoli Gate

The basic operations of a ternary 3-qutrit Toffoli gate in the universal ternary quan-

tum get set is shown in Fig. 3.

2.3.3 Proposed Methodology

In this approach, a RGB color image can be represented as 24 bit of color values and

2 bits of position values (in case of 3× 3 color image). This allows storing an image

with N = 3n × 3n pixels. As because a 3-level quantum register can hold maximum

of 3n basis states(by superposition), it needs total 33 basis states to represent a RGB

color image. The detailed representation of this approach on a 3× 3 color image is

described in Table 4.

Where, R” and G” refers to the variations of Red and Green colors. The equiv-

alent ternary reversible circuit to represent the first co-ordinate of the 3× 3 color

image is shown in Fig. 4 with active-2 output [cost = 14], where the position bits

are |P0 > |P1 >= 00, color bits |CR1 > … |CR8 > are 1 and all other color bits

|CB1 > … |CB8 > and |CG1 > … |CG8 > are 0.
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Z

A

B

C

A

B

Q=Z shift operation on C, if A=B=2
     C, otherwise
     Where Z=+1,+2,01,02,12

Fig. 3 Graphical representation of ternary Toffoli Gate

upto

upto

|P0>

|P1>

|P0>

|P1>

|CR1>

|CR2>

|CR3>

|CR4>

|CR5>

|CR6>

|CR7>

|CR8>

|CG1>

|CG2>

|CG8>

|CB1>
|CB2>

|CB8>

0

0

0

0

0

0

0

0

0

0

0

0

0

0
0

0

1

1

1

1

1

1

1

1

0

0

0

0

0

0

Fig. 4 Realization of a ternary reversible circuit to represent first co-ordinate (Red) of 3× 3 color

image

The equivalent ternary reversible circuit to represent the second co-ordinate of

the 3× 3 color image is shown in Fig. 5 with active-2 output [cost = 10], where the

position bits are |P0 > |P1 >= 01 and color bits consist of a certain combination of

|CR1 > … |CR8 >.

Now, we consider the equivalent ternary reversible circuit to represent the seventh

co-ordinate of the 3× 3 color image is shown in Fig. 6 below with active-2 output,

where the position bits are |P0 > |P1 >= 20 and color bits |CG1 > … |CG8 > are1

and all other color bits |CR1 > … |CR8 > and |CB1 > … |CB8 > are 0. The esti-

mated cost to build this ternary circuit is 14 (Figs. 5 and 6).
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upto

upto

|P0>

|P1>

|P0>

|P1>

|CR1>

|CR2>

|CR3>

|CR4>

|CR5>

|CR6>

|CR7>

|CR8>

|CG1>

|CG2>

|CG8>

|CB1>
|CB2>

|CB8>

0

1

0

0

0

0

0

0

0

0

0

0

0

0
0

0

 1

0

0

1

1

0

1

0

0

0

0

0

0

0

Fig. 5 Realization of a ternary reversible circuit to represent second co-ordinate (Orange) of 3× 3

color image

Next, we consider the equivalent ternary reversible circuit to represent the third

co-ordinate of the 3× 3 color image is shown in Fig. 7 below with active-2 output,

where the position bits are |P0 > |P1 >= 02 and color bits |CB1 > … |CB8 > are 1

and all other color bits |CR1 > … |CR8 > and |CG1 > … |CG8 > are 0. The esti-

mated cost to build this ternary circuit is 14.

3 Measurement of a Pixel’s Quantum State

A modified version of quantum image amplitude normalization technique is mainly

focused in this paper. In the above section, a proposed ternary logic circuitry is shown

to effectively store the color and positions of pixels in an image. These quantum

images can be retrieved using projective quantum measurements or POVM tech-

niques without collapsing the quantum states [1, 5, 9]. In this approach a quantum

state of a 2D quantum image can be represented as,
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|CG1>

|CG2>

|CG3>

|CG4>

|CG5>

|CG6>

|CG7>

|CG8>

0

0

0

0

0

0

0

0

1

 1

1

1

1

1

1

1

|P0>

|P1>

|P0>

|P1>0

upto

|CR1>

|CR2>

|CR8>

0

0

0

0

0

0

upto

|CB1>

|CB2>

|CB8>

0

0

0

0

0

0

2 +1

Fig. 6 Realization of a ternary reversible circuit to represent seventh co-ordinate (Green) of 3× 3

color image

Yp,q =
1√
AMXN
T

M∑

p=1

N∑

q=1

√
Ap,q(|I >p ⊗ < J|q) (11)

Here, two quantum registers are considered to store m (log2M) and n (log2N) qubits

in the state,

|𝜓 >=
2m−1∑

i=0

2n−1∑

j=0
𝛼i,j|i, j > with

∑

i,j
𝛼
∗
i,j𝛼i,j = 1 (12)

The base-vectors |i, j⟩ are interpreted as a pair of binary numbers with i < 2n and

j < 2m. The probability p(I) to measure the number I in the first register and the

according post measurement state |𝜓 ′
I ⟩ are given by,
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|CB1>

|CB2>

|CB3>

|CB4>

|CB5>

|CB6>

|CB7>

|CB8>

0

0

0

0

0

0

0

0

1

 1

1

1

1

1

1

1

|P0>

|P1>

|P0>

|P1>2

upto

|CR1>

|CR2>

|CR8>

0

0

0

0

0

0

0

upto

|CG2>

|CG8>

0

0

0

0

|CG1>0 0

+1

Fig. 7 Realization of a ternary reversible circuit to represent third co-ordinate (Blue) of 3× 3 color

image

p(I) =
2m−1∑

j=0
c∗I,jcI,j (13)

and

|𝜓 ′

I >=
1√
p(I)

2m−1∑

j=0
cI,j|I, j > (14)

If this modified ternary amplitude normalization technique is used to store and

represent a color pixel of an image, then this method does not require any additional

qubits to store it’s 2D quantum state. It is totally independent of its bit depth. But

FRQI approach used additional qubit to represent pixel amplitude. So, the first one

is also less prone to decoherence as decoherence in quantum system is highly depen-

dent upon the number of qubits [7].
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In similar way, the different shades of primary red, green and blue color for dif-

ferent positions of the 3× 3 color image can be represented by the help of ternary

reversible circuit. A detailed comparisons among the above three approaches are

given below,

4 Comparisons Among Above Three Quantum Image
Representation Approaches

1. In FRQI model, to encode color information of a pixel the probability amplitudes

of the corresponding one qubit state is required. According to the postulates of quan-

tum mechanics, the probability amplitudes of a quantum state cannot be accurately

defined using a finite number of measurements. Only simple color pixels operations

are possible here due to the use of a single qubit state. In normalized amplitude based

approach, the number of qubits increases with the image dimension while storing an

image. So extra storage space is required to store information per pixel. One extra

fractional bit is required to represent row-location vector or column-location vec-

tor. In proposed ternary based approach, it needs n qubits to represent L = 2n color

values. So unlike FRQI model (need one qubit) it occupy more memory space to

represent color values of an image. It uses n qubit states rather than one qubit state

to represent an image.

2. Complex quantum circuit is required for implementation of this FRQI approach.

Less complex circuit is required to implement our proposed ternary based approach.

3. The angular values of the quantum phase are not quantified in FRQI approach. So,

it is difficult to identify which angle represents which color. Beside this, there is a

practical limitation to physically represent angular values of the quantum phase of

a qubit. No concept of these angular values of the quantum phase is required in our

proposed ternary based approach.

4. This proposed approach requires (m+n) qubits to store 2m × 2n dimension real

type of image, where as FRQI approach requires (2m+1) qubits to store 2m × 2m
dimension real type of image. So, FRQI approach is suitable for square images but

the proposed approach is suitable for all types of images. Also, Also, if the number

of qubits are increased then the quantum states are more prone to decoherence.

5 Conclusion and Future Work

This paper is a combination of three different approaches for representing color quan-

tum images in ternary quantum system. The main aim of this paper is to establish

such a simple approach which provides a basis for the quantum color image repre-

sentation operation using basic qutrit gates in a ternary quantum system. However,

the proposed modified ternary approach will satisfy the famous Holevo’s theorem
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which can give an upper bound to the amount of information which can be known

about a quantum state. The future work will focus on developing various quantum

image processing operations like, color image segmentation, image compression,

image histogram technique etc. using row-location and column-location quantum

states and operations for various image applications.
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A Graph-Theoretic Approach
for Visualization of Data Set Feature
Association

Amit Kumar Das, Saptarsi Goswami, Basabi Chakraborty
and Amlan Chakrabarti

Abstract A graph-theoretic approach is presented in this paper to visually repre-

sent feature association in data sets. This visual representation of feature association,

which has been named as Feature Association Map (FAM), is based on similarity

between features measured using pair-wise Pearson’s product moment correlation

coefficient. Highly similar features will appear as clusters in the graph visualization.

Data sets with high number of features as part of feature clusters will indicate the

possibility of strong feature association. The efficacy of this method has been demon-

strated in ten publicly available data sets. FAM can be applied effectively in the area

of feature selection.

Keywords Feature association ⋅ Feature redundancy ⋅Graph-based visualization ⋅
Feature selection

1 Introduction

Till the end of 1990s, very few domains were explored which included high-

dimensional data sets with more than 40 features [1]. However, in the last two

decades, there has been a rapid advent of biomedical research like genome projects
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[2]. These projects have produced extremely high-dimensional data sets, ones with

20,000 or more features being very common [3]. Also, there has been a wide-spread

adoption of internet and social networking leading to a need for text classification

[4, 5] for customer behaviour analysis [6].

High-dimensional data sets need high amount of computational space and time.

At the same time, not all features are useful [7]. Redundant features degrade the per-

formance of models and algorithms [8, 9]. Therefore, it is quite important to under-

stand the association between the different features to uncover feature redundancy.

One major motivation for understanding redundancy in a feature set is to be able

to optimize the number of features without making much compromise on the model

performance. Both in case of supervised as well as unsupervised classification activ-

ities, reducing the number of features is extremely important. This is the problem

which feature selection attempts to solve [10].

Feature selection is an combinatorial optimization problem. It is ideal to exhaus-

tively search the best subset of features amongst the 2N candidate subsets, where N

represents the number of features. But this exhaustive search procedure, because of

the sheer size of the search space, is extremely expensive. Optimizing feature sub-

set for a large value of N have been found as NP-complete [11]. It might reach a

prohibitive level even for a mid-size value of N [7]. As an alternative to exhaustive

search, approximate search technique using heuristic function in conjunction with

some termination criterion can be used. In most cases, this reduces the order of the

search space to O (N2
) or below [12].

In order to understand the association of features, especially in case of a high-

dimensional data set, measuring the similarity between the features is needed. Pear-

son’s product moment correlation coefficient is arguably one of the most common

measures of feature similarity [13]. In this paper we present a novel graph-based

approach, the Feature Association Map (FAM), to visually understand the associa-

tion between features. FAM gives a fairly intuitive understanding of feature inter-

action through a simple yet powerful visualization technique. FAMs corresponding

to some benchmark data sets from UCI (University of California, Irvine) repository

[14] have been used to demonstrate the strength of this technique.

2 Related Work

Feature selection is a topic of intense research right from 1970s. However, graph

theoretic approach of feature selection has started gaining research attention in the

last two decades.

In one of the earliest published works in this area, an attempt has been made to

leverage graph theoretic approach in feature selection [15]. This paper has presented

an approach to unify a large set of algorithms in the area of both supervised and unsu-

pervised learning into common graph theoretic framework. Using this framework, a

new feature reduction technique has been proposed.
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Another paper [16] has presented hyper graph-theoretic approach to feature selec-

tion based on dominant-set clustering. The feature selection approach in this paper

is based on the multi-dimensional interaction information.

In another work [17], feature selection for unsupervised data has been approached

in a distinct way. The entire feature set is represented as a weighted graph, then

community detection algorithm is applied to it to identify feature clusters and finally

an iterative search strategy based on node centrality is used for subset selection. One

more approach [18] has been proposed using a dense subgraph for the unsupervised

feature selection in another work.

In another recent work [19], feature selection using graph cuts based on both

redundancy and relevance has been proposed as an approach especially useful for

medium-size subsets.

Feature selection approach using graph theory has been used in bioinformatics

too. A graph theoretical approach using cliques has been proposed resulting in sig-

nificant amount of space and time savings without compromising accuracy of model

performance [20].

3 Basic Underlying Concepts

In this section, few preliminary concepts have been outlined which is essential for the

proposed approach. Grouping of vertices in a graph to form graph cluster is the first

key concept. To draw the vertices, and edges between different vertices, association

between features is important to understand. Association of features can be analysed

using different measures. Pair-wise correlation is arguably the most commonly used

measure.

3.1 Graph and Graph Clustering

A graph G = (V, E, C) consists of a set of objects V = {v1, v2, . . . } called vertices, set

E = {e1, e2, . . . } whose elements are called edges, such that each edge ek is identified

with an unordered pair (vi, vj) of vertices [21] and lastly set C = {c1, c2, . . . } whose

elements represent color of each vertex. Graphs are generally used to model different

types of relations.

The goal of graph clustering is to divide a set of vertices into groups or clusters in

a way such that the elements in a particular cluster are similar or connected in some

way [22]. Graph clustering technique helps to detect densely connected groups of

vertices or sub-graphs in a large graph [23].
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3.2 Association Between Features

In a feature set, association between features depends on pair-wise similarity. Two

features are said to be strongly associated when there is a high degree of similarity

between them. Pearson’s correlation coefficient is arguably one of the most common

methods which indicates how similar or dissimilar the features are. This essentially

means that higher the correlation between two features f1 and f2, more similar are the

features. Hence, if the features are used for classification, the classification obtained

based on feature f1 will be similar to classification obtained based on feature f2. This

clearly indicates redundancy between two features f1 and f2.

There are other standard measures of feature association. For example, mutual

information between features using entropy is a measure which is commonly used.

However, the main advantage of using pair-wise correlation measure between fea-

tures is that clear inference can be drawn from the measured value.

3.3 Correlation Coefficient

For a pair of variables (X, Y), correlation coefficient r is defined by the equation

r = (cov(X,Y))
sd(X).sd(Y)

where

cov(X,Y) =
∑
(xi − x̄i)(yi − ȳi),

Standard Deviation sd(X) =
√∑

(xi − x̄i)2,
Standard Deviation sd(Y) =

√∑
(yi − ȳi)2.

Correlation coefficient has values between −1 and +1, with + 1 indicating max-

imum linear correlation, −1 indicating minimum linear correlation and 0 indicating

no correlation at all. Correlation coefficient values between 0.68–1.00 can be con-

sidered as high and values more than 0.9 can be considered as very high [24].

4 Proposed Approach

In the proposed approach, we attempt to represent each data set in consideration as

an undirected graph or Feature Association Map (FAM). This has been done in three

steps.

∙ Step 1: Constructing base graph

The features of the data set will be shown as vertices of the graph. The edges

between the vertices will represent the similarity between the vertices (or the fea-

tures). Similarity will be measured by the pair-wise Pearson’s product moment
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correlation coefficient value between the features. In this approach, high pair-wise

correlation value will indicate a high amount of similarity between the two fea-

tures (and hence strong feature association). While drawing the edges, we will

draw the ones which have a high value of pair-wise correlation only. The features

that do not have any other similar feature will be represented as vertices with no

connected edge (or isolated vertices). All isolated vertices will be dropped from

the graph. In case of a data set having no feature similarity at all, a null graph will

be generated. We will set the default color of all vertices appearing in the graph

as “colour 1”.

∙ Step 2: Identify and mark highly similar features

We will identify the features which have very high feature similarity (or correla-

tion) with another feature. Those are obviously features with strong association.

In context of feature selection, these are the features which need to be investigated

minutely for finding redundancy. In the graph we will set the color of these vertices

as “colour 2”.

∙ Step 3: Identify and highlight most critical features

Finally, we will find out the features which have high or very high similarity with a

number of features. These features will be marked as “colour 3” in the final graph.

Understandably, these are the features which are most critical for consideration as

they represent most number of features in terms of similarity. Hence, in context

of feature selection, it is expected that these features will be a part of the optimal

feature subset.

At the end of Step 3, the FAM corresponding to the data set is ready. FAM gives

an immediate insight into the feature clusters for each data set. It helps in finding the

hot-spots of redundancy. FAM also identifies and highlights the features which have

higher similarity and sensitivity than the other features. It is particularly useful in

visualization of high-dimensional data sets. This is because no other vertex except

the ones in feature clusters appear in the graph. FAM is highly parametric. The ease

of visualization and flexibility to experiment with different parameters is the real

novelty of this approach.

We have focused on numerical variables, both continuous and discrete. Nominal

and ordinal variables can be coded based on various schemes as available.

Algorithm: Feature Association Map (FAM)

Input: N-dimensional data set DN , having original feature set O = f1, f2,. . . , fN .

Output: A graph g1 = (V, E, C) consisting of a set of vertices, V = v1, v2,. . . , vn,

where n<=N, is the size of the reduced feature set and vertices are colour-coded

based on their similarity with other vertices and their criticality.

Begin
1: Declare N X N matrix for correlation matrix “corr-matrix” and for adjacency

matrix “adj-matrix”

2: DN−1 = DN( , -N)

3: corr-matrix (i, j) = abs-correlation (DN−1 (i, j))
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4: for each (i) do

5: for each (j) do

6: if (corr-matrix[i, j] ≥ 𝛼1) then

7: adj-matrix[i, j] = 1

8: else

9: adj-matrix[i, j] = 0

10: next j

11: adj-matrix[i, i] = 0

12: next i

13: high-conn-nodes = which(col-sum (adj-matrix) ≥ 𝛽)

14: g1 = adjacency-graph (adj-matrix)

15: vertex-color(g1) = colour1
16: Set 𝛼2 as threshold value for very high correlation

17: Repeat steps 4 to 14 with threshold = 𝛼2 to generate graph g2
18: for each (vertex(g1)) do

19: if (vertex-name(g1)= vertex-name(g2)) then

20: vertex-color(g1) = colour2
21: if (vertex-name(g1)= name (high-conn-nodes)) then

22: vertex-color(g1) = colour3
23: next vertex(g1)

End

5 Experiments and Outcome

The data sets used are the benchmark data sets from the UCI Machine Learning

Repository. For generating the graphs, ‘igraph’ library of R has been used. A sum-

mary of characteristics of the data sets used have been captured in Table 1.

Features are categorized into following sets based on similarity and interaction

with other features.

Table 1 UCI data sets analysed

Data set # of features # of instances

CTG 35 2126

Ion 34 351

Mdlon 501 2000

Optgt 64 5620

Plantleaves 64 4799

Sonar 60 208

SPECTF 44 267

Student 33 649

Texture 41 5500

WDBC 32 569
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∙ Features appearing in FAM i.e., the features with high pair-wise correlation with

at least one other feature. Vertices corresponding to these features are marked in

“blue”.

∙ Critical features i.e., the features with very high pair-wise correlation with at least

one other feature. Vertices corresponding to these features are marked in “green”.

∙ Extremely critical features are critical features which have high or very high pair-

wise correlation with more than one feature. Vertices corresponding to these fea-

tures are marked in “red”.

5.1 Analysis of ‘CTG’ Data Set

Total features: 35

Number of features with high correlation: 13

Critical features: 8 (“b”, “e”, “LBE”, “LB”, “Width”, “Mode”, “Mean”, “Median”)

Extremely critical features: 6 (“LBE”, “LB”, “Width”, “Mode”, “Mean”, “Median”)

Graph visualization of the data set ‘CTG’ is given in Fig. 1.

5.2 Analysis of ‘Ionosphere’ Data Set

Total features: 34

Number of features with high correlation: 9

Critical features: 3 (“att12”, “att14”, “att16”)

Fig. 1 Feature graph of

‘CTG’
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Fig. 2 Feature graph of

‘Ionosphere’

Extremely critical features: All critical features mentioned above are extremely

critical

Graph visualization of the data set ‘Ionosphere’ is given in Fig. 2.

5.3 Analysis of ‘mdlon’ Data Set

Total features: 501

Number of features with high correlation: 20

Critical features: 18 (“at29”, “at49”, “at65”, “at106”, “at129”, “at154”, “at242”,

“at282”, “at319”, “at337”, “at379”, “at434”, “at443”, “at452”, “at454”, “at473”,

“at476”, “at494”)

Extremely critical features: 6 (“at65”, “at106”, “at129”, “at242”, “at476”)

Graph visualization of the data set ‘mdlon’ is given in Fig. 3.

5.4 Analysis of ‘optdgt’ Data Set

Total features: 64

Number of features with high correlation: 14

Critical features: 2 (“Atr.2”, “Atr.58”)

Extremely critical features: 0

Graph visualization of the data set ‘optdgt’ is given in Fig. 4.
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Fig. 3 Feature graph of

‘mdlon’

Fig. 4 Feature graph of

‘optdgt’

5.5 Analysis of ‘Plant Leaves’ Data Set

Total features: 64

Number of features with high correlation: 12

Critical features: 0
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Fig. 5 Feature graph of

‘Plant Leaves’

Extremely critical features: 0

Graph visualization of the data set ‘Plant Leaves’ is given in Fig. 5.

5.6 Analysis of ‘Sonar’ Data Set

Total features: 60

Number of features with high correlation: 49

Critical features: 17 (“att9”, “att11”, “att14”, “att15”, “att16”, “att17”, “att18”,

“att19”, “att20”, “att21”, “att34”, “att35”, “att36”, “att37”, “att38”, “att45”, “att47”)

Extremely critical features: All critical features, except “att20”, mentioned above are

extremely critical Graph visualization of the data set ‘Sonar’ is given in Fig. 6.

5.7 Analysis of ‘SPECTF Heart’ Data Set

Total features: 44

Number of features with high correlation: 29

Critical features: 19 (“F3S”, “F4R”, “F4S”, “F8R”, “F8S”, “F9R”, “F9S”, “F13R”,

“F13S”, “F15R”, “F15S”, “F18R”, “F18S”, 2F20R", “F20S”, “F21R”, “F21S”,

“F22R”)

Extremely critical features: All critical features mentioned above are extremely

critical

Graph visualization of the data set ‘Student Performance’ is given in Fig. 7.
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Fig. 6 Feature graph of

‘Sonar’

Fig. 7 Feature graph of

‘SPECTF Heart’

5.8 Analysis of ‘Student Performance’ Data Set

Total features: 33

Number of features with high correlation: 21

Critical features: 18 (“traveltime.x”, “studytime.x”, “famrel.x”, “freetime.x”,
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Fig. 8 Feature graph of

‘Student Performance’

“goout.x”, “Dalc.x”, “Walc.x”, “health.x”, “G2.x”, “G3.x”, “traveltime.y”, “study-

time.y”, “famrel.y”, “freetime.y”, “goout.y”, “Dalc.y”, “Walc.y”, “health.y”)

Extremely critical features: 0

Graph visualization of the data set ‘Student Performance’ is given in Fig. 8.

5.9 Analysis of ‘Texture’ Data Set

Total features: 41

Number of features with high correlation: All

Critical features: All

Extremely critical features: All

Graph visualization of the data set ‘Texture’ is given in Fig. 9.

5.10 Analysis of ‘WDBC’ Data Set

Total features: 32

Number of features with high correlation: 27

Critical features: 22 (“ATT1”, “ATT2”, “ATT3”, “ATT4”, “ATT6”, “ATT7”, “ATT8”,

“ATT11”, “ATT13”, “ATT14”, “ATT16”, “ATT17”, “ATT18”, “ATT20”, “ATT21”,

“ATT22”, “ATT23”, “ATT24”, “ATT26”, “ATT27”, “ATT28”, “ATT29”, “ATT30”)

Extremely critical features: 20 (“ATT1”, “ATT3”, “ATT4”, “ATT6”, “ATT7”,

“ATT8”, “ATT11”, “ATT13”, “ATT14”, “ATT16”, “ATT17”, “ATT18”, “ATT20”,

“ATT21”, “ATT23”, “ATT24”, “ATT26”, “ATT27”, “ATT28”, “ATT30”)

Graph visualization of the data set ‘WDBC’ is given in Fig. 10.



A Graph-Theoretic Approach for Visualization of Data Set Feature Association 121

Fig. 9 Feature graph of

‘Texture’

Fig. 10 Feature graph of

‘WDBC’

5.11 Summary of Outcome

Following are the salient observations that can be made from the outcome data pre-

sented in Table 2 and the visualization presented in Fig. 11.
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Table 2 Summary of outcome

Dataset Feats Clusters Simlr. feats Critcl. feats

CTG 35 4 13 6

Ion 34 2 9 3

Mdlon 501 7 20 6

Optdgt 64 7 14 0

Plantleaves 64 5 12 0

Sonar 60 2 49 16

SPECTF 44 6 29 19

Student 33 10 21 0

Texture 41 1 41 41

WDBC 32 4 27 20

Fig. 11 Comparison of data sets—all features versus similar features

∙ In some of the data sets, the number of similar features is quite high percentage

of the overall number of features. These data sets, namely ‘Sonar’, ‘WDBC’, ‘Stu-

dent’, ‘SPECTF’ and above all ‘texture’, intuitively appear to have a strong feature

association. Hence, optimal subset is expected to be relatively smaller in size.

∙ In some of the data sets, the number of similar features is quite low percent-

age of the overall number of features. These data sets, namely ‘Ion’, ‘optdgt’,

‘plantleaves’ and above all ‘mdlon’ intuitively appear to have a weak feature asso-

ciation, at least at a bivariate level.

∙ ‘Texture’ is a unique data set. All the features of this data set are highly corre-

lated. Also, every feature has similarity with a large number of features. It seems

intuitively that the optimal sub-set for ‘Texture’ will be quite small in size.
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6 Conclusion

In this paper, a novel graph-based visualization technique of feature association in

a data set has been presented. The current approach uses Pearson’s product moment

correlation coefficient as a measure of similarity between features. This gives a firm

basis for the visualization technique. This novel but simple approach can be used

either independently or in conjunction with other feature selection approaches to

understand the basic nature of data set features.

This work can be extended to capture graphs based on the other similarity mea-

sures e.g., mutual information and Fisher score. Also, different principles of graph

theory can be applied to come up with novel ways to identify optimal feature sub-

sets in different situations and with different types of data set. These subsets can be

evaluated using different models to draw useful inferences.

References

1. Elisseeff, A., Guyon, I.: An introduction to variable and feature selection. J. Mach. Learn. Res.

3, 1157–1182 (2003)

2. Xing, E., Jordan, M., Karp, R.: Feature selection for high-dimensional genomic microarray

data. In: Proceedings of the Eighteenth International Conference on Machine Learning, pp.

601–608 (2001)

3. Dougherty, E.R., Hua, J., Tembe, W.: Performance of feature-selection methods in the classi-

fication of high-dimension data. Pattern Recognit 42, 409–424 (2009)

4. Yang, Y., Pederson, J.O.: A comparative study on feature selection in text categorization. In:

Proceedings of the Fourteenth International Conference on Machine Learning, pp. 412–420

(1997)

5. Dey Sarkar, S., Goswami, S., Agarwal, A., Aktar, J.: A novel feature selection technique for

text classification using naive bayes. Int. Sch. Res. Notices (2014)

6. Ng, K., Liu, H.: Customer retention via data mining. AI Rev, 14, 569–590 (2000)

7. Dash, M., Liu, H.: Feature selection for classifications. Intell. Data Anal. Int. J. 1, 131–156

(1997)

8. Liu, H., Yu, L.: Feature selection for high-dimensional data: a fast correlation-based filter solu-

tion. In: International Conference on Machine Learning (2003)

9. Goswami, S., Chakrabarti, A.: Feature selection: a practitioner view. Int. J. Inf. Technol. Com-

put. Sci. (IJITCS) 6(11), 66 (2014)

10. Duda, R., Hart, P., Stork, D.G.: Pattern Classification, 2nd edn. Wiley, New York (2001)

11. Blum, A.L., Rivest, R.L.: Training a 3-Node Neural Network is NP-Complete. In: COLT (1988)

12. John, G.H., Kohavi, R., Pfleger, K.: Irrelevant Features and the Subset Selection Problem. In:

ICML (1994)

13. John, G.H., Kohavi, R.: Wrappers for feature subset selection. Artif. Intell. 97, 273–324 (1997)

14. Bache, K., Lichman, M.: UCI machine learning repository. University of California, Irvine,

School of Information and Computer Sciences (2013)

15. Lin, S., Xu, D., Yan, S., Yang, Q., Zhang, B., Zhang, H.: Graph embedding and extensions: a

general framework for dimensionality reduction. IEEE Trans. Pattern Anal. Mach. Intell. 29,

40–51 (2007)

16. Hancock, E.R., Zhang, Z.: A Graph-Based Approach to Feature Selection. In: GBRPR (2011)

17. Moradi, P., Rostami, M.: A graph theoretic approach for unsupervised feature selection. Eng.

Appl. AI 44, 33–45 (2015)



124 A.K. Das et al.

18. Bandyopadhyay, S., Bhadra, T., Mitra, P., Maulik, U.: Integration of dense subgraph finding

with feature clustering for unsupervised feature selection. Pattern Recognit. Lett. 40, 104–112

(2014)

19. Ishii, M., Sato, A.: Feature selection using graph cuts based on relevance and redundancy. In:

ICIP (2013)

20. Altun, G., Gremalschi, S., Hu, H., Harrison, R.W., Pan, Y.: A feature selection algorithm based

on graph theory and random forests for protein secondary structure prediction. In: ISBRA

(2007)

21. Deo, N.: Graph Theory with Applications to Engineering and Computer Science, Eastern

Economy Edition (1974)

22. Schaeffer, S.E.: Graph clustering. Comput. Sci. Rev. 1, 27–64 (2007)

23. Cheng, H., Yu, J.X., Zhou, Y.: Graph clustering based on structural/attribute similarities.

PVLDB 2, 718–729 (2009)

24. Taylor, R.: Interpretation of the correlation coefficient: a basic review. J. Diagn. Med. Sonog-

raphy, 6(1), 35–39 (1990)



A Novel Approach for Human
Silhouette Extraction from Video Data

Amlan Raychaudhuri, Satyabrata Maity, Amlan Chakrabarti
and Debotosh Bhattacharjee

Abstract In this paper we propose a method for efficient extraction of human
silhouette from video sequences. The proposed approach includes background
elimination, edge detection, region filling and noise removal using morphological
operations to estimate the silhouette of an image. To the best of our knowledge our
proposed approach for silhouette extraction involving background elimination and
edge detection is first of its kind. We have applied our proposed technique on
Weizmann (standard) dataset and compared the results with the most recent related
research work. The comparison results in terms of statistical measures like preci-
sion, recall and F-measure clearly show the supremacy of our method and thus
justify its novelty.
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1 Introduction

Human silhouette extraction from video is an important step towards shape based
analysis for many human based video applications. Some of the video applications
like CCTV camera for indoor surveillance, elderly monitoring, and office floor
surveillance etc., where camera is fixed in certain position, extraction of back-
ground information is an important step. Our proposed methodology eliminates the
background efficiently to accurately extract human silhouettes as foreground
objects. Sometimes the color of the foreground is closely matched with some
portion of the background, that results distorted foreground detection. Silhouette
extraction is an important step for segmenting a human body from a background,
which can be used to track the person in video, recognizing human actions or gait
based biometric recognition.

In the process of human silhouette extraction, background modeling is one of the
important tasks. Background subtraction has been an active area of research, and it is
a commonly used approach for detecting as well as tracking a person in videos from
a fixed camera. An efficient thresholding mechanism is needed after eliminating the
background from the current frame to get the noise free foreground. Background
subtraction methods have been used extensively to assist in human behavior analysis
such as human action recognition and human gait recognition [1–7], where accurate
human silhouettes are needed to extract the features of human body configuration.
However, the human silhouettes acquired by background subtraction are usually not
accurate enough for the recognition tasks; in particular, shadows are not properly
removed from human silhouettes. Also, the cases in which foreground object passes
the background areas with almost identical intensity values to those of the human
body, background subtraction methods cannot give accurate human silhouettes.
These are the problems which decrease the recognition performances significantly
[8]. Horprasert et al. [9] proposed a robust background subtraction and shadow
detection technique, which was applied to an object tracking system alongside with
appearance model [10]. Ahn et al. [11] proposed a method for human silhouette
extraction which is based on background subtraction for different regions, where
regions are considered as visual primitives, rather than pixels.

In [12], Schreer et al. proposed a method to extract silhouettes in a YUV color
space, which is able to detect shadow and eliminate it in real time. But this algo-
rithm does not give good result when there exists a static target object or when there
are other moving objects in the scene.

In [13, 14], the authors have extracted the human silhouette from video sequence.
They have identified the moving object from the video sequence by background
subtraction which is followed by several steps for extracting the silhouette.

In [15], shadow evaluator is used to verify each raw shadow pixel which was
detected through Gaussian distribution analysis. The authors also proposed a sil-
houette compensation technique to recover some missing silhouette pixels.

In this research work we perform background subtraction on the current frame of
a video as the first step to detect the foreground. The human silhouette, which is the
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intended foreground object, is extracted based on a threshold. There are chances
that some of the human silhouette pixels may be wrongly treated as background
pixel. Those pixels are recovered by region filling method and finally noise is
removed from the outside of human silhouette boundary by using morphological
operation. The remainder of this paper is organized as follow: Sect. 2 yields details
of the proposed method. Experimental results and discussion are described in
Sect. 3. Finally Sect. 4 concludes the paper.

2 Proposed Method

We perform extraction of frames from the input video and convert them to gray
level frames. Next, a new image is created by subtracting the background frame
from the current frame. Foreground is detected from the subtracted image by using
a threshold value. Boundary edge of a person is also detected from the subtracted
image and then we merge the foreground and the edge detected images. Standard
morphological operations are applied on the merged image to generate the final
silhouette. The brief illustration of the proposed methodology is given in Fig. 1.

The detailed description of the proposed technique is given below.

2.1 Foreground Detection

Foreground detection is done based on the rule described in Eq. (1).

I1 ðx, yÞ= 1, if I ðx, yÞ−Bðx, yÞj j⟩σ
0, otherwise

�
ð1Þ

Where I (x, y) is the intensity value of the current frame for the pixel coordinate
(x, y) and B (x, y) is the intensity value of the background frame for the same pixel.
I1 (x, y) will be treated as foreground pixel if the absolute value of the background
subtraction from the current frame is greater than the threshold value σ, which is the
standard deviation of the current frame. Otherwise it will be treated as background
pixel. The value of σ is calculated using Eqs. (2) and (3). Here standard deviation is
used as a threshold value because it quantifies the amount of variation of pixel
intensity from the mean intensity of an image.

σ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
r

1
∑
c

1
Iðx, yÞ− μð Þ2

� �
n̸

s
ð2Þ

μ= ∑
r

1
∑
c

1
Iðx, yÞ

� �
n̸ ð3Þ
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Video sequence

Extract all the frames as gray level 
frames

Background subtraction from the 
current frame

Foreground is detected using a 
threshold

Boundary edge detection of a 
person

Merging of two generated images

Fill the bounded regions with 
foreground pixel color

Noise elimination

Human silhouette

Fig. 1 Sketch of the proposed approach

In Eqs. (2) and (3), r and c denote the number of pixels row wise and the number
of pixels column wise of the current frame respectively. The value of n represents
the total number of pixels of the current frame and µ represents the mean intensity
value of the current frame. After foreground detection, I1 image is created.

2.2 Boundary Edge Detection of a Human

After subtraction of background frame from the current frame, a difference image is
generated. Then we have applied Sobel operator [16] for edge detection. Sobel
operator is used here because; it gives an estimate of edge direction and edge mag-
nitude at a point and thus generating good edge information. As a result, a new image
I2 is created in which a human’s edge boundary is detected for the current frame.
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2.3 Merging of Two Generated Images

After creation of two images I1 and I2 using the above mentioned techniques, they
are merged together using Eq. (4), and as a result a new image I3 is generated. For
the I3 image, (x, y) pixel coordinate will be treated as foreground pixel if (x, y) pixel
of I1 image is foreground pixel or (x, y) pixel of I2 image is foreground pixel.
Otherwise I3(x, y) will be treated as a background pixel.

I3ðx, yÞ= 1, if I1ðx, yÞ=1 or I2ðx, yÞ=1
0, otherwise

�
ð4Þ

2.4 Morphological Operations

Morphological operations are used to reduce the effect of unwanted noise after
combining two different information, as done in the previous steps to generate the
final silhouette image. In the I3 image, some human silhouette pixels are wrongly
detected as background pixels and some background pixels are also wrongly treated
as foreground pixels. Those misclassifications can be reduced by applying two
morphological operations consecutively on the image I3. At the first step, fill the
bounded regions with foreground color which is surrounded by edge boundary.
This step is necessary if some foreground pixels are treated as background pixels
within the foreground boundary. There may be some noises outside the silhouette
region in the resultant image. In the next step, noises are removed from outside the
human silhouette with the help of the morphological open operation.

We have applied our proposed technique on video sequences ofWeizmann dataset
[17]. The output after each step of our proposed approach for a sample current frame is
shown in Fig. 2. The sample current frame is shown in Fig. 2a. Figure 2b shows the
output of the foreground detection technique which is achieved by using a threshold
on the image, which is generated by background subtraction from the current frame as
discussed in Sect. 2.1. The resultant image contains some deformities in edge area
and in some inner portion. At the next step, Sobel edge detection technique is per-
formed on the subtracted image to get the boundary edges of a human, which resolves
the edge deformation. This step has been described in Sect. 2.2 and the corresponding
output is shown in Fig. 2c. Next a new image is created by merging the two images
which we have generated in the previous two steps. The detailed of this step has been
described in Sect. 2.3 and the corresponding output is shown in Fig. 2d. Then a
morphological operation is performed on the merged image to fill the bounded edge
region with the foreground color to resolve the deformities in the inner portion of the
silhouette, which is described in Sect. 2.4 and the corresponding output is shown in
Fig. 2e. In the next step, noises outside the human silhouette region is removed using
the morphological open operation and thus the final silhouette is generated. This step
is described in Sect. 2.4 and the corresponding output is shown in Fig. 2f.
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Fig. 2 A sample input frame and the output of the corresponding frame after each step of our
proposed method. a Sample current frame. b Foreground detection. c Edge detection. dMerging of
previous two images. e Fill the bounded regions. f Final silhouette
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3 Experimental Results and Discussion

To evaluate the effectiveness of our approach, we performed experiments on several
video sequences of Weizmann dataset [17]. The Weizmann data is a popular
single-view action data set which contains video sequences for ten different actions
performed by nine actors. It provides 180 × 144 resolution images for all the
videos. For effectiveness of our work, we compared it with the readily available
silhouettes in Weizmann dataset, which are treated as ground truth. For different
actions’ sample current frames, their corresponding ground truth silhouettes and
silhouettes of our proposed approach are shown in Fig. 3.

Fig. 3 a Sample current frame of different actions b Corresponding Ground Truth Silhouette
c Corresponding Silhouette by Proposed approach
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To evaluate the performance of the proposed method, three metrics Precision,
Recall and F-measure [18] have been used in this paper. These metrics are cal-
culated with the Eqs. (5)–(7).

Precision=TP ̸ TP+FPð Þ ð5Þ

Recall= TP ̸ TP+FNð Þ ð6Þ

F −measure=2*Precision*Recall ̸ ðPrecision+RecallÞ ð7Þ

True positives (TP) are positive examples correctly labeled as positives. False
positives (FP) mean negative examples incorrectly labeled as positive and false
negatives (FN) refer to positive examples incorrectly labeled as negative. The
average Precision (AP) and average Recall (AR) results of our proposed approach
for seven different actions (side, jump, jack, pjump, bend, wave1 and wave2) are
given in Table 1. Table 2 shows the average Precision (AP) and average Recall
(AR) results of our proposed approach for three other different actions (walk, run
and skip). All the ten actions are performed by nine actors. In the video dataset for
walk, run and skip actions, there are two separate video sequences of lena (lena1
and lena2) for each of the actions. Whereas for all other actions we have the single
video sequence of lena. It is shown from the tables that the average Precision (AP)
and the average Recall (AR) are high for all the video sequences.

Our proposed approach is compared with Shaikh et al. [13] approach based on
average F-measure value for each of the ten actions of Weizmann data, which is
shown in Table 3. The comparison is also shown using graph in Fig. 4. From
Table 3 as well as from Fig. 4, it is clearly shown that our proposed method
provides better average F-measure values compared to the other method for all the
ten actions. Thus, it establishes the effectiveness of our proposed approach.

Table 1 Average Precision (AP) and Average Recall (AR) values for side, jump, jack, pjump,
bend, wave1 and wave2 actions

Videos Side Jump Jack Pjump Bend Wave1 Wave2

AP AR AP AR AP AR AP AR AP AR AP AR AP AR

Daria 0.99 0.89 0.99 0.90 0.88 0.96 0.89 0.95 0.91 0.92 0.91 0.97 0.90 0.97

Denis 0.97 0.85 0.97 0.88 0.81 0.87 0.89 0.89 0.87 0.82 0.88 0.88 0.86 0.88

Eli 0.96 0.96 0.98 0.95 0.83 0.98 0.85 0.99 0.82 0.98 0.82 0.97 0.76 0.96

Ido 0.97 0.94 0.98 0.96 0.93 0.86 0.93 0.96 0.91 0.91 0.96 0.92 0.94 0.93

Ira 0.97 0.80 0.98 0.78 0.85 0.80 0.89 0.89 0.88 0.86 0.89 0.91 0.88 0.88

Lena 0.99 0.87 0.99 0.90 0.91 0.97 0.94 0.94 0.90 0.96 0.91 0.98 0.90 0.98

Lyova 0.97 0.93 0.98 0.94 0.87 0.87 0.86 0.94 0.87 0.88 0.89 0.88 0.89 0.92

Moshe 0.99 0.87 0.99 0.90 0.88 0.97 0.89 0.97 0.89 0.98 0.90 0.99 0.88 0.99

Shahar 0.83 0.81 0.88 0.77 0.89 0.97 0.86 0.75 0.83 0.84 0.85 0.76 0.83 0.76
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Table 2 Average Precision (AP) and Average Recall (AR) values for walk, run and skip actions

Videos Walk Run Skip
AP AR AP AR AP AR

Daria 0.99 0.88 0.99 0.85 0.99 0.90
Denis 0.98 0.81 0.98 0.78 0.98 0.80
Eli 0.98 0.86 0.99 0.87 0.99 0.88
Ido 0.99 0.92 0.98 0.92 0.98 0.92
Ira 0.99 0.75 0.99 0.76 0.99 0.76
Lena1 0.99 0.90 0.99 0.89 0.99 0.91
Lena2 0.99 0.89 0.99 0.90 0.99 0.90
Lyova 0.99 0.91 0.98 0.91 0.98 0.93
Moshe 0.99 0.87 0.99 0.86 0.98 0.87
Shahar 0.98 0.91 0.99 0.89 0.99 0.89

Table 3 Average F-measure based comparison result for each action

Methods Side Jump Jack Pjump Bend Wave1 Wave2 Walk Run Skip

Shaikh et al.
method [13]

0.839 0.804 0.847 0.876 0.854 0.868 0.849 0.835 0.821 0.841

Proposed
method

0.917 0.926 0.893 0.903 0.889 0.902 0.893 0.924 0.92 0.927

Fig. 4 Comparison based on F-measure
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4 Conclusion

This paper proposes an approach for extracting efficient human silhouette from
video sequences. Nowadays, accurate human silhouette generation from a video
sequence is very useful in various application areas like, gait recognition, human
action recognition, human detection and tracking from videos, etc. The proposed
method can also be applied to get the silhouettes for other moving objects (animal,
car, etc.), which will be useful for object recognition and classification related
problem. The proposed algorithm showed excellent results for the above mentioned
video sequences. The limitation of this method is that the camera should be static
throughout the video sequence. In future, we wish to extend this work to find an
efficient human silhouette extraction procedure which can work when a human’s
body color or cloth color is very close to that of the background color.
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Statistical Textural Features for Text-Line
Level Handwritten Indic Script
Identification

Pawan Kumar Singh, Ram Sarkar and Mita Nasipuri

Abstract As India is a multilingual country, hence, a variety of scripts are used
here to write different languages. However, it becomes essential to recognize a
particular script before the selection of an appropriate Optical Character Recogni-
tion (OCR) system. The research in this field is comparatively less explored and
further research is required, particularly in the field of handwritten documents. This
paper presents a robust script identification technique for 11 official handwritten
Indic scripts namely, Bangla, Devanagari, Gujarati, Gurumukhi, Kannada,
Malayalam, Manipuri, Oriya, Tamil, Telugu, Urdu along with Roman script. The
recognition is performed at text-line level by using statistical textural features called
Neighborhood Gray-Tone Difference Matrix along with Gray-level Run Length
Matrix. The proposed method is experimented on a total dataset of 2400 hand-
written text-lines of various scripts and yielded an identification rate of 97.69%
using Multi Layer Perceptron (MLP) classifier.
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1 Introduction

Script is considered as a graphic form which is used in any writing system. The
languages used in the human society are typeset with the different scripts. A script
can be used by only one language or it can be shared by several languages, with or
without any variations [1]. India has 23 languages [2], recognized by constitution,
viz., Assamese, Bengali, Bodo, Dogari, Kannada, Hindi, Sindhi, Nepali, Urdu,
Punjabi, Marathi, Gujarati, Oriya, Sanskrit, Tamil, Telugu, Malayalam, Kashmiri,
Manipuri, Konkani, Maithali, Santhali and English. The 12 major scripts used to
write these languages are: Bangla, Devanagari, Gujarati, Gurumukhi, Manipuri,
Malayalam, Oriya, Tamil, Telugu, Kannada, Roman and Urdu. Among these, only
Urdu is written from right to left whereas the rest of the scripts are written from left
to right. The first 10 scripts, originated from the ancient Brahmi script, are also
known as Indic scripts.

In general, any OCR system is used to recognize only a script of particular type,
and for the same reason, it is not viable to model a single OCR system for rec-
ognizing variety of scripts/languages. Hence, one can think of making a pool of
OCR engines which correspond to different scripts in a multi-lingual environment.
However, for this, it is necessary to have the knowledge about the script used to
write the document. Hence, this necessity could be fulfilled if the researchers can be
able to design an automatic script recognition module for the multi-script scenario.

An automatic script identification module would be used to sort or search the
relevant information when the domain is multilingual/multi-script or even it helps to
index/categorize the documents images on the basis of its script type. When a script
is used to write only one language, then the script recognition technique can also be
considered as language recognition technique. Otherwise, script recognition is the
first step of classification followed by language identification among the languages
which share a common script.

Different methodologies have been reported in the literature for accomplishing
this task, sometimes with high degree of accuracy. A comprehensive survey based
on script recognition techniques had been prepared by Singh et al. [1], with
emphasis on script identification in both printed and handwritten Indic scripts
scenario. Script identification for printed documents at page level [3–5], text-line
level [6–10], and word level [11–16] have been found in the literature. On the
contrary, only few works have been done for handwritten script identification at
page level [17], text-line level [18, 19], and word level [20–22]. Singh et al. [17]
developed a page-level script identification technique for handwritten document
pages using Gray Level Co-occurrence Matrix (GLCM). The proposed technique
had been experimented on four scripts namely, Bangla, Devanagari, Telugu, and
Roman and the system was found to identify 91.48% scripts successfully using
MLP classifier. Hangarge et al. [18] described a set of 13 spatial spread features of
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the three scripts namely, English, Devanagari and Urdu which were extracted using
morphological filters. Experiments were carried out with k-NN classifier by varying
the number of neighbors (k = 3, 5, 7, 9, 11, 13, 15) and the performance of the
technique was optimal when the value of k is set to 3. The overall recognition
accuracies of the proposed system were found to be 88.67% and 99.2% for tri-script
and bi-script cases respectively. Singh et al. [19] proposed a texture based concept
for script identification at text-line level for six handwritten scripts namely, Bangla,
Devanagari, Malayalam, Tamil, Telugu and Roman. An accuracy of 95.67% had
been achieved using 3-fold cross validation of MLP classifier. Roy et al. [20]
described a scheme for word-wise identification of handwritten Roman and Oriya
scripts for Indian postal automation using water-reservoir and topological features.
The overall accuracy rate achieved on the test dataset was found to be 99.6% and
97.69% respectively. Sarkar et al. [21] presented a system, which identified the
scripts of the handwritten words from the document images, written in Bangla or
Devanagari mixed with Roman scripts with the help of eight holistic features. The
recognition performances of 99.29% and 98.43% had been achieved on the test sets
of Bangla-English words and Devanagari-English words respectively. P.K. Singh
et al. reported a technique [22] which recognized the scripts of handwritten words
from a document page, written in Devanagari script mixed with Roman script.
A set of 39 distinctive features using topological along with convex hull based
features were designed for the recognition purpose and the overall script identifi-
cation accuracy of 99.54% was achieved. However, a major limitation of the above
works is that researchers have considered only a few Indic scripts. This has been a
major point of motivation behind developing a robust handwritten script identifi-
cation technique including all the official Indic scripts along with Roman script.

2 Challenges Related to Handwritten Script Identification

There are some unique challenges that must be addressed in the domain of hand-
written script recognition system. Among many, two basic problems are: inter-
writer variability and intra-writer variability. Inter-writer variability encompasses
the variations seen among different writers i.e., different writers will invariably have
different writing styles. In contrast, intra-writer variability takes into consideration
that the same writer tends to write the same textual content in a different manner
depending upon his/her frame of mind. The challenge in this regard is to create a
writer-independent script identification system that has the ability to adapt these
variations like humans. Another major challenge that the system has to address is
the problem of constrained versus unconstrained handwriting. Constrained hand-
writing refers to handwritten text that conforms to a pre-defined writing constric-
tion, e.g. all the text words in a document image will be discrete and non-touching.
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Whereas unconstrained handwriting refers to the fact that the document image may
contain discrete and cursive handwriting or a mixture of both, with no restriction on
the writers while they write. Apart from this, difficulties inherent in recognizing
handwritten scripts pose huge challenges than its printed form. Similarity among
different scripts is quite common when the documents are handwritten. The styles
of writing for handwritten scripts are more diverse than printed fonts. Also, prob-
lems such as existence of ruling lines, noise, skew, quality of ink, age of the
document, etc. are commonly seen in handwritten documents. As mentioned earlier,
script identification can be achieved at either page level, text-line level or word
level. Sometimes, identifying scripts at page-level can be sometimes too convoluted
and protracted due to large computational complexity. On the other hand, identi-
fying words written in different scripts using a few characters is definitely a chal-
lenging task because the number of characters presents in a single word may not
produce significant amount of discriminative information required for identification.
Therefore, considering the complexities of the scripts, it would be better to identify
the scripts at text-line level compared to page or word-level.

3 Data Collection and Pre-processing

There are no standard databases, considering either handwritten or printed Indic
script documents, available in public domain which can be successfully used for
this experimentation. Hence, we have prepared in-house database of handwritten
documents. Different educated people were requested to write few text-lines of
his/her choice inside A-4 size pages. Handwritten text-lines were written in 12
official scripts of India as mentioned earlier. It is to be noted that writers involved in
the data collection drive belong to different professions. These pages are then
scanned at 300 dpi resolution and saved as gray tone images. The noisy pixels
therein, if any, are removed by Gaussian filter [23]. It is worth mentioning that the
inter-word and intra-word spaces are very non-uniform in the handwritten
text-lines. Numerals of any script which may be present in the text document are
not considered for the present work. A text–line whose width is at least 50% of the
page width is considered here. A sample snapshot of text-line images written in 12
different scripts is shown in Fig. 1. Otsu’s global thresholding approach [24] is used
to convert them into two-tone images (0 and 1) where the label ‘1’ represents the
object and ‘0’ represents the background. However, the dots and punctuation marks
appearing in the text- lines have not been eliminated, since these may also con-
tribute to understand the text in a meaningful way. Finally, 2400 handwritten
text-line images are prepared with precisely 200 text-lines per script.
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4 Proposed Work

Every script/language, consisting of a finite set of characters, has a distinct visual
appearance, which serves as useful visual clues to recognize the script. The current
research is inspired by this simple observation of the human beings which also
motivates the researchers to design different texture based features. Usually, texture
features are designed to capture the granularity and repetitive patterns of local
regions seen within an image. Some well-known texture features relying on GLCM
and Gabor filter bank consider multiple scales and orientations for feature extraction
which in turns involves a high computation cost. The conventional statistical tex-
tural features utilized in this paper, are Neighborhood Gray-Tone Difference Matrix
(NGTDM) and Gray-level Run Length Matrix (GLRLM). These features are
illustrated below in the following subsections.

Fig. 1 Sample text-line images written in: a Bangla, b Devanagari, c Gujarati, d Gurumukhi,
e Kannada, f Malayalam, g Manipuri, h Oriya, i Tamil, j Telugu, k Urdu, and l Roman scripts
respectively
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4.1 Neighborhood Gray-Tone Difference Matrix (NGTDM)

A NGTDM [25] defines the texture measures which are very much correlated with
human perception of textures. It calculates the texture using neighborhood intensity
differences which will be helpful to describe the local features. The NGTDM are
based on the differences between each pixel and the neighboring pixels in the
adjacent regions. A NGTDM is basically a column vector of G elements. This vector
is populated by computing the difference between the intensity values of a pixel and
the mean intensity calculated over a square shaped window centered at that pixel.
Suppose the image intensity level f x, yð Þ at location x, yð Þ is i, i=0, 1, 2, . . . ,L− 1.
The mean intensity value of the window centered at x, yð Þ can be written as:

fi = f x, yð Þ= 1
W − 1

∑
K

m= −K
∑
K

n= −K
f x+m, y+ nð Þ ð1Þ

where, K denotes the window size and W = 2K +1ð Þ2. The i-th entry of the
gray-tone difference matrix is given by:

g ið Þ= ∑
M − 1

x=0
∑
N − 1

y=0
i− fij j ð2Þ

for the pixels whose intensity value is i. Otherwise, g ið Þ=0.
Five different features are derived from the NGTDM, described below, to

quantitatively estimate the following perceptual texture properties:

• Coarseness. It finds out the presence of any texture in an image and is measured
by the size of the primitives which form the texture. Generally, a coarse texture
comprises large sized primitives which are typified by the degree of neighboring
uniformity of gray-levels. On the other hand, fine texture can be defined by
small primitives and these are described by the degree of neighboring variations
of gray-levels.

Fcos = ϵ+ ∑
L− 1

i=0
pig ið Þ

� �− 1

ð3Þ

where, ε is a small number which avoids the coarseness coefficient to become
infinite and pi is the estimated probability of the occurrence of the intensity
values i such that

pi =Ni n̸ ð4Þ

with Ni denoting the number of pixels having level i, and n= N −Kð Þ M −Kð Þ.
• Contrast. It quantifies the amount of clarity with which the different primitives

in a texture can be differentiated. A well contrasted image is defined by the
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primitives which are visible as well as distinguishable. Among the factors that
influence contrast, the gray-levels, the ratio of white and black pixels and the
frequency of intensity changes of gray-levels are important.

Fcon =
1

Nt Nt − 1ð Þ ∑
L− 1

i=0
∑
L− 1

j=0
pipj i− jð Þ2

" #
1
n
∑
L− 1

i=0
gðiÞ

� �
ð5Þ

• Busyness. It measures the change of intensity from any pixel to its locality. If
the intensity changes are quick and rush then it is called busy texture, whereas if
the same are slow and gradual then it is called a non-busy texture. There is a
relationship of busyness with the spatial frequency of the intensity changes in an
image. Along with that, busyness is also affected by the amplitude of the
intensity changes.

Fbsuy =
∑L− 1

i=0 pig ið Þ
∑L− 1

i=0 ∑L− 1
j=0 ipi − jpj
�� �� ∀pi ≠ 0, pj ≠ 0 ð6Þ

• Complexity. This is the visual information of texture. A texture is said to be
complex when its information content is very high. This depends on the number
of diverse primitives and average intensity values. Complexity is the sum of
normalized differences between intensity values measured in pairs. These are
weighted by the sum of the elements in the NGTDM corresponding to any two
intensity values. Mathematically, it can be written as:

Fcom = ∑
L− 1

i=0
∑
L− 1

j=0

i− jj j
n pi + pj
� � pig ið Þ+ pjg jð Þ	 


∀pi ≠ 0, pj ≠ 0 ð7Þ

• Texture Strength. Strength integrates and summarizes the concepts of busyness
and coarseness. An image with a strong texture is composed by easily definable
and clearly visible elements. It can be expressed as:

Fstr =
∑L− 1

i=0 ∑L− 1
j=0 pi + pj
� �

i− jð Þ2
ϵ+ ∑L− 1

i=0 gðiÞ ∀pi ≠ 0, pj ≠ 0 ð8Þ

For feature extraction purpose, each of the text-line images, written in different
scripts, are firstly divided into 4 sub-images using 2-level quad tree decomposition
approach and the five features are then computed from each of these sub-images.
Two distances d=1 and d=2 are used in feature computation, corresponding to
neighborhood sizes of 3 × 3 and 5× 5 respectively. So, a feature vector of size 40
(F1-F40) is extracted for each text-line images using NGTDM. In the computation
of Fcos and Fstr, the value of ϵ is taken as 10− 7.
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4.2 Gray-Level Run Length Matrix (GLRLM)

The application of a run length matrix for the purpose of texture feature extraction
is proposed by Galloway [26]. Let, there is a given image of size M ×N, then a
run-length matrix p i, jð Þ is determined as the number of runs of pixels having
gray-level i and run length j.

• Short Run Emphasis (SRE):

SRE=
1
nr

∑
M

i=1
∑
N

j=1

p i, jð Þ
j2

=
1
nr

∑
N

j=1

pr jð Þ
j2

ð9Þ

• Long Run Emphasis (LRE):

LRE=
1
nr

∑
M

i=1
∑
N

j=1
p i, jð Þ ⋅ j2 = 1

nr
∑
N

j=1
pr jð Þ ⋅ j2 ð10Þ

• Gray-Level Non-uniformity (GLN):

GLN =
1
nr

∑
M

i=1
∑
N

j=1
pði, jÞ

 !2

=
1
nr

∑
M

i=1
pgðiÞ
	 
2 ð11Þ

• Run Length Non-uniformity (RLN):

RLN =
1
nr

∑
N

j=1
∑
M

i=1
pði, jÞ

� �2

=
1
nr

∑
N

j=1
prðjÞ½ �2 ð12Þ

• Run Percentage (RP):

RP=
nr
np

ð13Þ

In the above equations, nr is the number of runs whereas np is the number of
pixels in the image. It is noticed that most of the features are only functions of
prðjÞ, which do not consider the gray-level information of pgðiÞ. Chu et al. [27]
estimated two features to calculate gray-level information in the matrix.

• Low Gray-Level Run Emphasis (LGRE):

LGRE=
1
nr

∑
M

i=1
∑
N

j=1

p i, jð Þ
i2

=
1
nr

∑
M

i=1

pg ið Þ
i2

ð14Þ
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• High Gray-Level Run Emphasis (HGRE):

HGRE=
1
nr

∑
M

i=1
∑
N

j=1
p i, jð Þ ⋅ i2 = 1

nr
∑
M

i=1
pg ið Þ ⋅ i2 ð15Þ

Further, Dasarathy et al. [28] described another four feature estimation functions
based on the concept of combined statistical measure of gray-level and run
length, as follows:

• Short Run Low Gray-Level Emphasis (SRLGE):

SRLGE=
1
nr

∑
M

i=1
∑
N

j=1

p i, jð Þ
i2 ⋅ j2

ð16Þ

• Short Run High Gray-Level Emphasis (SRHGE):

SRHGE=
1
nr

∑
M

i=1
∑
N

j=1

p i, jð Þ ⋅ i2
j2

ð17Þ

• Long Run Low Gray-Level Emphasis (LRLGE):

LRLGE=
1
nr

∑
M

i=1
∑
N

j=1

p i, jð Þ ⋅ j2
i2

ð18Þ

• Long Run High Gray-Level Emphasis (LRHGE):

LRHGE=
1
nr

∑
M

i=1
∑
N

j=1
p i, jð Þ ⋅ i2 ⋅ j2 ð19Þ

These features are all based on intuitive reasoning, in an attempt to capture some
apparent properties of run-length distribution. For each of the 11 measurements,
defined above, the values of θ ∈ 0◦, 45◦, 90◦ and 135◦ lead to a total of 44
(F41-F84) features using GLRLM. Finally, a set of 84 (i.e. 40 + 44) statistical
textural features are extracted using both NGTDM and GLRLM for the text-line
level classification of twelve different handwritten scripts.

5 Experimental Evaluation and Discussion

The performance of the present script identification scheme is evaluated on a dataset
of 2400 preprocessed text-line images as described in Sect. 3. For each 200 text line
images of a particular script, 135 images are applied for training and the rest 65
images are applied for testing purpose. Seven well-known classifiers namely, Naïve
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Bayes, Bayes Net, MLP, Support Vector Machine (SVM), Random Forest, Bagging
and MultiClass Classifier are used to select the best classifier suitable for the present
experimental setup. The recognition performances and their corresponding scores
achieved at 95% confidence level are shown in Table 1.

As observed from Table 1 that MLP classifier produces the highest identification
accuracy of 97.69%. In the present work, detailed error analysis of MLP classifier
with respect to some well-known statistical parameters namely, Kappa statistics,
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), True Positive Rate
(TPR), False Positive Rate (FPR), Precision, Recall, F-measure, Matthews Corre-
lation Coefficient (MCC) and Area Under ROC (AUC) are also computed. The
values of Kappa statistics, mean absolute error, root mean square error of MLP
classifier for the present technique are found to be 0.9748, 0.0056 and 0.0557
respectively. Table 2 provides a statistical performance analysis of the remaining
parameters for each of the aforementioned scripts.

Table 1 Recognition performances of the proposed script identification technique using seven
well-known classifiers (best case is shaded in gray and styled in bold)

Table 2 Statistical performance measures along with their respective means (shaded in gray and
styled in bold) achieved by the proposed technique for twelve handwritten scripts
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Though Table 2 shows impressive results but some misclassifications have
been found during the experimentation. The main reasons are: (a) presence of
speckled noise, (b) existence of multi-skewed words present in some text-lines, and
(c) occurrence of irregular spaces within text words, punctuation symbols, etc. in
the text–line images. The structural resemblance in the character set of some of the
Matra based scripts like Devanagari and Gurumukhi and non-Matra based scripts
like Kannada and Telugu as well as Malayalam and Tamil cause similarity in the
contiguous pixel distribution which in turns misclassifies them among each other.
Figure 2 shows some samples of misclassified text-line images.

6 Conclusion and Future Work

We have proposed a robust method for handwritten script identification at text-line
level for all the official scripts of India. The main intention of this paper is to
facilitate the multilingual handwritten OCR and script based retrieval of offline
handwritten documents. A set of 84 features are extracted using the combination of
NGTDM and GLRLM. NGTDM aims to extract information about spatial changes

Fig. 2 Sample text-line images written in a Bangla, b Devanagari, c Gurumukhi, d Kannada,
e Telugu, f Malayalam and g Tamil misclassified as Gujarati, Gurumukhi, Devanagari, Telugu,
Kannada, Tamil and Malayalam scripts respectively
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in intensity which can be obtained by looking at the difference between the gray
tone of each image pixel and the gray tones of its neighbors. On the contrary,
GLRLM contains great discriminatory information which in turn preserves much of
the texture information in run-length matrices. Experimental results have shown
that an accuracy rate of 97.69% is achieved using MLP classifier which is quite
acceptable taking the complexities and shape variations of the scripts under con-
sideration. This work is first of its kind presuming the number of official scripts into
account. Our future endeavor will be to modify this technique to perform the script
identification from handwritten document images containing more number of
Indian languages. As the key feature used in this technique is mainly texture based,
in future, the technique will be applicable for recognizing non-Indic scripts in any
multi-script environment. Focus will be also to increase the size of the text-line
script database to incorporate larger variations of writing styles belonging to writers
from speckled backgrounds which, in turn, would devise our technique as writer
independent.
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An Approach to Stroke-Based Online
Handwritten Bangla Character
Recognition

Shibaprasad Sen, Ram Sarkar and Kaushik Roy

Abstract This paper deals with stroke-based online Bangla character recognition
strategy. In the present work, constituent strokes have been extracted from char-
acters and then popularly used distance based features have been estimated in order
to recognize the basic strokes. Next, a rule-based approach is followed for the
recognition of the characters from the previously recognized strokes. A total of
15,000 isolated online handwritten Bangla characters contributing 32,534 stroke
samples have been used in this experiment, and a satisfactory result of 89.39%
recognition accuracy has been achieved.

Keywords Online character recognition ⋅ Stroke based classification ⋅ Distance
based feature ⋅ Rule-based approach ⋅ Bangla script

1 Introduction

Exponentially increasing usage of handheld devices such as Take Note, iPad, Smart
phones etc. by individuals makes Online Handwriting Recognition (OHR) an
upcoming research domain. The advantage of using such devices is that people
from major part of the society can write information freely on those devices in their
natural handwriting style. These written data are saved in the form of online
information. Writing in normal style on those devices not only saves extra time but
also minimizes the chance of mistyping that may arise when writing with a
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keyboard. Thereby, researchers are now showing their interest to OHR. Though
good number of research works is present in the literature for Devanagari script [1–
8] but for Bangla script, research is not still mature enough. Bhattacharya et al. in
[9] proposed a novel direction code based online Bangla character recognition with
a database of size 7043. In this approach authors divided the online temporal data
sequence of specimen character into several sub-divisions and then computed the
direction code feature into these sub-divisions. They made a histogram of these
produced values and used them as feature for their experiment. Authors in [10]
manually grouped the strokes for all specimens of 50 Bangla character samples into
54 classes. Grouping into different classes was done by considering the shape
similarity of the graphemes constituting character sample. They used Hidden
Markov Model (HMM) for stroke recognition. One HMM was used for each stroke
class. An unknown character was then identified by looking into look up tables for
the produced strokes. A stroke based approach was adapted in [11] for the
recognition of online handwritten Bangla characters where strokes were represented
as a string of shape features. Dynamic Time Wrapping (DTW) algorithm was
applied to recognize the component strokes from a stroke database. After identi-
fying all the constituent strokes finally the characters were recognized. A different
way was discussed in [12] by Roy where strokes were collected from online
character information and then stroke level sequential and dynamic information
were collected on the basis of pen movements on those writing devices. This
sequential and dynamic information were serving as feature values for the recog-
nition of strokes in his work. Bhattacharya et al. in [13] engaged themselves for the
annotation of unconstrained online handwritten Bangla samples and thereby pre-
pared a substantial volume of annotated dataset for those handwriting specimens.
A graphical user interface based semi-automatic system was built for the annotation
at the character boundary level. Authors in [14] proposed a two-stage approach
towards online Bangla character recognition where firstly probability distribution
was estimated for each stroke class by using some stroke level features. A HMM
based character classifier was then constructed by considering each stroke class as a
state. Authors in [15], proposed a new scheme where the constituent strokes were
divided into a number of local zones. Stroke level structural and directional
information were computed in each local zone and then these computed values were
concatenated to serve as feature values for the experiment. Mondal et al. in [16]
applied direction code histogram and point-float feature extraction techniques
towards recognition of Bangla alphabets. Effectiveness of the feature values were
tested by HMM, Nearest Neighbor and Multilayer Perceptron (MLP) classifiers.
Authors in [17] combined some online feature (namely, point based and structural)
and some offline (quad tree based longest run and convex hull) features for online
Bangla characters recognition. Sen et al. in [18] explored a simple but effective
feature computation strategy for the recognition of online Bangla basic characters
known as distance based feature. Authors in [19] dealt with the individual impact of
Global Information and Local Information based feature extraction approaches
towards online Bangla character recognition. Global Information monitored the
shape statistics, whereas, Local Information tried to extract some valuable local
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information about the Bangla character samples. Authors in this paper also high-
lighted the combining impact of Global and Local Information based techniques. If
number of speakers would be a key criterion for more research, then Bangla lan-
guage definitely demands more attention from the OHR research community. In the
current work, a new stroke-based approach has been adapted to recognize the online
handwritten Bangla characters. In this approach, distance based features have been
computed for the recognition of constituent strokes of the specimen character
samples. This feature vector is then feed to MLP classifier for the recognition of the
strokes. At the end a rule-based approach is constructed for the recognition of target
character from component strokes.

In this paper, the more concentration is given towards the feature extraction
stage that generally is the key factor in pattern recognition. Researchers face dif-
ficulties to recognize the online handwritten Bangla characters due to the facts such
as the presence of moderately large volume of character and strokes symbol set,
extremely cursive nature of the shapes of characters even if written isolated, and
there exist few groups of almost similar shape strokes or characters. Inherent
problem for any online handwriting system occurs due to writing style of different
individual in terms of shape and size of the symbols; even same writer writes
differently at different times. Especially in Bangla, the number and order of strokes
of an online handwritten character make the thing complex enough.

2 Bangla Script

Bangla is known as the second most popular language in India. It is also one of the
official languages in India as well as an official script in Bangladesh. It is inherited
from ancient Brahmi script though its exact derivation is disputed. Writing style has
some common similarities with Dravidian scripts, especially in the shapes of some
vowels, but it is more similar to the Indo-Aryan scripts, in particular Devanagari. In
Bangla, every consonant represents a syllable containing an inherent vowel written
from left to right. Basic Bangla character set contains 39 consonants and 11 vowels.

3 Working Methodology

Any stroke-based online handwriting recognition system follows some basic steps,
such as (a) strokes are extracted from characters and then some pre-processing steps
are required, where at first smoothing is done to remove noise and duplicate (or
repeating points) points are discarded. Then pixel points forming the input strokes
are re-sampled to obtain a new sequence of points, which are approximately
equidistant. All the stroke data sample is then normalized into a fixed number of
points and scaling is performed to fix the sample into a pre-defined window size,
(b) after the pre-processing stage features are extracted from those pre-processed
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data, (c) the stroke samples are recognized through some well-known classifier(s)
based on feature values extracted from the former stage and (d) finally, characters
are identified from recognized strokes.

3.1 Stroke Database Generation

Data collection sheets have been arranged for the preparation of isolated character
database as it is not feasible to collect the strokes at random. This is because normal
human are not acquainted with writing strokes individually. Here the strokes are
extracted from their parent characters. 300 handwritten specimens of each Bangla
character sample have been collected from 100 different persons. Different sections
of society with varying age groups, educational background, gender etc. have
contributed in the data collection drive. As Bangla basic alphabet set contains 50
distinct character shapes, hence in the present experiment, 15,000 data samples in
total have been collected. No burden has been imposed on the writers except that
the writers were requested to write constituent strokes as part of basic stroke
database (see Fig. 1). Take note was used to collect data which can be represented
as a collection of pen position pt, where t is ranging from 1 to M. pt describes pen
position having x coordinate as xt and y coordinate yt with pen up or pen down
status. Here, M represents total pen positions for each of the character samples.
Stroke can be described by some sequence of pen positions collected between one
pen-down and pen-up. Bangla characters are generally formed by combination of
one or more basic strokes. From statistical analysis on the dataset it is found that the
minimum number of strokes used to write a Bangla character is one and maximum
number for the same is six. For example এ, ও and ৎ can be written using a single

Fig. 1 Basic strokes of Bangla character set
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stroke whereas to write ঊ an average of four strokes is needed. Maximum six
strokes can be used for আ and rest of the characters bear an average stroke number
that is less than three. As per observation, the average number of stroke per
character is 2.2. The present database contains 50 basic symbols from Bangla
character set and the total number of stroke for the Bangla script would be
approximately 110. But from statistical analysis it is found that only 52 strokes are
enough to represent all the basic characters. This is because some of the strokes are
common to various characters.

From the Fig. 1 it can also be stated that 40 out of the 50 characters mostly
contain a horizontal line at the upper part called Matra. The recognition of Bangla
script is more difficult not only due to the presence of large volume of character set
but also the variation in terms of number and order of strokes appear while writing
the characters. To explain the situation, character ‘আ’ has been considered as an
example because this character contains maximum number of strokes. Seven pos-
sible strokes coming from the specimens of this character sample are reflected in
Fig. 2. It has also been observed that minimum two to maximum six strokes out of
seven are used for writing the same character symbol. Some different ways with the
varying number of strokes to write the character আ is shown in Fig. 3. Stroke order
variation is depicted in Fig. 4, where four strokes have been considered to write আ.

Fig. 2 Examples of strokes
use to write আ

Fig. 3 Some ways of writing আ using the possible stroke-combinations
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3.2 Preprocessing and Feature Extraction

3.2.1 Preprocessing

At pre-processing step, all the duplicate or repeated points have been removed at
first from the stroke specimen because those points may increases redundancy with
added computational complexity. If pi and pk refer to two consecutive pen points,
then ith point pi is retained with respect to kth point pk if the Eq. (1) is maintained.

x2 + y2 >m2 ð1Þ

Here it can be assumed that x= xi − xk and y= yi − yk. The value of m is set to 0
to remove all duplicate points. Next, pixel points constituting the strokes are
re-sampled to generate a new sequence of positions that are approximately
equidistant. Then the stroke is normalized into 64 points by keeping the stroke
structure intact. When performing scaling operation all normalized points are fixed
to a predefined window of size 512 × 512.

3.2.2 Distance Based Feature

A different approach toward Distance based feature extraction technique for Bangla
character recognition was presented in [18]. Due to the presence of almost similar
kind of cursive nature in strokes of Bangla characters, it is assumed that with
suitable modification, this feature extraction strategy can be well fitted into this
problem. According to this approach, strokes are firstly divided into N hypothetical
segments. As a single segment is presented by two points, strokes shapes are
divided into N +1 almost equidistant sample pen points pi, where i varies from 1 to
N +1. The distance from each point to every other point has been computed and
these distance values are considered as the features for the current experiment (see
Fig. 5). According to statistical analysis of Bangla stroke set, it has been noticed
that there exists some strokes those are nearly similar in shape structure. To defend
this situation, some local information of the stroke are required which in turn

Fig. 4 Example of the
different stroke-order for a
character having four strokes
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produce discriminating features for recognition of such strokes. In the current work,
all strokes are divided into 16 segments. It is really challenging to decide the
optimal number of segmentations needed but we have followed the work as
mentioned in [18], and have set the value of N to 16. Distance based feature
algorithm is presented in Algorithm 1.

Algo 1. Algorithm used to compute distance based features 

Number of features generated by distance based feature extraction approach for
N segmented stroke is N*ðN +1Þ 2̸. As in the present work N = 16, so a
136-element feature vector has been generated for recognizing the basic strokes.

4 Recognition

In this work, the recognition module has been divided into two parts: (i) Recogni-
tion of strokes and (ii) Formation of valid character from recognized strokes.

Fig. 5 a–c Distance calculation from one segmented point to the rest (red points refer to
segmented points and black lines denote the distances among segmented points)
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4.1 Recognition of Strokes

Based on the above mentioned feature, an MLP based classifier is adopted for the
recognition of the strokes. The current work designs a 2-layered MLP for the
recognition of handwritten online Bangla characters. The numbers of neurons in the
input and output layers of the perceptron are considered as 136 and 52 respectively.
The number of neurons in hidden unit is set to 85 whereas the learning rate and
acceleration factor of the back propagation algorithm are set to suitable values,
based on trial runs. A network of 136-85-52 is thereby designed.

4.2 Formation of Valid Character from Recognized Strokes

Each character will be constructed with the help of its recognized strokes. To do so,
firstly, after extracting all the strokes from all the characters, strokes are classified
into three categories depending on positions of the same.

Major Stroke: A stroke is called Major stroke if it occupies major portion of the
character symbol. For the character ‘অ’ the major stroke is ‘৩’.
Minor Stroke: A stroke is called Minor stroke if it occupies minor portion of the
character. For the character ‘অ’ the minor stroke is ‘া’.
Matra(MTR): A stroke is called Matra if it is a horizontal straight line occurred at
the upper part of the character. For the character ‘অ’ the matra stroke is ‘-’.

This categorization plays an important role at the time of forming characters
from the identified strokes. To minimize the problem that may arise due to different
sequence of stroke-order even in case of same character, Major stroke and Matra are
identified and they are placed at first and last positions respectively in stroke
sequence. This reduces the possible number of different stroke-order combinations
while forming the character. A rule-based approach is then constructed to form all
such stroke-order combinations. Few such rules for recognizing characters অ andআ
are shown in Fig. 6.

Fig. 6 Rules for constructing characters অ and আ
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5 Results and Discussion

The experimental evaluation of the above technique has been carried out using
isolated Bangla strokes. A total of 32,534 strokes are prepared from the collected
online handwritten Bangla basic characters, as mentioned earlier.

5.1 Recognition Result on Isolated Stroke and Formation
of Characters

In the present work, MLP classifier produces 89.39% accuracy in recognizing
strokes of online Bangla basic characters. Distance based feature exhibits reason-
able performance to distinguish different cursive structural patterns for recognizing
basic strokes except some shown in Table 1. From this table it can be seen that the
stroke MTR sometimes misclassified as MSA or as _A_ in the first row. MTR,
MSA, _A_ are structurally similar but they differ only by their directions. For
example, the MTR is almost horizontal in nature whereas MSA has a small slope
along x axis, and, _A_ is vertical in nature. Similarly, strokes UU_ and I__ (see the
second row of Table 1) are misclassified for the same reason. First few portions
(cursive part) for both the strokes in third row are same but the next portion is either
vertical or horizontal. Strokes in the fourth row are structurally almost similar.

Authors in [10] used shape based feature for stroke recognition and achieved
84.6% accuracy. In [14], some structural and directional features were used for
stroke recognition with 87.48% success rate, whereas 5000 test samples used. Roy
et al. in [12] have used point based with some structural features toward stroke
classification. Their technique classified 96.85% strokes accurately. In contrast, the
present technique yields better performance than [10, 14]. Though this approach
exhibits lesser accuracy than [12] but it solves certain problems faced by them.
Hence, it can be concluded that distance based feature used here is quite capable of

Table 1 Most confusing stroke pairs

Original stroke Misclassified as
MTR( )

(MSA) (_A_)

(I__) (UU_)

(NA_) (2__)

(C__) (DDH)
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identifying the cursive structure accurately. Moreover, the datasets used in the
works [10, 12, 14] are different thereby these works cannot be compared directly
with the present work. But to facilitate the researchers in this domain, the facts are
highlighted in this section.

Recognition of handwritten online Bangla basic characters from constituent
strokes using rule-based technique heavily depends on stroke recognition results.
Table 2 reflects some misclassified character pairs. After a detailed analysis, it is
found that characters are misclassified because of error in stroke classification stage
and strong structural similarity of the stroke samples. In first row, character য is
misclassified as ষ and vice versa. The main reason for this is that in both the
samples, major stroke is same but when MTR is misclassified as MSA then char-
acter য is recognized as ষ and when MSA is misclassified as MTR then character ষ
is identified as য wrongly. These observations may be useful to explore more in the
feature extraction stage for improving the overall recognition ability.

6 Conclusion

In the present work, distance based feature extraction approach is employed for
recognition of strokes of the online handwritten Bangla characters. The outcome of
this stage is applied to form the characters using a rule-based approach. Here, the
success rate of stroke recognition plays an important to obtain a good character
recognition system. There are still rooms to experiment with different number of
segmentations with some novel features in order to identify the misclassified strokes
correctly. Therefore, a need for corrective measure for misclassified strokes can be
thought as the future scope of the present work.
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Abstract Identification of unknown protein function is important in biological
field based on the fact that proteins are responsible for some vital diseases whose
drug is still yet to be discovered. Protein interaction network serves a crucial role in
protein function prediction among all the other existed methodologies. Motivated
by this fact different neighborhood approaches are proposed by exploiting the
various indispensable neighborhood properties of protein interaction network which
has added an extra dimension to this field of study.
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1 Introduction

Determining unknown protein function prediction by biological experiments will
lead to the expense of much more cost as well as time. Thus computational
methodologies like gene fusions, gene neighborhood, protein-protein interactions
(PPI) etc. are taken into consideration which not only reduce human effort, time and
cost but also succeeded in generating much more accurate results evaluated through
various standard metrics. In our work, we have considered PPI network for function
prediction. An unknown protein may be annotated with a function of any protein in
it’s neighborhood as it is believed that neighborhood proteins perform almost
similar function as that of the unknown one. Now the selection of neighborhood
protein should be logically and computationally justified which is the main
objective of all our proposed methods. Before proceeding into main section of our
work, various existing methodologies have been discussed in the upcoming section
in order to fetch a clear idea about the possible ways of unknown protein function
prediction.

A simple neighborhood-counting method is proposed in the work of Sch-
wikowski [1] for the assignment of functions of neighborhood to an unannotated
protein depending on the most frequent occurrence of functional labels among its
interacting partners. But in the chi-square method [2] function assignment depends

on the largest chi-square scores which is usually defined as ðnf − ef Þ2
ef

, where nf
denotes the number of proteins in the neighborhood of the unknown protein that
have the function f and ef denotes the expectation of this number based on the
frequency of f among all proteins in the network. Chen et al. [3] takes this
neighborhood property to the next level by the inclusion of the concept of func-
tional similarity between the neighbors from the level-1 and level-2 and the
unknown protein in question. Vazquez et al. [4] generates an optimization problem
using simulated annealing where they mainly highlight on maximizing unknown
protein connectivity by increasing the number of interconnected edges with it.
Karaoz et al. [5] applies an identical approach but to a large area of application
including PPI data and gene expression data taking gene ontology in consideration.
Some other approaches like flow based approach [6], markov random field [7],
binomial model based loopy belief propagation [8], probabilistic methods [9],
network based statistical algorithm [10] and UVCLUSTER based on bi-clustering
[11] also emerge as successful and remarkable methodologies in PPI based protein
function prediction. While on the other hand, Molecular Complex Detection
(MCODE) [12] and graph clustering approaches [13, 14] also leave their marks in
this field. Pruzli et al. [15] use graph theoretic approach to form clusters which are
later analyzed by Highly Connected Sub-graphs (HCS) algorithm. King et al. [16]
proposed application of Restricted Neighborhood Search Clustering algorithm
(RNCS) for clustering the protein interaction network. Wei et al. [17] proposed a
unique method of enriching the original PPI network by the incorporation of two
type of edges: implicit and explicit thereby incorporating more information than the
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earlier one which will boost up the function prediction. Zhao et al. [18] creates a
dynamic weighted interactome network from which prediction is executed using a
ranking methodology.

The above study has revealed the fact that though existed methodologies have
already created a larger impact but still there are lots of improvements yet to be
incorporated like protein domain, structure and sequence related information.
Motivated by this fact, various neighborhood based methods for the prediction of
functions of unannotated proteins has been proposed in this work where the
uncharacterized protein is associated with the function corresponding to the highest
scoring neighborhood protein among all of them.

2 Dataset

We have used Munich Information Center for Protein Sequences database in our
works [19–21]. The Munich Information Center for Protein Sequences (MIPS) is
located at the Institute for Bioinformatics (IBI), which is part of the GSF-National
Research Center for Environment and Health. The MIPS focuses on genome ori-
ented bioinformatics, in particular the systematic analysis of genome information
including the development and application of bioinformatics methods in genome
annotation, expression analysis and proteomics. The database is incorporated with
protein-protein interaction data of yeast (Saccharomyces Cerevisiae) which con-
tains 15613 genetic and physical interactions. After discarding self-interactions a set
of 12487 unique binary interactions involving 4648 proteins are selected.

3 Related Terminologies

A scoring scheme known as Neighborhood ratio (Plð= 1, 2Þ
Oið= 1....15Þ ) that computes the ratio

of level-1 (or level-2) neighbors corresponding to a functional group and the total
number of level-1 (or level-2) neighbors has been used in FunPred-0.1 and
FunPred-0.2 [19]. Secondly, another amino acid scoring scheme involving protein
sequence properties known as physico-chemical properties score (PCPlð=1, 2Þ

score ) has
been used in our next work [20]. In addition to these, other graph theory based
measures like Protein Neighborhood Ratio Score (Pscorel = 1, 2ð Þ) [21], Relative
functional similarity (Wlð=1, 2Þ

u, v ) [21, 22], Proteins path-connectivity score (Qlð=1, 2Þ
u, v )

[21, 23] are used in FunPred-1 [21]. The higher the Protein Functional Similarity is,
more functional similarity is found in those proteins. Protein path connectivity score
measures a protein’s connectivity in a network. Proteins of more paths and shorter
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path lengths are tightly connected in the network. Edge Clustering Coefficient is
another graph theoretic measure which describes how close two proteins are. The
protein having higher value of Edge Clustering Coefficient is likely to be more
involved in the community. While in FunPred 2, we have used two important
scoring schemes Edge weight (Wuv) [23] and Node weight ðWv) [23]. All the other
relevant graphical terms and properties are described in our earlier works [19, 21].

4 Proposed Method

In this paper, three types of protein function prediction schemes, namely, FunPred-0,
FunPred-1 and FunPred 2 are outlined where different aspects of neighborhood
analysis are done. FunPred 0.1 and FunPred 0.2 [19] are very simpler methods which
use neighborhood ratio of protein of unknown function. FunPred-0.1 selects proteins
randomly from the protein interaction network and predicts the functions using
level-1 and level-2 neighborhood ratios. The maximum neighborhood score among
all its neighbors dominates the role to take decision for its functional
group. FunPred-0.1 does this prediction trivially by considering level-1 and level-2
neighbors of entire sub graph. As a consequence, computation is done for every
level- and level-2 neighbors including distantly related neighbors. This fact neces-
sitates finding out the densely connected region instead of considering the entire
neighborhood graph which helps to reduce computational time. In FunPred-0.2,
identification of densely connected region is found from which relevant interactions
of candidate protein is obtained. To do this an intelligent technique empowered with
heuristic knowledge is applied in the protein interaction network. Then similar
strategies followed in FunPred-0.1 are taken to predict the possible functional group
of that candidate protein. The overall match rate achieved in method-I is 95.8% and
in FunPred-0.2, it is 97.8% over 15 functional groups (cell cycle control (O1), cell
polarity (O2), cell wall organization and biogenesis (O3), chromatin chromosome
structure (O4), co-immuno-precipitation (O5), co-purification (O6), DNA Repair
(O7), lipid metabolism (O8), nuclear-cytoplasmic transport (O9), pol II transcription
(O10), protein folding (O11), protein modification (O12), protein synthesis(O13),
small molecule transport (O14) and vesicular transport (O15)).

FunPred-1.1 and FunPred-1.2 [21] both are designed on the basis of FunPred-0
but they also take other graph theory based measures into account to predict
function of an unknown protein. Here, less but more important functional groups
are considered in this method. Eight functional groups are chosen as most of the
proteins are found to be associated with these functional groups. Chosen functional
groups are Cell cycle control, Cell Polarity, Cell wall organization and biogenesis,
Chromatin chromosome structure, nuclear-cytoplasmic transport, poll-II transcrip-
tion, Protein folding and Protein modification. For each functional group, 10% of
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proteins are chosen as candidate protein whose functional group has to be predicted
whereas remaining 90% proteins are considered as their neighbors. Like FunPred-0,
2 types of neighbors like: level-1 neighbor (having direct connection with candidate
protein) and level-2 neighbor (having direct connection with level-1 neighbors) are
considered. Unlike FunPred-0, FunPred-1 computes neighborhood score than only
computing neighborhood ratio. Neighborhood score is additive measure of neigh-
borhood ratio, relative functional similarity and protein path connectivity score. For
a candidate protein, neighborhood score is computed in level-1 and level-2 for each
functional group. So FunPred-1.1 assigns the candidate protein to that functional
group in which maximum neighborhood score is found. The overall accuracy of
FunPred-1.1 is 75.8% and average recall and precision are evaluated as 0.5038 ±
0.1810 and 0.7613 ± 0.1792 respectively. The F-score is 0.6019 ± 0.1770. Like
FunPred 0.2, FunPred-1.2 finds the densely connected region but using edge
clustering coefficient of a protein. Edge clustering coefficient describes another
neighborhood property stating how close two proteins are. However, if the com-
putation is done only on significant neighbors that have maximum neighborhood
influence on the protein of interest, then exclusion of non-essential neighbors may
reduce the computation time. This is the basis of using heuristics adopted in
FunPred-1.2.Using the heuristic that a higher neighborhood ratio may exist in
densely connected sub-graphs the search space in FunPred-1.2 is reduced. Using
the edge clustering coefficients, FunPred-1.2 finds the densely connected regions
whereas edges with low edge clustering coefficients are not considered. In the
reduced graph thus obtained similar procedure is followed up to predict functional
group. The overall accuracy of FunPred-1.2 is 87% and average recall and precision
are found to be 0.5613 ± 0.1545 and 0.8588 ± 0.1192. The F-score is
0.6724 ± 0.1357.Steps followed in FunPred-1 are described in details below.

4.1 FunPred 1.1

In FunPred 1.1 [21], the prediction technique is based on the combined score of
neighborhood ratio, proteins path connectivity and relative functional similarity.
Now, this method attempts to find the maximum of the summation of three scores
thus obtained in each level and assign the unannotated protein to the corresponding
functional group of the protein having the maximum value. Given G′

P, a sub graph
of protein interaction network, consisting of proteins as nodes associated with any
protein of set O= fO1, O2, O3,…,O8g; where, Oi represents a particular functional
group, this method maps the elements of the set of un-annotated proteins PU to any
element of set O. Steps associated with this method are described below.
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4.2 FunPred 1.2

In FunPred 1.1, for any unannotated protein, we consider all Level-1 neighbors and
Level-2 neighbors belonging to any of 8 functional groups. Prediction is done on
the basis of neighborhood property where computation considers all Level-1or
Level-2 neighbors. But if the computation is done only on significant neighbors
who have maximum neighborhood influence on the protein of interest then
exclusion of non-essential neighbors may reduce the time of computation. This is
the basis of our heuristic adopted in FunPred 1.2 [21]. Here, we only consider a
region or portion of a graph where neighbors are more connected, i.e., densely
connected neighbors are considered to be more significant. Steps associated with
this method are described below:
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Further it has been noted that analysis of the protein structure can provide
functional clues or confirm tentative functional assignments inferred from the
sequence. Many structure based approaches exist (e.g., fold similarity,
three-dimensional templates), but as no single method can be expected to be suc-
cessful in all cases, a more prudent approach involves combining multiple methods.
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This observation tempted us to design our next work [20], a new approach to
predict protein function is presented that combines sequential, structural informa-
tion into protein-protein interaction network. Here physico-chemical properties of
amino acids have been added in estimating neighborhood scoring values which help
us to obtain more accuracy.

A protein may be involved in more than one activities resulting into interacting
with different proteins of different functional groups. For this reason, selection of
candidate protein (whose functional group is to be predicted) is very crucial task in
this respect. If the candidate protein is orthodox in nature i.e., it is associated with a
particular functional group then this method does not need to compute much more.
On the other hand, it faces more challenges if the candidate protein is very popular
individual (i.e., it interacts with protein of different functional groups) in protein
interaction network. Locally dense regions are very likely to be protein complexes
and proteins in the complex share the similar activity. So, candidate protein
selection can be done from different protein complexes which ensure its popularity.
In FunPred 2, given a protein interaction network, different dense regions or protein
complexes are found using graph theoretic properties. The complex detection
approach has been adopted from the work of Wang et al. [24]. From those com-
plexes, candidate proteins are selected whose functional group is to be predicted. In

every complex, thus found, of every protein PCPlð=1, 2Þ
score is computed and PCPlð=1, 2Þ

score

of centroid of every complex is calculated. PCPlð=1, 2Þ
score is defined as scaling of the

mean value obtained from physico-chemical properties (Extinction Coefficient,
Absorbance, Number of Negatively Charged Residues, Number of Positively
Charged Residues, Aliphatic Index). For any candidate protein PCPscore is calcu-
lated and using the similarity measure, it assigns candidate protein to a complex
with which maximum similarity is found. Steps for finding Protein Complex are
outlined below as Algorithm A:

172 S. Saha et al.



Next, from each complex, 50% of proteins are taken randomly as test proteins
and added to PU, the set of non-annotated proteins whose functions have to be
predicted. FunPred 2 predicts functional group of proteins of PU based on neigh-
borhood analysis and physicochemical properties of their level-1 and level-2 pro-
teins. For a particular protein in PU , it selects significant level-1 neighbors (some
level-1 neighbors having edge weight 0 and node weight less than β are deleted).For
every significant level-1 neighbor of that protein, it finds their neighborhood graph
comprising of their immediate neighbors using similar manner(considering the edge
weight and node weight criterion). Thus, for a protein of interest having say, q
numbers of significant level-1 neighbors, q neighborhood graphs are formed. Next,
it computes the PCPscore of the protein of interest and also computes mean PCPscore
of its neighborhood graphs. Then, it computes difference between protein and each
neighborhood graph’s PCPscore. Finally, it assigns that protein to functional group
of level-1 neighbor for which minimum difference is found. The following section
describes the methodology of FunPred 2.
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5 Results and Discussion

We have compared the performances of 4 methods: neighborhood counting method
[1], the chi-square method [2], a recent version of the neighbor relativity coefficient
(NRC) [23] and the FS-weight based method [25] for our Saccharomyces cerevisiae
dataset with each other and with our previous methods as well as the current
FunPred 2.

The NRC method [23], clearly performs better than the four methods. In Fig. 1,
the performance of our earlier methods FunPred 1.1 and FunPred 1.2 across 8
functional groups highlights the fact that in terms of average prediction scores, our
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method is better than the NRC method. This may be because both level-1 and
level-2 neighbors are considered and a variety of scoring techniques in the protein
interaction network, such as protein path connectivity, neighborhood ratio, and
relative functional similarity etc. are also incorporated.

But it should be noted here that both FunPred 1.1 and FunPred 1.2 have low
recall values and F-scores. The same is also true for the other methods. This has
been completely surpassed by our current method FunPred 2. Though FunPred 2
has low Precision in comparison with that of FunPred 1.1 and FunPred 1.2 but it is
subsequently higher than the remaining methods. This may be due to the fact that
unannotated protein selection is independent of functional groups and subsequent
incorporation of physicochemical properties of each protein in function prediction
methodology. Moreover more number of functional groups are involved while
choosing proteins randomly from each cluster. For chi-square methods
(Chi-square#1 and Chi-square #1 and #2), the weak prediction has resulted due to
the sparseness of PPI network as the chi-square methods work better on dense parts
of the interaction network.

The result obtained in all Chi-square methods [2] is comparatively lower than the
other methods because it only concentrates only on the denser region of the
interaction network. The neighborhood counting method though performs well but
fails when compared to NRC, FS-weight#1 (only direct neighbors are considered)
and FS-weight #1 and #2 (both direct and indirect neighbors are considered)
methods since it does not consider any difference between direct and indirect
neighbors. Figure 1 shows a comparative detailed analysis of the four methods
(taken into consideration in our work) along with our proposed systems.

Results show that our proposed FunPred 2 achieves better performance than
existing function prediction methods. They also show that the network structure
may be pruned based on the edge weight and along with it use of physico-chemical

Fig. 1 Comparative analysis existing methods with our developed method FunPred-1 and
FunPred-2
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properties lead to improved and faster functional prediction in complex and diverse
protein–protein interaction networks. For performance improvements, domain-
domain affinity information [26] and structure related information [27] may be
incorporated in prediction of the protein functions. The use of domain interaction
information and structure related information in the prediction of protein function
may be considered as a future extension of the current work. This study currently
considers 18 functional groups in the yeast PPI network. We would like to extend
this to other significant functional groups. Also, we will explore the effectiveness of
this method in other organisms, such as in human protein–protein interactions with
even more complex network architecture. In a nutshell, all the methods presented
above proposes useful sets of features for prediction of unknown protein functions.

Acknowledgements Authors are thankful to the “Center for Microprocessor Application for
Training and Research” of the Computer Science Department, Jadavpur University, India, for
providing infrastructure facilities during progress of the work.

References

1. Schwikowski, B., Uetz, P., Fields, S.: A network of protein-protein interactions in yeast. Nat.
Biotechnol. 18, 1257–1261 (2000)

2. Hishigaki, H., Nakai, K., Ono, T., Tanigami, A., Takagi, T.: Assessment of prediction
accuracy of protein function from protein–protein interaction data. Yeast 18, 523–31 (2001)

3. Chen, J., Hsu, W., Lee, M.L., Ng. S.K.: Labeling network motifs in protein interactomes for
protein function prediction. In: IEEE 23rd International Conference on Data Engineering,
pp. 546–555 (2007)

4. Vazquez, A., Flammini, A., Maritan, A., Vespignani, A.: Global protein function prediction
from protein-protein interaction networks. Nat. Biotechnol. 21, 697–700 (2003)

5. Karaoz, U., Murali, T.M., Letovsky, S., Zheng, Y., Ding, C., Cantor, C.R., Kasif, S.:
Whole-genome annotation by using evidence integration in functional-linkage networks.
Proc. Natl. Acad. Sci. 101, 2888–2893 (2004)

6. Nabieva, E., Jim, K., Agarwal, A., Chazelle, B., Singh, M.: Whole-proteome prediction of
protein function via graph-theoretic analysis of interaction maps. Bioinformatics 21, i302–
i310 (2005)

7. Deng, M., Mehta, S., Sun, F., Chen, T.: Inferring domain–domain interactions from protein–
protein interactions. Genome. Res. 1540–1548 (2002)

8. Letovsky, S., Kasif, S.: Predicting protein function from protein/protein interaction data: a
probabilistic approach. Bioinformatics 19, i197–i204 (2003)

9. Wu, D. D.: An efficient approach to detect a protein community from a seed. In: IEEE
Symposium on Computational Intelligence in Bioinformatics and Computational Biology,
pp. 1–7 (2005)

10. Samanta, M.P., Liang, S.: Predicting protein functions from redundancies in large-scale
protein interaction networks. Proc. Natl. Acad. Sci. 100, 12579–12583 (2003)

11. Arnau, V., Mars, S., Marín, I.: Iterative cluster analysis of protein interaction data.
Bioinformatics 21, 364–378 (2005)

12. Bader, G.D., Hogue, C.W.V.: An automated method for finding molecular complexes in large
protein interaction networks. BMC Bioinformatics 27, 1–27 (2003)

176 S. Saha et al.



13. Altaf-Ul-Amin, M., Shinbo, Y., Mihara, K., Kurokawa, K., Kanaya, S.: Development and
implementation of an algorithm for detection of protein complexes in large interaction
networks. BMC Bioinformatics 7, (2006). doi:10.1186/1471-2105-7-207

14. Spirin, V., Mirny, L.A.: Protein complexes and functional modules in molecular networks.
Proc. Natl. Acad. Sci. 100, 12123–12128 (2003)

15. King, A.D., Przulj, N., Jurisica, I.: Protein complex prediction via cost-based clustering.
Bioinformatics 20, 3013–3020 (2004)

16. Asthana, S., King, O.D., Gibbons, F.D., Roth, F.P.: Predicting protein complex membership
using probabilistic network reliability. Genome Res. 14, 1170–1175 (2004)

17. Xiong, W., Liu, H., Guan, J., Zhou, S.: Protein function prediction by collective classification
with explicit and implicit edges in protein-protein interaction networks. BMC Bioinform. 14,
Suppl 1, S4 (2013)

18. Zhao, B., Wang, J., Li, M., Li, X., Li, Y., Wu, F.X., Pan, Y.: A new method for predicting
protein functions from dynamic weighted interactome networks. 15, 131–139 (2016)

19. Saha, S., Chatterjee, P., Basu, S., Kundu, M., Nasipuri, M. (2012): Improving prediction of
protein function from protein interaction network using intelligent neighborhood approach.
In: IEEE International Conference on Communications, Devices and Intelligent Systems
pp. 604–607

20. Saha, S., Chatterjee, P.: Protein function prediction from protein interaction network using
physico-chemical properties of amino acid. Int. J. Pharm. Biol. Sci. 24, 55–65 (2014)

21. Saha, S., Chatterjee, P., Basu, S., Kundu, M., Nasipuri, M.: Funpred-1: Protein Function
Prediction From A Protein Interaction Network Using Neighborhood Analysis. Cell. Mol.
Biol. Lett. (2014). doi:10.2478/s11658-014-0221-5

22. Wu, X., Zhu, L., Guo, J., Zhang, D.Y., Lin, K.: Prediction of yeast protein-protein interaction
network: insights from the Gene Ontology and annotations. Nucleic Acids Res. 34, 2137–
2150 (2006)

23. Moosavi, S., Rahgozar, M., Rahimi, A.: Protein function prediction using neighbor relativity
in protein-protein interaction network. Comput. Biol. Chem. 43 (2013). doi:10.1016/j.
compbiolchem.2012.12.003

24. Wang, S., Wu, F.: Detecting overlapping protein complexes in PPI networks based on
robustness. Proteome Sci. 11, S18 (2013)

25. Chua, H.N., Sung, W.K., Wong, L.: Exploiting indirect neighbours and topological weight to
predict protein function from protein-protein interactions. Bioinformatics 22, 1623–1630
(2006)

26. Chatterjee, P., Basu, S., Kundu, M., Nasipuri, M., Plewczynski, D.: PSP_MCSVM:
brainstorming consensus prediction of protein secondary structures using two-stage multiclass
support vector machines. J. Mol. Model. 17, 2191–2201 (2011)

27. Chatterjee, P., Basu, S., Zubek, J., Kundu, M., Nasipuri, M., Plewczynski, D.: PDP-CON:
prediction of domain/linker residues in protein sequences using a consensus approach. J. Mol.
Model. (2016). doi:10.1007/s00894-016-2933-0

Functional Group Prediction of Un-annotated Protein … 177

http://dx.doi.org/10.1186/1471-2105-7-207
http://dx.doi.org/10.2478/s11658-014-0221-5
http://dx.doi.org/10.1016/j.compbiolchem.2012.12.003
http://dx.doi.org/10.1016/j.compbiolchem.2012.12.003
http://dx.doi.org/10.1007/s00894-016-2933-0


Author Index

B
Basu, Subhadip, 165
Bhattacharjee, Debotosh, 125
Bhattacharya, Adrija, 37
Bhattacherjee, Srimoyee, 3
Biswas, Saakallya, 79

C
Chakrabarti, Amlan, 109, 125
Chakraborty, Basabi, 109
Chakraborty, Sanjay, 95
Chatterjee, Nachiketa, 79
Chatterjee, Piyali, 165
Choudhury, Sankhayan, 37

D
Das, Amit Kumar, 109
Das, Partha Pratim, 79
Dey, Lopamudra, 95
Dvorský, Jiří, 67

G
Goswami, Saptarsi, 109

H
Hanzelka, Jiří, 67

K
Khan, Gitosree, 17
Khatua, Sunirmal, 3

M
Maity, Satyabrata, 125
Mandal, Sudhindu Bikash, 95

N
Nasipuri, Mita, 139, 165

R
Raychaudhuri, Amlan, 125
Roy, Kaushik, 153
Roy, Sarbani, 3

S
Saha, Sovan, 165
Sarkar, Anirban, 17
Sarkar, Ram, 139, 153
Sen, Shibaprasad, 153
Sengupta, Sabnam, 17
Shaikh, Soharab Hossain, 95
Singh, Pawan Kumar, 139

© Springer Nature Singapore Pte Ltd. 2017
R. Chaki et al. (eds.), Advanced Computing and Systems for Security,
Advances in Intelligent Systems and Computing 568,
DOI 10.1007/978-981-10-3391-9

179


	Preface
	Contents
	About the Editors
	Cloud and Service Management
	1 A Review on Energy Efficient Resource Management Strategies for Cloud
	Abstract
	1 Introduction
	2 Energy Efficient Cloud Computing: An Overview
	3 Existing Resource Management Techniques
	3.1 Resource Scheduling
	3.2 Load Balancing
	3.3 Migration

	4 Energy Efficient Resource Management: A Research Direction
	4.1 A Detailed Study
	4.1.1 An Observation


	5 Conclusion and Future Scope
	Acknowledgements
	References

	2 Modeling and Analysis of Enterprise Cloud Bus Using a Petri Net Based Approach
	Abstract
	1 Introduction
	2 Enterprise Cloud Bus System (ECBS)
	2.1 Formal Definition of ECBS
	2.2 Conceptualization of ECBS in MAS Architecture
	2.3 ECBS Elements in MAS Architecture

	3 Proposed Enterprise Cloud Bus Petri Net (ECBP)
	3.1 Definition: Enterprise Cloud Bus Petri Net (ECBP)
	3.2 ECBP Elements: Places and Transitions

	4 Analysis of ECBS Based on ECBP
	4.1 ECBP Based Analysis of ECBS
	4.1.1 Structural Analysis
	4.1.2 Performance Analysis
	4.1.3 Qualitative and Quantitative Analysis Modules

	4.2 Analysis of Behavioral Properties of ECBP Model

	5 A Case Study
	6 Conclusion
	References

	Service Provisioning in Cloud: A Systematic Survey
	1 Introduction
	2 Survey Goals and Research Questions
	3 Detailed Discussion on Service Provisioning
	3.1 Solution Techniques Used
	3.2 QoS Parameter Used
	3.3 Methodologies Used
	3.4 Comparing Capability of Some Well Known Solutions

	4 Context Awareness in Service Provisioning
	5 Service Provisioning by Brokers
	5.1 Broker's Responsibilities
	5.2 Service Broker: Architectures
	5.3 Proposed Broker Architecture for Service Provisioning

	6 Conclusion
	References

	Part II High Performance Computing
	Flexible Neural Trees---Parallel Learning  on HPC
	1 Introduction
	2 Flexible Neural Tree
	2.1 Fitness Function
	2.2 Structure and Parameter Learning

	3 Parallel Learning
	4 Experiments
	4.1 Time-Series Forecasting
	4.2 Scalability

	5 Conclusion
	References

	Software Energy Estimation to Improve Power Efficiency of Embedded System
	1 Introduction
	2 Related Work
	2.1 Resource Substitution
	2.2 Sources of Energy Optimization
	2.3 Instruction Selection and Ordering
	2.4 Minimizing Memory Access Costs
	2.5 Algorithm Selection

	3 Objective
	4 Experimental Setup
	4.1 Energy Calculation Using the 8051 Custom Board
	4.2 Energy Calculation Using EFM32 Board
	4.3 Energy Estimation Using PIN Tool

	5 Observation and Results
	5.1 Results for the Custom 8051 Board
	5.2 Results for the EFM32 Board
	5.3 Software Energy Estimation Using PIN
	5.4 Validation of Models

	6 Conclusions
	References

	Part III Image Processing
	Ternary Quantum Circuit for Color  Image Representation
	1 Introduction
	2 Proposed Models for Color Image Representation
	2.1 First Approach Based on Modified FRQI Model
	2.2 Second Approach Based on Modified Image Amplitude Normalization Technique
	2.3 Proposed Approach Based on Basic Ternary  Logic Circuitry

	3 Measurement of a Pixel's Quantum State
	4 Comparisons Among Above Three Quantum Image Representation Approaches
	5 Conclusion and Future Work
	References

	A Graph-Theoretic Approach  for Visualization of Data Set Feature Association
	1 Introduction
	2 Related Work
	3 Basic Underlying Concepts
	3.1 Graph and Graph Clustering
	3.2 Association Between Features
	3.3 Correlation Coefficient

	4 Proposed Approach
	5 Experiments and Outcome
	5.1 Analysis of `CTG' Data Set
	5.2 Analysis of `Ionosphere' Data Set
	5.3 Analysis of `mdlon' Data Set
	5.4 Analysis of `optdgt' Data Set
	5.5 Analysis of `Plant Leaves' Data Set
	5.6 Analysis of `Sonar' Data Set
	5.7 Analysis of `SPECTF Heart' Data Set
	5.8 Analysis of `Student Performance' Data Set
	5.9 Analysis of `Texture' Data Set
	5.10 Analysis of `WDBC' Data Set
	5.11 Summary of Outcome

	6 Conclusion
	References

	8 A Novel Approach for Human Silhouette Extraction from Video Data
	Abstract
	1 Introduction
	2 Proposed Method
	2.1 Foreground Detection
	2.2 Boundary Edge Detection of a Human
	2.3 Merging of Two Generated Images
	2.4 Morphological Operations

	3 Experimental Results and Discussion
	4 Conclusion
	References

	Part IV Pattern Recognition
	9 Statistical Textural Features for Text-Line Level Handwritten Indic Script Identification
	Abstract
	1 Introduction
	2 Challenges Related to Handwritten Script Identification
	3 Data Collection and Pre-processing
	4 Proposed Work
	4.1 Neighborhood Gray-Tone Difference Matrix (NGTDM)
	4.2 Gray-Level Run Length Matrix (GLRLM)

	5 Experimental Evaluation and Discussion
	6 Conclusion and Future Work
	References

	10 An Approach to Stroke-Based Online Handwritten Bangla Character Recognition
	Abstract
	1 Introduction
	2 Bangla Script
	3 Working Methodology
	3.1 Stroke Database Generation
	3.2 Preprocessing and Feature Extraction
	3.2.1 Preprocessing
	3.2.2 Distance Based Feature


	4 Recognition
	4.1 Recognition of Strokes
	4.2 Formation of Valid Character from Recognized Strokes

	5 Results and Discussion
	5.1 Recognition Result on Isolated Stroke and Formation of Characters

	6 Conclusion
	References

	11 Functional Group Prediction of Un-annotated Protein by Exploiting Its Neighborhood Analysis in Saccharomyces Cerevisiae Protein Interaction Network
	Abstract
	1 Introduction
	2 Dataset
	3 Related Terminologies
	4 Proposed Method
	4.1 FunPred 1.1
	4.2 FunPred 1.2

	5 Results and Discussion
	Acknowledgements
	References

	Author Index



