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Foreword

Message from the Honorary General Chair Prof. Mike Hinchey

Welcome to the 4th International Conference on Advanced Computing, Network-
ing and Informatics. The conference is hosted at the Centre for Computer Vision
and Pattern Recognition, NIT Rourkela, Odisha, India. For this fourth event, held
during 22–24 September 2016, the theme is Computer Vision and Pattern
Recognition.

Following the great success for the last 3 years, we are very glad to realize the
event co-organized by the Center for Computer Vision and Pattern Recognition, at
National Institute of Technology Rourkela, India; the Faculty of Engineering and
Technology, Liverpool John Moores University, UK; the College of Engineering,
Mathematics and Physical Sciences, University of Exeter, UK and the Faculty of
Science, Liverpool Hope University, UI.

Having selected 114 articles from more than 500 submissions, we are glad to
have the proceedings of the conference published in the Advances in Intelligent
Systems and Computing series of Springer.

I am very pleased to have published special issues of papers from ICACNI in
Innovations in Systems and Software Engineering: A NASA Journal, published by
Springer and of which I am Editor-in-Chief, in each of the preceding years, and all
of which were truly excellent and well received by our subscribers.

The papers accepted for this year will be considered again for this journal and for
several other special issues.

I would like to acknowledge the special contribution of Prof. Sunil Kumar
Sarangi, Former Director of NIT Rourkela, as the Chief Patron for this conference.

The conference is technically co-sponsored by the following professional
organizations/laboratories:

1. Joint Control Systems Society and Instrumentation & Measurement Society
Chapter, IEEE Kolkata Section

2. IEEE Communications Society Calcutta Chapter
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3. Aerospace Electronics and Systems Division, CSIR National Aerospace
Laboratories, Govt. of India

4. Dependable Computing and Networking Laboratory, Iowa State University,
USA

5. Multimedia Content Security Innovative Research Group, Henan University of
Science and Technology, China

6. Poznan University of Technology Vision Laboratory, Poland

We are grateful to all of them for their co-sponsorship and support. The diversity
of countries involved indicates the broad support that ICACNI 2016 has received.
A number of important awards will be distributed at this year’s event including Best
Paper Awards from ACM Kolkata Chapter, Best Student Paper Award from IEEE
ComSoc Koltaka Chapter, Student Travel award from INNS, and Distinguished
Women Researcher Award.

I would like to thank all of the authors, contributors, reviewers, and PC members
for their hard work. I would especially like to thank our esteemed keynote speakers
and tutorial presenters. They are all highly accomplished researchers and practi-
tioners and we are very grateful for their time and participation.

However, the success of this event is truly down to the local organizers, local
supporters, and various Chairs who have done so much work to make this a great
event. We hope you will gain much from ICACNI 2016 and will plan to submit to
and participate in ICACNI 2017.

Prof. Mike Hinchey
ICACNI 2016 Honorary General Chair

President, International Federation for Information
Processing (www.ifip.org)

Director, Lero-the Irish Software Engineering Research
Centre (www.lero.ie)

Vice Chair and Chair Elect, IEEE UK and Ireland Section
mike.hinchey@lero.ie

vi Foreword



Preface

It is indeed a pleasure to receive overwhelming response from academicians and
researchers of premier institutes and organizations of the country and abroad
for participating in the 4th International Conference on Advanced Computing,
Networking, and Informatics (ICACNI 2016), which makes our endeavor suc-
cessful. The conference organized by Centre for Computer Vision and Pattern
Recognition, National Institute of Technology Rourkela, India during 22–24
September 2016 certainly marks a success toward bringing researchers, academi-
cians, and practitioners in the same platform. We have received more than
550 articles and very stringently have selected through peer review 114 best articles
for presentation and publication. We could not accommodate many promising
works as we tried to ensure the highest quality. We are thankful to have the advice
of dedicated academicians and experts from industry and the eminent academicians
involved in providing technical co-sponsorship to organize the conference in good
shape. We thank all people participating and submitting their works and having
continued interest in our conference for the fourth year. The articles presented in the
two volumes of the proceedings discuss the cutting-edge technologies and recent
advances in the domain of the conference. The extended versions of selected works
would be re-reviewed for publication in reputed journals.

We conclude with our heartiest thanks to everyone associated with the confer-
ence and seeking their support to organize the 5th ICACNI 2017 at National
Institute of Technology Goa during 01–03 June 2017.

Rourkela, India Pankaj Kumar Sa
Rourkela, India Manmath Narayan Sahoo
Arau, Malaysia M. Murugappan
Exeter, UK Yulei Wu
Rourkela, India Banshidhar Majhi
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The original version of the book was
revised: Volume number of the book has
been updated. The erratum to the book is
available at https://doi.org/10.1007/978-
981-10-3376-6_62

ix



Advisory Board Members

Arun Somani, FIEEE, Iowa State University, USA
Costas StasoPoulos, IEEE Region 8 Director 2015–2016, Electricity Authority of
Cyprus, Cyprus
Dacheng Tao, FIEEE, FIAPR, FIET, University of Technology, Sydney
Friedhelm Schwenker, University of Ulm, Germany
Ishwar K. Sethi, FIEEE, Oakland University, USA
Kenji Suzuki, SMIEEE, Illinois Institute of Technology, USA
Mohammad S. Obaidat, FIEEE, Fordham University, USA
Nikhil R. Pal, FIEEE, Vice President for Publications IEEE Computational
Intelligence Society (2015–16), Indian Statistical Institute Kolkata, India
Rajkumar Buyya, FIEEE, The University of Melbourne, Australia
San Murugesan, SMIEEE, Western Sydney University Sydney, Australia
Sanjeevikumar Padmanaban, SMIEEE, Ohm Technologies, India
Subhas Mukhopadhyay, FIET, FIEEE, Massey University, New Zealand
Subhash Saini, The National Aeronautics and Space Administration (NASA), USA
Vincenzo Piuri, FIEEE, Vice President for Technical Activities IEEE 2015,
University of Milano, Italy

Chief Patron

Sunil Ku. Sarangi, FNAE
Former Director
National Institute of Technology Rourkela, India

Patron

Banshidhar Majhi
Dean (Academic)

xi



Professor, Department of Computer Science & Engineering
National Institute of Technology Rourkela, India

Honorary General Chair

Mike Hinchey, FIET, SMIEEE
President, International Federation for Information Processing
Director, Lero-the Irish Software Engineering Research Centre
Vice Chair and Chair Elect, IEEE UK and Ireland Section
Former Director and Expert, Software Engineering Laboratory,
NASA Goddard Space Flight Centre
Professor, University of Limerick, Ireland

General Chairs

Durga Prasad Mohapatra, National Institute of Technology Rourkela, India
Manmath Narayan Sahoo, National Institute of Technology Rourkela, India

Organizing Co-chairs

Pankaj Kumar Sa, National Institute of Technology Rourkela, India
Sambit Bakshi, National Institute of Technology Rourkela, India

Programme Co-chairs

Atulya K. Nagar, Liverpool Hope University, UK
Dhiya Al-Jumeily, Liverpool John Moores University, UK
Yulei Wu, The University of Exeter, UK

Technical Programme Committee

Abir Hussain, Liverpool John Moores University, UK
Adam Schmidt, Poznan University of Technology, Poland
Akbar Sheikh Akbari, Leeds Beckett University, UK
Al-Sakib Khan Pathan, SMIEEE, UAP and SEU, Bangladesh/Islamic University in
Madinah, KSA
Andrey V. Savchenko, National Research University Higher School of Economics,
Russia

xii Advisory Board Members



Annappa B., SMIEEE, National Institute of Technology Karnataka, Surathkal,
India
Asutosh Kar, Aalborg University, Denmark
Biju Issac, SMIEEE, FHEA, Teesside University, UK
C.M. Ananda, National Aerospace Laboratories, India
Ediz Saykol, Beykent University, Turkey
Enrico Grisan, University of Padova, Italy
Erich Neuhold, FIEEE, University of Vienna, Austria
Igor Grebennik, Kharkiv National University of Radio Electronics, Ukraine
Iti Saha Misra, Jadavpur University, India
Jerzy Pejas, Technical University of Szczecin, Poland
Laszlo T. Koczy, Szechenyi Istvan University, Hungary
Palaniappan Ramaswamy, SMIEEE, University of Kent, UK
Patrick Siarry, SMIEEE, Université de Paris, France
Prasanta K. Jana, SMIEEE, Indian School of Mines Dhanbad, India
Robert Bestak, Czech Technical University, Czech Republic
Shyamosree Pal, National Institute of Technology Silchar, India
Sohail S. Chaudhry, Villanova University, USA
Symeon Papadopoulos, Centre for Research and Technology Hellas, Greece
Valentina E. Balas, SMIEEE, Aurel Vlaicu University of Arad, Romania
Xiaolong Wu, California State University, USA
Yogesh H. Dandawate, SMIEEE, Vishwakarma Institute of Information
Technology, India
Zhiyong Zhang, SMIEEE, SMACM, Henan University of Science and Technology,
China

Organizing Committee

Banshidhar Majhi, National Institute of Technology Rourkela, India
Bidyut Kumar Patra, National Institute of Technology Rourkela, India
Dipti Patra, National Institute of Technology Rourkela, India
Gopal Krishna Panda, National Institute of Technology Rourkela, India
Lakshi Prosad Roy, National Institute of Technology Rourkela, India
Manish Okade, National Institute of Technology Rourkela, India
Pankaj Kumar Sa, National Institute of Technology Rourkela, India
Ramesh Kumar Mohapatra, National Institute of Technology Rourkela, India
Ratnakar Dash, National Institute of Technology Rourkela, India
Sambit Bakshi, National Institute of Technology Rourkela, India
Samit Ari, National Institute of Technology Rourkela, India
Sukadev Meher, National Institute of Technology Rourkela, India
Supratim Gupta, National Institute of Technology Rourkela, India
Umesh Chandra Pati, National Institute of Technology Rourkela, India

Advisory Board Members xiii



Contents

Part I Cloud Computing, Distributed Systems, Social Networks,
and Applications

Review of Elasticsearch Performance Variating
the Indexing Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Urvi Thacker, Manjusha Pandey and Siddharth S. Rautaray

Understanding Perception of Cache-Based Side-Channel Attack
on Cloud Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Bharati S. Ainapure, Deven Shah and A. Ananda Rao

A Semantic Approach to Classifying Twitter Users . . . . . . . . . . . . . . . . . 23
Rohit John Joseph, Prateek Narendra, Jashan Shetty and Nagamma Patil

Timeline-Based Cloud Event Reconstruction Framework
for Virtual Machine Artifacts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
B.K.S.P. Kumar Raju and G. Geethakumari

eCloud: An Efficient Transmission Policy for Mobile Cloud
Computing in Emergency Areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Bibudhendu Pati, Joy Lal Sarkar, Chhabi Rani Panigrahi
and Shibendu Debbarma

A Multidimensional Approach to Blog Mining . . . . . . . . . . . . . . . . . . . . . 51
K.S. Sandeep and Nagamma Patil

Medicinal Side-Effect Analysis Using Twitter Feed . . . . . . . . . . . . . . . . . 59
Priyanka S. Mane, Manasi S. Patwardhan and Ankur V. Divekar

A Study of Opinion Mining in Indian Languages. . . . . . . . . . . . . . . . . . . 71
Diana Terezinha Miranda and Maruska Mascarenhas

xv



Part II Applications of Informatics

A Pragmatics-Oriented High Utility Mining for Itemsets
of Size Two for Boosting Business Yields . . . . . . . . . . . . . . . . . . . . . . . . . 81
Gaurav Gahlot and Nagamma Patil

ILC-PIV Design for Improved Trajectory Tracking
of Magnetic Levitation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Vinodh Kumar Elumalai, Joshua Sunder David Reddipogu,
Santosh Kumar Vaddi and Gowtham Pasumarthy

Performance Analysis and Optimization of Spark Streaming
Applications Through Effective Control Parameters Tuning . . . . . . . . . . 99
Bakshi Rohit Prasad and Sonali Agarwal

A Browser-Based Distributed Framework for Content Sharing
and Student Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
Shikhar Vashishth, Yash Sinha and K. Haribabu

Seed Point Selection Algorithm in Clustering of Image Data. . . . . . . . . . 119
Kuntal Chowdhury, Debasis Chaudhuri and Arup Kumar Pal

Comparative Analysis of AHP and Its Integrated Techniques
Applied for Stock Index Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
H.S. Hota, Vineet Kumar Awasthi and Sanjay Kumar Singhai

A Proposed What-Why-How (WWH) Learning Model
for Students and Strengthening Learning Skills Through
Computational Thinking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Rakesh Mohanty and Sudhansu Bala Das

Band Power Tuning of Primary Motor Cortex EEG
for Continuous Bimanual Movements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Manikumar Tellamekala and Shaik Mohammad Rafi

Part III Authentication Methods, Cryptography and Security
Analysis

Probabilistically Generated Ternary Quasigroup
Based Stream Cipher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Deepthi Haridas, K.C. Emmanuel Sanjay Raj, Venkataraman Sarma
and Santanu Chowdhury

Dynamic Access Control in a Hierarchy with Constant Key
Derivation Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Nishat Koti and B.R. Purushothama

An Efficient LWE-Based Additively Homomorphic Encryption
with Shorter Public Keys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Ratnakumari Challa and VijayaKumari Gunta

xvi Contents



An Enhanced Remote User Authentication Scheme
for Multi-server Environment Using Smartcard . . . . . . . . . . . . . . . . . . . . 179
Ashish Kumar and Hari Om

A Proposed Bucket Based Feature Selection Technique
(BBFST) for Phishing e-Mail Classification. . . . . . . . . . . . . . . . . . . . . . . . 189
H.S. Hota, Akhilesh Kumar Shrivas and Rahul Hota

A Novel Security Mechanism in Symmetric Cryptography
Using MRGA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
Bhoomika Modi and Vinitkumar Gupta

Techniques for Enhancing the Security of Fuzzy Vault:
A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
Abhay Panwar, Parveen Singla and Manvjeet Kaur

An Efficient Vector Quantization Based Watermarking Method
for Image Integrity Authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Archana Tiwari and Manisha Sharma

XSS Attack Prevention Using DOM-Based Filter . . . . . . . . . . . . . . . . . . . 227
Asish Kumar Dalai, Shende Dinesh Ankush and Sanjay Kumar Jena

Part IV Big Data and Recommendation Systems

Friendship Recommendation System Using Topological Structure
of Social Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Praveen Kumar and G. Ram Mohana Reddy

Personalized Recommendation Approach for Academic Literature
Using High-Utility Itemset Mining Technique. . . . . . . . . . . . . . . . . . . . . . 247
Mahak Dhanda and Vijay Verma

An Estimation of User Preferences for Search Engine Results
and its Usage Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
Nidhi Bajpai and Deepak Arora

A Comparative Analysis of Various Spam Classifications . . . . . . . . . . . . 265
Nasir Fareed Shah and Pramod Kumar

Review Spam Detection Using Opinion Mining . . . . . . . . . . . . . . . . . . . . 273
Rohit Narayan, Jitendra Kumar Rout and Sanjay Kumar Jena

Review Spam Detection Using Semi-supervised Technique . . . . . . . . . . . 281
Rohit Narayan, Jitendra Kumar Rout and Sanjay Kumar Jena

Contents xvii



Part V Emerging Techniques in Computing

Dimensionality Reduction Using Decision-Based Framework
for Classification: Sky and Ground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
Ramesh Ashok Tabib, Ujwala Patil, T. Naganandita, Vinita Gathani
and Uma Mudenagudi

A Decision Tree-Based Middle Ware Platform for Deploying
Fog Computing Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299
Mahesh Sunkari and Raghu Kisore Neelisetti

Development of 3D FULL HD Endoscope Capable of Scaling
View of the Selected Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
Dhiraj, Priyanka Soni and Jagdish Lal Raheja

An ℓ 1-Norm Based Optimization Approach for Power Line
Interference Removal in ECG Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
Neethu Mohan, S. Sachin Kumar and K.P. Soman

Exploration of Many-Objective Feature Selection for Recognition
of Motor Imagery Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
Monalisa Pal and Sanghamitra Bandyopadhyay

Euler-Time Diagrams: A Set Visualisation Technique Analysed
Over Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Mithileysh Sathiyanarayanan and Mohammad Alsaffar

A Framework for Goal Compliance of Business Process Model . . . . . . . 345
Dipankar Deb and Nabendu Chaki

Comparative Analysis of Adaptive Beamforming Techniques . . . . . . . . . 357
Smita Banerjee and Ved Vyas Dwivedi

Part VI Internet, Web Technology, Web Security, and IoT

Securing an External Drive Using Internet with IOT Concept . . . . . . . . 367
Rajneesh Tanwar, K. Krishnakanth Gupta and Purushottam Sharma

An Intelligent Algorithm for Automatic Candidate Selection
for Web Service Composition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
Ashish Kedia, Ajith Pandel, Adarsh Mohata and S. Sowmya Kamath

A Quality-Centric Scheme for Web Service Ranking Using
Fuzzified QoS Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383
Mandar Shaha and S. Sowmya Kamath

Enhancing Web Service Discovery Using Meta-heuristic CSO
and PCA Based Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
Sunaina Kotekar and S. Sowmya Kamath

xviii Contents



Advancement in Personalized Web Search Engine
with Customized Privacy Protection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405
Jeena Mariam Saji, Kalyani Bhongle, Sharayu Mahajan,
Soumya Shrivastava and Ashwini Jarali

Part VII Research on Optical Networks, Wireless
Sensor Networks, VANETs, and MANETs

Traffic Classification Analysis Using OMNeT++ . . . . . . . . . . . . . . . . . . . 417
Deeraj Achunala, Mithileysh Sathiyanarayanan and Babangida Abubakar

Irregular-Shaped Event Boundary Estimation in Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423
Srabani Kundu, Nabanita Das, Sasanka Roy and Dibakar Saha

A New Two-Dimensional Mesh Topology with Optical Interlinks . . . . . . 437
Amritanjali

Enhanced TCP NCE: A Modified Non-Congestion Events Detection,
Differentiation and Reaction to Improve the End-to-End Performance
Over MANET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443
J. Govindarajan, N. Vibhurani and G. Kousalya

Intelligent Building Control Solution Using Wireless
Sensor—Actuator Networking Framework . . . . . . . . . . . . . . . . . . . . . . . . 455
Anindita Mondal, Sagar Bose and Iti Saha Misra

Security Framework for Opportunistic Networks. . . . . . . . . . . . . . . . . . . 465
Prashant Kumar, Naveen Chauhan and Narottam Chand

Replica-Based Efficient Data Accessibility Technique
for Vehicular Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
Brij Bihari Dubey, Rajeev Kumar, Naveen Chauhan
and Narottam Chand

Reinforcement Based Optimal Routing Algorithm for Multiple Sink
Based Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481
Suraj Sharma, Azad Kumar Patel, Ratijit Mitra and Reeti Jauhari

Study and Impact of Relay Selection Schemes on Performance
of an IEEE 802.16j Mobile Multihop Relay (MMR)
WiMAX Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491
Chaudhuri Manoj Kumar Swain and Susmita Das

Contents xix



Predicting Link Failure in Vehicular Communication System
Using Link Existence Diagram (LED) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501
Sourav Kumar Bhoi, Munesh Singh and Pabitra Mohan Khilar

Part VIII Communication Systems, Antenna Research,
and Cognitive Radio

An M-Shaped Microstrip Antenna Array for WLAN, WiMAX
and Radar Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509
Aastha Gupta, Vipin Choudhary and Malay Ranjan Tripathy

Gain Enhancement of Microstrip Patch Antenna Using H-Shaped
Defected Ground Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 517
Asmita Rajawat, P.K. Singhal, Sindhu Hak Gupta, Chavi Jain,
Praneet Tomar and Kartik Kapur

Robust Acoustic Echo Suppression in Modulation Domain . . . . . . . . . . . 527
P.V. Muhammed Shifas, E.P. Jayakumar and P.S. Sathidevi

FPGA-Based Equalizer Design Using a Novel Adaptive Reward-
Punishment VSSLMS Algorithm for Rayleigh Fading Channel . . . . . . . 539
Sudipta Bose and Iti Saha Misra

Phase Reversal and Suppressed Carrier Characteristics
of Neo-Cortical Electroencephalography Signals . . . . . . . . . . . . . . . . . . . 551
Manikumar Tellamekala and Shaik Mohammad Rafi

Short-Range Frequency-Modulated Continuous Wave (FMCW)
Radar Using Universal Software-Defined Radio Peripheral (USRP) . . . .. . . . 559
Munesh Singh, Sourav Kumar Bhoi and Pabitra Mohan Khilar

Erratum to: A Browser-Based Distributed Framework
for Content Sharing and Student Collaboration . . . . . . . . . . . . . . . . . . . . E1
Shikhar Vashishth, Yash Sinha and K. Haribabu

Erratum to: Progress in Intelligent Computing Techniques:
Theory, Practice, and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E3
Pankaj Kumar Sa, Manmath Narayan Sahoo, M. Murugappan,
Yulei Wu and Banshidhar Majhi

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 567

xx Contents



About the Editors

Dr. Pankaj Kumar Sa received Ph.D. degree in Computer Science in 2010. He is
currently serving as Assistant Professor with the Department of Computer Science
and Engineering, National Institute of Technology Rourkela, India. His research
interests include computer vision, biometrics, visual surveillance, and robotic
perception. He has co-authored a number of research articles in various journals,
conferences, and book chapters. He has co-investigated some research and devel-
opment projects that are funded by SERB, DRDOPXE, DeitY, and ISRO. He has
received several prestigious awards and honors for his excellence in academics and
research. Apart from research and teaching, he conceptualizes and engineers the
process of institutional automation.

Dr. Manmath Narayan Sahoo is Assistant Professor in Computer Science and
Engineering Department at National Institute of Technology Rourkela, Rourkela,
India. His research interests include fault-tolerant systems, operating systems,
distributed computing, and networking. He is the member of IEEE, Computer
Society of India, and The Institutions of Engineers, India. He has published several
papers in national and international journals.

Dr. M. Murugappan is Senior Lecturer in School of Mechatronic Engineering at
Universiti Malaysia Perlis (UniMAP), Perlis, Malaysia. He received his Ph.D.
degree in Mechatronic Engineering from Universiti Malaysia Perlis (UniMAP),
Malaysia in 2010, Master of Engineering degree in Applied Electronics from
Government College of Technology, Anna University, Tamilnadu, India in 2006
and Bachelor of Electrical & Electronics Engineering from Adiparasakthi Engi-
neering College, Melmaruvathur, Tamilnadu in 2002. His research interest include
signal processing (EEG, ECG, HRV, ECG), affective computing (emotion, stress,
emotional stress), pattern recognition, brain computer interface (BCI), human
machine interaction (HMI), digital image processing, statistical analysis, neuro-
marketing and neurobehavioral analysis. He has published over 45 research papers
in refereed journals and over 50 papers in national and international conferences.

xxi



Dr. Yulei Wu is Lecturer in Computer Science at the University of Exeter.
He received his Ph.D. degree in Computing and Mathematics and B.Sc. degree in
Computer Science from the University of Bradford, UK, in 2010 and 2006,
respectively. His recent research focuses on future network architecture and pro-
tocols, wireless networks and mobile computing, cloud computing, and perfor-
mance modeling and analysis. He has published over 30 research papers on these
areas in prestigious international journals, including IEEE Transactions on Parallel
and Distributed Systems, IEEE Transactions on Communications, IEEE Transac-
tions on Wireless Communications, IEEE Transactions on Vehicular Technology
and ACM Transactions on Embedded Computing Systems, and reputable interna-
tional conferences. He was the recipient of the Best Paper Awards from IEEE CSE
2009 and ICAC 2008 conferences. He has served as the Guest Editor for many
international journals including Elsevier Computer Networks and ACM/Springer
Mobile Networks and Applications (MONET). He has been the Chair or Vice-Chair
of 20 international conferences/workshops and has served as the PC member of
more than 60 professional conferences/workshops. He was awarded the Out-
standing Leadership Awards from IEEE ISPA 2013 and TrustCom 2012, and the
Outstanding Service Awards from IEEE HPCC 2012, CIT 2010, ScalCom 2010.
His areas of interest are future Internet architecture that include software-defined
networking, network functions virtualization, clean-slate post-IP network tech-
nologies (e.g., information centric networking), cloud computing technologies, and
mobility; wireless networks and mobile computing; cloud computing; and perfor-
mance modeling and analysis.

Dr. Banshidhar Majhi is Professor in Computer Science & Engineering
Department at National Institute of Technology Rourkela, Rourkela, India.
Dr. Majhi has 24 years of teaching and 3 years of industry experience. He has
supervised 8 Ph.D. students, 40 M.Tech, 70 B.Tech students, and several others are
pursuing their courses under his guidance. He has over 50 publications in journals
and 70 publications in conference proceedings of national and international repute.
He was awarded with Gold Medal for Best Engineering Paper from IETE, 2001 and
from Orissa Engineering Congress, 2000. He visited Department of Computer
Engineering, King Khalid University, Abha, Kingdom of Saudi Arabia as Professor
from October 2010 to February 2011 and Department of Computer Engineering and
Information Technology, Al-Hussein Bin Talal University, Ma’an, Jordan as
Assistant Professor from October 2004 to June 2005. His research interests include
image processing, data compression, security protocols, parallel computing, soft
computing, and biometrics.

xxii About the Editors



Part I
Cloud Computing, Distributed Systems,

Social Networks, and Applications



Review of Elasticsearch Performance
Variating the Indexing Methods

Urvi Thacker, Manjusha Pandey and Siddharth S. Rautaray

Abstract In today’s world, data is increasing rapidly. Users mostly refer to internet
for any information. Also a recent study shows that most of the users go to a search
engine to refer to any other site also. So search has become an inseparable activity
in internet. Elasticsearch is a java-based search engine that works efficiently in
cloud environment. It mainly serves purpose of scalability, real-time search and
efficiency that relational databases were not able to address. In this paper, we
represent our involvement with Elasticsearch, an open source, Apache
Lucene-based, full-text search engine that gives near real-time search ability, as
well as a RESTful API for the simplicity of access to users in the various fields like
education and research.

Keywords Elasticsearch ⋅ Indexing ⋅ Restful ⋅ nGram ⋅ Non-nGram

1 Introduction

This new era is of data. Data is increasing at an unbelievable rate. With the rise in
data the difficulty to analyse and search it is also rising. Elasticsearch is a type of
database server that is meant for big data search. It can scale to hundreds of servers
and petabytes of data (structured/unstructured). It works on the concept of inverted
index and is mainly based on Apache Lucene. It can do some other intelligent
assignments, but at its core it is made for moving through text, returning text similar
to a given query and/or statistical analyses of a collection of text [1]. Elasticsearch
additionally permits to consolidate geolocation with full-text search, structured
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search, and analytics [2]. It can be combined to other big data tools like Hadoop, to
provide real-time searches for log data [3]. Working with it is very simple and
advantageous as its fundamental convention is HTTO/JSON (Java Script Object
Notation). It is easy to install. Also the default configuration is sufficient for any
new user.

Elasticsearch mainly supports two types of indexing—nGram and non-nGram.
NGram is type of indexing in which each field in a document is indexed as strings
of length ‘n’. It can be considered as a moving window of length ‘n’ on a word.
NGram mainly solves purpose of partial matching. For search type
search-as-you-type, a specialized form of nGram called Edge n-grams is used. In
non-nGram indexing, fields are stored as it appears in the document.

2 Working Framework

Elasticsearch is a distributed data storage system. It can store and fetch complex
data structures serialized as JSON documents in near real time [4]. In other words,
the instance in which a document has been indexed in Elasticsearch, it can be
retrieved from any node in the cluster. When performing search, JSON objects are
given to Elasticsearch and results obtained are also in JSON format. The detailed
workflow of Elasticsearch is shown in Fig. 1.

Whenever a user fires a GET or POST query to Elasticsearch, the query gets
executed in the system and then the result obtained is returned in JSON format. If
there are multiple results then the results are arranged according to their score.
Score is a value assigned to each result according to their relevance and is used to
arrange the results in presentable format. Elasticsearch uses Lucene’s Practical
Scoring Function as default score method. The smallest unit of Elasticsearch is
document and largest is index. Shard is an index of Lucene which is the basis of
Elasticsearch.

Elasticsearch system automatically detects other system in the network based on
the name of the cluster only. If the cluster names of two nodes are same, then they
can communicate and need not do any explicit setting for them to connect. In cloud
environment network failure is uncertain. So for dealing with network failure
Elasticsearch allows nodes to create copy/duplicate of shards called replica shards
or replica only. It gives high availability in case any node fails or gets disconnected
from the cluster. Replica of a shard and original shard cannot stay on the same
node. If original shard is on one then its replicas will be on other nodes.

Fig. 1 Workflow of Elasticsearch
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3 Dataset

The dataset used for analysis purpose has been taken from internal site of VMware.
The dataset has different entities that exist in a virtual environment/help in network
virtualization, for example, Logical Switch, Logical Port, Logical Router, Logical
Router Port, etc.

4 Implementation

In our experiment, a single node cluster is taken into consideration. Dataset of 1
million documents has been used. At first, indexing of such a huge data is per-
formed and analysed. The CPU usage, heap size, and time for indexing are
observed. For indexing purpose, a java programme has been written which run 20
threads for inserting data into Elasticsearch. Then same dataset is analysed for
searching. A set of queries with varying result set and page sizes were executed so
as to record the time taken to return the results. Also a smaller dataset (200 K) is
used for analysing search timings when the data is indexed using nGram and
non-nGram.

• Configuration: The analysis was carried out on an Ubuntu VM with 8 CPUs and
8 GB memory (IP-10.110.8.5) with Elasticsearch (version 1.7.2 based on
Lucene version 4.10.4).

• Tool used for profiling: VisualVM for CPU and memory profiling, pidstat for
disc I/O.

5 Results and Interpretation

Analysis I
Dataset: 1 million
Search Query Performance: Queries with varying result set (1 million, one-third
of 1 million, two-third of 1 million, half of a million and 1) and page sizes (100, 500
and 1000) were executed so as to record the time taken to return the result. As the
CPU and memory usage for query execution is very less, we are not taking it into
consideration but VisualVM’s recordings are given in this document along with the
queries.

Index Creation—(Fig. 2)
The graph above shows that the creation of one million entities took almost one and
half minutes and CPU usage ranged between 40 and 60%. Heap usage ranged from
100 to 300 MB.
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Search Queries with different result Count—(Table 1)
The table shows that the result count and page size are directly proportional to the
time of execution of queries. But if more complex query is used then for the same
result count the time of execution of complex query is higher than the simple one.

Analysis II
Dataset—200 K Objects
Wildcard Query Performance with Index Creation using nGram—A dataset of
200 K entities has been used and time of index creation is taken into account using
nGram and non-nGram.
Index Creation—(Fig. 3)
As observed from the figures that when nGram is used CPU utilization is higher and
also the time of index creation is higher.

Query Performance—(Table 2)

Fig. 2 Index creation of 1 million objects

Table 1 Time of execution of queries with different result counts and page sizes

Sl
no

Query Result
count

Time taken (in
ms)/page
size = 100

Time taken (in
ms)/page
size = 500

Time taken (in
ms)/page
size = 1000

1 Query1 1000000 14 25 54
2 Query2 833360 26 85 132
3 Query3 500040 16 27 37
4 Query4 333336 24 30 58
5 Query5 166680 13 24 34
6 Query6 1 3 3 10
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Fig. 3 a Index creation of 200 K objects with nGram indexing. b Index creation of 200 K objects
with non-nGram indexing

Table 2 Query performance in nGram and non-nGram indexing

Use case Query
type

Query Execution time in ms
1st
run

2nd
run

3rd
run

Fetch all documents
containing “logical”

Wild
card

{
“query”:{
“query_string”:{
“query”:”logical*”
}
}
}

22 7 5

NGram
index

{
“query”:{
“query_string”:{
“query”:“logical”
}
}
}

13 7 6

(continued)
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Table 2 (continued)

Use case Query
type

Query Execution time in ms
1st
run

2nd
run

3rd
run

Fetch all documents
containing “transport OR
zone”

Wild
card

{
“query”:{
“query_string”:{
“query”:“Transport
Zone*”
}
}
}

19 13 10

NGram
index

{
“query”:{
“query_string”:{
“query”:“Transport
(Clinton Gormley, 2015)t
Zone”
}
}
}

194 20 14
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Understanding Perception of Cache-Based
Side-Channel Attack on Cloud
Environment

Bharati S. Ainapure, Deven Shah and A. Ananda Rao

Abstract Multitenancy is the biggest advantage of computing, where physical
resources are shared among multiple clients. Virtualization facilitates multitenancy
with the help of the hypervisor. Cloud providers virtualize the resources like CPU,
network interfaces, peripherals, hard drives, and memory using hypervisor. In a
virtualization environment, many virtual machines (VMs) can run on the same core
with the help of the hypervisor by sharing the resources. The virtual machines
(VMs) running on the same core are the target for the malicious or abnormal attacks
like side-channel attacks. Cache-based attack in the cloud is one of the side-channel
attacks. Cache is one of the resources shared among different VMs on the same
core. The attacker can make use cache behavior and can perform the cache-based
side-channel attack on the victim. In this paper, we explore different types of cache
designs, categories of cache-based side-channel attacks and existing detection and
mitigation techniques for cache-based side-channel attacks.

Keywords Hypervisor ⋅ Cloud computing ⋅ Side-channel attack ⋅ CPU
cache ⋅ Virtual machine ⋅ Cache-based side-channel attacks
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1 Introduction

The word cloud computing is sharing of the resources over the internet through
different services. Sharing of resources among different users gives multitenancy
concept in cloud computing. Multitenancy has both advantages and disadvantages
nature. The advantage is that sharing of resources is cost effective for cloud pro-
vider and disadvantage is the providing security to users by cloud providers.
Multitenancy is implemented on cloud with the help of virtualization. Virtualization
is technology which emulates the hardware with the help of software. The virtu-
alization in cloud computing is achieved with the help of virtual machines (VM).
Hypervisor is software which creates VMs, manages, and runs in cloud. Hypervisor
is also called as virtual machine manager (VMM). With the help of VMMs, more
than one virtual machine can be run on a single physical machine that is nothing but
host machine. This gives the concept of sharing resources among multiple users,
which is nothing but multitenancy. Multitenancy adds new attack surface and new
challenges to prevent these attacks. One of the most recent attacks on cloud is
side-channel attacks on virtual machines. Side-channel attacks are attacks to steal
cryptographic information from hardware resources. Side-channel attacks require
knowledge of the internal working of the system hardware. To know the internal
working of the system, the attacker has to place his/her VM as a co-resident
machine in the cloud environment [1]. The followings are some of the possible
side-channel attacks in the cloud environment.

1.1 Fault Attacks

Fault analysis is one of the side-channel attacks. This attack is related to faults in the
computation. Through this attack cipher text is examined to extract the keys. Faults
are most commonly generated by the change in the voltage or by tampering with the
clock.

Fault attacks can categorize in two different categories. The first category of fault
attacks is based on computational faults. These types of faults occur during the
cryptographic computation. These attacks may be intentional or unintentional.
Second category of attacks is intentional. This type of attack is generated by
sending corrupted data to the attack module. The following aspects can be con-
sidered in fault attack [2]:

• The accuracy of choosing the time and location by an attacker on which the fault
occurs during the execution of a cryptographic module.

• Due to fault in computation the length of data may affect.
• The fault may be transient or permanent which shows the property of

persistence.
• Errors in flipping the bits in only one direction, which shows the fault type.
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1.2 Power Analysis Attack

It is one of the side-channel attacks. This type of attack is performed by analyzing
the power consumption of cryptographic hardware device while doing the com-
putations. The power analysis attack is performed on the devices which store secret
keys, such as smart cards or any embedded system which store secret key.

Basically, a power analysis attack can be divided into two categories: Simple
(SPA) and Differential Power Analysis (DPA). In SPA attacks, the attacker does the
guessing of the power traces. Especially in this attack, the attacker does the trace of
time and an input/output value of particular instruction is being executed. In such
attacks attacker needs to understand implementation details of device to perform the
attack. The DPA attack is performed by attacker by exploiting the satirical methods
used in the analysis process. A DPA attack does not need the knowledge of the
implementation details.

1.3 Electromagnetic (EM) Attacks

The computer is made up of many electrical devices. These devices often generate
electromagnetic radiation as part of their operation. Attackers make use of these
electromagnetic radiations of device to perform attack. Such type of attacks is called
as electromagnetic attacks. In this type of attack, attacker first observes the release
of devices and then performs analysis on this release to co-relate their causal
relationship to the underlying computation and data. This observation can be
inferred to establish relationship between computation and data. Once this infor-
mation is accessed then the attacker can do anything this with this data.

Similar to the power analysis attacks, electromagnetic analysis (EMA) attacks
are categorized as simple electromagnetic analysis (SEMA) and differential elec-
tromagnetic analysis (DEMA) [3].

1.4 Acoustic Attacks

Acoustic attack is one of the side-channel attacks, which exploits sounds produced
by the computers during the computation. This attack causes the leakage of
information about the device and computations occurring on that device. This
information leakage can be classified into three different categories [4]: 1. invasive,
2. semi-invasive, and 3. non-invasive.

In invasive attack the attacker tries to get direct access to internal components by
tampering the device. In semi-invasive, the attacker gets access to device, but he
does not make direct contact instead he makes indirect attack such as fault-based
attack. With non-invasive attack, the attacker tries to get externally available
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information such as sound produced by device while performing some computa-
tion, which is unintentionally leaked by devices. The correlation between the sound
generated by the processors and its computation is proved for the first in [3].

1.5 Cache-Based Attacks

CPU cache memory is one of the resources which can be shared between multiple
virtual machines running on the same host. There are different levels of cache that
may be present on processors. If the requested data is not in the cache memory, then
cache miss will occur, which causes the main memory reference. Whenever main
memory reference occurs, it takes longer time to read the contents. In such situa-
tions, the attacker can measure the time taken by the processor to read the cache
contents and can do the attack on the cache. This CPU cache is one of the major
threats found in cloud computing. This is one of the resources where the cloud
provider has to think about security that needs to be provided against cache-based
side-channel attacks.

The remainder of this paper is organized as follows. Section 2 talks about
cache-based side-channel attacks. In this section we have given an introduction
about cache designs, their internal working and different categories of cache-based
attacks. We have categorized attacks mainly in two different categories depending
on cache behaviors. Section 3 explains about literature review done toward
cache-based side-channel attack. Section 4 presents conclusions based on cache
attacks.

2 Cache-Based Side-Channel Attacks

2.1 Introduction to the Cache Memory

Cache memory is small memory present in processors. It is also called as CPU
cache. It is introduced to match the latency of the memory and speed of the
processor. Whenever the processor needs a memory access, the address in the
memory that is being reference made is first mapped into cache line. These cache
lines are divided into a number of fixed blocks. These blocks are normally 32, 64, or
128 bytes in size. Cache lines are called as rows. Each row has the following
structure (Fig. 1).

tag data block flag bits

Fig. 1 Structure of cache row
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Actual data fetched from the main memory is stored in the data block field of the
cache row. Part of the address of the actual data fetched from the main memory is
stored in tag field. Flag bits have different usages depending on cache, whether it is
instruction or data. Only one bit of flag entry is required per cache row, if cache is
instruction cache and that bit is valid or not. Cache block is loaded with valid data,
if the bit is set to valid, otherwise at boot time hardware sets all valid bits in all
cache lines to invalid. Apart from this processor marks this bit as invalid, when data
in the cache block become stale.

Two bits of the flag are required in data cache. These two bits are used per cache
line. These are valid bit and dirty bit. Dirty bit on the cache line indicated that the
associated cache line has been modified or changes and not yet this change or
modified data are written back to the main memory. Otherwise bit is a valid bit.

The cache size normally refers to the actual amount of data in main memory.
This size of cache is calculated by the number of bytes stored in each data block
times the number of blocks stored in the cache. The effective memory address filed
consists of the tag, the index, and the block offset, as shown in Fig. 2.

The index in the effective address defines a cache line that holds the data. The
length of the index is calculated as log2 (L) bits, where L is the number of cache
lines. The block offset describes the required data stored within a data block in the
cache line. The block offset is calculated as log2 (B) bits, where B is the number of
bytes per data block. The tag length in bits of the effective address is calculated as
address_length - index_length - block_offset_length.

For example, to design cache for 32-bit address processors, we may need 16 KB
of cache data and each cache block may contain 16 words and the way may adopt
4-way set-associative replacement policy. Then tag size is 20 bits. To get this, the
value for tag size considers byte assembler memory, and then each cache block has
16 * 4 bytes equals to 64 bytes which needs 6 bits as the block offset. We know that
cache is 4-way set associative and each has 64 bytes of data, and then the index is
calculated as 16 KB/(4 * 64) = 2^6 bits. Therefore, 6 bits are needed for indexing.
There for tag, length = 32 (address length) − 6 (index length) − 6 (block length).

The mapping of cache blocks with main memory is called as cache associativity.
This associativity categories in three different ways: 1. Direct mapped, 2. N-way set
associative, and 3. Fully associative.

In direct mapping, each block is mapped to exactly 1 cache line. It is also called
as 1-way set-associative cache. In this mapping main memory is divided into
number of cache lines. The size of each page in the memory is equal to one cache
line. This type of memory mapping is less complex to implement, but it is less
flexible to putting the blocks in cache lines. This gives the less performance in
switching between the cache lines.

tag index block offset

Fig. 2 Effective memory address
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In fully associativity cache mapping, each memory block mapped to any cache
location. In this type of mapping, size of memory block and cache line are equal.
This mapping gives the best performance as any memory block can be stored on
any cache line. Implementation wise, it is very complex. It requires a large number
of comparators, which increases cost and complexity. Therefore, only cache size
less than 4 K is suitable to implement this type of mapping.

Set associativity cache mapping is the combination of fully associative and direct
mapping. In this type of mapping, each block is mapped to a subset of cache lines.
This mapping is implemented by grouping the cache lines into sets. The number of
lines in a set can vary from 2 to 16. The data on this line can be stored in any of the
lines in the set. This type of mapping is less complex to implement than fully
associative cache mapping as the number of comparators is equal to the number of
cache sets. This mapping reduces cost. 2-way, 4-way, or N-way set associativities
are also possible in this mapping.

The replacement policy implemented on systems will decide which entry on
main memory will go into the cache block. In set-associative and fully associative
mapping, the system has to make a decision about where to and what values of the
data to be replaced. This decision is made by system by implementing any one of
following replacement algorithms.

1. First-in first-out replacement algorithm
2. Least recently used algorithm or
3. Random replacement algorithm.

The block that has been in the cache for a long time is removed from cache in
first-in first-out replacement algorithm. This type of algorithm is suitable for
set-associative and fully associative mapping. More easily it can be implemented
using counters on hardware as it requires only one counter per cache line.

In the least recently used (LRU) algorithm, the cache block which is not referred
to the longer time is removed from the cache. This algorithm is most suitable for
implementing the 2-way set-associative mapping as it is suitable for small numbers
of cache blocks. This type of algorithm is implemented in hardware with the help of
counters and register stacks.

In random replacement algorithm, the cache block to be replaced selected ran-
domly without any concern of memory reference or previous selection. Counter is
used to implement this algorithm on hardware.

The power consumption and timing of the device mainly depend upon the
memory access, which shows the number of successful hits to the memory. During
memory block access cache miss can be classified as followings.
Cold start misses: This type of cache miss occurs, when the first access to a block
is not in the cache. Then the block must be brought into the cache. So it is called as
cold start misses.
Capacity misses: This type of cache miss occurs when cache lines cannot contain
all the blocks needed during execution of a program. Capacity misses occur due to
blocks being discarded and retrieved later on when required.

14 B.S. Ainapure et al.



Conflict misses: This type of cache miss is called as collision miss. Normally this
type of cache miss occurs in associative or direct mapped cache configuration. The
conflict in cache miss occurs, when blocks are discarded and retrieve later, if too
many blocks map to its set.

Cache memory may be shared by different processors or may have individual
caches. Latest processors have multiple levels of cache. For example, the Core i7
processor has three levels of cache memory for different purposes. When there are
multiple levels of the cache normally L1 level of cache is divided into data lines and
instruction lines. The hierarchical structure of cache memory is shown in Fig. 3.

Whenever data or instructions are referred by the CPU, it first requests to L1
level cache. If the requested data is found in L1 by CPU, then it is called as a cache
hit. If it is not found in L1 cache, then it is called as cache miss. If a cache miss is
experienced, then the data are next looked for in the next level of memory—for an
L1 cache miss, this would be the L2 cache. If found data is propagated back through
each level of cache that experienced, miss to locate the data on the cache and this
process of cache hit and cache miss is continued with the next level of caches.
Normally, L2 cache is much larger in size than L1 and L3 is larger than L2. L3 is
the last level of cache, which stores data from multiple cores simultaneously. If a
cache miss at the L3 cache occurs, the requested data are sought in main memory.

To use the CPU cache as side channel to do the attack, some or the other way
cache needs to share between attacker and target. On the cloud environment, it is
very easy to share the cache between the different VMs launched on the same CPU
core. Typically, a CPU cache can be shared in two ways, either the cache is
exclusive to one CPU core, in which case two processes must access the cache
sequentially or cache is shared between CPU cores, in which case two processes
can access the cache concurrently.

2.2 Types of Cache-Based Side-Channel Attack

Cache attacks can be categorized in different ways. Broadly they can be categorized
based on microarchitecture attacks and based on cache miss during cryptography.

Fig. 3 Hierarchical cache memory
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2.2.1 Based on Microarchitecture Attack

According to microarchitecture attack, attacks can be categorized in three different
ways:

1. Access-driven attack
2. Time-driven attack
3. Trace-driven attack

Access-Driven Attacks

In access-driven attacks, the attacker gets the information about the victim’s cache
by accessing the common shared cache. The cache can be accessed in sequential
manner or in parallel based on whether concurrent access is made or sequential
access is made on the cache [5]. During this type of attack, the attacker can observe
instruction cache [6], data cache [1], and branch prediction cache [7] to get the
information about the cache sets. This type of access-driven attacks is performed
with the help of a technique called as prime and probe. During prime stage attacker
fills the cache lines with his/her own data. Then the attacker will wait for predefined
time for the victim to access the cache lines. After waiting for predefined time the
attacker starts with probe stage, which refills the same cache lines with attacker’s
data and simultaneously monitors the victim’s activity on cache lines. During this
stage if victim accesses primed line, then cache miss will cause. This causes more
time to read the cache line for victims, which is observed by the attacker to calculate
the time span and guess the data to read from the main memory.

Flush and reload cache attack is another variant of the prime probe attack. This
type of attack is performed on the last level of cache [7]. In this type of attack the
spy program is planted in the environment to do the attack. This attack happens in
three stages. During the first stage the monitored memory lines are flushed from
cache hierarchy, then spy is allowed to wait for the victim to access the memory
line before third stage. During the third stage the spy reloads the memory line and it
will measure the time needed to load the cache. During the wait time if the victim
accesses the memory line, the line is available with cache, then reload will take less
time and if it is not available, then reload will take quite long time to load it [7].
This time is noted by the spy to guess the memory operation carried out by the
victim.

Time-Driven Attacks

In time-driven attacks, the attacker tries to measure the total execution time of the
cryptographic operations. The total execution time is dependent on a key value,
which accesses the memory results in cache misses. In time-driven attack, lots of
statistical analyses are required to infer the key value. Evict and prime or prime and
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probe are the type of time-driven attacks. Attack on AES encryption algorithm can
be done with the help evict and prime [8] by evicting in the cache and measuring
the time for encryption. In such attacks, attacker do various rounds of encryption
and evicts one of the selected cache lines by writing his/her own data and measures
the time taken by the victim to do encryption. Then for a victim encryption time
depends on the values present in the cache at the starting time. If the victim accesses
the evicted cache, then obviously victim will go to take longer time to do the
encryption, as cache miss occurs [9].

Trace-Driven Attacks

Trace-driven attacks need knowledge about the underlying hardware and its
implementation [10]. In this attack, the attacker keeps track of victim’s cache
activities. The attacker keeps track of total number of cache lines used and cache
miss ratio during encryption round for victim machine [11]. To make these attacks
more powerful the attackers have to continuously monitor the CPUs caches.
Sometimes trace-driven attacks are based on power analysis, physical access of
memory, and alteration of the processing device [11].

2.2.2 Based on Usage of the Cache Miss During Cryptographic
Algorithms

During cryptographic operations like encryption or decryption, behavior of cache
memory depends on its initial state and subsequent sequence of memory accesses.
The attacker can make use of this cache behavior to target the cryptographic
devices. Therefore, based on the initial state of cache, attacks can be categorized as
follows [12].
Empty initial state: This is also called as reset attack. This type of attack is
performed based on the observation of cold start misses. This type of attack does
not require lookup tables stored in cache by encryption algorithms.
Forged initial state: These types of attacks are also called as initialization attacks.
In these types of attacks, attacker generates chosen number of cold misses to the
known state of cache before encryption.
Loaded initial state: In this state of attack the attacker needs cache which is already
filled by all the lookup tables involved in the encryption algorithm. In this attack,
for a given initial state the sequence of memory accesses performed during the
encryption can be observed by timing analysis or by power analysis as suggested in
[12].
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3 Related Work

This section will discuss about the existing security techniques presented by the
researchers most recently toward securing the cloud environment. The literature
which will talk about the cache-based side channel is categorized in three different
ways that is based on attacking techniques, detection techniques, and mitigation
techniques as follows:

3.1 Existing Cache-Based Attacking Techniques

Cache-based side-channel attack is not new concept in literature. This type of attack
is possible in the cloud due to resource sharing. For the first time in 2009,
cache-based side-channel attacks were proved on the Amazon EC2 cloud envi-
ronment. This is proved by placing the attacker machine as co-resident with vic-
tim’s machine on cloud [1]. In this paper author used prime, probe, and trigger
technique to extract the cache contents of the victim’s machine. But in this paper
authors have not proposed mitigation solution. Symmetric multi-processors are
used to prove the cache-based side-channel attack using an ElGamal decryption key
with the libgcrypt cryptographic library. The authors have used support vector
machine to classify the attacks and also applied hidden Markova chain model to
reduce the errors in the cache. But they have specified about any specific mitigation
technique to handle such types of cache-based attacks [13].

Memory bus contention was used to do a cache-based attack on the victims. This
attack was proved on × 86 machine by exploiting the instruction level cache. This
attack was performed with the help of some hardware modification which was
resulted in overhead in processors and even mitigation techniques were also not
proposed [14].

3.2 Existing Techniques for Detection of Cache-Based
Attacks

Two-stage detection method is used to detect cache-based side-channel attack. Two
stages consist of host and fast detection. The shape test and regularity tests are used
to extract attack features from the host and guest, and they also used a pattern
recognition technique to differentiate between legitimate VM and attacker VM [15].

The machine-learning technique is applied to detect cache-based side-channel
attack. Authors have specially focused on flush and reload method to detect the spy
planted on victim through cache attack. To detect the attacks neural network is used
with supervised mode [16].
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3.3 Existing Techniques to Mitigate Cache-Based
Side-Channel Attacks

Some of mitigation techniques were proposed on L2 cache-based side-channel
attacks. Different bystander workloads are used for cross-VM covert channels to
detect the cache attack and on this continuous time, Markov Process to model was
used to mitigate the classified attacks [17]. Threshold values are set between two
VCPUs for overlapped scheduling to mitigate the L2 cache attack. In this paper
authors have also introduced some noise function to reduce the attack so that
attacker cannot get the exact information [18].

Another mitigation technique is proposed based on instruction execution at each
user level thread on a single CPU core. In this work authors are not using cache
flushing rather they maintain integrity of the data [19].

L3 cache attacks are handled by managing locks on cache lines. This work little
bit modification is done on the existing hardware to lock the cache lines. Never
evicted cache lines are used to lock so that they can be multiplexed for VM to load
their data [20]. But overhead is incurred due to system-level changes.

The cache coloring technique is used to partition the cache on the VM level to
prevent the cache-based side-channel attacks. Apart from this firewall security is
applied to filter the unwanted requests. But authors have not mentioned authenti-
cation levels for users. Overhead is introduced by applying both security aspects
[21].

A dynamic page coloring method called as Chameleon is used to prevent
cache-based side-channel attack. Chameleon provides stringent isolation between
security critical operations and normal operations by assigning a specific color to
the process through dynamic page coloring. The dynamic page coloring notifies the
hypervisor for entering into the critical section by providing a specific interface for
applications [22].

4 Conclusion

Cloud computing has evolved in only in the last decade and still there are numerous
of users who are hesitant to adopt the service owing to the unreliability factor of
security on the cloud. One of the security threats found in the cloud is side-channel
attacks due to multitenancy. The cache-based side channel is not a new concept, but
it has gained focus in a cloud environment as resources like cache are shared among
multiple users. In this paper, we surveyed papers related to cache-related
side-channel attacks on a cloud. Few papers only talk about attaching methods
adopted on cloud and few papers talk only about a particular mitigation method.
Most of the papers adopted the cache flushing as mitigation. But this cache flushing
is not always cost effective as it will pay some penalty.
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In this prospect, there is a need for a new framework, which can identify the
pattern of all cache-based side-channel attacks and can give the mitigation tech-
niques without any overhead and penalty.
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A Semantic Approach to Classifying
Twitter Users

Rohit John Joseph, Prateek Narendra, Jashan Shetty and Nagamma Patil

Abstract Social media has grown rapidly in the past several years. Twitter in par-

ticular has seen a significant rise in its user audience because of the short and com-

pact Tweet concept (140 characters). As more users come on board, it provides a

large market for companies to advertise and find prospective customers by classi-

fying users into different market categories. Traditional classification methods use

TF–IDF and bag of words concept as the feature vector which inevitably is of large

dimensions. In this paper we propose a method to improve the method of classifi-

cation using semantic information to reduce dimensions of the feature vectors and

validate this method by feeding them into multiple learning algorithms and evaluat-

ing the results.
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1 Introduction

Social media usage has seen a meteoric rise in the past few years with people

using it on a daily basis to share information varying from important announce-

ments to the meal they just finished. Twitter in particular has been one of the driving

forces, primarily because of the simplicity of its concept. The 140 character limit is

reminiscent of a messaging service, something that can be used to share one’s

thoughts without batting an eyelid. It is for this reason that around 350,000 Tweets

are sent every minute. Twitter is often used by users to provide graphical, textual or

a web-link content and due to the unrestricted nature of the content posted by each

user, it provides an ideal platform to learn about a person. This information learnt

can be used to further enhance the user’s experience on the platform by recommend-

ing people of similar interests or it can be used when there is a need to target-specific

audiences.

While recommendation systems are common places in social networks, most of

these recommendation systems are based on the graph structure of existing social

networks. A user is categorized into various categories based on the sets of user

followed. This is extensive work done on this model, with similarity of users com-

puted using cosine similarity functions and Euclidean distance mechanisms. How-

ever, identifying similar sets of users based on the content tweeted is far more chal-

lenging. There exists various sources for information in the tweet, the URL or link

can be analysed to predict the nature of the article shared and thus the category to

which the tweet belongs. The nature of tweets can also be studied by analysing the

text present in the tweet. Sophisticated computer vision algorithms can also be used

to categorize the image shared by the user.

2 Literature Survey

Following Barbier et al. [1], we see the different data mining techniques required to

analyse and gather information from large social media data which is continuously

changing. With the help of Derczynski et al. [2] we address the problem of part-

of-speech tagging. These aforementioned methods are of prime importance to us,

since semantic analysis of the data requires us to first distinguish among the various

entities in the text, i.e., nouns, as they convey the most information.

Hannon et al. [3] propose a technique which utilizes the content tweeted by the

user, as mentioned above, along with the list of people he/she follows in order to

recommend users to one another. While this is an interesting and unique approach,

the authors use the TF–IDF weighting metric in order to build a profile for a user,

which does not take into context the meaning or sentiment in the text.
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Semantically analysing tweets involves identifying the context of every word in

the tweet and then trying to use this information in order to classify the user according

to the content tweeted. This is a far more complex method to analyse a user than based

on the graph structure of the user. A method of semantic analysis of Twitter data has

been proposed by Agarwal et al. [4].

A semantic approach we propose involves building a feature list for every user,

building a taxonomy for every word in a users feature list, analysing the context of

every word in the feature list, assigning a score to ‘k’ parameters, where ‘k’ is the

generic categories under which all words can be accommodated and finally feeding

this score vector to learning algorithms to group similar users.

3 Proposed Approach

Twitter has taken down many of the publicly available data sets, and as a result of this,

data collection (around 30k tweets) had to be done manually using the Twitter Python

API, Tweepy [5]. This data is in a raw, unstructured form and needs to be thoroughly

cleaned before it can be used to extract useful entities in the preprocessing phase.

This is a pretty standard operation in any data mining venture and for this we use the

NLTK [6] library along with a dictionary of commonly used Twitter abbreviations

to remove unnecessary spam words as well punctuations and so on.

Hashtags are commonly used in Twitter to signify that a particular topic is being

spoken about. For example, a user talking about a particular sporting event may

end his Tweet with the hashtag, ‘#sport’. This information must also be taken into

consideration as it can provide information of interest to the user. Similarly, during

the preprocessing phase emoticons, a metacommunicative representation of a facial

expression must also be extracted because they provide information in ascertaining

the emotion behind a particular statement. This will further help the classification

process.

With this initial stage of preprocessing done, we have removed unnecessary sym-

bols and stopwords. The remaining words need to be categorized into various parts

of speech (POS), and nouns will be useful for determining the topics of interest to

a person while verbs need to be removed. Because different words can take differ-

ent forms in the English language, it is important to segregate the nouns from the

verbs in this process. For our purpose, we evaluated two POS taggers, Stanford POS

Tagger and CMU POS Tagger, both of which are written in Java. On closer analy-

sis we found that the CMU POS Tagger was significantly faster than the Stanford

POS Tagger. The CMU Tagger offered 220 tweets/sec as opposed to the Stanford 3

tweets/sec while both offered similar accuracies. The disparity may be because the

CMU tagger was trained on Twitter data and so performed better.
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Fig. 1 Workflow

After the thorough preprocessing stage, we are left with the noun phrases as well

as the emoticons associated with the corresponding text. Traditional approaches use

these bags of words along with a TF–IDF score corresponding to each word as the

feature vector associated with a particular user. However, as the number of unique

words per user increases, the feature vector size also becomes too large and cannot be

fed directly into any learning algorithm, and some sort of dimensionality reduction

needs to be done. The complete workflow of proposed approach is comprehensively

illustrated in Fig. 1.

3.1 Building the Feature Vector

To solve the problem of the increasing sizes of the feature vector formed by repre-

senting the user by the unique words in his text, we propose an approach to build the

user feature vector by understanding the semantics of the words in his/her profile.

Take for example the football team Manchester United; we know that it is a soccer

team and we know that soccer is a sport, so there should be some way in which we

can link Manchester United back to its broad category, i.e. sport. Since we have an

idea of the broad categories of the data within our dataset, we can build a taxonomy

with these categories as the ‘root’ and various sub-categories under it, as shown in

Fig. 2. The taxonomy was built by scraping DMOZ [7], which is the largest directory

of human edited information on the web.
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Fig. 2 Taxonomy

For every word that has been tweeted so far, we now try to fit it into this hierar-

chy. For this we make use of the Alchemy API [8]. Alchemy is a web-based REST-

API which provides us with entities, sentiment score and entity-wise sentiment for

a given article. The entities obtained in this step are mapped onto an existing data-

base of entities we have created by crawling some of the open web dictionaries [9]

available for the taxonomy that we had created. The entities for which a match is not

found in the list are discarded. A score for each of the broad categories, as shown

for five users in Table 1, is then calculated by taking the weighted average of the

number of matches of a word within a particular category’s subtree along with a

bias weight given according to the sentiment associated with the text (also taking

into consideration the emoticons extracted earlier).

4 Results and Discussion

As shown in Table 1, the feature vector corresponding to a particular user has been

reduced from around 150 on an average (average number of unique words tweeted

per user) to 6. The scores assigned have been calculated by mapping each word in the

tweet onto the level they correspond on the hierarchy. All the five users shown in the

figure are journalists or people who report about different sporting topics, which is

seen with their highest score coming in the ‘sports’ category. For this paper, we have

tried to classify the users into the six broad categories at the top of the hierarchy.

Table 1 Reduced feature vector

Name Sports Music Movies Politics Technology Media

Henrywinter 0.12 0.057 0 0.057 0 0.017

Bumblecricket 0.081 0.01 0 0 0 0.009

Samwallacetel 0.19 0.01 0 0.005 0 0.019

Marcotti 0.068 0 0 0 0 0.023
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Table 2 Evaluating the

proposed method
Learning

algorithm

Precision Recall

Support vector

machine

0.85 0.84

Logistic regression 0.74 0.79

We fed this into two classification algorithms, namely SVM and multiclass logis-

tic regression (Table 2). Since we have a nonlinear data set, we used nonlinear SVM

with different kernels. The metrics we have used are

a) Precision

Precision is the True Positive value divided by the sum of True Positive and False

Positive

Precision =
tp

tp + fp
(1)

b) Recall

Recall is the True Positive value divided by the sum of True Positive and False

Negative

Recall =
tp

tp + fn
(2)

5 Conclusions and Future Work

Semantically, building a feature vector helps reduce the dimensions of the vector

without losing information in the process. Rather, it can be exploited to reflect a

lot of information of the underlying text. By considering the sentiment along with

the semantic meaning of the text present in the Tweet, it greatly helps reduce the

dimensions of the feature vector, thus enabling the machine learning algorithm to

run quicker while still maintaining a high level of accuracy.

We have limited our feature vector to be of six dimensions and thereby built our

taxonomy in that way. In the future we look to expand this, to increase the number

of categories which we map words on to and in this way further increase the number

of classes we classify our users into. Another scope of improvement would be to

improve the method of score calculation. A nonlinear function of the occurrence

count may further improve results. Also, we look to exploit the underlying graph

structure of a social network and use collaborative filtering techniques mentioned by

Hannon et al. in [3] to further improve our results.
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Timeline-Based Cloud Event Reconstruction
Framework for Virtual Machine Artifacts

B.K.S.P. Kumar Raju and G. Geethakumari

Abstract Traditionally, scaling the resources to meet the high dynamic needs of

consumers is a challenge for organizations. Alongside cost, maintenance overheads,

availability issues are contemplated. A scientific solution that considers all these is

cloud computing. Moreover, recent advancements in cloud also allured many small

and medium scale enterprises. But, the extent of security and privacy provided to

the tenant’s data is not apparent and proper. Contemporary attacks on the cloud

strengthen this argument. A reactive approach to handle the occurred incident in

cloud is through performing forensics. But the domain of cloud forensics is still in

its infancy state. In mid 2014, National Institute of Standards and Technology (NIST)

released a draft which contains various legal, organizational, architecture, and tech-
nical challenges to perform forensics in the cloud environment. In this paper, our

focus is on one of the technical challenges namely Event Reconstruction. We con-

sider cloud virtual machine artifacts to achieve the same.

Keywords Cloud computing ⋅ Digital forensics ⋅ Reconstruction ⋅ Event correla-

tion

1 Introduction

Cloud computing is an on-demand computing environment where the resources are

shared by ubiquitous access. Its advantages have had high appeal for both the indus-

try and academia in less time. But the lack of transparency posed by the cloud is

becoming a setback in using it for sensitive and secured applications. A lot of recent

attacks strengthen this argument. Few examples are, DDoS attack has been per-

formed on amazon.com in 2011 [1]. In 2013, hackers have used Dropbox to perform

advanced persistent threats [2]. In 2015, from amazon EC2 co-located instance the
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RSA decryption keys were recovered which violated the privacy of other users [3].

Recently, students at Worcester Polytechnic Institute hacked an instance in AWS

which lead to a data breach. Similar attacks may still continue in the future if the

underlying isolation and cache management policies are not improved at both the

hardware and software level.

To address this, the provider has to enhance the trust of users on the cloud envi-

ronment which can be done in two possible ways: 1. Developing a highly secured

policies and algorithms. 2. Performing forensic investigation in the cloud with higher

transparency. In this paper, we focus on the latter. There are no standard techniques

for performing cloud forensic investigation as this is a relatively new area. More-

over, traditional digital forensic techniques cannot be directly applied to the cloud

environment because of its architecture and unique characteristics. Giving the same

conclusion, NIST working group had identified 65 challenges in performing foren-

sics for the cloud and segregated them into organizational, technical, architecture

and legal issues [4].

In this paper, we emphasize on one of the technical challenges namely event
reconstruction. There are many definitions for event reconstruction but the most stan-

dard one is given by [5] i.e. Process allowing to describe an incident using informa-
tion left on a crime scene. Event reconstruction would give many advantages: (a) It

helps the investigator to generate the hypothesis (b) It is used to examine the evidence

and know why it possess certain characteristics (c) It increases the interpretation of

the overall crime scene under consideration.

In Sect. 2, we present the related work for event reconstruction. A framework for

cloud-based event reconstruction was proposed in Sect. 3. The proposed framework

is then validated with the corresponding experiments in Sect. 4. Finally we summa-

rize the work in Sect. 5.

2 Related Work

We present the work in event reconstruction for both the cloud and non-cloud envi-

ronments. Irrespective of the environment, a thumb rule is that event reconstruction

can only answer simple questions but may not answer complex ones in all the cases

[6].

2.1 Cloud-Based Event Reconstruction

Deleted data act as a crucial evidence as it may give many conclusions about the

incident [7]. Recovering the deleted data in the cloud environment is much more

challenging due to its multi-tenant nature. With the aid of quick snapshot feature of

cloud, there are chances to get the deleted data. But, performing event reconstruction

using the deleted data is challenging.
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In [8], the authors claimed that by maintaining proper backups, the process of

event reconstruction may be possible. But in reality, this has to consider: the cost

involved in having the backups, frequency of backups, extent of data to backup, etc.

Moreover, due to the distributed nature of cloud, there is a need to do time synchro-

nization. An improper synchronization would not lead to a fool proof reconstruction

of events.

Recent papers commented on the possibilities and challenges of performing

cloud-based event reconstruction:

∙ Reconstructing the virtual storage from the physical cloud node is still a challenge

[9].

∙ Event reconstruction in cloud is tricky as the data needs to be considered from

multiple sources. Moreover, finding the relevant data pertaining to the incident is

also challenging [6].

∙ There may be multiple versions of the same file at same time which may increase

the complications in event reconstruction [10].

∙ Cloud-based event reconstruction may be possible if the subset of the environment

is considered but not the whole environment [6].

2.2 Non-cloud-Based Event Reconstruction

We can categorize the work in traditional event reconstruction as timeline based and

not completely timeline based (i.e. non-timeline based). In this paper, our emphasis is

on timeline-based event reconstruction and the work related to it is presented below:

Events containing time as the parameter are either extracted from the filesystem

or from the inside files. There are few tools like sleutkit [11] and Encase [12] that

generate timeline from the target filesystem. For extracting the time events from each

file, various prototypes and tools exist like Cyber Forensic Time Lab (CFTL) [13],

log2timeline [14], Zeitline [15]. Most of these tools suffer with proper visualization

of the events especially when the number of events is more. This becomes worse,

when we analyze the cloud artifacts as they may have more number of events than

the traditional environment artifacts.

So our objective in this paper is to reduce the number of events for timeline gen-

eration without much data loss of highly important events. To the best of our knowl-

edge, the existing timeline approaches have considered events from only one artifact

at a time. But a combined timeline of all the artifacts would give more comprehen-

sive view about the system state which we are considering and addressing in this

paper. We examine three major cloud virtual machine (VM) artifacts for timeline

generation-vRAM, vDisk and cloud service logs. We identified various challenges

when multiple artifacts are considered for timeline like data loss, segregation, numer-

ous events, time synchronization, unique format, etc.
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3 Framework for Cloud-Based Event Reconstruction
(CERf)

In general, Event reconstruction assists the investigator in many ways to reflect var-

ious advantages like: increases the admissibility of the evidence in the court of law,

reduces the possibility of erroneous logical conclusions, and even it reduces the time

for the investigation by enhancing the interpretation of the underlying incident.

Unfortunately, the research on cloud-based event reconstruction is at its early

stages and is facing several challenges as mentioned in Sect. 2. So, we proposed

a framework for performing event reconstruction in the cloud environment (Fig. 1).

The base for the proposed framework is taken from the work done in traditional
digital event reconstruction [16].

3.1 Phases for Cloud Event Reconstruction

Our framework contains new phases to suit for cloud environment and they are

briefed as below:

∙ Segregation: Since the cloud is a multi-tenant environment, the investigation on

the target VM artifacts (vRAM, Service logs, vDisk etc.) should not violate the

privacy of other tenants. For example, consider the artifact namely service logs.
These are present within the cloud nodes and they contain events of all the cloud

Fig. 1 Proposed framework for cloud event reconstruction
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users. If CSP gives all these logs to the investigator who may be interested in only

a specific VM’s events then it violates the privacy of other tenants (users). So,

segregation acts as a prerequisite step before the actual acquisition phase, i.e., this

phase defines the segregation parameters from which the acquisition phase has to

be carried forward.

∙ Event correlation: A huge number of events exist in the traditional digital environ-

ment itself and the scenario becomes intricate in the cloud environment. To handle

the complexities, we add the phase of event correlation as a prerequisite for effec-

tive reconstruction. This phase identifies the associations among the events and

groups them accordingly. The correlation phase should also relate the events per-

taining to the target VM which are spread across multiple zones.

∙ Event reconstruction: The correlated events are given as input to the event recon-

struction phase. Then the reconstruction of events can be done either solely based

on the timeline or not completely on timeline based.

Taking all these phases as base, we devised an algorithm for cloud event recon-

struction which we describe in the following subsection. The remaining common

phases like notification, presentation will reflect the same functionality as in tra-

ditional digital environment. For example, during the presentation phase, validating

the chain of custody is common in both the cloud and traditional digital environment.

3.2 Algorithm for Cloud Event Reconstruction

We propose an approach for reconstructing the events from multiple artifacts (Algo-

rithm 1). The cloud provider takes the incident (I) reported and its details from the

notification base. Then corresponding artifacts are identified (A[ ]) based on the inci-

dent (Ix) and the underlying cloud environment. Each identified artefact is filtered to

get the events pertaining to the target user (A[ ]′).
The inclusion of correlation phase for the process of event reconstruction gives the

following advantages: (a) The number of events that are being considered for analysis

is reduced (b) Interpretation of the events will be enhanced (c) The time spent on the

investigation will be reduced. But, how the correlation can be performed and what

are the correlation parameters are the important questions that one has to consider.

In this context, we suggest the correlation process for the cloud environment which

includes three major correlation parameters, i.e.,

∙ vRAM centric: In this category, we consider all the data present in the vRAM as

base and correlate with the events in vDisk, i.e., initially, we retrieved all the files

opened by each process in vRAM of the target virtual machine. Then, for each file

identified in the vRAM, we extracted all its metadata from the target vDisk. There

may be multiple ways to correlate the events in both the artifacts. But we have

chosen file-based correlation as we observed various advantages like the number

of events after correlation will be moderate, will aid the investigator to have faster

interpretation, and will work irrespective of the VM operating system.
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∙ Incident centric: Each incident can be detected with certain symptoms or charac-

teristics. We can capture all those from the target virtual machine vRAM (Sp) and

vDisk (Sf ). In some cases, direct mapping of incident to symptoms may not be

available due to the intruder anti-forensic measures. Then, the investigator has to

look at the relevant events which may have an indirect association with the incident

from both the artifacts i.e. from vDisk (Rf ) and vRAM (Rp).

∙ Time centric: This sort of time-based correlation is very basic and can be helpful

to the investigator when the above two are not functioning as expected. We accept

the start time and end time in association with the target artifact. Then, using the

same time range as reference, we search for the events present in artifacts of A[ ]′ .

The resultant events of each correlation category are given to the reconstruction

function from which the timeline is generated. We validate the proposed algorithm

in Sect. 4.

4 Experiments and Results

4.1 Experimental Setup

We had setup a high end openstack private cloud with multiple nodes. The cloud

had various tenants with each user having multiple virtual machines. The version of
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openstack used is Icehouse. All the major cloud services were running during our

testing phase. We consider three major artifacts to perform event reconstruction, i.e.,

Service logs, vRAM, and vDisk.

4.2 Validation of the Proposed Framework—CERf

Segregation phase: As said, to preserve the privacy of other tenants, the process

of segregation is required on each cloud artifact that was considered. But how this

can be accomplished practically is challenging and tricky. We addressed this issue

independently on each cloud artifact, i.e.,

∙ For service logs: Our core segregation parameter is “instance_uuid”, i.e., we iden-

tified the target VM events based on this. But the problem with this approach is

all the events in the service log(s) will not have instance_uuid. This makes the

segregation process incomplete. We addressed this by identifying complementary

parameters like token id, request id, VM_IP to enhance the overall segregation

process. All these arguments can be validated with a simple example, i.e., there

are many services (nova, image, networking, block storage service, etc.) that runs

on Openstack cloud nodes and for each service there are different sets of logs.

In Fig. 2a, a service log named nova-consoleauth.log was considered from the

compute node of Openstack. It contains events of all the cloud tenants. We ini-

tially identified target VM events in the log with the instance_uuid and remaining

events belonging to the same target are identified with another parameter-token id.

A screenshot of the same is shown in Fig. 2b. Similar segregation process can be

followed for any service log.

∙ Every tenant can have multiple users and in that case a single virtual machine

may be used by more than one user. In such a situation, the process of segregation

has to be applied on other artifacts as well like vRAM and vDisk. It is important

to note that, the segregation parameters change from one artifact to the other. To

make the illustration simpler, we consider a target tenant who is having one user

so that explicit segregation is not required.

Event correlation phase: We captured all the events of Ubuntu 14.04 cloud virtual

machine and noticed that there are thousands of events and it is difficult for the inves-

tigator to understand all of those. To enhance the event interpretation, we initially

generated the basic timeline for the disk events of the victim VM (Fig. 2c).

Observations: (a) We observed from basic timeline in Fig. 2c that the number

of events is still very high. (b) All the attributes shown by the timeline may not be

useful for the investigator. (c) Representation of the simple timeline events shown

in Fig. 2c is not sufficient and requires an advanced approach. (d) In some cases,

the investigator may require some additional information which cannot be retrieved

from the basic information presented in the timeline.

To address the above complications, we can apply the correlation process men-

tioned in the Algorithm 1. To make the illustration simple, we will show only the
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Fig. 2 a Openstack service log-nova-consoleauth before segregation. b Nova-consoleauth after

segregation with our identified parameters. c A simple timeline file without any filtering

Fig. 3 a Normalized schema for target VM-vRAM. b Target VM vDisk normalized schema

VRAM centric correlation, i.e., to identify the files in vDisk which had traces in

vRAM. We used volatility, a memory analysis tool to achieve this. To get a com-

prehensive picture of the entire virtual machine, the timeline should contain events

from other artifacts as well. But this involves various technical challenges: (a) Events

from multiple artifacts will have different formats and representing those events in a

single timeline is difficult. This requires all those events to convert to a unique for-

mat. (b) This normalization process has to be done carefully otherwise the chance

of data loss will be high. Taking these in to consideration, the following process is

suggested.

Normalization process for vRAM: There is a lot of metadata associated with each

process in vRAM. Considering all those attributes for timeline will overload the

information provided by each event. So we identified more significant attributes for

vRAM events. But these attributes were spread across multiple plugins of volatility.

Then we parsed each plugin output and stored in MySQL database. Later, the sig-

nificant attributes from different plugins were joined to form a new relational table

and it has the schema as shown in the Fig. 3a.
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Normalization process for vDisk: We consider only the disk events which had

traces in vRAM. But each event in disk will have lot of associated attributes. We con-

sidered only the important attributes and represented in our advanced visual timeline

and the corresponding schema is shown in Fig. 3b.

The significant attributes identified from both the artifacts are normalized to a

format <Time,Description>. Here, the description is the main attribute which con-

tains sub-attributes shown in Fig. 3a, b. It is important to note that, care has been

taken to inject only the sub-attributes with high importance to the final normalized

schema. The significance of each sub-attribute is decided based on two properties:

(1) The sub-attribute should be present in most of the event categories (2) With each

significant sub-attribute an event should be recognized uniquely or at least should

be able to extract other attributes data which is not explicitly considered for timeline

generation.

Then, we identified the processes in vRAM which are using files from the vDisk.

We then filtered, extracted, and considered only those files and the associated sig-

nificant sub-attributes from the vDisk to generate the timeline. Then the number of

events in Fig. 2c came down and this benefits the investigator to complete the forensic

process faster.

Event reconstruction phase: The reduced set of correlated events is given as input

to the reconstruction phase. But this introduces new challenge for the investigator,

i.e., regarding the comprehensiveness involved in analyzing the timeline with some

events being filtered. We handle this in two stages:

∙ Stage 1: Add events to the timeline which should describe at least the below events:

(a) VM creation time (b) VM logout time (c) System IP from which cloud was
accessed (d) Highly critical events happened in the victim VM (e) VM termina-
tion time (f) Suspicious events in the target VM etc.,

We identified that the following information is present in the artifact service logs.
Including the above information in the timeline will make the investigator to know

the exact start time (VM creation/booting/login time etc.,) from which the pro-

cess of forensic examination can be easily initiated. For example, in Fig. 4a, the

target user login time is very obvious. Moreover, in Fig. 4b we also included

the next immediate activity after login, i.e., started an instance named ubuntu.

Then that VM events are tracked and reconstructed using the timeline. Due to the

space restriction, we cannot present each timeline event. But the major ones are

present in Fig. 4c—an event from target VM disk, Fig. 4d—an event from the tar-

get vRAM. Moreover, tracking and reconstructing the target VM events can be

stopped when that VM is logged out or terminated (Fig. 5).

∙ Stage 2: In all the cases, the information provided by the timeline may not be suffi-

cient for the investigator. We handled those cases by providing additional attribute

information associated with each event of every artifact type. Some of the other

important attribute information which we consider is shown in Table 1. This infor-

mation is presented to the user when he interacts only with Read More section of

the corresponding event in the timeline.
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Fig. 4 a Timeline event from service logs-login event. b An event from service logs-Instance start

up time. c Timeline event from target vDisk-a file event. d Timeline event from target vRAM-a

process event

Fig. 5 Timeline event from service logs-instance logout event

The final timeline includes the events from victim VM vDisk, vRAM, and even

from service logs. The advantages of this customized timeline are: (a) Interpretation

of the events will be easier (b) Comprehensiveness of the data in the timeline is

more as it includes events from multiple artifacts (c) We included highly related and

common events in the final timeline and this makes the investigation to complete

faster (d) Flexibility to look at the data of other related events is made possible with

our customized timeline.

4.3 Other Parameters Considered by Our CERf
(Cloud-Based Event Reconstruction Framework)

∙ Completeness Versus Utility: If all the events from the cloud artifacts are present

in the timeline then it may not be useful for the investigator. On the other side, if

we remove more number of events from the timeline then the comprehensiveness

may not be achieved which may lead to misleading conclusions. So there should
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Table 1 Additional attributes considered for each artifact

Other metadata considered for each artifact

vRAM vDisk Service logs

Offset Size An event reflecting symptoms

UID Hash value Traces of every error event

GID Sector range Error based events

DTB Hex value Less critical events

Parent–child and

network_connections

Tag parameter Resource usage

be proper trade off between completeness and utility which we achieved by our

framework CERf.

∙ Scalability: Since the events are filtered and presented, the complications involved

in the issue of scaling may get reduced. Moreover, we applied filtering at multiple

levels and considered events of target VM from multiple nodes.

∙ Extensibility: Since timeline-based reconstruction is applied to the massive cloud

environment, it can be easily extended to other environments as well especially

when they involve vRAM, vDisk and logs as artifacts. In [17], the authors used

timeline-based event construction. They reduced the number of events by con-

verting some of the low level events to high level events. But their approach is

not extensible even to the different version of an operating system or to a differ-

ent file system as they purely used rule-based approach for achieving this. In our

approach, these issues will not arise.

5 Conclusion

The need for forensic standards and methodologies in cloud is increasing along with

the growing popularity and usage of cloud. There are many technical challenges asso-

ciated with the domain of cloud forensics. In this paper, we focus on one of the techni-

cal challenges namely Event reconstruction. We identified that event reconstruction

can be performed by using timeline and without explicit timeline. We focused on the

former approach. We proposed a framework called as Cloud-based Event Recon-

struction framework (CERf). The framework is validated with the corresponding

experiments. In this connection, we identified a way to generate a comprehensive

advanced timeline which contains events from multiple cloud artifacts. Our approach

of timeline-based event reconstruction benefits the investigator in various aspects

like scalability, utility, and extensibility.

As a future work, we are going to add more filters at the correlation phase to

further reduce the number of events for the reconstruction phase. Moreover, in this
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paper we tested our framework CERf in private cloud environment and planning to

extend the same for the public cloud platforms.
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eCloud: An Efficient Transmission Policy
for Mobile Cloud Computing
in Emergency Areas

Bibudhendu Pati, Joy Lal Sarkar, Chhabi Rani Panigrahi
and Shibendu Debbarma

Abstract Due to the less resources and battery power of mobile devices or inter-

mittent connectivity between mobile devices and cloud, the users may face huge

difficulties. There are a very few work have been proposed which can solve these

problems. But, to select best cloud for mobile devices as well as to minimize the

transmission latency upon mobility of mobile nodes, in this work an efficient trans-

mission policy for Mobile Cloud Computing (MCC) named as eCloud is proposed.

In eCloud, mobile nodes can select their best cloud for sending requests upon mobil-

ity of mobile nodes. eCloud can solve the problem of battlefield situation or any

emergency condition like earthquake or terrorists attack.

Keywords Mobile cloud computing ⋅ Offloading ⋅ Energy-efficiency

1 Introduction

The number of users of mobile devices is increasing day by day [1]. Although dif-

ferent users have different demands. For example, some of the users have interest

in sports, gaming and some of the users are interested for other entertainments [2].

From research point of view, several users want to execute their code in MATLAB
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or other simulation software. Moreover, there are large number of users who use

various social media in their mobile devices and perform different activities such

as uploading their photos, videos etc. [3]. But, in each case users may face difficul-

ties with their devices as mobile devices have limited battery power, less resources,

and memory etc. [4, 5]. The popular cloud computing technology overcomes these

problems and creates more interest to the users [6]. In this work, authors present an

energy efficient transmission policy between mobile devices and cloud or cloudlets

named as eCloud which is mainly developed based on the services as given in [4].

Where, mobile nodes can have simultaneous access to the several networks and can

choose best cloud for sending their data requests or vice versa.

The rest of the paper is organized as follows: Sect. 2 presents related work.

Section 3 describes the efficient transmission policy for eCloud. Section 4 presents

mobility management for mobile node with failure and repair. Section 5 presents

the results obtained along with the analysis of results. Finally, Sect. 6 concludes the

paper.

2 Related Work

For reducing energy consumption of mobile devices by increasing the battery life,

there are a few works have been done which support offloading scheme [1–3]. In

[1], authors proposed a scheme to reduce the energy consumption of mobile devices

which supports offloading scheme. In [2, 3] authors proved that by using the remote

sensing, the battery consumption can be reduced for different tasks. In [7], authors

investigated a method called Thinkair which provides a method-level computation

offloading to the cloud. Thinkair mainly works on the offloading scheme from mobile

devices to the cloud and also the cloud scalability. In [8], authors proposed a context-

aware decision engine which supports offloading system from mobile devices to

cloud where to make the offloading decision. The proposed method does not support

multiple cloud resources and the availability of the wireless channel and information

of the geographical location is incorrect when a device is indoor.

3 An Efficient Transmission Policy

Due to high user rate of mobile devices, every mobile device should be energy

efficient. Because different users have different demands. Each mobile device can

offload its application to the Local Cloud (LC). Mobile devices connect with LC for

reducing latency as well as storage. The LC can also connects with the Command

Station (CS). The CS can handle LC as well as mobile devices in case of any emer-

gency occurs mainly earth quake, terrorist attack, etc. In case of handoff mechanism,

mobile devices can connect with the LC by WiFi, 3G, or by other networks. Due to

the signal fading or other reason if QoS of WiFi does not fulfill the requirements, the
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(a) (b)

Fig. 1 a eCloud: using AP, LC, and PC. b Mobility management of eCloud

mobile device can connect to LC by 3G. Each mobile device also can connect with

the Public Cloud (PC) when failure occurs. One of the main advantage of eCloud

is that mobile devices can connect to several access points simultaneously before

initializing handoff mechanism. eCloud managed Multi-homed Mobile IP (M-MIP)

for efficient transmission between mobile devices and LC. An Anchor Point (AP) is

used which can work as a home agent as shown in Fig. 1a. Each mobile device selects

its best cloud by the method described in [4]. The Network Probing Service (NPS) is

maintained by calculating the Relative Network Load (RNL) of each network step.

An AP runs the Cloud Probing Service (CPS) and Cloud Ranking Service (CRS) for

probing between LC and PC and chooses best cloud for mobile devices and mobile

devices then offload their applications to the LC or PC.

Algorithm 1: eCloud

Step 1: Initially for each time slot ti and for each application ai monitoring

real-time bandwidth between mobile device and LC

Step 2: Each mobile device maintain M-MIP for simultaneous access with

several access points

Step 3: AP runs the CPS and CRS

Step 4: Choose best PC or LC

Step 5: Each mobile device sends data request to the LC

Step 6: If mobile device does not access data from the previous LC, it then

sends request to the current LC

Step 7: Mobile devices access previous data from the current LC

Step 8: If their is no LC in the range of mobile devices then they connect with

the PC

In Algorithm 1, initially eCloud determines time slot ti for each application of

mobile devices for monitoring real-time bandwidth and also for simultaneous access

with several access points mobile devices maintain M-MIP (Steps 1–2). An AP runs

on the CRS and on CPS by which a mobile device selects its best cloud and also

probes between LC and PC (Steps 3–4). Mobile devices send data request to the LC
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and if a device does not receive any reply from this LC, the mobile device then sends

a request to the current LC and accesses those data from the current LC (Steps 5–7).

Due to mobility, mobile devices shift from one place to another and if there is no LC

within its range then the devices connect with the PC.

4 Mobility Management for Mobile Node with Failure
and Repair

The mobility management of mobile nodes in eCloud is shown in Fig. 1b. Where,

each mobile device sends data request to the LC. During transmission of data, there

maybe failure occurs due to the unavailability of network, mobility, etc., and mobile

devices can send data request to the LC after repairing those failures. If mobile

devices do not have access data from current LC, where a mobile device is in the

range of another LC then the mobile device sends request to the current LC for

accessing data from the previous LC. The mobile devices then access those data

from the current LC. During transition from one place to another if there are no LCs

present in the range of mobile devices, the mobile devices then connect with the PC.

Let us assume that m1,m2,m3...,mn ∈ M be the total number of mobile devices

and then the total number of mobile nodes will be as given in Eq. (1):

td = (m1 + m2 + m3 + ... + mn) =
n∑

i=1
mi. (1)

Now, at time ti seconds, let k number of mobile devices denoted as m̌1, m̌2, ..., m̌k
shift to another region. So, after time ti seconds the number of mobile devices present

at earlier region will be as given in Eq. (2):

td =
n∑

i=1
mi − (m̌1 + m̌2 + m̌3 + ... + m̌k) =

n∑

i=1
mi −

k∑

i=1
m̌i. (2)

Let, each device has different number of tasks and is given as in Eq. (3):

𝜅

l
T =

a∑

i=1
Ti +

b∑

j=1
Tj + .... +

c∑

k=1
Tk (3)

Here, there are b, c,..., m be the total number of tasks of m1,m2,m3...,mk, respec-

tively. Let 𝛼, 𝛽, ...𝛾 be the amount of tasks that are reduced from the mobile devices

due to offloading then the total number of tasks after offloading denoted as 𝜅
r
T and is

given in Eq. (4):
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𝜅

r
T =

a∑

i=1
Ti − 𝛼 +

b∑

j=1
Tj − 𝛽 + .... +

c∑

k=1
Tk − 𝛾. (4)

Now, each m1,m2, ...,mk ∈ M can connect with LC in that region. But, due to the

mobility of mobile nodes, the connection maybe failed after some time. Let, 𝜙 is the

period of time for recovering (repair) upon failure occurs and Y be the failure rate.

So the expectation time of Failure/Repair state can be computed using equation as

given in [4] and can be represented as in Eq. (5).

t(𝜙∗) = 1
Y

(
1

t[e−Y .𝜙]
− 1

)( n∑

i=1
mi −

k∑

i=1
m̌

)
(5)

Let us consider, mobile nodes and LC are placed in a 2D-space and is given as in

Eqs. (6) and (7):

Ad = ∫x ∫y
𝛿x𝛿y, (6)

Al = ∫m ∫n
𝛿u𝛿v. (7)

So, there should be region where mobile nodes and LCs are closed to each other

and in such region the overall failure can be minimized due to the mobility of mobile

nodes and is given in Eqs. (8) and (9):

Rl
d(min) = ∫x ∫y

𝛿x𝛿y ∩ ∫m ∫n
𝛿u𝛿v, (8)

∫x ∫y
𝛿x𝛿y ∩ ∫m ∫n

𝛿u𝛿v ≂ min

(
1
Y

(
1

t[e−Y .𝜙]
− 1

)( n∑

i=1
mi −

k∑

i=1
m̌

))
. (9)

5 Simulation

The proposed approach eCloud was evaluated based on Android operating system.

Android x86 was installed on Intel I3 laptop. Samsung 1997 was used for deploy-

ing the applications. eCloud was run in a standalone environment, where unwanted

applications were completely closed and background jobs were also shutdown. The

static and dynamic power of CPU was set from 0.3 to 1 randomly and also the clock

frequency was set ranging from 1.2 GHz to 1.6 GHz randomly. For LC, a Dell I3

computer was used with 8 GB RAM and for PC, Dell I7 computers with a RAM of

16 GB, and 2.8 GHz processor was used. An Activity Recognition (AR) web ser-

vice is running on the mobile nodes which is built by Java and after running AR, it
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(a) (b)

(c)

Fig. 2 a Total energy consumption of eCloud under different workloads of eCloud with two differ-

ent baselines. b Comparison of energy consumption for downloading 15 MB application of eCloud
with two baselines using WiFi. c Latency for receiving data under different applications using WiFi,

3G, and bluetooth services

then registered with both LC and PC. Both CRS and CPS were running on AP and

M-MIP protocol and were developed in Java environment.

5.1 Results and Analysis

Figure 2a shows the comparison between eCloud with two different baselines called

eTime and Thinkair. Figure 2a shows that energy consumption is low in case of

eCloud when average workload (wl) varied. Next, the workload is changed by

increasing the number of running applications and then the average is taken.

Figure 2b shows the energy consumption of eCloud with two different baselines,

where different bandwidths (Aw) (in Kbps) were considered. The energy consump-

tion was found to be less in eCloud with respect to two baselines. Figure 2c shows
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the overall latency when AR is running on the LC with different number of applica-

tions. From Fig. 2c, it is clear that the latency is high for 3G and bluetooth services

as compared to WiFi.

6 Conclusion

In this work, an efficient approach for MCC is proposed which can be useful in

emergency condition and is named as eCloud. eCloud chooses best cloud for mobile

nodes and nodes can have simultaneous access with different access point by M-MIP.

During mobility of mobile nodes in eCloud, the mobile nodes can send requests to

the nearest LC for accessing data from the previous LC.
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AMultidimensional Approach
to Blog Mining

K.S. Sandeep and Nagamma Patil

Abstract Blogs are textual web documents published by bloggers to share their

experience or opinion about a particular topic(s). These blogs are frequently retrieved

by the readers who are in need of such information. Existing techniques for text min-

ing and web document mining can be applied to blogs to ease the blog retrieval. But

these existing techniques consider only the content of the blogs or tags associated

with them for mining topics from these blogs. This paper proposes a Multidimen-

sional Approach to Blog Mining which defines a method to combine the Blog Con-

tent and Blog Tags to obtain Blog Patterns. These Blog Patterns represent a blog

better when compared to Blog Content Patterns or Blog Tag Patterns. These Blog

Patterns can either be used for Blog Clustering or used by Blog Retrieval Engines

to compare with user queries. The proposed approach has been implemented and

evaluated on real-world blog data.

Keywords Blogs ⋅ Blog mining ⋅ Tags ⋅ Blog clustering

1 Introduction

Blogs are web documents written about a particular topic(s). These topics maybe

related to current events of the world, technology, gadgets, or anything else. Bloggers

explain their understanding or opinion about these topics in their blogs. So, it can

be said that these blogs are the source of huge amount of information. With the

widespread use of Internet, there is a phenomenal increase in the number of bloggers

and readers who follow them. The idea expressed in the blogs can influence the

readers and hence can be decisive. So, there is a need to extract the information
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present in the blogs. This leads us to Blog Mining, which refers to information mining

from the blogs.

Along with the text content, blogs also contain other information such as title of

the blog, author of the blog, date and time when the blog was published, tags or

categories attribute and others. Each of these can be considered as a dimension of

the blog. Out of these dimensions, blog content and blog tags are the most interesting

ones which are significant for the information extraction process. Blog Content is the

actual write up by the blogger which is in form of text. It is possible to extract the

information from the blog content by using Text Mining techniques. But the extracted

information may also contain noise due to the way blogs are written. Blog Tags refer

to the topics on which the blog is written and they are specified either by bloggers

and readers. It is possible to cluster the blogs based on these tags information. But

the tags may not be consistent as they are specified by bloggers and readers. Both of

these dimensions are useful but have their own drawbacks. So, this paper proposes

a method to combine the results of Blog Content Mining and Blog Tag Mining to

obtain Blog Patterns which represent the blog in a better way when compared to

Blog Content Patterns and Blog Tag Patterns.

The rest of the paper is organized as follows: Section 2 provides an overview

of related work in the field of blog mining and text mining. Section 3 explains the

proposed methodology for combining Content Mining and Tag Mining approaches.

Section 4 explains the procedure used to evaluate the proposed method. Section 5

provides the results and its analysis. Section 6 provides the conclusion.

2 Related Work

Many techniques have been proposed for mining the text documents and these tech-

niques can be applied to blogs to perform Blog Content Mining. There are also

notable works in the field of Social Tag Mining in general and Blog Tag Mining

in particular.

Daniel EOLeary [1] has given a detailed explanation about the blogs, Blog Min-

ing, and Sentiment Analysis from blogs. First, it explains the importance of blogs by

quoting Polanyi’s work [2] about two types of knowledge: explicit and tacit. Explicit

Knowledge is more of facts and is easily communicated and documented. But, Tacit

Knowledge is the one gained with experience and cannot be easily documented, but

it is valuable. The author claims that bloggers document such tacit knowledge in

their blogs and hence there is a need to extract such information from them. It also

explains how important blogs are for product/service based organizations where the

organization can get effective feedback about their product/service from these blogs.

Next, this work explains in some detail the different ways to select a sample of blogs

for analysis and limitations in each way. Then the work moves to explain Senti-

ment Analysis in general by using Opinion Word Dictionaries. The same technique

is applied to financial blogs to determine stocks with negative opinions.
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Zhang et al. [3] proposed a technique for blog clustering by exploiting the relation

between tags and blogs. It states that each blog maybe associated with a set of tags

and each tag maybe associated with a set of blogs. So, the work aims to cluster all

the blogs having similar tags together using the AGNES Clustering algorithm. Flora

S Tsai [4] proposed a tag-topic model for blog mining. The work mainly explains

the multidimensional nature of the blogs. It argues that Blog Content Mining has its

own limitations since the blog text may include abbreviations, slang words, spelling

and grammatical errors, and in the worst case may also include terms of different

languages. On top of this, processing the complete text content of entire blog col-

lection is time consuming. So it proposes blog mining based on tags. Even though

the tags can be inconsistent, the work claims that it is possible to reduce the noise

using certain probabilistic and dimensionality reduction techniques. It applies the

Latent Dirichlet Allocation method on the tags associated with the blogs to extract

the appropriate tags for that blog. Yi-Hui Chen et al. [5] proposed a keyword-based

method for Blog Mining by analyzing user behaviors. They note that extracting key-

words or topics by mining each and every blog completely in the entire blog col-

lection can be time-consuming. So the work proposes that whenever user provides

a search text and a set of blogs are retrieved for that search text, it is possible to

associate the keywords present in the search text with that blog. It uses the Full-

text Keyword Retrieval Process based on Term Frequency and Inverse Document

Frequency to extract the set of keywords from the blogs and also from search text.

It compares both the keyword sets to examine the difference between the two and

finally it combines the keywords sets to obtain a single set. Ning Jong et al. [6]

proposed an effective pattern discovery approach for text mining based on pattern

taxonomy model. This model considers each document as a set of paragraphs and

each paragraph as a set of terms. Then it determines closed frequent patterns from

the text document. All such closed frequent patterns are said to represent the text

document in a way better than the frequent terms or frequent phrases do.

Yuefeng Li et al. [7] propose a relevance feature discovery model for text min-

ing which determines both positive and negative patterns from a text document.

Duc-Thuan Vo et al. [8] proposes a classification model for short text based on

topic modeling where short text classification is challenging due to data sparseness.

Xiang Wang et al. [9] propose a topic mining approach for text sequences based

on timestamps. Chenghua Lin et al. [10] propose a joint sentiment-topic modeling

technique based on Latent Dirichlet Allocation (LDA) method. Senghua Bao et al.

[11] propose another approach for emotion topic modeling of affective text based on

LDA.

All the above works provide different approaches that can be used for mining

topics from text content and tags associated with blogs.
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Fig. 1 Proposed

methodology for blog mining

3 Proposed Methodology

The methodology proposed here is to determine the final topic patterns of a blog

called as Blog Patterns by combining both, the Content Patterns derived from the

text content of the blog and the Tags Patterns derived from tags associated with that

blog. The block diagram of proposed approach is given in Fig. 1.

Stage 1: Preprocessing of blog text and blog tags is performed by applying Stopwords

Removal and Stemming Techniques.

Stage 2: Pattern Taxonomy Model [6] is applied to the preprocessed text content to

mine the set of closed frequent patterns. This model considers each document as a

set of paragraphs and each paragraph as a set of terms. Term frequency is defined

as the number of paragraphs in which the term occurs. Sequential Frequent Patterns

of all lengths are obtained from this model and checked for closure. The set of all

Closed Sequential Frequent Patterns is called as Content Patterns set and denoted by

CP.

Stage 3: Each Tag associated with the blog may have multiple terms. After pre-

processing, each tag is called as a Tag Pattern. The set of all Tag Patterns is denoted

TP.

Stage 4: The set of Content Patterns (CP) and Tag Patterns (TP) can be combined in

three ways to obtain the final Blog Patterns, denoted by BP. They are as follows:
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Method 1: By applying union operation on CP and TP, i.e., BP = CP union TP

Method 2: By applying intersection operation on CP and TP, i.e., BP = CP inter-

section TP

Method 3: By applying the formula below: BP = (CP intersection TP) union ((CP-

TP) in TP) union ((TP-CP) in Terms)

Both Methods 1 and 2 are straightforward. While Method 1 does a union of CP

and TP to obtain BP (also called as Union Patterns), Method 2 does an intersection

of CP and TP to obtain BP(also called as Intersection Patterns). Method 3 is quite

involved. It is based on the idea that each content pattern or tag pattern may have

one or more terms in it. Initially, the intersection of CP and TP is taken and added

to the BP set. Now, the set (CP-TP) is considered. For each pattern of this set, each

term of that pattern is checked to see if it is appearing in some Tag Pattern. If yes,

then only that pattern is added to the BP set. The idea of checking (CP-TP) with all

Tag Patterns is to verify whether the frequent patterns extracted are either relevant

or not. Then, the set (TP-CP) is considered. For each pattern of this set, each term

of that pattern is checked to see if it is appearing in the Terms set, which represents

all the terms in the document. If yes, then only that pattern is added to the BP set.

The idea of checking (TP-CP) with the Terms set is based on that fact that certain

patterns may not be frequent but still represent the topic of the blog. Thus, Method

3 appears to be stricter than union (Method 1) and more lenient than intersection

(Method 2).

In order to explain all the three methods, consider the following example:

Say, CP = {A,B,C,D} and TP = {C,D,E,F} where A, B, C, D, E and F are all

patterns. Since each pattern may have more than one term, consider A = [a1, a2],

B = [b1, b2, b3], C = [c1, c2], D = [d1, d2], E = [e1, e2], and F = [f1, b2, b3] and

Terms = {a1, a2, b1, b2, b3, c1, c2, d1, d2}.

Method 1: When the union operation is applied, BP = {A,B,C,D,E,F}
Method 2: When the intersection operation is applied, BP = {C,D}
Method 3: When the third approach is taken,

∙ Patterns C and D are added to BP since they occur in both CP and TP (intersection).

∙ Pattern A in CP is not added to BP because none of A’s terms (a1 and a2) are

appearing in any Tag Pattern.

∙ Pattern B in CP is added to BP because majority of B’s terms (b2 and b3) are

appearing in Tag Pattern F.

∙ Pattern E in TP is not added to BP because none of E’s terms are appearing in

Terms Set.

∙ Pattern F in TP is added to BP because majority of F’s terms (b2 and b3) are

appearing in Terms set.

∙ So, the final BP set will be BP = {B,C,D,F}.

Blog Patterns obtained after combining Content Patterns and Tag Patterns can

be considered as features representing the blog document. While union operation

(Method 1) will increase the number of features and intersection operation (Method

2) will decrease the number of features, Method 3 tries to achieve a balance between
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the two. Blog Patterns obtained through Method 3 are expected to represent a blog

in a better way when compared to Content Patterns, Tag Patterns, Union Patterns,

and Intersection Patterns.

4 Evaluation of Blog Patterns

Now that the Content Patterns and Tag Patterns are combined to obtain the Blog Pat-

terns, these Blog Patterns have to be evaluated to determine whether they represent

the blog in a better way. Evaluation method used for this is clustering of documents

and measuring the purity of clustering. That is, blog documents are clustered based

on different patterns such that blogs that have common topics are grouped into the

same cluster.

K-means clustering is used as a baseline clustering technique and purity of clus-

ters obtained based on Content Patterns, Tag Patterns, Union Patterns, Intersection

Patterns, and Blog Patterns—Method 3 can be compared. For k-means clustering,

each blog document is represented as tf*idf vector (term frequency—inverse doc-

ument frequency) and Euclidean distance measure is used. Individual terms are

extracted from the patterns. The number of paragraphs in which a term occurs in

a document gives the tf value of that term in that document. The relevance of that

term for clustering is given by idf, which is based on terms occurrence in the doc-

ument collection. The well-known formula is used for computing idf. Suppose, if

there is a term that is a part of any pattern but it is not at all present in the document

(because of tags), its term frequency is taken to be 1. In this way, tf*idf vectors are

computed for each document and then clustering is applied.

5 Experimental Results

Blogs related to different topics can be collected from different Web sites. Each blog

will have text content, tags, title, author, and much other information. The blog con-

tent and blog tags are then preprocessed by applying Stopwords Removal and Stem-

ming techniques. Content Patterns, Tag Patterns, and Blog Patterns are then extracted

based on the proposed methods. For example, consider a blog which is about the

consumption of eggs in midday meals across different states in India. The Content

Patterns, Tag Patterns, and the final Blog Patterns obtained based on Method 3 are

given in Fig. 2. It can be seen that the proposed method removes redundant and noisy

patterns from Content Patterns and Tag Patterns and retains those patterns that are

meaningful.

For clustering purpose, 20 blogs each about 2 famous personalities are collected.

Clustering is done and Purity of clustering is calculated. Another 20 blogs about

third personality is collected and clustering is done on the entire collection. Next,

another 20 blogs about fourth personality is collected and again clustering is done
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Fig. 2 Results for sample blog

Table 1 Results of blog clustering

Type of patterns Purity (in %) for dataset with

2 clusters 3 clusters 4 clusters

Content Patterns 57.30 56.81 49.50

Tag Patterns 60.50 66.24 60.34

Union Patterns 52.50 53.35 46.56

Intersection Patterns 58.50 63.30 60.04

Blog Patterns (method

3)

65.50 65.52 62.02

on the entire collection. The results of clustering done based on all 5 Methods are

given in Table 1.

From the Table 1, it can be seen that Blog Patterns (Method 3) represent any blog

in a better way when compared to Content Patterns, Union Patterns, and Intersection

Patterns. In some cases, the Tag Patterns maybe better than Blog Patterns (Method

3). However, since the Tag Patterns are derived from tags which is given by either

bloggers or readers, it maybe inconsistent. So, it is ideal to re-verify those tags by

using the proposed Method 3.

6 Conclusion and Future Work

The proposed technique for combining Blog Content Patterns and Blog Tag Patterns

is effective in removing the redundant patterns present in them. Further, the effective-

ness of this technique in retaining all the required patterns is analyzed based on Blog

Clustering. The results obtained show that the Blog Patterns of proposed method
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are better than Content Patterns and Tag Patterns to represent a blog document. The

proposed method can be applied to Blogs which have text content only. However,

certain blogs may also contain other media (image, video, etc.) embedded into them

by bloggers. The effect of these new dimensions can also be analyzed in determining

the topics of blogs.
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Medicinal Side-Effect Analysis Using
Twitter Feed

Priyanka S. Mane, Manasi S. Patwardhan and Ankur V. Divekar

Abstract As the use of social media network has been increasing, people tend to
share health-related information on social sites. Twitter is used by large number of
users and it is a wide source of information to analyze the drug related side effect. In
this paper, we have developed an approach to analyze the contents of tweets to
identify the adverse effects of a drug. An annotated dataset is used to train SVM
classifier to identify the tweets showcasing medicinal side effects. The use of feature
selection and dimensionality reduction techniques have allowed us to enhance the
performance of the classifier in terms of accuracy by 10.34% as well as efficiency
by nearly 66.31% as compared to the previous similar approaches.

Keywords Twitter ⋅ Adverse effects ⋅ Chi-square ⋅ Information gain ⋅ PCA

1 Introduction

Social media networks can serve as a source to analyze individual interests and their
effects on personal life as they provide huge amount of data. Out of all the social
networks, Twitter has a large number of users sharing different information. Twitter
allows user to become a source of knowledge and expertise about certain topic.
According to statistics, 500 million tweets are generated everyday and 200 billion
tweets are generated every year. This statistics show that twitter contains large
amount of data which can be used as a source of analysis.
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There are traditional approaches that use national reporting tools engaging
patients, practitioners, and researchers. These allow patients to voluntarily submit
the reports to about the medicinal errors. The national reporting tool such as IHI
Trigger tool [Institute for Healthcare Improvement] measures adverse drug events
and allows conducting a review of patient records using trigger to identify possible
side effects. In United States, the voluntary reporting system such as Patient Safety
Network (PSNET) has been developed by U.S. Department of Health and Human
services [1] that allows healthcare professionals to submit the cases that highlight
medical errors and adverse effects. As the use of social networks is emerging,
patients use various social networks such as Twitter, blog, and various forums to
provide a review of medicines and other pharmaceutical information. As the twitter
is used by millions of users, there are high possibilities that people are using twitter
more often than any other reporting tool. Thus, we claim that social media such as
Twitter is going to be a very good source of information for determining medicinal
side effects.

The analysis of twitter data has the problem of high dimensionality. High
dimensional data increases the complexity of data mining algorithms exponentially.
The high dimensional data requires large volume of space. As the dimensions
increase, the space requirement increases. Also, such high dimensional data is
sparse meaning most of the feature-values (term frequencies) are zeros or not
applicable for a given Tweet.

In this paper, our approach builds a classifier which takes twitter messages as
input and separate outs twitter messages containing the adverse effect caused by a
drug. We focus on the problem of high dimensionality in the twitter data. We use
feature reduction techniques such as chi-square and information gain to improve the
accuracy of the classifier, by selecting only contributing features (terms) and getting
rid of negatively affecting features. The dimensionality reduction technique such as
Principal Component Analysis is applied to identify the set of reduced number of
dimensions which improves the efficiency of the classifier not hampering the
accuracy. We compare our approach with a similar approach in [2] to find out that
with the reduced number of dimensions have achieved better performance in terms
of accuracy as well as efficiency.

2 Related Work

There are various studies performed on detecting the adverse reaction using social
networking sites. The authors in [3] identified the adverse effects by analyzing the
user comments on medicinal sites patient forum. This study is partitioned into four
different methodologies: extracting medical entity using lexicons by utilizing
metamap tool, extracting adverse drug reactions using transductive SVM classifier,
classification of comments based on personal experience or hearsay, and finally
analyzed the ADR (Adverse Drug Reaction) by using FDA (Food and Drug
Administrator) reporting tool. They have used the medicinal site where data is not
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very sparse. The results of this study are 78.3% precision and 69.9% recall, for an
f-measure of 73.9% which is moderate.

Yang et al. [4] have made use of association mining techniques to extract the
adverse drug effects by analyzing the MedHelp health community. They have used
lexicon-based ADR matching techniques. The study is performed on 10 drugs and
five predetermined adverse effects. They have compared the side effect from the site
with the predetermined drugs and have not detected the unknown adverse effects.

[5] describes an approach to find potential adverse events by analyzing the
content of user comments on medicinal site. They collect the data from medicine
Web site Dailystrength [6] use association mining algorithm to find out the patterns
in the comment and based on this, they have generated rules by association and
frequent pattern mining. This approach is highly dependent on the training data set
and detects the adverse reaction patterns based on the matching patterns in the
training data.

Bian et al. [7] describe an approach to find drug users and potential adverse
events by analyzing the content of twitter messages utilizing Natural Language
Processing (NLP) and to build Support Vector Machine (SVM) classifiers. Their
study uses five drugs that were in clinical trials. They classify the positive and
negative drug users and consider tweets of positive drug users to recognize if the
tweets contains side effect. The accuracy of the classifier is 74% so the performance
of the classifier is moderate due to the noise existed in the twitter message. There
are no efforts in reducing the noise and errors such as spelling errors and abbre-
viations, etc.

Jian and Zheng [8] have used machine learning-based classifier to classify
personal experience tweets, and use NLM’s (National Library of Medicine)
MetaMap software to recognize and extract word phrases that belong to drug
effects. They classify the tweets based on the personal pronouns and sentiment
analysis if tweet is identified as personal experience tweet. The corpus is not
annotated by the domain expert and it does not classify if the tweet contains the
adverse effect.

[2] develops a binary classifier to classify the tweets based on if the tweet
contains side effect information or not. They have used 74 medicines and extracted
the tweets consisting of those medicines. The dataset is divided into three subsets.
The accuracy of the classifier is estimated using SVM classifier. There are no efforts
to improve the efficiency of the classifier. Thus, the performance of the classifier is
moderate.

3 Methods

In this section, we elaborate on the various steps required for classification of the
tweets. The twitter classification process includes dataset, preprocessing, feature
extraction, reduction, and classification. Figure 1 provides an overview of our
methodology.
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3.1 Dataset

We have used the annotated secondary twitter data provided by the authors Rachel
and Pranoti [2]. This also helps us to provide a comparative analysis with this
approach. The dataset includes 7000 tweets which can be used for data analysis.
Out of these tweets, 1764 were removed from user timeline. We have used total
5236 tweets.

3.2 Elastic Search (Lucene Index)

The storage of dataset is important when there is a massive amount of data. The
relational method of storage such as SQL performs slow search operations which is
not significant in large amount of data. In our research, we have crawled the tweets
and stored in elastic search which provides fast indexing and fast searching. Elastic
search is a search server based on lucene [9]. Elastic search is also easily scalable,
supporting clustering. It builds indices on dataset stored inside elastic search and
retrieves the documents within a fraction of seconds.

3.3 Data Preprocessing

The twitter data is highly unstructured and informal; therefore, it contains more
noise that is prone to errors. The twitter data includes slang words, abbreviations,
and emoticons that need to be preprocessed to convert to meaningful form. We
preprocessed the data to replace the slang words and abbreviation in the tweet, to
remove the ‘@,’‘#’ and other special characters from the tweets, to remove the user
name and re-tweets (RT).

Fig. 1 Methodology
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After preprocessing, the text processing has been performed that includes
removal of stop words, stemming, and tokenization. The stop words are removed by
using stop words in NLTK toolkit in python [10]. All the words are stemmed to its
root form and transformed to lower case and tokenized into individual words.

3.4 Feature Extraction and Reduction

For feature extraction, the bag of words model is used. After counting the occur-
rence of words in a tweet, the Term Document Frequency (TFIDF) of the terms is
calculated that is used further for classification. Feature reduction techniques such
as chi-square and information gain are applied to the dataset and most informative
features are selected for classification.

3.5 Dimensionality Reduction

Dimensionality Reduction reduces the dimensions of the data and transforms into
new dimensions. For dimension reduction, Principal Component Analysis (PCA) is
used that orthogonally transforms the input dataset into new coordinates covering
maximum variance of the given set of data points.

3.6 Classification

After feature extraction, reduction and dimension reduction, the classification is
performed. The Support Vector Machine (SVM) is used for classification. It finds a
hyperplane that separates the data into two different classes.

In our dataset, out of 5236 tweets there are 4376 tweets that do not contain side
effects; whereas, 860 tweets contain the side-effects. Therefore, the dataset is highly
imbalanced. To balance the dataset, it is partitioned to three subsets. The first
dataset has equal no. of tweets from both the classes. The second dataset has 60% of
tweets that do not contain side-effects and 40% of tweets that contain the adverse
effects. The third dataset contains 70% of tweets without adverse effects and 30% of
tweets with side-effects.

Classification is performed with all the features without any feature reduction
and accuracy of classification is estimated which is compared with the classification
accuracy gained after applying chi-square, information gain and PCA, taking only
effective set of features/components into consideration.
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4 Automatic Identification of Drug Side-Effect

To identify the side effects of a drug from tweets detected as having side effects, we
use the ADR (Adverse Drug Reaction) based lexicon concepts. The ADR-based
lexicon concepts are provided by authors in [2]. The lexicon concepts consists of
concepts and UML (Unified Medical Language) concept IDs. The detected tweets
are preprocessed to remove noise in the tweet. The stop words are removed, words
are stemmed, and tokenization is performed. The tokens in the tweets are searched
for matching tokens in the ADR lexical concepts. The string comparison with
regular expression is performed to find the matching side-effect of a drug. The
Table 1 shows few of the drugs and its extracted side-effects by using the procedure
mention. Here, we have shown a few drugs and their side-effects for the demon-
stration purpose.

5 Results

In this section, we provide results in terms of accuracy and efficiency for four
different scenarios. As our dataset is divided into three parts, the results are dis-
cussed here for second subset which consists of data 60% of data from one class and
40% of data from another class.

5.1 Classification with All Set of Features

After feature extraction, classification is performed on all set of features without any
feature and dimensionality reduction. The tenfold stratified cross-validation is used
to split the data into training and testing. The accuracy obtained with all 4117
features for second subset is 75.77% and the execution time is 283.065 s.

Table 1 Medicines and its
extracted side-effects

Drugs Side effects

Prozac Insomnia, suicidal thoughts, feeling
Quetiapine Abnormal dreams, feel like a
Seroquel Drowsiness, restleness, weight gain
Trazodone Headache, insomnia, hangover
Paxil Anxiety, feel sick, weight gain
Effexor Nausea, headache
Lamotrigine Insomnia, feel sick, feel zombie
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5.2 Classification After Applying Feature Reduction Using
Information Gain and Chi-Square

The feature reduction technique chi-square test is performed on the features after
feature extraction. The most informative features are selected using 5% level of
significance. For second subset of data, 200 features are obtained as informative
features using chi-square test. The classification accuracy obtained after chi-square
test is 80.47% with 25.753 s execution time.

To select the most informative features at which the maximum accuracy is
obtained information gain is used. Figure 2 demonstrates the graph of accuracy
versus number of features.

The features are ranked based on the information gain. Thus in the above graph,
on X axis the number of features depict those number of features having maximum
information gain. As the number of features increase initially the accuracy
increases, but it gets dropped in the later portion. The maximum accuracy is
obtained at 780 features. Therefore, top 780 features are selected for classification
after applying information gain.

In Table 2, we have compared the accuracy of our classifier after applying
feature reduction with the accuracy in [2]. To measure the performance of the

Fig. 2 Estimation of accuracy with number of features

Table 2 Classification results using SVM and feature selection algorithms

Accuracy of the classifier
First subset (%) Second subset (%) Third subset (%)

Accuracy in [2] 71.5 72.8 76.6
Chi-square 78.3 80.47 83.5
Information gain 82.47 83.61 85.61
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classifier, 10 k stratified cross-validation is used. The accuracy in [2] is 72.8% for
second subset. After applying feature reduction, the accuracy is increased to 80.47
and 83.61%.

5.3 Classification After Applying Dimensionality Reduction
Using PCA

The accuracy remains constant for any number of components more than 1435
which is 75.78%. Therefore, only 1435 components are selected for classification.
This results in performance gain in terms of efficiency. The execution time required
before applying PCA is 283.065 s and after applying PCA is 127.70 s (Fig. 3).

5.4 Classification After Applying Feature Reduction
and Dimensionality Reduction

In Fig. 4, the accuracy is varying from 80.87 to 80.75% up to 150 components. The
accuracy is 81.11% that is maximum at component 170; therefore, 170 components
can be selected for classification when PCA is applied after chi-square.

Figure 5 shows the number of features and accuracy when the PCA is applied
after feature reduction using information gain. When PCA is applied, the accuracy
is varying from 83.64 to 83.62% between 780 to 210 components and maximum is

Fig. 3 Accuracy estimation without feature selection using PCA
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Fig. 4 Estimation of accuracy with different no. of components by applying PCA and chi-square

Fig. 5 Estimation of accuracy with different no. of components by applying PCA and information
gain
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obtained at component 300 with 84.21% accuracy with an execution time of
41.713 s.

The Table 3 gives the summary of the methods applied in terms of the number
of features or dimensions selected, best accuracy and execution time.

6 Conclusion

In this approach, we have developed a framework that classifies the tweets to
identify adverse drug reactions. We use the SVM classifier to classify the tweets
into tweets having information about side-effects. We have applied the feature
reduction methods such as information gain and chi-square Test to improve the
accuracy of the classifier from 72.8 to 80.47%. We reduce the dimension of the data
using PCA from 200 to 170 after applying chi-square and from 780 to 300 after
applying information gain, without hampering the classification accuracy. The
efficiency of the classifier is improved by 60.31% due to application of PCA. Thus,
for identifying tweets containing side-effects we have developed a technique with
improved accuracy as well as efficiency.
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A Study of Opinion Mining in Indian
Languages

Diana Terezinha Miranda and Maruska Mascarenhas

Abstract Opinion mining is an area in natural language processing that is con-
cerned with the determination of the opinion conveyed in a document text by a
computer rather than through human intervention. This is extremely beneficial since
it saves on resources required to inspect the document manually. Most of the
research work done in this field is restricted to the English language. Opinion
mining in Indian languages poses several challenges to researchers. This paper
outlines some of the works done in this field for Indian languages and provides a
brief description on each of them.

Keywords Opinion mining ⋅ Sentiment recognition ⋅ Indian languages ⋅
Natural language processing

1 Introduction

The area of sentiment analysis (also called opinion mining) pertains to the appli-
cation of the fields of natural language processing and text analysis in the extrac-
tion, identification, and characterization of the sentiment contained in the given
materials [1]. It is one of the most fascinating areas in artificial intelligence where a
computer tries to behave like a human brain and analyzes a document text in order
to determine its polarity without any human intervention.

There is a lot of work done in this field when it comes to the English language.
However, when we consider Indian languages particularly regional ones, we find
that there is not much work done in them. As of the 2001 Census by the
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Government of India, there are about 122 major Indian languages and 1599 other
languages which are spoken in India.

Despite their increasingly popular usage in recent times in blogs, social net-
working sites, and online forums there are several issues that prevent researchers
from working in this field. Inadequate online processing support, unavailability of
document databases, lack of a common script, insufficient funds for research, and
excessive effort required to understand the complexities of the language often deter
analysis of Indian languages for natural language processing.

This paper tries to describe several techniques used in opinion mining for Indian
languages in detail. Some languages like Hindi, Bengali, etc., have more work done
as compared to other regional languages like Marathi, Manipuri, etc.

2 Opinion Mining in Hindi

Joshi et al. performed opinion mining on 250 movie reviews written in Hindi,
which were collected from various blogs using three methods. In the first method,
RapidMiner 5.0 was used to train an SVM classifier on the in-language documents.
Thereafter, the classifier was used to classify new documents. In the next method, a
machine translator (Google translator) was first used to translate each of the doc-
uments to English. Then the classifier was modeled based on the standard movie
review corpus and later used to classify the translated English documents. In the
third approach, a Hindi SentiWordNet called H-SWN was created on the lines of
the English SentiWordNet. It used various steps such as stemming, stop word
removal and multiple sense disambiguation to create a classifier that will find out
the polarity of the document using the scores obtained from the H-SWN. After
experimentation, they found out that the first method of using an SVM classifier on
an in-language corpus produced the best results with an accuracy of about 78% [2].

Mittal et al. extended the work done by Joshi et al. They used negations and
conjunctions to make the H-SWN more effective. The negation word inverts the
sentiment of the word preceding it. A window of a certain size was created and the
polarity of all the words within this window was inverted. Additionally, care was
taken to distinguish between forward and backward negations. Conjunctions are
words that relate two parts of a sentence called discourse segments. Two types of
conjunctions were taken into consideration. Conj_After gave more preference to the
discourse segment following the conjunction while the discourse segment preced-
ing the conjunction was dropped. Conj_Infer also gave more weight to the dis-
course segment after the conjunction as it assumed that the latter part of the
sentence was inferred from the former part of the sentence. The proposed algorithm
achieved an accuracy of about 80% [3].

Bakliwal et al. created a subjective lexicon for the Hindi language with a
dependency only on WordNet and a small seed list of 45 words along with their
polarities. They collected 900 Amazon reviews that had a size of less than or equal
to 25 words. The reviews were then translated to Hindi using Google Translator.
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Then they created a temporary seed list T of all the initial 45 words. A final seed list
F was also created which is initially kept empty. For each word w in T, which is
encountered in the text, the word is delisted from T. If the word is in F, it is not
populated any further but its polarity is added to the total polarity p of the text. But
if w is not in F then it is added to F while all the synonyms and antonyms are added
to T with the same and opposite polarities of w, respectively. These steps are
performed iteratively till T becomes empty. This algorithm produced results with an
accuracy of about 68% [4].

3 Opinion Mining in Bengali

Das and Bandyopadhyay developed SentiWordNet for the Bengali language using a
English to Bengali dictionary and the original SentiWordNet in English, which is an
automatically created lexical tool that allocates positive and negative scores to each
WordNet synset [5]. This method returned 35805 Bengali entries. A supervised
classifier was generated with the help of the lexicon and other features like posi-
tional aspects, etc. This classifier achieved a precision of 74.6% and a recall of
80.4%. Over the years, they incorporated several improvements to their original
algorithm. An interactive game was created that returned the annotated words along
with their polarities. A bilingual English to Bengali dictionary as well as synonym–

antonym relations were exploited to find the polarities of words. Lastly, machine
learning from a pre-annotated corpus was performed to ascertain the polarity of the
given documents [6].

Several lexical clues like punctuation marks, emoticons, negations, discourses,
reduplications, emoticons, and structural clues like rhetoric statements were used to
obtain information regarding the emotions being conveyed by the documents.
Thereafter, two methods were used for classification of the documents. The first
method used a Conditional Random Field while a Support Vector Machine Clas-
sifier was used for the second method. It was found that the SVM classifier sig-
nificantly outperformed the CRF classifier. However, both suffered from sequence
labeling, and the label bias problem w.r.t. other non-emotional parts of a sentence.
In another experiment, the CRF classifier was used to assign Ekman’s six emotion
class tags which are anger, fear, disgust, sad, happy, and surprise along with three
types of intensities which are high, general and low to the Bengali blog documents.
And the CRF classifier was able to successfully do this [7].

4 Opinion Mining in Tamil

Sudhakar and Bensraj used ANTLR to tokenize the document text into its con-
stituent words and then each of the words was tagged using the POS tagger. In the
next step, they performed word sense disambiguation and stemming. The keywords
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or words associated with emotions were spotted and mapped onto a tridimensional
space which is also called as the circumflex. The circumflex defined the activation
(stimulation of activity), valence (a positive or negative evaluation), and control
(submissiveness) features that the keyword conveys. Then the average emotional
dimensions for each input text was calculated based on the circumflex. Later the
most appropriate sentiment label was selected based on the features that were
extracted from the terms found in the text. This label was usually taken for a bag of
words. Then using this classification, the document text was read out as speech with
the emotions being conveyed in the text. For this text to speech conversion, pho-
netic analysis, prosodic modeling and intonation were used so that the text matched
the emotion being conveyed through speech. For classification of the text fuzzy
neural networks were used. Here the input data was converted into fuzzy data using
triangular membership functions. The above experiment was performed using
MATLAB and the FNN had produced significantly successful results [8].

Giruba et al. used a data set that contained documents classified under five
domains namely politics, cinema, business, health, and sports. The Tamil mor-
phological analyzer was used to retrieve nouns and verbs. The constituent term
domain frequencies was calculated and inserted into a hash table. The keys of the
hash table were the constituent terms and the term frequencies were the values in
the hash table. Then the document was analyzed to determine if positive words
occur in close proximity of negative words and vice versa. Accordingly, a score was
assigned based on the negation elements. Next, a score was assigned based on the
amount of pleasantness in the words. This was determined by the phonetic clas-
sification in Tamil along with the place and manner of articulation done. Four
taggers were then used to tag the words namely noun tagger, verb tagger, Urichol
tagger and case tagger. After applying several other steps, a supervised backpro-
pogation network was constructed. However, since emotion recognition is to do
with emotional intelligence, unsupervised learning was preferred and Hebbian
learning was incorporated. For stories, the precision of the Neural Network was
about 60% especially because of the subplots, which tend to give it a neutral
sentiment. However, for lyrics and songs the precision was about 70% [9].

5 Opinion Mining in Manipuri

Nongmeikapam et al. used the conditional random field (CRF) to perform opinion
mining in Manipuri. The data set consisted of letters to the editor published in few
daily newspapers. POS tagging using CRF was done to identify the verbs and the
lexicon of the verbs was modified to contain the polarity of the word. The polarity
categories namely positive, negative, and neutral were assigned manually to each of
the verbs. Based on this, the polarity of each sentence was calculated. The total
count for each polarity category was summed up separately and the polarity with
the highest count decided the polarity of the document text [10].
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6 Opinion Mining in Telugu

Ekman’s six basic emotion types namely anger, sadness, happiness, disgust, fear,
and surprise were used to tag the emotional words in a document set consisting of
Telugu blog texts and English news data. The non-emotional words were tagged
using a neutral type. Furthermore, language experts verified these tags. Addition-
ally, emotion tags were assigned to sentences depending on the highest emotion
score assigned to the constituent words of the sentences. Conditional random field
(CRF) was used to do the classification of emotion and non-emotion words, thereby
subsequently classifying the sentences as well. The CRF classifier used 10 active
features to perform the classification task. The features included a Part of Speech
(POS) tagger (classified words as noun, verb, adjective and adverb), first sentence in
a topic, SentiWordNet emotion word (a word that existed in the Telugu or English
SentiWordNet was assumed to contain emotion), reduplicated words, question
words, special punctuation symbols, quoted words, emoticons, colloquial or foreign
words and sentences with a maximum of eight words. The above evaluation was
conducted on the Telugu and English data sets and the results were found to be
satisfactory in both scenarios [11].

7 Opinion Mining in Kannada

Anil Kumar et al. created an exhaustive positive and negative keyword list. Then
they applied a baseline algorithm to the document text, which used two counters—a
positive counter and a negative counter initializing both counters to zero. The
positive counter was incremented each time a word in the positive keyword list was
encountered while the negative counter was decremented each time a word in the
negative keyword list appeared in the document text. Later a list of negator words
was compiled. The positive and negative counters were decremented and incre-
mented, respectively each time a positive or negative keyword appears within a
window containing a negator word. Then a POS tagging algorithm was used which
computed the polarity of all the words which were tagged as adjectives. Addi-
tionally, Turney’s algorithm was used to improve the accuracy, which checked for
certain POS tagging patterns for phrases containing two or three words. Any phrase
in the document text that followed any of the given patterns was further analyzed
and its polarity was computed. The number of keywords in each sentence along
with its polarity was computed. The document text was assigned the polarity of the
sentence, which contained the most number of keywords. If a tie occurred then the
average polarity was considered as the polarity of the document [12].

Deepmala et al. also developed an opinion mining system for the Kannada
language. Using a rule-based stemmer based on the Paice method, each word from
the document was extracted and stemmed. A lexicon word list was created which
contained the polarities for 5043 Kannada words where the polarities ranged from
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−5 (very negative) to +5 (very positive). Each extracted word was compared with
the polarity lexicon word list. The suffix for each common word was checked with
the entries in the list of negation suffixes. If a match occurred, then the polarity of
the word containing the negator suffix was negated. The polarity of each sentence
was calculated as the sum of the polarities of the individual words in that sentence.
The opinion conveyed by the document was considered positive if there were
maximum positive sentences and negative if there were maximum negative sen-
tences [13].

8 Conclusion

In conclusion, the study of sentiment analysis was done for several Indian lan-
guages. The most commonly used method was the conditional random field
(CRF) classifier especially in cases where features that could be selected for the
classifier were easy to identify.

Some languages such as Bengali and Hindi had comparatively extensive work
done in this area. On the contrary, languages such as Telugu and Manipuri had less
work done in the field of opinion mining.

Languages that already had sufficiently accurate processing tools such as POS
taggers, stemmers, WordNet, etc., required much less investment in terms of time
and money as compared to those languages, which had primitive language pro-
cessing tools.
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A Pragmatics-Oriented High Utility Mining
for Itemsets of Size Two for Boosting
Business Yields

Gaurav Gahlot and Nagamma Patil

Abstract Retail market has paced with an enormous rate, sprawling its effect over

the nations. The B2C companies have been putting lucrative offers and schemes to

fetch the customers’ attractions in the awe of upbringing the business profits, but with

the mindless notion of the same. Knowledge discovery in the field of data mining can

be well harnessed to achieve the profit benefits. This article proposes the novel way

for determining the items to be given on sale, with the logical clubs, thus extending

the Apriori algorithm. The dissertation proposes the high-utility mining for itemsets

of size two (HUM-IS2) Algorithm using the transactional logs of the superstores.

The pruning strategies have been introduced to remove unnecessary formations of

the clubs. The essence of the algorithm has been proved by experimenting with var-

ious datasets.

Keywords High-utility itemsets ⋅ Retail ⋅ Business yields ⋅ Log mining ⋅ Offers ⋅
Knowledge discovery ⋅ B2C companies ⋅ Pragmatics ⋅ Apriori algorithm

1 Introduction

The business organizations have evolved and also manifested the market approaches.

For making a smooth progress of the business profits, the essential factors have

been pointed out. Business intelligence is one among them. For a business firm,

the decision making and its strategies for marketing play the vital roles. Business

intelligence is a consolidation of warehousing, mining, querying, etc. All the deci-

sion support techniques have to be refined, along with the information extraction

methodologies [1].
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Retailing is give and take relationship between the individuals, or organizations.

The retail attempts to fulfill the customers’ needs and wants. It is the brands and the

companies making those goods or products to sell for developing their profits. In the

end, it comes out to be the revolution about those companies and brands [2]. All the

leading market companies like Walmart, Amazon, Walmart, Big Bazaar, etc., have

taken the revolution to different apex, under the crust of making money benefits.

The behaviors of the customers of the retail stores is key centric absorbent for

imparting the services. Due to growing competition among the companies, the cus-

tomers fall in dilemma to choose from. There psychology makes the companies lure

the customers [3]. And here arises the concept of putting schemes or offers on the

items by the companies.

Transactional logs of the supermarkets give the transactions history made by the

customers. The customer’s behavior and the transaction logs have an overlapping

characteristics. Decision support systems facilitate the realistic view of the data

which would else have been overlooked. By proper analysis of these logs using

the Log mining, the company officials can take crucial decisions [4]. These can be

regarding what all items to be kept on schemes and offers for putting in clubs by the

companies.

Apriori algorithm [5] lies at the roots of the discovery of the itemsets. The main

motive is to find frequent patterns within the dataset. It is based upon the Support-
Confidence Framework. Support acts as the frequency threshold for each item or

itemsets.

The paper proposes a modification to Apriori algorithm called high utility min-

ing for itemsets of size two (HUM-IS2). It works upon the utility parameter to find

the clubs of two item products, which can be sold on schemes, using the pruning

strategies for improving the performance.

2 Related Work

Data mining has outstretched its span, sprawling the significance in areas like web,

e-learning, shopping, etc. Han et al. [6] describe the mining mechanisms in vari-

ous data formats and scenarios, such as graphs, multimedia, text, web, transactional

databases, etc. In [4], Zhang et al. propose the methodology for prediction of the

behaviors of the customers based on the transaction rules within. Their proposed

Mafia algorithm is an extension to find maximum frequent itemsets with the com-

mon user itemsets.

Cai et al. [7] gave an idea for weighted association rule concept, addressing the

shortcoming of support-confidence framework. Here, the weights of the items act

as the importance of them. The issue is regarding the negligence of the quantity

of items in the transaction. Yan et al. [8] researched for the web recommendation

system. They also considered the number of times the particular page was visited to

find the dominating web pages.

The evolutionary meta heuristic algorithms have also been worked upon by many

researchers. ARMGA [9], QuantMiner [10], GENAR [11], and G3PARM [12] are
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some of the researches. These algorithms use the concept of chromosomes to find the

relationship between the antecedent and consequent. Luna et al. [12] have utilized the

algorithm for context-free grammar for extracting the quantitative association rules.

Wang et al. [13] gave the concept of ontological interference in the mining

process. This marked the upcoming of logical perspections instead of the statisti-

cal approaches.

All the previous researches done use the frequency parameter. But, the occurring

frequency for an itemset may not demonstrate the truth to be a enough parameter for

the significance. This is because the frequency reflects to the transactions pertaining

to an itemset. This does not help in relieving the utility of the same. The utility can be

any of the cost or price, the profit, the revenue, or some other preferred expression.

Also, it might happen that frequent itemsets contribute less to the entire benefit,

while infrequent itemsets contribute more. Any business is more attracted for identi-

fying the most valuable users, i.e., the customers of high profit fraction contribution.

The following example illustrates that support-confidence framework may mislead

the decision makers.

Example 1 Example 1 Considering the transactional logbase D as depicted in

Table 1(a). It has nine transactions from T1 to T9 and eight items from i1 to i8. The

sales quantity of each item for a particular transaction has been exhibited in the round

brackets. Table 1(b) gives the profits for every product in unit sale. For the item set

{i4, i5, i6}, the support and utility when calculated using the Table 1(a), (b) comes

out to be 4 and 36, respectively. Hence, the profit of the item set is 36. The total

utility of the individual items, i4 and i6 is 22 and 20 respectively. When observed

for the contribution of each of these two items for the item set, it marks 8 for i4 and

16 for i6. Using the statistical approach will mislead the business managers to take

wrong decision regarding which product drives the other one. The actual relationship

is associated by i6 to {i4, i5}. This means that the selling of the entire item set {i4, i5,
i6} contributes a big portion to the utility of i6 to 16 on 20. Therefore, the frequency

is not considered to be a sufficient indicator for knowing whether a particular itemset

is of huge impact or not.

Table 1 Example

(a) (b)

Tid/Transid Transaction

Trans1 i1(4), i3(1), i5(6), i6(2)

Trans2 i4(1), i5(4), i6(5)

Trans3 i2(4), i4(1), i5(5), i6(1)

Trans4 i4(1), i5(2), i6(6)

Trans5 i1(3), i3(1), i5(1)

Trans6 i2(1), i6(2), i8(1)

Trans7 i4(1), i5(1), i6(4), i7(1), i8(1)

Trans8 i4(7), i5(3)

Trans9 i7(10)

Item Utility

i1 3

i2 4

i3 5

i4 2

i5 1

i6 1

i7 2

i8 1
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3 Proposed System

Utility is the prime attribute for defining the “usefulness” in terms of the profits. The

utility mining goals at identifying the high utility itemsets which drive the majority

portion in the total utility. The utility-confidence model has its applicability in var-

ious applications. To obtain the profit, the manager can take decision for rewarding

the customers purchasing more than some threshold and give a lucrative deduction

on the bill amount or shipping cost. Therefore, considering the necessity to have

some pragmatics based mining mechanism, Utility Mining came up. The key terms

in the formal definitions for utility mining are as follows:

∙ I = {i1, i2, ..., im} is the itemset.
∙ D = {T1,T2, ...,Tn} is the transactional log entry. Ti𝜖D.

∙ o(ip,Tq) quantifies ip for Tq. For instance, o(i1,T1) is 4.

∙ s(ip) represents cost of ip. As an example, s(i1) is 3.

∙ u(ip,Tq) being the utility is product outcome of o(ip,Tq) and s(ip). Considering

Table 1, u(i1,T1) is 4 × 3 = 12.

∙ u(X,Tq) is the utility for X in Tq. It is
∑

ip𝜖X
u(ip,Tq).

∙ u(X), utility for the itemset X is
∑

Tq𝜖D∧X⊆Tq
u(X,Tq).

∙ tu(Tq), utility for Tq is u(X,Tq). Here, X denotes itemset of all items in Tq.

3.1 HUM-IS2 Algorithm

If the utility of an itemset X meets with the minimum threshold specified, then it is

a High Utility Itemset. The Apriori property for pruning the search region for candi-

date itemset cannot be put up directly for mining due to neither non-monotonicity nor

monotonicity of the utility constraint. For reduction of the search space and enhance-

ment of the performance, the Transaction-Weighted Utility (TWU) concept is used

satisfying the downward closure property.

TWU of itemset X is
∑

Tq𝜖D∧X⊆Tq
tu(Tq). For X, if TWU(X) is not meeting the

utility threshold, then all its supersets will also be of low utility.

Assume there is a known total sequence ordering 𝛼 amongst all the items in the

database. Consequently, if one item i occurs before other item j in that sequence, the

relation is denoted by i 𝛼 j. For ∀ j 𝜖 X, if i 𝛼 j, we say i 𝛼 X; X being an itemset. This

ordering is applied for enumerating the itemsets without duplication. Now onwards,

for the paper an itemset will be considered in an order. Particularly, it is a series of

items in increasing manner of TWU values. Lexicographic order is applied for items

bearing same TWU values.

It becomes a necessity for a procedure to mine HUIs of size-2. For avoiding the

computation overhead and multiple scans of the database, Liu et al. [14] have shown

a vertical mining approach for generating high utility item sets in a single phase. It

deploys the data structure named as Utility List for an itemset. It runs a DFS in a

preorder manner from left direction toward the right, and the utility list of k-itemset

is formed by that of (k-1)-itemsets.
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For an itemset X, the set of items following X in Tq is represented by Tq/X. The

utility list of X is shown as UL(X), shown in Table 2(a). For X, the UL comprises

the tuples (Tq, iutil, rutil) for every Tq having X. iutil is the sum of the utilities of all

items in Tq/X. rutil is
∑

i𝜖Tq∕X
u(i,Tq). For a itemset, if sum of iutils < min_util, then

it is of low utility. For min_util, if the addition of the iutil’s and rutil’s in utility list

is less than it, there is no extension Y of X to be referred as a HUI. This is called

promising utility of X.

3.2 Co-occurence Based Pruning Strategies

For reduction of joins for evaluation of UL for itemset Pxy, the Estimated Utility
Co-occurrence Pruning (EUCP) strategy is used for eliminating a low utility exten-

sion of Pxy and its extensions. It encompasses the TWU pruning strategy to prune

itemset of size greater than two. The TWU value of all itemsets of size 2 is saved

Table 2 Example Continued: (a) Utility Lists and (b) EUCS of promising items (c) PUCS of i1,

i2
(a)

Item Utility List

i7 (7,2,7),(9,20,0)

i2 (3,16,8),(6,4,2)

i1 (1,12,13),(5,9,6)

i3 (1,5,8),(5,5,1)

i4 (2,2,9),(3,2,6),(4,2,8),(7,2,5),(8,14,3)

i6 (1,2,6),(2,5,4),(3,1,5),(4,6,2),(6,2,0),(7,4,1)

i5 (1,6,0),(2,4,0),(3,5,0),(4,2,0),(5,1,0),(7,1,0),(8,3,0)

(b)

Item i7 i2 i1 i3 i4 i6
i2 0

i1 0 0

i3 0 0 40

i4 9 24 0 0

i6 9 30 25 25 54

i5 9 24 40 40 71 79

(c)

PUCS of i1 PUCS of i2
Item i3 i6 Item i4 i6
i6 25 i6 24

i5 40 25 i5 24 24
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in 2D-array structure called, Estimated Utility Co-occurrence Structure (EUCS). It

being a store of rows in the manner (a, b, c) 𝜖I′ × I′ × R such that TWU(a, b) = c.

For itemset X and item i, if there exists no row (Xk, y, c) complying c < min_util,
then Xy and its supersets are low utility itemsets.

The utility value given to the EUCS values by i lacks impression after its sub-

problem is completed. This provides a Promising Utility Co-occurrence Structure
(PUCS) for every item for reduction of candidate itemsets. The PUCS of an item a,

shown by PUCSa, is a collection of rows in the manner (b, c, v), a 𝛼 b and a 𝛼 c,

Dab ≠ 𝜙; and Dac ≠ 𝜙; such that v being sum of e.iutil and e.rutil where e is item in

UL(a). Tables 2(b), (c) give the EUCS and PUCS structures for Table 1.

The proposed HUM-IS2 algorithm (Algorithm 1) follows the sequential approach.

Using the utility list, HUIs will be found. Then using pruning concepts, the itemsets

will be made minimal. Algorithm HUM-IS2 builds the necessary data structures and

parameters for carrying out the processing. It also initiates the finding of the clubs of

items. Procedure FindU supports the Algorithm HUM-IS2 by developing the Utility

List of the itemsets. Procedure SearchExtensions checks the other extra areas, i.e.,

the itemset clubs which can be searched here itself for calling as HUI or not. Pro-

cedure Club is used to validate the club formed using the decisions of EUCS and

PUCS. All procedures help Algorithm HUM-IS2 to carry the processing.

Algorithm 1: HUM-IS2 Algorithm

Data: D: Transactional Dataset, min_util:Minimum Utility

Result: High Utility Itemsets

C:
{}

for every item i in D do
find the TWUi;

if TWUi ≥ min_util then
C=C ∪ i;

Put C in increasing manner of TWUs;

Delete i from D bearing TWU≱ min_util;

Construct UL of every sustaining item i;

Build EUCS structure;

Build PUCS structure;

for every item i in C do
if
∑

ULi.iutils ≥ min_util then
i becomes the highUtilityItemset;

Save i with its utility value;

if
∑

ULi.iutils +
∑

ULi.rutils ≥ min_util then
tail:

{}

for every item j in C, i 𝛼 j from left to right do
if ∃ (i,j,v) 𝜖 EUCS with v ≥ min_util then

Compute X=
{

i
}
∪
{

j
}

;

Compute ULX = FindU(ULi, ULj);
Compute tail=tail ∪ ULX ;

Call SearchExtensions(i,tail)

return High Utility Itemsets



A Pragmatics-Oriented High Utility Mining . . . 87

Procedure FindU
Data: ULx:Utility List of item x,ULy:Utility List of item y

Result: ULxy:Utility List of item
{

x,y
}

ULxy=𝜙,EU=0 for every element ex 𝜖 ULx do
if ∃ ey 𝜖 ULy and ex.tid is equal to ey.tid then

Compute exy as ( ex.tid,ex.iutil+ey.iutil,ey.rutil;

Compute EU=EU+ex.iutil+ey.iutil;

ULxy=ULxy ∪ exy;

return ULxy

Procedure SearchExtensions
Data: x: item,tail: variable for extensions

Result: High Utility Itemsets

if tail=𝜙 then
return;

for every P 𝜖 tail from right to left do
if
∑

ULP.iutils ≥ min_util then
if P.utility<

∑
ULP.iutils then

Save P with its utility value as
∑

ULP.iutils;

if
∑

ULP.iutils +
∑

ULP.rutils ≥ min_util then
tailNew:

{}

for every item S 𝜖 tail, P 𝛼 S from left to right do
if Club(x,P,S)==True then

Compute Z=
{

P
}
∪
{

S
}

;

Compute ULZ = Find_U(ULP, ULS);

Compute tailNew=tailNew ∪ ULZ ;

Call SearchExtensions(x,tailNew)

Procedure Club
Data: x,P,S:all being the items

if EUS then
if size of P = 2 then

if ∃ (P,S,v) 𝜖 EUCS with v < min_util then
return False;

else
if ∃ (P,S,v) 𝜖 PUCSx with v < min_util then

return False;

return False
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(a) Number of size-2 itemsets formed hav-
ing high utility.

(b) The flow of the items for attaining their
utility gradually.

Fig. 1 Results

4 Experimental Evaluation

The dataset mentioned in Table 1 has been used. The real dataset used is the Retail

dataset collected by frequent itemset mining dataset repository [15]. On applying the

algorithm on the synthetic dataset, following graphs have been plotted.

Figure 1a describes the number of size-2 itemsets formed having high utility. As

the iterations proceed, the item combinations are processed. The itemsets formed

are checked for their utility value. In this figure, different minimum utility thresh-

olds were taken and the graph has been plotted against the number of size-2 itemsets

found. Figure 1b depicts the way the items attain their utility gradually while execut-

ing the program. As and when the algorithm flows, the utility of the items keeps on

changing. It may happen that the utility for an item may take many steps as is in the

case of the item ‘D’ while may remain stagnant like for ‘H’. This happens because

of the buying nature of the customers.

For Retail dataset, minimum utility was kept as 75 and then, the num of size-2

clubs formed were 15.

5 Conclusion

Association rule mining is carried upon rigorously by scientists and researchers to

find the associations between itemsets using concepts of statistics like support and

confidence. But, there happens to be no semantic implication, which can be directed

by utility. For this integration, the utility has been used to mine itemsets attaining

high utility. The algorithm, on comparison to Apriori, works faster and also gives

semantic relationship within the items on the basis of utility.



A Pragmatics-Oriented High Utility Mining . . . 89

References

1. Gang, Tong, Cui Kai, and Song Bei. “The research & application of Business Intelligence

system in retail industry.” Automation and Logistics, 2008. ICAL 2008. IEEE International

Conference on. IEEE, 2008.

2. Anand, Akshay, and Snigdha Kulshreshtha. “The B2C adoption in retail firms in India.” Sys-

tems, 2007. ICONS’07. Second International Conference on. IEEE, 2007.

3. El-Deen Ahmeda, Rana Alaa, et al. “Performance Study of Classification Algorithms for Con-

sumer Online Shopping Attitudes and Behavior Using Data Mining.” Communication Systems

and Network Technologies (CSNT), 2015 Fifth International Conference on. IEEE, 2015.

4. Zhang, Yanyu, and Yonggong Ren. “A Method of Predicting Users’ Behaviors Based on Inter-

transaction Association Rules.” Web Information Systems and Applications Conference, 2009.

WISA 2009. Sixth. IEEE, 2009.

5. Agrawal, Rakesh, and Ramakrishnan Srikant. “Fast algorithms for mining association rules.”

Proc. 20th int. conf. very large data bases, VLDB. Vol. 1215. 1994.

6. Han, Jiawei, Micheline Kamber, and Jian Pei. Data mining: concepts and techniques. Elsevier,

2011.

7. Cai, Chun Hing, et al. “Mining association rules with weighted items.” Database Engineering

and Applications Symposium, 1998. Proceedings. IDEAS’98. International. IEEE, 1998.

8. Yan, Liang, and Chunping Li. “Incorporating pageview weight into an association-rule-based

web recommendation system.” AI 2006: Advances in Artificial Intelligence. Springer Berlin

Heidelberg, 2006. 577–586.

9. Yan, Xiaowei, Chengqi Zhang, and Shichao Zhang. “ARMGA: identifying interesting associ-

ation rules with genetic algorithms.” Applied Artificial Intelligence 19.7 (2005): 677–689.

10. Salleb-Aouissi, Ansaf, Christel Vrain, and Cyril Nortet. “QuantMiner: A Genetic Algorithm

for Mining Quantitative Association Rules.” IJCAI. Vol. 7. 2007.

11. Mata, J., J. L. Alvarez, and J. C. Riquelme. “Mining numeric association rules via evolutionary

algorithm.” ICANNGA’01, Proceedings of the 5th international conference on artificial neural

networks and genetic algorithms, Prague, Czech Republic. 2001.

12. Luna, José M., José Raúl Romero, and Sebastián Ventura. “Design and behavior study of a

grammar-guided genetic programming algorithm for mining association rules.” Knowledge

and Information Systems 32.1 (2012): 53–76.

13. Xuping, Wang, Ni Zijian, and Cao Haiyan. “Research on association rules mining based-on

ontology in e-commerce.” Wireless Communications, Networking and Mobile Computing,

2007. WiCom 2007. International Conference on. IEEE, 2007.

14. Liu, Mengchi, and Junfeng Qu. “Mining high utility itemsets without candidate generation.”

Proceedings of the 21st ACM international conference on Information and knowledge man-

agement. ACM, 2012.

15. Frequent Itemset Mining Implementations Repository, http://www.fimi.cs.helsinki.fi/data/.

http://www.fimi.cs.helsinki.fi/data/


ILC-PIV Design for Improved Trajectory
Tracking of Magnetic Levitation System

Vinodh Kumar Elumalai, Joshua Sunder David Reddipogu,
Santosh Kumar Vaddi and Gowtham Pasumarthy

Abstract This paper puts forward the hybrid control algorithm, which integrates
the iterative learning control (ILC) scheme with proportional integral velocity
(PIV) control, for improved trajectory tracking of magnetic levitation system. ILC
is a type of model-free controller, which is used for systems that perform repetitive
tasks. Adjusting the control inputs based on the error information obtained during
previous iterations, ILC tries to enhance the transient response of the closed-loop
system. One of the striking features of ILC is that even without the full dynamic
model of the plant, it can yield perfect trajectory tracking by learning the plant
dynamics through iterations. Adopting this learning control feature of ILC, this
paper aims to synthesize ILC with PIV for both improved tracking and better
robustness compared to conventional PIV. The efficacy of the proposed ILC-PIV
controller framework is assessed through a simulation study on the magnetic
levitation plant for reference following application.
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1 Introduction

ILC, which adapts the concept of learn from mistakes, is a type of learning control
strategy that is used for systems which perform a given task repetitively. By
learning the system dynamics through iteration, ILC aims to improve not only the
trajectory tracking performance of the system but also the robustness [1]. Unlike
classical feedback and feedforward control methods, ILC utilizes the knowledge of
the control signal from previous iterations to perform perfect command following of
periodic signals and to reject the periodic disturbances. The key feature of ILC is
that it is a model-free and adaptive control strategy. Hence, even without knowl-
edge of the full dynamics of the system, ILC can yield satisfactory tracking
performance by exploiting the error information obtained during previous iterations
[2]. Introduced by Arimoto in 1984, ILC has been utilized in many of the engi-
neering applications which are repetitive or cyclic in nature. For instance, Maeda
et al. [3], combined ILC with disturbance observer for rejecting repeated distur-
bances in automated excavation. Chen and Hwang [4], assessing the performance of
ILC on a pneumatic actuated X-Y table for position tracking application, reported
that ILC can yield satisfactory performance at different speeds. Motivated by the
robustness of ILC, Kim et al. [5], through numerical simulation, validated the
performance of ILC on spatially interconnected systems, whose complete system
dynamics is uncertain. Similarly, Chen et al. [6], using continuous sliding mode
technique, put forward a robust ILC and assessed the performance on a benchmark
rotary servo plant. Xu et al. [7] compared and analyzed the two of the fundamental
ILC versions namely previous cycle learning and current cycle learning. Readers
can refer to [8] for overview and survey of different results reported on ILC.

Taking advantage of the model-free and adaptive nature of ILC, we aim to
synthesize the current cycle feedback (CCF) ILC with the PIV controller, for
improved command tracking and robustness of the system against exogenous dis-
turbance. The conventional PIV controller is a model based controller and requires
accurate plant model for perfect control. However, the plant model may contain
uncertainty due to various reasons including modeling error and actuator saturation.
Moreover, the periodic disturbances present in the system may degrade the perfor-
mance of the PIV control. Hence, to enhance the robustness of the PIV scheme against
disturbance andmodel uncertainty, we put forward an ILC-PIV controller framework.
Three test cases namely, nominal tracking, tracking under exogenous disturbance,
and tracking during model uncertainty are assessed through a simulation study.

2 Magnetic Levitation System Description

The magnetic levitation (maglev) system comprises an electromagnet, a steel ball,
and a photo sensory circuit. The entire system is encased in a rectangular enclosure
and the control objective is to make the ball levitate and follow the input command.
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The ball position can be manipulated by controlling the current given to the coil.
Figure 1 shows the schematic diagram of maglev system. For brevity and page
constraints, instead of presenting the complete modeling of the maglev, the fol-
lowing numerical transfer function model and the system parameters of the mag-
netic levitation plant are borrowed from [9].

GðsÞ= xbðsÞ
IcðsÞ = −

Kbω2
b

s2 −ω2
b

ð1Þ

As one of the open loop poles of the system is placed on the right half of the
s-plane, feedback control is necessary. Hence, in the following section PIV is
designed for stabilizing the plant and ILC is integrated for improving the tracking
and robustness of the closed-loop system.

3 ILC-PIV Control Scheme

Figure 2 shows the block diagram of CCF-ILC integrated with PIV control scheme.
The conventional PIV control scheme is to stabilize the plant and ILC is to improve
the tracking and robustness of the closed-loop scheme. Unlike the conventional PID
control in which the velocity of the error is given as a feedback signal, PIV control
feeds back the measured velocity, which can result in reduced overshoot in the
closed-loop response. The key advantage of PIV control over PID is that it can
eliminate the derivative kick created by the abrupt change in set point. Thereby,
PIV focuses more on smooth set point tracking rather than disturbance rejection.
Hence to supplement the control for better disturbance rejection ILC is integrated
using CCF technique, which is a type of ILC update strategy that updates the

Fig. 1 Schematic diagram of
magnetic levitation system
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control law based on the error at the current iteration. The following section gives
the key expressions of the ILC-PIV synthesis for trajectory following application.

The PIV control law is given by

u1, j = kpðyd − yjÞ+ ki

Z
ðyd − yjÞ dt− kv

dyj
dt

ð2Þ

In PIV, instead of the derivative of the error signal, the direct derivative of the
output is taken to minimize the sudden deviation in output due to abrupt change in
input.

3.1 CCF-ILC

CCF-ILC uses the error information available from the present control trial to
update the subsequent control input such that the tracking error in the next iteration
is minimized. Hence, current cycle tracking error ðej+1Þ is included in the updating
law of CCF-ILC.

uj+1 =Quj + Lej +Cej+1 ð3Þ

where Q and L indicate the ILC filters, and C represents the feedback controller.
The current cycle tracking error is given by

ej+1 = yd − yj+1 ð4Þ

Fig. 2 ILC-PIV control scheme
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Therefore, the control update becomes,

uj+1 =Quj + Lej +Cyd −Cyj+1 ð5Þ

uj+1 =Quj + Lej +Cyd −CGuj+1 ð6Þ

uj+1 = ð1+CGÞ− 1ðQ−CGÞuj + ydð1+CGÞ− 1ðL+CÞ ð7Þ

The learning rule will converge if it satisfies,

uj+2 − uj+1
�� ��≤ δ uj+1 − uj

�� �� with δ<1 ð8Þ

The convergence rate will increase if we select,

ð1+CGÞ− 1ðQ−CGÞ<<1 ð9Þ

Theoretically, for the ILC to converge after the first trial,

ðQ−CGÞ=0 ð10Þ

Therefore, the L filter is given by:

L=QG− 1 ð11Þ

The input output relation between yd and y is

y
yd

=
ð1+QÞ− 1ðL+CÞG

1+ ð1+QÞ− 1ðL+CÞG ð12Þ

Substituting (11) into (12) results in

y
yd

=
Q+CG
1+CG

ð13Þ

The Q filter is introduced mainly to compensate for the deviation in the plant
model. For asymptotic convergence of tracking error, the Q filter should have “low
pass” characteristics. Hence,

QðsÞ= 1 ω∈ ð0,ωcÞ
0 ω> ωc

�
ð14Þ
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4 Results and Discussion

The performance of the ILC-PIV control scheme is tested using Matlab/Simulink.
The gains of the PIV controller are chosen based on the pole placement technique
such that the response to a step input yields an overshoot of less than 10% and a
settling time of 1 s. The respective gains of the PIV are Kp = −227.23, Kv = −3.78
and Ki = −192.32. One can note that the gains are negative due to the positive
feedback loop in the maglev model. For the CCF-ILC, the Q filter is designed as a
low pass filter with a cut off frequency of 57.18 rad/sec, which is same as the
natural frequency of the plant. Hence, the second order low pass Q filter is given by,

QðsÞ= 3270
s2 + 114.36s+3270

The L filter determined based on the inversion technique given in (11) is,

LðsÞ= − 3270s2 + 1069000
22.83s2 + 2611s+74650

4.1 Nominal Tracking

To assess the reference following performance of the ILC-PIV control, a sinusoidal
test signal with a peak to peak amplitude of 2 mm at a frequency of 0.5 Hz is given
as a reference signal. From Fig. 3, which shows the tracking response and error of
the control scheme, it can be noted that the controller yields a maximum tracking
error of 0.009 during transient state and guarantees asymptotic convergence.
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4.2 Disturbance Rejection

A pulse disturbance with an amplitude of 0.2 mm is introduced from t = 25 s to
t = 30 s to assess the regulatory response of the control scheme. It can be noted
from Fig. 4, which shows the response of the system during exogenous disturbance,
that the deviation in state trajectory is quickly brought to the desired trajectory
within 2 s. Also, the peak value of the tracking error during the disturbance is kept
within 0.003 mm.

4.3 Model Uncertainty

The model of the plant is assumed to be varying and a test case of 10% uncertainty
is introduced at the plant level. Figure 5 shows the tracking response of the
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ILC-PIV hybrid scheme during model uncertainty and a zoomed in view of the
trajectory is also included to highlight the deviation in trajectory. It is worth noting
that the control scheme can yield satisfactory tracking with minimum level of
oscillation.

5 Conclusions

In this paper, the ILC-PIV hybrid control strategy for improved command tracking
and robustness of the magnetic levitation system is presented. The motivation
behind synthesizing ILC with PIV is the need for enhancing the robustness of the
conventional PIV control scheme against disturbance. Using CCF method, the
control law of ILC is updated and the Q and L filters are designed based on
the inversion technique. Through numerical simulations, the set point tracking
performance of ILC-PIV controller framework is validated. In addition, the ability
of the control scheme to tolerate the exogenous disturbance and model uncertainty
are also assessed. Simulation results substantiate that integrating the ILC with PIV
can significantly improve the robustness and reference following capability of the
closed-loop system.
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Performance Analysis and Optimization
of Spark Streaming Applications Through
Effective Control Parameters Tuning

Bakshi Rohit Prasad and Sonali Agarwal

Abstract High-speed data stream processing is in demand. Performance analysis
and optimization of streaming applications are hot research areas. Apache Spark is
one of the most extensively used frameworks for in-memory data stream computing
and capable of handling high-speed data streams. In streaming applications, con-
trolling, and processing of data streams for optimized and stable performance
within the available resources is of utmost requirement. There are various param-
eters that can be tuned to achieve the optimum performance of streaming appli-
cations deployed on Spark. This work explores the performance of stream
applications in the light of various tunable parameters in Spark. Further, a rela-
tionship among the performance response and controlling parameters is established
using linear regression. This regression model enables the prediction of perfor-
mance response before actual deployment of a streaming application. The work
determines an interrelationship between block interval and number of threads for
optimized performance of streaming application also.

Keywords Performance optimization ⋅ Apache spark ⋅ Data stream ⋅
Streaming application

1 Introduction

In present scenario of computing technologies, the stream computing covers a wide
range of applicability in various domains. Applications such as real-time moni-
toring in health care domain, intrusion tracking system, web-click stream mining,
high-speed stream log analysis, outlier or anomaly detection, etc., process contin-
uous arriving data streams for various purposes like machine learning, patter
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identification, analytics, recommendation, etc. Such applications need high-speed
data stream processing frameworks. Aurora [1] massive online analysis (MOA) [2],
S4 [3], storm [4], scalable massive online analysis (SAMOA) [5, 6], Apache Spark
[7], etc., are recently developed frameworks that are well suited for developing
stream processing applications. Apache Spark is a cluster computing framework
that supports the applications having iterative jobs using working sets [7, 8].
Apache Spark uses resilient distributed data (RDDs), which are distributed
collection of data and key abstraction of the framework [9]. High-speed processing
power of Spark is achieved by its in-memory computation strategy, which makes it
suitable for real-time stream processing [10]. A Spark streaming application needs
to be tuned for best performance.

As a broader goal, performance considers two important aspects; average
scheduling delay and average processing time. Thus, the objective of performance
tuning is to achieve:

• Reduced scheduling delay through efficient exploitation of cluster resources and
reduced processing time which is required to process the batch of data.

• Selection of appropriate batch size and level of parallelism so that the processing
of data batches can cope up with the receiving rate to keep the system stable.

Various aspects are possible for achieving optimized performance [11]. In this
research work, the focus is on tuning the data processing parallelism and block
intervals for specific batch interval. This research work aims to achieve following
three research outcomes:

• Performance analysis of streaming application in light of control parameters
such as block interval, number of threads, and batch interval.

• Establishing a regression model capable of predicting the performance of
streaming application before it is actually deployed.

• Exploring interrelationship between block interval and number of threads for
optimized performance.

The paper is divided into five sections. The proposed methodology for perfor-
mance analysis of streaming applications is described in Sect. 2. Further, it also
elaborates Spark control parameters based on proposed model. In Sect. 3, the
obtained results are shown along with suitable plots. Related research work is
discussed in Sect. 4. Concluding remarks with future scope of the work is presented
in Sect. 5.

2 Proposed Methodology

To achieve the target research outcomes mentioned in previous section, a proposed
system model is shown in Fig. 1.
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The system model has three modules each of which performs necessary pro-
cessing to obtain the desired objectives. Module 1 is responsible for obtaining the
first research objective. It runs a streaming application with varying configurations
of performance control parameters, i.e., batch interval, block interval, and number
of threads. The performance of application is observed in terms of average
scheduling delay and average processing time. These observations are stored in a
common repository for further analysis and processing. Module 2 achieves the
second goal of this work via fitting a linear regression model on the stored
observations. It applies ordinary least square linear regression modeling considering
performance control parameters as independent variables (i.e., predictor variables)
whereas average scheduling delay and average processing time as dependent
variable (i.e., response variable). Module 3 performs analytical calculations on the
stored observations in order to establish an interrelationship between numbers of
threads and block interval for different configurations of batch intervals. Thus, it
finds the configuration of number of threads with respect to block interval that gives
the optimized performance of the streaming application thereby accomplishes the
target of this work.

Fig. 1 System model for performance analysis
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2.1 Spark Performance Tuning Parameters

There are various parameters of an application that are configurable in Spark. The
performance of the application in Spark depends on the settings of these parameters.
Some of these parameters are common to various applications supported in Spark.
On the other hand, some of the parameters are specific to the streaming applications
such as batch interval, block interval, etc. [12]. These Spark parameters can be
tuned to control behavior of Spark application thereby the overall performance of
application. Some of the parameters used for experiments performed in this work
are listed in Table 1 along with their significance and default values in various
settings.

2.2 Experiment Setup

In this work, we used a well-known and well-established Spark streaming appli-
cation ‘NetworkWordCount’, that reads streaming data through a socket stream
connection. As part of experimental settings, system and Spark configurations are
listed in Table 2. Dataset is taken from web access logs for HTTP requests received
by NASA [13].

Table 1 Spark tuning parameters

Spark tuning
parameters

Description of parameter

Spark.streaming.
batchInterval

Sets the interval of the batch of data stream to be read

Spark.streaming.
blockInterval

Sets interval at which the read data stream is chunked into various
data blocks and then stored in Spark

Spark.streaming.
receiver.maxRate

It defines the maximum rate (records/second) at which any stream
can receive data

Spark.streaming.
unpersist

It causes forced removal of RDDs that are persisted in Spark’s
memory

Spark.default.
parallelism

It specifies the default number of partitions done in RDDs

Spark.storage.
memoryFraction

Specifies the fraction of Java Heap that is allocated for the purpose
of memory caching of Spark

Spark.executor.
memory

Sets the memory amount to be used per executor process

Spark.driver.memory It configures the amount of memory to be allocated to driver
process

Spark.executor.cores If there are several cores then this setting facilitates many executors
on each worker node for an application
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3 Results and Analysis

The graphs shown in Fig. 2a, b is plotted for variations in average scheduling delay
and average processing time, respectively, with respect to the changes in batch
interval for 1 s. Different line series in each of the graphs represent the relationship
for varying number of threads, i.e., 2, 4, 6 and 8. It is evident that when we
increment the block interval, average scheduling delay and average processing time
decreases; and decrements up to a certain point. Then after, they begin to rise.

Similar experiments are repeated with batch interval 2 s and same kind of
behavior is found. It establishes the fact that the performance of any streaming
application is best achieved at a certain block interval for specific setting of number
of threads used. Optimum value of average scheduling delay and processing time
for different number of threads for batch interval 1 and 2 s are listed in Table 3.

Table 2 System setting for streaming application

System/spark configuration Parameter value

#Machines = 2 Intel(R) Core(TM)-i3 CPU
Processor Speed 3.30 GHz
Total number of cores 8
RAM 6 GB
Operating System 64-bit Linux (Ubuntu 12.04)
Spark Version 1.2.0
Spark.executor.memory 6 GB
Spark.executor.cores 8 (as default value, all cores are used)
Spark.streaming.batchInterval Varying {1 s, 2 s,….}
Spark.streaming.blockInterval Varying {200, 250, 300, 350, 400,450, 500, 550}
local[n] n is set as {2, 4, 6, 8,…..}
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delay, b For average processing time
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To predict scheduling delays and processing time before actually deploying the
application in industries, enterprises, etc., is of utmost requirement. To obtain
relationship between performance and controlling parameters, we used regression
line fitting technique [14, 15]. Figure 3 describes the best regression line among the
controlling parameters, i.e., number of threads, block interval, and average
scheduling delay for batch interval of 1 s. Similarly, Fig. 4 depicts the best
regression line among the controlling parameters and average processing time.

Table 3 Optimum average scheduling delay and average processing time

Batch interval
(sec)

Number of
threads

Average scheduling delay
(in ms)

Average processing time
(in ms)

Optimum
value

At block
interval

Optimum
value

At block
interval

1 2 2801 350 906 350
4 1753 400 847 400
6 2403 400 896 400
8 934 400 922 400

2 2 1598 450 1268 450
4 2815 500 1956 500
6 2770 500 1343 500
8 1817 500 1241 500

Fig. 3 Regression plot of average scheduling delay for batch interval 1 s
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The regression line is fitted using ordinary least square method with varying
block intervals, number of threads and batch intervals taken as independent
parameter and average scheduling delay and average processing time taken as
dependent parameter. The obtained regression coefficients and other parameters for
plotted regression line are listed in Tables 4 and 5 respectively.

RCBAI, RCNT, RCBLI, and C represent regression coefficients corresponding to
batch interval, number of threads, block interval, and constant, respectively. ASD
and APT represent average scheduling delay and average processing time,
respectively. Based on these parameter and coefficients, the obtained regression line
equation can be written as given in Eqs. (1) and (2).

ASD=1.3808×RCBAI − 145.2887 ×RCNT +352.695 ×RCBLI +63510 ð1Þ

APT =1.4633 ×RCBAI − 13.9032 ×RCNT +278.565 ×RCBLI +4372.6 ð2Þ

To determine the appropriateness of regression coefficients and goodness
of regression model, various validation parameters are available [15–17].

Fig. 4 Regression plot of average processing time for batch interval 1 s

Table 4 Regression coefficient analysis

Regression
predictor
terms

ASD APT
Coefficient t P-value Coefficient t P-value

RCBAI 1.3808 0.262 0.045 1.4633 2.858 0.007
RCNT −145.2887 −4.128 0.000 −13.9032 −4.073 0.000
RCBLI 352.6950 0.317 0.033 278.5650 2.580 0.014
C 6.351e + 04 4.442 0.000 4372.6000 3.153 0.003
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Significance of various validation parameters of regression analysis is mentioned in
Table 6.

The analysis shown in Table 3 depicts that the optimum performance of a
streaming application stabilizes at a certain block interval, no matter if number of
threads is increased further. To validate this behavior, we performed an analysis to
find minimum a number of threads sufficient to saturate the block interval for stable
performance of the streaming application in Spark. Table 7 lists calculations made
for this analysis.

Table 5 Regression parameters analysis

Performance
parameter

Regression parameters
R-squared Adjusted

R-squared
F-statistic Prob

(F-statistic)
AIC BIC

ASD 0.740 0.685 6.180 0.00169 890.4 897.2
APT 0.717 0.669 8.592 0.000196 703.8 710.5

Table 6 Interpretation and significance of various parameters involved in Regression analysis

Parameter Interpretation

P-value A predictor is significant if its P-value is less than
0.05

R-squared Specifies closeness of fitted regression line with
data. Ranges from 0 to 1. Higher value represents
better fit

Adjusted R-squared A bit lesser value than R-Squared and represents
more accurate interpretation of goodness of
regression model

F-Statistic and Prob (F-Statistic) F-Test assesses overall significance of all
coefficients collectively

AIC (Aiaike Information Criteria) and
BIC (Bayesian Information criterion)

AIC assess multiple possible models with different
set of variables. Lower AIC is considered better.
BIC is similar to AIC but is more prominent in
case of small sample size

Table 7 Optimized performance analysis

Batch interval 1000 ms Batch interval 2000 ms
Block
Interval for
stable
performance

#Blocks = Batch
interval/block
interval

#Threads Block
Interval for
stable
performance

#Blocks = Batch
interval/block
interval

#Threads

350 2.85 ≈ 3 2 450 4.44 ≈ 5 2
400 2.50 ≈ 3 4 500 4.00 ≈ 4 4
400 2.50 ≈ 3 6 500 4.00 ≈ 4 6
400 2.50 ≈ 3 8 500 4.00 ≈ 4 8
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As we explored the relationship between the number of blocks emitted during a
batch interval and number of threads used for processing, it is found that the
optimum stable performance of a streaming application is stabilized as the number
of threads becomes equal or greater than the number of emitted blocks during a
batch interval. Minimum number of threads required to stabilize the streaming
application’s performance for a certain batch interval is highlighted in Table 7.

4 Related Work

The need for large-scale distributed data processing has given birth to the devel-
opment of a wide variety of cluster computing systems [18–20]. A lot of applica-
tions need real-time processing [21, 22] and in-stream processing capabilities
[23–25]. These fast growing in-motion has led to emergence of stream processing
engines (SPEs) such as Yahoo’s S4 [3], Twitter’s Storm [4], Apache Spark [7, 8],
Mill Wheel, [26], framework [27]. Among these, Apache Spark is being widely
used over several hundreds of production deployments as it offers variety of
workloads like batch jobs, data streams, graph analytics and SQL [9, 28–30], online
aggregation [31], large-scale neuroscience [32], and genomic data processing [33].
Prasad [34] and Ditzler [35] discussed predictive modeling techniques for streaming
data. Zliobaite et al. [36] worked on concept drift during online processing. Col-
laborative data stream mining is discussed by Gaber et al. [37]. Feng et al. [38]
specified system for merging online transaction processing with stream processing
for high transaction throughput. Jiang et al. [39] studied tuning of Mapreduce task
under various levels of parallelism. Armbrust et al. [40] focused on memory and
network layer management to enhance the performance of Spark. Cong et al. [24]
mapped streaming applications onto Field Programming Gate Arrays to optimize
the parallel computation. Davidson et al. [41] tried to resolve the inefficiency in
shuffle phase of Spark for speed ups. Amos et al. [42] studied the impact of spark
tuning options on Spark’s performance to get an improvement of up to 5 times.

Several research works have been done in previous years regarding streaming
applications and its performance enhancements in Spark. This work aims to explore
research in different dimension by evaluating the impact of control parameters on
performance of streaming applications and provide a prediction model for the
scheduling delay and processing time to predict these parameters in advance before
deploying application. Moreover, optimal performance analysis is done with respect
to control parameters. In this way, this work makes significant contributions in
research regarding performance prediction and optimization of streaming applica-
tions on Spark.
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5 Conclusion and Future Work

Experimental analyses in this work explore streaming application performance with
respect to various configurable streaming parameters in Spark. It also explains that
how the tuning of these parameters affect the performance. A relationship is
established among the performance and streaming parameters using a linear
regression model, which enables the performance prediction of streaming appli-
cation with respect to a specific combination of tuning parameters before actual
deployment of the application. Finally, an analysis is done to determine the
selection of minimum number of threads for parallel data processing which results
in optimum performance while sustaining stability of application. In this work, we
focused only on the data processing parallelism and batch and block interval
parameters. In future, the behavior of the streaming application can explored in light
of other parameters too such as memory parameter, data receiving parallelism, etc.
Also, these analyses can be extended to analyze the performance with respect to
various cluster size for computing.

References

1. Abadi, D. J., Carney, D., Çetintemel, U., Cherniack, M., Convey, C., Lee, S., Zdonik, S.:
Aurora: a new model and architecture for data stream management. The VLDB Journal—The
International Journal on Very Large Data Bases, 12, 2 (2003) 120–139.

2. Bifet, A., Holmes, G., Kirkby, R., Pfahringer, B.: MOA: DATA STREAM MINING - A
Practical Approach. The University of Waikato, (2011).

3. Neumeyer, L., Robbins, B., Nair, A., Kesari, A.: S4: Distributed stream computing platform.
In: IEEE International Conference on Data Mining Workshops (ICDMW’ 10), pp. 170–177,
IEEE Press, Washington DC, USA (2010).

4. Leibiusky, J., Eisbruch, G., Simonassi, D.: Getting Started with Storm-Continuous Streaming
Computation with Twitter’s Cluster Technology. O’Reilly, (2012).

5. Murdopo, A., Severien, A., Morales, G.D.F., and Bifet, A.: SAMOA: Developer’s Guide.
Yahoo Labs, (2013).

6. Prasad, B. R., Agarwal, S.: Handling Big Data Stream Analytics using SAMOA
Framework-A Practical Experience. Int. J. Database Theory & Application, 7, 4 (2014).

7. Zaharia, M., Chowdhury, M., Franklin, M. J., Shenker, S., Stoica, I.: Spark: cluster computing
with working sets. In: 2nd USENIX Conference on Hot Topics in Cloud Computing
(HotCloud’10), pp. 10–10, Berkeley, USA: USENIX Association (2010).

8. Hamstra, M., Karau, H., Zaharia, M., Konwinski, A., Wendell, P.: Learning Spark:
Lightning-Fast Big Data Analysis. O’Reilly Media, Inc., (2015).

9. Zaharia, M., Chowdhury, M., Das, T., Dave, A., Ma, J., McCauley, M., Franklin, M. J.,
Shenker, S., Stoica, I.: Resilient distributed datasets: A fault-tolerant abstraction for
in-memory cluster computing. In: 9th USENIX Conference on Networked Systems Design
and Implementation (NSDI’ 12), pp. 2–2, USENIX Association (2012).

10. Prasad, B. R., Agarwal, S.: High speed streaming data analysis of web generated log streams.
In: 10th IEEE International Conference on Industrial and Information Systems (ICIIS’ 15),
pp. 413–418, IEEE-Press, Peradeniya, Sri Lanka (2015).

11. Spark Streaming Programming Guide. https://spark.apache.org/docs/1.2.0/streaming-
programming-guide.html#level-of-parallelism-in-data-receiving.

108 B.R. Prasad and S. Agarwal

https://spark.apache.org/docs/1.2.0/streaming-programming-guide.html%23level-of-parallelism-in-data-receiving
https://spark.apache.org/docs/1.2.0/streaming-programming-guide.html%23level-of-parallelism-in-data-receiving


12. Spark Configuration. http://spark.apache.org/docs/latest/configuration.html#scheduling.
13. NASA Dataset source, http://www.ita.ee.lbl.gov/html/contrib/NASA-HTTP.html.
14. Chatterjee, S., Hadi, A. S.: Regression analysis by example. John Wiley & Sons, (2015).
15. Draper, N. R., Smith, H., Pownell, E. Applied regression analysis. John Wiley & Sons, New

York (2014).
16. Shirley, M. W., Patel, N.: Estimating Beta: Interpreting Regression Statistics. Cost of Capital:

Applications and Examples, (2014) 234–242.
17. Ashenfelter, O., Levine, P. B., Zimmerman, D. J.: Statistics and econometrics: methods and

applications. John Wiley & Sons, New York (2003).
18. Dean, J., Ghemawat, S.: MapReduce: simplified data processing on large clusters.

Communications of the ACM, 51, 1 (2008) 107–113.
19. Isard, M., et al.: Dryad: distributed data-parallel programs from sequential building blocks.

ACM SIGOPS Operating Systems Review 41, 3 (2007) 59–72.
20. Malewicz, G., et al.: Pregel: a system for large-scale graph processing. In: ACM SIGMOD

International Conference on Management of data, pp. 135–146, ACM, (2010).
21. M. Stonebraker, M., Çetintemel, U., Zdonik, S.: The 8 requirements of real-time stream

processing. ACM SIGMOD Record, 34, 4 (2005) 42–47.
22. Barlow, M.: Real-time big data analytics: emerging architecture. O’Reilly Media, Inc., 2013.
23. Cugola, G., Margara, A.: Processing flows of information: From data stream to complex event

processing. ACM Computing Surveys (CSUR), 44, 3 (2012) 15:1–62.
24. Cong, J., Huang, M., Zhang, P.: Combining computation and communication optimizations in

system synthesis for streaming applications. In: ACM/SIGDA International Symposium on
Field-Programmable Gate Array, pp. 213–222, ACM, (2014).

25. Kim, G. H., Trimi, S., Chung, J. H.: Big-data applications in the government sector.
Communications of the ACM, 57, 3 (2014) 78–85.

26. Broekema, P. C., Boonstra, A. J., Cabezas, V. C., Engbersen, T., Holties, H., Jelitto, J.,
Ronald P. L. Offrein, B. J.: DOME: towards the ASTRON & IBM center for exascale
technology. In: Workshop on High-Performance Computing for Astronomy Date, pp. 1–4,
ACM, (2012).

27. Akidau, T., et al.: MillWheel: MillWheel: Fault-Tolerant Stream Processing at Internet Scale.
In: VLDB Endowment, 6, 11, pp. 1033–1044, (2013).

28. Armbrust, M., et al.: Spark SQL: Relational data processing in Spark. In: ACM SIGMOD
International Conference on Management of Data, pp. 1383–1394, ACM (2015).

29. Zaharia, M., Das, T., Li, H., Hunter, T., Shenker, S., Stoica, I.: Discretized streams:
Fault-tolerant streaming computation at scale. In: 24th ACM Symposium on Operating
Systems Principles, pp. 423–438, ACM, (2013).

30. Gonzalez, J. E., et al.: Graphx: Graph processing in a distributed dataflow framework. In:
Proceedings of OSDI, pp. 599–613, (2014).

31. Zeng, K., Agarwal, S., Dave, A., Armbrust, M., Stoica, I.: G-OLA: Generalized On-Line
Aggregation for Interactive Analysis on Big Data. In: ACM SIGMOD International
Conference on Management of Data, pp. 913–918, ACM, (2015).

32. Freeman, J., Vladimirov, N., Kawashima, T., Mu, Y., Sofroniew, N. J., Bennett, D. V., Rosen,
J., Yang, C. T., Looger, L. L., Ahrens, M. B.: Mapping brain activity at scale with cluster
computing. Nature methods, 11, 9 (2014) 941–950.

33. Nothaft, F. A., et al.: A. Rethinking data-intensive science using scalable analytics systems.
In: Proceedings of the 2015 ACM SIGMOD International Conference on Management of
Data, pp. 631–646, ACM, (2015).

34. Prasad, B. R., Agarwal, S.: Critical parameter analysis of Vertical Hoeffding Tree for
optimized performance using SAMOA. Int. J. Mach. Learn. and Cybernetics, (2016) 1–14.

35. Ditzler, G., Polikar, R.: Semi-supervised learning in nonstationary environments. In: IEEE
International Joint Conference on Neural Networks, pp. 2741–2748, IEEE Press, (2011).

36. Zliobaite, I., et al.: Next challenges for adaptive learning systems. ACM SIGKDD
Explorations Newsletter, 14, 1 (2012) 48–55.

Performance Analysis and Optimization … 109

http://spark.apache.org/docs/latest/configuration.html%23scheduling
http://www.ita.ee.lbl.gov/html/contrib/NASA-HTTP.html


37. Gaber, M. M., Gama, J., Krishnaswamy, S., Gomes, J. B., Stahl, F. Data stream mining in
ubiquitous environments: state‐of‐the‐art and current directions. Wiley Interdisciplinary
Reviews: Data Mining and Knowledge Discovery, 4, 2 (2014) 116–138.

38. Feng, Y., Shen, X., Tian, J., Zhao, D., Wang, D., Zou, L.: S-store: An engine for large rdf
graph integrating spatial information. In: 18th International Conference on Database Systems
for Advanced Applications (DASFAA’ 13), pp. 33, Springer, Wuhan, China (2013).

39. Jiang, D., Ooi, B. C., Shi, L., Wu, S.: The performance of mapreduce: An in-depth study. In:
VLDB Endowment, 3, 1–2, pp. 472-483, VLDB, (2010).

40. Armbrust, M., Das, T., Davidson, A., Ghodsi, A., Or, A., Rosen, J., Stoica, I., Wendell, P.,
Xin, R., and Zaharia, M.: Scaling Spark in the Real World: Performance and Usability. In:
VLDB Endowment, 8, 12 (2015).

41. Davidson, A., Or, A.: Optimizing Shuffle Performance in Spark. Technical Report, Berkeley,
University of California, 2013.

42. Amos, B., Tompkins, D.: Performance study of Spindle, a web analytics query engine
implemented in Spark. In: 6th IEEE International Conference on Cloud Computing
Technology and Science (CloudCom’ 14), pp. 505–510, IEEE, (2014).

110 B.R. Prasad and S. Agarwal



A Browser-Based Distributed Framework
for Content Sharing and Student
Collaboration

Shikhar Vashishth, Yash Sinha and K. Haribabu

Abstract The utilization of the networks in education systemhas become increasingly
widespread in recent years.WebRTChas been one of the hottest topics recentlywhen it
comes to Web technologies for distributed systems as it enables peer-to-peer (P2P)
connectivity between machines with higher reliability and better scalability without the
overhead of resource management. In this paper, we propose a browser based, asyn-
chronous framework of a P2P network using distributed, lookup protocol (Chord),
NodeJS andRTCDataChannel; which is scalable and lightweight. The design combines
the advantages of P2P networks for better and sophisticated education delivery. The
framework will facilitate students to share course content and discuss with fellow stu-
dents without requiring any centralized infrastructure support.

Keywords Chord ⋅ Peer-to-peer ⋅ Nodejs ⋅ Webrtc ⋅ RTCDataChannel ⋅
Decentralized distributed systems

1 Introduction

Several technologies like computing, database systems, networking, and web technol-
ogy play an important role in the field of education technology. In the field of net-
working, several advancements have led to boom in online education. Beginning with
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traditional centralized systems, the trend has moved on to decentralized distributed
systems. The use of such distributed systems promises several advantages, such as
higher reliability and better scalability. The peer-to-peer technology is superior to tra-
ditional client–server model because it does not require setting up a third-party server
which makes it much more economical and practical in many situations. The
peer-to-peer architecture offers the promise of harnessing the vast number of nodes
connected to the network. Other significant features are redundant storage, permanence,
efficient data location, anonymity, search, authentication, andhierarchical naming.Thus,
this technology can be highly beneficial in supporting teachers and students to collab-
orate and share information together within a community.

The contribution of this paper is design and successful implementation of a
browser based, asynchronous framework of a P2P network using distributed,
lookup protocol (Chord [1]), NodeJS, and RTCDataChannel. We have chosen
Chord as it provides efficient lookup in a dynamic peer-to-peer system with fre-
quent node arrivals and departures. Additional features can be layered on the top of
the framework based on the practical usage to gain robustness and scalability. We
have also illustrated some of the cases wherein this framework can be beneficial.

Current frameworks are not very suitable for web applications because the web
browsers are generally single threaded.Weenlist the reasons in a subsequent sectionand
advocate the need for a framework based on event-driven programming paradigm and
asynchronous calls for a web browser. We also improve the fault tolerance by making
dependence on the bootstrap server weaker, which is a point of network failure.
Therefore, this framework helps P2P technology to enter in more areas.

We explain the implementation details of the framework (Fig. 1) in the rest of
the paper. Section 2 compares this asynchronous implementation to related work.
Section 3 presents the reasons for this framework. Section 4 of the paper describes
the base Chord protocol, notations used, the bootstrap server, join operations of new
peers, data structures used, and handling of RTCDataChannel connections between
peers. Section 5 presents the implementation details of the framework. Section 6
highlights certain ways in which this work can be used to enhance the learning
experience in a community. Finally, conclude in Sect. 7.

Fig. 1 Layers in the
designed framework
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2 Related Work

CHEWBACCA (CHord, Enhanced With Basic Algorithm Corrections, and Con-
current Activation) [2] is a P2P network framework in Java using sockets-based
messaging. Although, this framework uses synchronous calls, it is not suitable for
event-driven, non-blocking systems like web browsers. WebRTC-Chord is an
asynchronous implementation of Chord protocol on Node Package Manager [3].
Although made for web browser, WebRTC-Chord is not as efficient because it does
not keep bootstrapping server lightweight. The server stores all information about
the peers and helps them to update their entries as the network changes dynamically
over time. Thus, it is not as scalable as this framework. This framework reduces the
involvement of bootstrap server only up to the initial phase of joining network for a
peer. Establishing connection with other peers later does not involve bootstrap
server at all. joonion-jchord [4] is simple implementation of Chord protocol written
in Java is implemented for single virtual machine not for multiple systems.

3 Need for Framework

3.1 Web Browsers Incompatible with Synchronous Calls

Current frameworks of Chord are in C++ and Java and they use synchronous calls
and the socket programming APIs. Processes, facilitated by the kernel, can wait for
the synchronous calls to return, by getting suspended. Also threads can be used for
foreground and background tasks. But synchronous calls in a web browser
framework are discouraged for three reasons. First, browsers are built using
event-driven programming paradigm, where asynchronous calls are suitable. Sec-
ond, spinning or busy waiting locks the browser and other processes start crawling
[5]. Thirdly, most browsers are single threaded and do not do anything on screen
while Javascript code is running [6]. This hampers user experience badly. So, a
need for an asynchronous framework was felt, designed and implemented.

3.2 Weakly Connected Bootstrap Server

There are frameworks, wherein the bootstrap server is actively involved to connect
new peers and stabilize the network. The server stores all information about the
peers and helps them to update their entries as the network changes dynamically
over time [3]. Thus, there is a point of failure in the network, if the bootstrap server
fails, new peers cannot join and the network cannot be stabilized. New
RTCDataChannel connections are dependent on server to facilitate handshakes
between the new peer and the network.
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This framework, however, makes the dependence on the bootstrap server weaker
by facilitating handshakes between new peer and the network via the boot peer and
other peers in the network. The bootstrap server is only involved in assigning a
new, unique id to a new peer and connecting it with a peer from the network chosen
randomly. This also balances the load on peers to facilitate handshakes. But this
requires more messages to be sent, forwarded, and accepted between peers in an
asynchronous way. We have modified the function calls of the Chord protocol [1],
to accommodate these changes.

4 Framework Design

4.1 Base Chord Protocol

Chord is protocol for peer-to-peer distributed hash table. It assigns each peer an
m-bit identifier using base hash function such as SHA-1. Each peer maintains small
amount of routing information that makes chord scalable by avoiding every peer to
know about every other peer. In N-peer network each peer maintains information
about only O(log N) other peers and a lookup requires O(log N) messages. Nodes
and keys are arranged in an identifier circle that has at most 2m peers, ranging from
0 to 2m − 1. The notations related are detailed in Table 1.

4.2 The Bootstrap Server

It allows new peer to join network by establishing its connection with one of the
peer, which is already in network. For a new peer, peer becomes its boot peer whom
it contacts for joining the network and establishing connection with other peers.
Bootstrap server has no other role than to help peer in making connection with its
boot peer, this helps to keep server light weight and makes the framework more
scalable. It is implemented using hapi framework [7].

Table 1 Notations Used

Notation Definition

Boot Peer First peer (in network) with which a connection is established
Pred Predecessor of peer in network
Succ Successor of peer in network
Id Unique Identifier of a peer
SuccPred Predecessor of peer’s successor
CBF Function to be called when remote call is complete
Signal Signaling data of peer which is required to establish connection
Path Stores the route which message took to reach destination
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4.3 Peer Joins

Whenever a new peer joins a network, these invariants should be kept. It must have
connection with at least one peer in network (boot peer). Each peer’s successor
points to its immediate successor correctly. Each key is stored in successor(k). Each
peer’s finger table should be correct. If finger table entries are not correct than query
cost becomes O(n) instead of O(log(n)).

Following steps are involved for making a new peer join network. Initialize
peer—assign it an identifier, initialize finger table, etc. Find the successor of new
peer by querying bootstrap peer. Find the predecessor of new peer by asking peer’s
successor to send information about its predecessor. Notify other peers to update
their successor, predecessors to maintain correctness of the framework. Calling
fixFinger operation after regular interval to keep finger table entries up to date. Fix
Finger operation involves calling findSucc operation for each finger table entry
taking O(mlog(n)) time to update entire finger table.

4.4 Connection Objects: The Special Case

Chord protocol specification assumes that a peer can connect to a peer as long as it
has its peer id. But in the real world, a connection needs to be established so that
messages can be sent and received. We have used WebRTC’s RTCDataChan-
nel API to connect peers. The npm module Simple Peer [8] has been used to
connect two machines. The initial handshake to connect to boot peer is facilitated
by the bootstrap server, whereas subsequent handshakes to connect to other peers
are handled by boot peer and other peers (as and when they get connected). The
signals are sent from the source peer in the findSucc and findPred functions. The
function calls hop over peers till a peer finally resolves the answer (some peer) of
the given function call. This peer forwards the function call to the answer peer,
which accepts the signal of the source peer. It then sends its own signal to the
source peer, via the same path by which the function call arrived at it. Thus, the
handshake is complete.

4.5 Implementation Details

Following data structures were used to store various information about the state of
the network and connection objects. Response Table is an associative data structure
maps message id to response received on making a remote call. Waiting Connection
Table stores information about connection with which peer is currently in process
of making connection. Connected Connection Table stores connection information
about peer with which the peer already has established connection. Finger
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Table contains m entries of peers with which peer has connection. It helps to avoid
linear search. The ith entry of peer n will contain successor ((n + 2i − 1) mod
2 m). The first entry of finger table is the peer’s immediate successor. Using finger
table each query operation in network can be completed in O(log(n)).

4.6 Pseudo Code

joinNetwork. This is asynchronous implementation of joinNetwork operation
which allows it to run in non-blocking, asynchronous frameworks such as NodeJS.
This works same as synchronous version but is based on event-driven programming
paradigm.

joinNetworkSynchronous():

n.pred = null; n.succ = b.findSucc(n.id);
n.succPred = n.succ.getPre(); n.stabilize();
if n.succPred == null: n.succ.stabilize();
else: n.succPred.stabilize();

joinNetworkAsynchronous(state, data):

case 0: n.pred = null; msgId = respTable.new();
n.initFindSucc(b.id, n.id, msgId, “next state”)

case 1: n.succ = respTable.get(msgId);
msgId = respTable.new();
n.initFindPred(n.succ, msgId, “next state”)

case 2: n.succPred = respTable.get(msgId);
if n.succPred! = null AND n.succPred ∈(n.Id,
n.succ]
n.succ = n.succPred;
n.notifyPred(n.succ, n.id, msgId, “next state”);

case 3: if n.succPred == null:
n.stabilize(n.succ, msgId, “next state”);

else: n.stabilize(n.succPred, msgId, “next state”);

A peer executes initFindSucc and initFindPred to generate and attach signal
before calling findSucc and findPred respectively. findSucc operation asks destPeer
to tell successor of desired id. destPeer can contact other peers if it does not know
the response to the query. When desired peer is found then signaling data of peer n
is passed to that peer to allow it to form connection with it. The information about
the order in which peers are contacted is stored in path variable of the call. It is used
for returning final result and signaling data of successor of id to peer n. Once
response reaches the peer, callBackFunc is invoked. findPred operation gives the
immediate predecessor of given peer. When the predecessor of the desired peer is
found, signaling data of peer is given to it which allows it to form connection with
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the calling peer. When peer calls notifyPred it asks destPeer to update the value of
its predecessor to the given value of predecessor and CBF is called when this
update request is complete. When a new peer joins the network then stabilize
operation is called on given peer, its successor and predecessor to allow them to
correct their predecessor and successor entries. This operation is essential for the
framework to maintain its correctness. fixFinger. This operation is invoked by
peers at regular intervals to update the entries of their finger tables which allows
network to answer query in O(log(n)). If entries in finger table are not correct, query
is resolved through successors which takes O(n) time to respond.

findSucc(destId, id, path, msgId, CBF):
if destId == n.id
if n.id == n.succ: exec(CBF);
elif id ∈ (n.id, n.succ]: n.succ.acceptSignal()
elif n.closePredFin(id) ==n.id:
n.findSucc(n.succ, id, path, msgId, CBF, signal);
else:n.findSucc(n.closePredFin(id),id,path,msgId,CBF);
else: path.append(n.id)
destId.findSucc(destId, id, path, msgId, CBF, signal);

findPred(destId, path, msgId, CBF, signal):
if destId == n.id: if n.id == n.succ: exec(CBF)
else: n.pred.acceptSignal()
else: destId.findPred(destId, path, msgId, CBF, signal)

notifyPred(destId, pred, path, msgId, CBF):
if destId == n.id: n.pred = pred;exec(CBF);
else: destId.notifyPred(destId, pred, path, msgId, CBF);

stabilize(destId, path, msgId, CBF):
if destId ==n.id:
n.succPred = n.initFindPred(n.succ, msgId, “next state”);
if n.succPred == null AND n.succPred ∈ (n.id, n.succ]:
n.succ = n.succPred
n.notifyPred(n.succ, n.id, msgId, next state”);
else: destId.stabilize(destId, path, msgId, CBF);

5 Networking Education

P2P technology is superior to traditional client–server model because it does not
require setting up a third-party server which makes it much more economical and
practical in many situations. Setting a third-party server involves expense on its
security, maintenance, performance. It does not allow network to expand beyond a
limit but such limitations are easily overcome by P2P technology because there is
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no central dependency on which whole network has to rely and security is also
simplified because files’ location are invisible to P2P peers and thus remains
protected.

This framework does not require any kind of setup or installation on peer’s
system. Thus, web browsers can be part of the network, and very little expertise is
required to create and join a network. We have illustrated some of the cases wherein
this framework can be beneficial: Classroom Community, Off-campus Distance
Education, Workflow management, Peer based Information Retrieval. Details have
been skipped due to shortage of space.

6 Conclusion

Modern day browsers are single threaded applications, which cannot support
synchronous calls to remote hosts. Busy waiting is not a feasible solution. We have
explored the plausibility of a browser-based peer-to-peer network. This paper
presents an asynchronous framework for P2P network built using distributed and
lookup protocol called Chord, NodeJS and RTCDataChannel. Benefits of P2P
networks include scalability, redundant storage, permanence, efficient data location,
anonymity, search, authentication, and hierarchical naming. This allows for the
framework to be easily used for promoting education in multiple scenarios. The
framework enables institutions and students to share course content and discuss
without overhead of resource management. The framework design includes scope
for improvement. Security enhancements such as encryption can prevent a mali-
cious peer to affect the network. The framework can be a part of browser integration
such as plugin or extension.
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Seed Point Selection Algorithm
in Clustering of Image Data

Kuntal Chowdhury, Debasis Chaudhuri and Arup Kumar Pal

Abstract Massive amount of data are being collected in almost all sectors of life
due to recent technological advancements. Various data mining tools including
clustering is often applied on huge data sets in order to extract hidden and previ-
ously unknown information which can be helpful in future decision-making pro-
cesses. Clustering is an unsupervised technique of data points which is separated
into homogeneous groups. Seed point is an important feature of a clustering
technique, which is called the core of the cluster and the performance of seed-based
clustering technique depends on the choice of initial cluster center. The initial seed
point selection is a challenging job due to formation of better cluster partition with
rapidly convergence criteria. In the present research we have proposed the seed
point selection algorithm applied on image data by taking the RGB features of color
image as well as 2D data based on the maximization of Shannon’s entropy with
distance restriction criteria. Our seed point selection algorithm converges in a
minimum number of steps for the formation of better clusters. We have applied our
algorithm in different image data as well as discrete data and the results appear to be
satisfactory. Also we have compared the result with other seed selection methods
applied through K-Means algorithm for the comparative study of number of iter-
ations and CPU time with the other clustering technique.
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1 Introduction

Clustering is one of the noble and robust unsupervised technique upon which
homogeneous data objects form a group to identify a particular class [1]. It is a
process of partitioning a given data into homogeneous classes depending on certain
characteristics. In the recent years, clustering analysis is considered to be the most
useful technique for data mining applications. Clustering technique has widely been
used in different fields of real life applications like, big data analytics [2], wireless
sensor networks [3], intrusion detection [4], market segmentation [5], medicinal
application [6], pattern recognition [7, 8], and genetics [9], etc. Partitional and
Hierarchical clustering are the two ways of clustering algorithms [1, 10]. Hierar-
chical clustering continues through a series of partitions, and it is appropriate for
information processing. Hierarchical clustering has also been applied in image
segmentation by histogram thresholding [11]. On the other hand partitional clus-
tering is to find the single partition rather than several as in hierarchical method. It is
applicable on large datasets due to the formation of disjoint cluster. But its quality
depends upon choice of number of output clusters and the choice of the initial seed
points. It can be applied on whole dataset in order to find out global optimal or local
optimal. K-means is very popular partitional clustering technique in terms of
simplicity, robustness for the application in large real life data but with a disad-
vantage of prior knowledge of K (number of cluster) [12].

Researchers have attempted to know the optimal value of K through their own
ideas in different literatures [13]. Global optimum results cannot be produced by K-
Means algorithm due to its randomness in initial seed point selection phase.
Seed-based algorithms are also appropriate for the cluster of spherical and ellip-
soidal shape but for the cluster of arbitrary or elongated shape good results may not
be obtained. To solve this cluster shape problem Chaudhuri et al. [14] have sug-
gested the multi-seed concept where more than one seed may exist in a single
cluster for the detection of shape and capture the appropriate cluster. Soft com-
puting techniques have also been used for the detection of seed points in clustering
by the use of Fuzzy logic [15].

Different researchers have proposed different hard decision algorithms regarding
the initialization of K-means algorithm to achieve global optimum results in the
different literatures mentioning the advantages and disadvantages represented in a
comparative manner [7, 16–19]. Lu et al. [16] have suggested a weighted clustering
technique to get the better seed point for the minimization of the number of iter-
ations, computation time than the existing approaches. This weighted clustering
problem is also capable of handling the influence of noise. Cao et al. [7] have also
defined mathematical function based on rough set model for the detection of initial
center point as well as border points. Bai et al. [18] have suggested density-based
approach for cluster center initialization using the distance between the objects.
This method is applicable to the categorical data having small number of clusters to
produce good optimal solution. Reddy et al. [17] have also presented another
approach for the selection of initial seed points using Vornoi diagram. Celebi et al.
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[19] have suggested an efficient initialization approach in K-Means algorithm.
Zahra et al. [20] have applied their proposed centroid selection in the design of
recommender system. Density concept has also been used to find out the seed point
as a highest density point. Astrahan [21] has taken the highest density point as an
initial seed point and determined the other seed points depending on the distance
criteria with decreasing density applied on speech data. Ball and Hall [22] sug-
gested the mean value of the data set as the initial seed point with a distance criteria
to obtain the other seed points. Chaudhuri et al. [23] have suggested the subset of
seed points from a given superset using the cumulative density-based analysis. In
their paper they have suggested the proper guidelines regarding the selection of the
number of clusters and distance. Entropy minimization algorithm has been also
used in clustering in different literatures.

In this paper, the proposed seed point detection algorithm for image data is on
the basis of maximization of Shannon’s entropy feature with distance restriction
criteria. The proposed seed point selection algorithm converges in a minimum
number of steps for the formation of better clusters. We have applied our algorithm
in different image data as well as discrete data and the results appear to be satis-
factory. Also we have compared the result with other seed selection algorithm for
the comparative study of number of iterations in clustering technique. This paper is
represented in the following manner. In Sect. 2 we have described our seed point
selection algorithm. In Sect. 3 we have presented the comparative result of our
algorithm with other clustering algorithms. In Sect. 4 we have concluded the future
direction of our work that can be further made through the proposed seed selection
approach.

2 Proposed Seed Point Selection Algorithm

The proposed seed point detection technique depends on the maximization of
entropy-based objective function of multi-dimensional mutually independent vari-
ables with distance restriction criteria. Image processing operations on the bands of
the multispectral or hyper-spectral images can be categorized into two types, either
scalar image oriented or vector image oriented. In scalar image oriented operations
on the bands of the images are processed in an independent manner. In vector image
oriented the operations are mainly dependent on the vector nature of each pixel.
Here we have taken the concept of scalar image oriented operation. The random
intensity values of different bands in a particular pixel are independent due to the
mutual independence on its wavelengths. Let R, G, and NIR are the three multi-
spectral bands and the corresponding intensity values are represented as the triple
ðr, g, irÞ. Since the bands are mutually independent so the probability is defined as
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P ðR= rÞ, ðG= gÞ, ðNIR= irÞð Þ
=PðR= rÞPðG= gÞPðNIR= irÞ ð1Þ

Now PðR= rÞ= nr
N , PðG= gÞ= ng

N , and PðNIR= irÞ= nir
N where nr, ng, and nir are

the number of points with gray value r, g, and ir, respectively. N is the total number
of points in the data set.

Now the entropy of a multi-dimensional pixel in the data set is defined as

E= −P ðR= riÞ, ðG= giÞ, ðNIR= ðirÞiÞ
� �

logP ðR= riÞ, ðG= giÞ, ðNIR= ðirÞiÞ
� �

= −PðR= riÞPðG= giÞPðNIR= ðirÞiÞ½logPðR= riÞ+ logPðG= giÞ
+ logPðNIR= ðirÞi�

ð2Þ

Here we have demonstrated the proposed seed point selection algorithm.
Step 1: Find entropy (E) of each data using the above Eq. (2).
Step 2: Arrange the samples in decreasing order based on entropy values.
Step 3: Take the point whose entropy is maximum as the first seed point, say

ðr1, g1, ðirÞ1Þ and let S be the set of seed points.
Step 4: Take the point of second maximum entropy and calculate the distance

between the considering point and the previous seed point. If the distance is less
than T (threshold value) then do not consider the point in the seed point set S.
Otherwise, the second maximum entropy point will be included as a second seed
point in the seed point set S.

Step 5: Next consider the next highest entropy point and find all distances from
the considering point and all other previous seed points from set S. Find the
minimum distance, say min d and if min d<T then do not consider the point as
another seed point. Otherwise considering point will be another seed point and
update the set S accordingly.

Step 6: Repeat the Step 5 and stop if the number of residue points are very small.
Step 7: Stop.

3 Experimental Results

We have minutely analyzed multiple sets of real life image data for the determi-
nation of performance of the proposed seed point selection algorithm. Figure 1a
shows 3-D multi-spectral training data set of different classes of total 30000 data.
Total 3 seed points are detected using threshold T =170. The corresponding
clustered data by applying seed points selected by our proposed method through K-
means clustering on data set is shown in Fig. 1b.

Similarly Fig. 2a shows 64516 3-D multi- spectral training data set of different
classes. Total 4 seed points are detected using threshold T =110. The corresponding
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clustered data by applying seed points selected by our method through K-means
clustering on data set is shown in Fig. 2b.

In this paper, we have made the comparison of the performance of K-means
clustering algorithm using the proposed seed point detection approach with the
other classical clustering methodologies on different training data sets. Numerical
experiments are conducted in MATLAB 7 in the Intel (R) Pentium 2.16 GHz
hardware environment and Windows 7 with 4 GB RAM to show that our algorithm
is better in terms of CPU time and number of iterations. We have also compared our
proposed seed-based K-means clustering technique (PKM) results with other dif-
ferent clustering algorithms like Macqueen K-means (MKM), Fuzzy C-means
(FCM), Expectation Maximization (EM) algorithm, Chaudhuri seed-based
K-means clustering technique [23] (CKM) for different values of K and parame-
ter T. Table 1 shows that both CPU time and number of iteration are much less by

Fig. 1 a Original 3-D training data set and b clustered data set

Fig. 2 a Original 3-D training data set and b clustered data set
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PKM than the other clustering technique, which means that the proposed seed point
selection is more appropriate than the others.

4 Conclusion and Future Scope

We have presented an approach for detecting seed points applied on image data by
taking RGB features of color image as well as 2D data based on the maximization
of Shannon’s entropy feature with distance restriction criteria. The proposed seed
point selection algorithm converges in a minimum number of steps for the for-
mation of better clusters. We have applied our algorithm in different image data and
the results appear to be satisfactory. Also we have compared the result with other
seed selection algorithm for the comparative study of number of iterations in
clustering technique. This algorithm may be extended in the determination of the
optimal number of clusters from unknown real data sets automatically with help of
the entropy-based objective function. Also we may design better clustering tech-
nique using present seed point detection algorithm in future. This algorithm can
also be applied on different class data for the development of efficient supervised
classification scheme. We can also reduce the structural complexity of the image
data for representation and also represent the whole image structure in compressed
format using our seed point selection algorithm by the help of distance restriction
criteria.
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Comparative Analysis of AHP and Its
Integrated Techniques Applied
for Stock Index Ranking

H.S. Hota, Vineet Kumar Awasthi and Sanjay Kumar Singhai

Abstract Selection of stock index is a crucial task in financial decision-making
process, especially when selection criterion is conflicting in nature. Multicriteria
decision-making (MCDM) method like analytical hierarchy process (AHP) is one
of the most widely used method, which may be utilized in the financial domain.
This paper utilizes AHP and its integrated approaches using technique for order
preference by similarity to ideal solution (TOPSIS) and simple additive weighting
(SAW) for ranking of stock index. Three financial years data of six indices with six
criteria are considered in the selection process. Experimental results reveals that
S&P BSE SENSEX index is performing consistently well for all three financial
years in case of all the techniques.

Keywords Multi Criteria Decision Making (MCDM) ⋅ Analytical Hierarchy
Process (AHP) ⋅ Technique for Order Preference by Similarity to Ideal Solution
(TOPSIS) ⋅ Simple Additive Weighting (SAW) ⋅ Stock index

1 Introduction

Ranking of stock index may be the requirement of financial experts, investors and
other stakeholders associated in stock market for decision-making process. Selec-
tion of best index is a difficult process especially when their criterion is conflicting
in nature. One of the important goals of financial investment is to find out the best
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possible solutions to maximize the returns and simultaneously to minimize the risk.
Index selection problem with conflicting criteria can be understood as multicriteria
decision making (MCDM). Analytical hierarchy process (AHP), technique for order
preference by similarity to ideal solution (TOPSIS) method and simple additive
weighting (SAW) are some very popular optimizing methods for ranking.

Author [1] has applied AHP technique to evaluate alternative fuel for the Greek
road transport sector with seven alternatives in which cost and policy aspects are
considered for a fuel selection. Nadali et al. [2] has used AHP and SAW methods
for allocating the labels of credit customer after that data-mining algorithm has been
applied. Many other authors have done lots of work in this area by applying various
optimization techniques.

This paper utilizes AHP and its integrated approaches with SAW and TOPSIS
for ranking of stock index. Three financial year data of 2011–2012, 2012–2013, and
2013–2014 of six indices with six criteria are considered in the selection process.
Experimental results reveals that BSE 30 index is performing consistently well for
all three financial years in case of all the techniques.

2 Financial Data and AHP with Its Integrated Approach

Financial data as index data and overall process of applying AHP and its integrated
technique for ranking of stock index is explained in detail as follows:

2.1 Stock Index

Stock index data used for experimental purpose is downloaded from http://www.
bseindia.com. Six popular indices as six alternatives of BSE (Bombay Stock
Exchange) are considered, these are S&P BSE SENSEX (A1), S&P BSE MID CAP
(A2), S&P BSE SMALL CAP (A3), S&P BSE 100 (A4), S&P BSE 200 (A5), and
S&P BSE 500 (A6) with six criterion of each alternative namely High (Cr1), Low
(Cr2), Close (Cr3), P/E ratio (Cr4), P/B ratio (Cr5), and Dividend (Cr6).

2.2 Ranking with AHP and Its Integrated Technique

One of the most popular MCDM methods is AHP method. This method is inte-
grated with other MCDM methods like TOPSIS and SAW and applied by many
researchers in various domains for the ranking of available alternatives. The
methods are explained in detail as follows:
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(i) AHP—AHP is proposed by Satty [3], in which multiple criteria are placed
into a hierarchy along with goal at the top and alternatives at the bottom,
method utilizes normalized object data which is prepared using some nor-
malization techniques. A pair wise comparison matrix is then constructed with
M attributes, that is, a square matrix BM×M whose elements denote the
comparative importance between attributes. In the pair wise comparison
matrix geometric mean, relative normalized weight (W), consistency index
(CI), and consistency ratio (CR) are calculated where CR should be less than
0.1. When the weights are consistent then composite performance score is
calculated to find the rank of stock index.

(ii) AHP-TOPSIS—TOPSIS is another MCDM method proposed by Hwang
et al. [4] which is also used as an alternative of AHP method. However,
TOPSIS can be integrated with AHP where AHP calculates weights and
finally weights are utilizes by TOPSIS to find out final weights of available
alternatives. The important steps of TOPSIS [5] after obtaining weights
through AHP are as follows:

Step 0: Input are the weights obtained through AHP.
Step 1: Obtain the decision matrix after using a numerical scale for intangibles.
Step 2: Calculate normalized decision matrix R, as bellow:

rij = xij ̸ ∑M
i=1 x

2
ij

h i1 2̸
ð1Þ

Step 3: V as weighted decision matrix is calculated by multiplying each column
of R by the corresponding weight.

Step 4: Obtain the positive ideal (A*) and the negative ideal (A−) solutions from
V as calculated in step 3.

Step 5: Separation measures S* and S− are calculated for all the alternatives, for
i = 1… m as follows:

S*i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

j=1
ðvij − v*j Þ22

s
ð2Þ

S−
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

j=1
ðvij − v−j Þ22

s
ð3Þ

Step 6: Relative closeness to the ideal solution for each alternative (Ci*, i = 1…m)
will be

C*
i = Si ð̸S*i + S−

i Þ ð4Þ

Step 7: As a last step rank is determine the by arranging the alternatives in the
descending order of Ci*, i = 1… m.
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(iii) AHP-SAW—AHP-SAW is another popular integrated method of MCDM
[6] in which weight obtained through AHP is further utilized in SAW.
In SAW, each attribute is given a weight where each alternative is assigned
with regard to every attribute. Steps of SAW are as follows:

Step1: Obtain the decision matrix after using a numerical scale for intangibles.
Step2: Calculate normalized decision matrix, R (rij, i = 1… m: j = 1… n) using

rij = xij x̸*j , if the jth criterion is a benefit criterion ð5Þ

and

rij = x−j x̸ij, if the jth criterion is a cost criterion ð6Þ

Step 3: Calculate weighted score for each alternative through multiplying each
row of R by weight which may be obtained through AHP.

Step 4: Calculate the rank of each alternative based on the final score.

3 Stock Index Ranking Using AHP and Its Integrated
Techniques

Earlier work of Hota et al. [7] is continued in this research work for the purpose of
comparison with integrated approach of AHP, in which they have used AHP
method and obtained weights of each criteria and rank of alternatives as shown in
Tables 1 and 2, respectively, for the financial year data of 2013–2014. Rank of
other two financial years is also obtained with similar way.

Further AHP-TOPSIS method is applied for the same indices using the nor-
malized matrix as shown in Table 3, after normalization using Eq. 1 of the data of
financial year 2013–2014, weighted decision matrix V is calculated using step 3 of
AHP-TOPSIS method and presented in Table 4 with positive ideal solution
(PIS) and negative ideal solution (NIS) as highlighted in bold and underlined letters,
respectively. Separation measures of each alternative is obtained (Table 5) using
Eqs. 2 and 3, respectively, for PIS and NIS. Finally the relative closeness value is
calculated using Eq. 4 and rank of six stock indices are obtained and presented in
Table 6.

Integrated AHP-SAW is also applied for the ranking of stock index, the nor-
malized data for the six stock indices is calculated using Eqs. 5 and 6 and presented
in Table 7. This method also use the weight of each criteria obtained through AHP as

Table 1 Weights of corresponding criteria calculated through AHP method [7]

Cr1 Cr2 Cr3 Cr4 Cr5 Cr6

0.421 0.083 0.226 0.130 0.083 0.057
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Table 2 Obtained rank using AHP for the financial year 2013–14 [7]

Alternative Weight value Rank

A1 0.904 I
A2 0.344 V
A3 0.447 II
A4 0.380 IV
A5 0.247 VI
A6 0.418 III

Table 3 Normalized stock index data

Alternative Criteria
High Low Close P/E ratio P/B ratio Dividend

A1 0.833 0.844 0.832 0.278 0.548 0.389
A2 0.263 0.247 0.263 0.183 0.223 0.425
A3 0.262 0.246 0.263 0.829 0.208 0.456
A4 0.250 0.247 0.249 0.263 0.479 0.386
A5 0.099 0.098 0.099 0.261 0.465 0.391
A6 0.308 0.305 0.308 0.251 0.401 0.394

Table 4 Weighted decision matrix (V)

Alternative Criteria
High Low Close P/E ratio P/B ratio Dividend

A1 0.351 0.07 0.188 0.036 0.045 0.022
A2 0.111 0.021 0.059 0.023 0.018 0.024
A3 0.111 0.020 0.059 0.108 0.017 0.026
A4 0.105 0.021 0.056 0.034 0.039 0.022
A5 0.042 0.008 0.022 0.034 0.038 0.022
A6 0.129 0.025 0.069 0.032 0.033 0.022

Table 5 Separation measurers

A1 A2 A3 A4 A5 A6

Si* 0.072 0.332 0.278 0.293 0.364 0.266
Si- 0.386 0.079 0.115 0.077 0.024 0.103

Table 6 Obtained rank using
AHP-TOPSIS for the
financial year 2013–14

Alternative CI*(Relative closeness) Rank

A1 0.842 I
A2 0.192 V
A3 0.292 II
A4 0.207 IV
A5 0.060 VI
A6 0.278 III
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mentioned in Table 1. Using step 2 of AHP-SAW, the weighted score is calculated
which identifies the rank of each stock index. Table 8 presents the weighted score
and rank of stock index using AHP-SAW method for the financial year 2013–14.

The comparative rank for financial year 2013–14 for all the techniques is
depicted in Table 9. This table clearly shows that all the techniques are producing
same rank for all the indices, hence there is no inconsistency among the techniques
used for stock index ranking.

4 Comparative Analysis of Rank of Three Financial
Year Stock Index

In order to find out the strength of a particular index, financial data of three financial
years considered in this study are utilized and applied with three AHP related
techniques as explained above and ranks are calculated as mentioned in Sects. 2

Table 7 Normalized stock index data applied with SAW

Alternative Criteria
High Low Close P/E ratio P/B ratio Dividend

A1 1 1 1 0.335 1 0.852
A2 0.315 0.293 0.316 0.221 0.406 0.932
A3 0.315 0.291 0.315 1 0.381 1
A4 0.299 0.293 0.299 0.317 0.874 0.847
A5 0.119 0.117 0.119 0.314 0.848 0.858
A6 0.370 0.117 0.371 0.302 0.730 0.863

Table 8 Obtained rank using
AHP-SAW for the financial
year 2013–14

Alternative Weighted score Rank

A1 0.905 I
A2 0.344 V
A3 0.447 II
A4 0.380 IV
A5 0.247 VI
A6 0.398 III

Table 9 Comparative rank
of various techniques for the
financial year 2013–14

Alternative AHP AHP-TOPSIS AHP-SAW

A1 I I I
A2 V V V
A3 II II II
A4 IV IV IV
A5 VI VI VI
A6 III III III
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and 3 and shown in Table 10. This table clearly reflects the strength of S&P BSE
SENSEX with its consistent performance as I rank for all the financial years as well
in case of all the techniques, while S&P BSE SMALL CAP or S&P BSE 500 may
be the second preferable index for the investor’s point of view as these indices are
ranked either II or III using 2 out of three techniques, on the other hand S&P BSE
MID CAP and S&P BSE 100 are obtaining IV or V rank; however, S&P BSE 200
index is consistently performing worst with lowest rank (VI rank).

5 Conclusion

Ranking of stock index is necessary for the investment of asset in the stock market
and also for creating a best portfolio but ranking of the stock index is not possible
when their criterion are conflicting in nature. MCDM-based techniques may
overcome this problem since these techniques find out rank of available alternatives
through some mathematical process. This paper explores three MCDM techniques
namely AHP, AHP-TOPSIS, and AHP-SAW for stock index ranking of six indices
and found consistent results in terms of rank with I rank as S&P BSE SENSEX.
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A Proposed What-Why-How (WWH)
Learning Model for Students and
Strengthening Learning Skills Through
Computational Thinking

Rakesh Mohanty and Sudhansu Bala Das

Abstract In-spite of facilities and ambiances available in an organization, novice

students often face challenges to develop a right attitude and framework for produc-

tive learning. Through a case study in our university, we explore some difficulties and

challenges faced by the freshers to strengthen and enhance their learning skills. We

focus on generating questions from trivial to nontrivial level in a systematic way to

explore the learning patterns. We propose a learning model, which we popularly call

as What-Why- How (WWH) model, for providing a framework to strengthen learn-

ing skills. Computational thinking will be a fundamental skill, which can be used by

everyone in future to strengthen and enhance learning. It is a thought process that

involves formulating problems so that solutions can be represented as computational

steps and algorithms. In our work, we integrate the computational thinking approach

in our proposed WWH model of learning and develop a novel framework to resolve

some of the challenges associated with learning skills of freshers in educational insti-

tutions.

Keywords Computing education ⋅ Learning ⋅ Computational thinking

1 Introduction

Learning is an indispensable skill that can be strengthened by intellectual activities

and mental training. Intellectual activities involve creativity, exploration, innovation,

formulating questions, answering questions, problem solving, and critical thinking.

Mental training involves developing curiosity, interest, patience, perseverance, prac-

tice, competitive spirit, self-motivation, determination, and self-confidence.
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Strengthening and enhancing of learning skills is an important practice for growth

and progress in all spheres of life. In this paper, we propose a new learning model

for novice first year students in educational institutions to strengthen their learning

skills.

1.1 Question–Answer Based Learning

Learning has been well defined from different perspectives by various researchers in

the literature. Learning is a process of acquiring new knowledge, skills, and values

through activities, events, study, and experience. Learning process can be initiated

by generating few basic questions. By answering these questions, we enhance our

learning skill. Question–Answering (Q-A) has been an active learning method used

to acquire knowledge and strengthen learning skills. Questions raised must be well

defined and answers generated must be correct. What, Why, and How are the three

basic questions raised for initiating the learning process in our proposed What-Why-

How (WWH) learning model. The What questions deal with information, terminolo-

gies, definitions, concepts, action, and meaning. The Why questions represent logic,

reasoning, structure, analysis, theory, and description. The How questions address

construction, steps, methods, processes, models, algorithms, and skills. If we gener-

ate questions from trivial to nontrivial level, the learning can be systematic and pro-

gressive. Progressive learning creates a significant impact on learner’s mind. Accord-

ing to our knowledge, finding a standard model of raising questions in a systematic

and logical way for strengthening learning skills has not been addressed in the liter-

ature.

1.2 Our Approach for Question–Answer-Based Learning

We address the above challenging issue by classifying the questions raised into vari-

ous levels as mentioned below. Questions raised can be divided into four classes such

as level 0 (L0), level 1 (L1), level 2 (L2) and level 3 (L3) based on their complexity

and difficulty in understanding. Level number indicates the difficulty and intellec-

tual level of the questions raised. Here 0 represents basic informative questions and

1 represents simple and trivial questions. Moderate and semi-trivial questions are

represented by 2 and 3 represents the difficult and non trivial questions. Here, L0
questions address the basic aspects about the topic we learn. Similarly, L1 questions

are reasoning based, L2 questions are process based, and L3 questions are concept

based. The higher the level number, the more complex the questions raised and more

difficulty in the learning process. The four primitive questions which initiate the

learning process are—(a) What to learn? (b) Why to learn? (c) How to learn? and

(d) How to learn effectively? Here we can consider (a) as L0, (b) as L1, (c) as L2 and

(d) as L3 questions.
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2 Case Study

We conduct a case study by considering a sample of 45 students who are in their first

year graduate and post graduate course in our university to explore the challenges

faced by them. Our case study is classified into two types such as activity based and
object based case study.

In activity-based case study, we consider various aspects of learning activity to

raise What-Why-How questions through students. In object-based case study, we

consider the term computer as an object to raise What-Why-How questions through

students. Our method involves asking three questions from trivial to non trivial level

with the two word phrases—What+learning, Why+learning, and How+learning in

the activity based case study. Similarly, in the object based case study, we ask stu-

dents to generate three questions with the two word phrases—What+Computer,

Why+Computer, How+Computer. Based on the questions generated by a sample

of 45 students, we classify the questions into three classes such as Level 1 (L1),

Level 2 (L2), and Level 3 (L3). Here we present some of the challenges faced by the

students for strengthening their learning skills. We present and summarize the ques-

tions raised by the students in a systematic way using our WWH model as shown

in Tables 1 and 2. L1 questions are based on generic view about the term. L2 ques-

tions are more specific details, strategies and concepts. L3 questions are analytical.

Through an interactive question–answer session with the above-mentioned sample of

45 students, we explore the following challenges faced by the students for strength-

ening their learning skills. The major learning challenges faced by the students as

observed in our case study are lack of mental attributes for learning such as atti-

tude, interest, purpose, objective, curiosity, passion, and perseverance for learning.

Difficulty in understanding, memorizing, and visualizing during learning, irregular

Table 1 Activity-based case study

Activity-learning (What, Why, How Questions with levels)

L1 L2 L3
What What is learning? What is collaborative

learning?

What is effective learning?

What is the purpose of

learning?

What are the different

learning skills?

What is the most important

learning skill?

Why Why students need to learn? Why choice of learning

model is important?

Why students should follow

a learning model?

Why learning skills should

be strengthened?

Why attitude plays a major

role in learning?

Why students should be

motivated for learning?

How How students learn? How students can learn

better?

How students learning can

be effective?

How to measure learning

skills?

How to enhance learning

skills?

How to design a learning

model?
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Table 2 Object-based case study

Object-computer (What, Why, How Questions with levels)

L1 L2 L3
What What is a computer? What are the different

components of a computer?

What is the architecture of a

computer?

What are the features of a

computer?

What features can added in

a computer?

What features can be

removed from the

computer?

Why Why computer was

invented?

Why computer gained its

importance?

Why learning computer is

important?

Why computer can be used

to solve problems?

Why computer solves

problems in less time?

Why students are addicted

to a computer?

How How computer works? How computer work faster? How computer solves

problems?

How viruses affect

computer?

How computer viruses are

created?

How computer viruses can

be removed?

and unstructured learning patterns are the other important challenges faced by stu-

dents. To address the above-mentioned challenges we propose a learning model to

strengthen learning skills.

3 Our Proposed What-Why-How Learning Model

Our proposed model has four components to strengthen the learning skills such as

learning environment, learning attributes, levels of learning, and learning approaches

as shown in Fig. 1. Learning environment can be intrinsic (internal psychological

aspects) or extrinsic (external environments). The learning attributes can be either

activity based or object based. The learning levels can be L0, L1, L2, L3. The learning

approaches are the sequence of steps followed during learning. To strengthen the

learning skills we need to ask What, Why, and How questions in all the components

of our learning model.

4 Computational Thinking—What, Why, How

Papert [1] first used the term computational thinking (CT). But it was first brought

to forefront of research Community by Jeannette Wing [2]. She described CT as the

combined strengths of human and computer brains to solve problems and accomplish

tasks.
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Fig. 1 Our proposed WWH learning model

Computational Thinking-What

CT is a problem-solving approach using different kinds of thinking such as analyt-

ical thinking, mathematical thinking, engineering thinking, scientific thinking, and

critical thinking [2–4]. CT [5] helps us in organizing and analyzing data in logi-

cal manner, implementing and testing solutions and applying the solutions to other

problems.

Computational Thinking-Why

We all use computers for different purposes such as sending email, browsing, playing

game, or chatting. But, CT is a way to change our thinking process as it focuses on

generating new ideas, describing hypotheses and theories. Without it, we will use

incomplete and insufficient models, which can only develop faulty judgments about

educational strategies. It makes use of well-known problem solving approaches such

as trial and error finding, iteration, and guessing [5].

Computational Thinking-How

CT is based on five stages [6] such as decomposition, pattern recognition, pattern

generalization, algorithm design, and evaluation. Decomposition is a way of break-

ing a problem into different subparts. Pattern recognition help us to observe different

similarities, differences, and properties in data. Pattern generalization is an ability to

remove unnecessary details, keeping only relevant data. Algorithm design help us to

follow step-by-step process to solve different problem. Evaluation is about making

judgments.
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5 Computational Thinking-Based Learning

We can strengthen our learning skills by integrating CT in our WWH learning model

by asking What-Why-How questions using various levels such as L0, L1, L2, L3 as

shown in Fig. 2. During learning any concept, at first we need to identify the infor-

mation needed to learn about that concept. Then, we break that concept into smaller

sub problems and then we finally identify the specific information needed for learn-

ing that concept. After this we have to think about whether we have knowledge about

concept like this before, and if so, how the new concept is different. We also look for

patterns in this information which is helpful for us to consider how the information

is structured, whether we have seen information organized like this before, and if

so, how the new information is different. It is required to think about how the sub

concepts are organized. Now, we have to use abstraction where we take only relevant

information which is required for that concept. In algorithm design, we have to think

about the steps from the initial information to the problem being solved and finally

we have to see whether we have learn that concept or not.

Our CT-based learning model creates a motivation and drive among the students

to foster the activities such as—active involvement, social participation, meaningful

activities, relating new information to prior knowledge, being strategic, engaging in

self-regulation and being reflective, restructuring prior knowledge, aiming toward

understanding rather than memorization, taking time to practice, and Creating moti-

vated learners.

Fig. 2 Computational thinking-based learning model
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6 Conclusion

Through a case study in our university, we explore some difficulties and challenges

faced by the freshers to strengthen and enhance their learning skills. We focus on gen-

erating questions from trivial to non trivial level in a systematic way to strengthen

the learning patterns of freshers. We proposed a What-Why-How (WWH) learn-

ing model to strengthen their learning skills. Then we integrated the computational

thinking approach in our proposed What-Why-How (WWH) model to develop a

novel framework to resolve some of the challenges associated with learning skills

of freshers in educational institutions.
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Band Power Tuning of Primary Motor
Cortex EEG for Continuous Bimanual
Movements

Manikumar Tellamekala and Shaik Mohammad Rafi

Abstract Comprehension of natural intelligent systems’ capability to exhibit
bimanual coordination facilitates the process of building systems with better coor-
dination dynamics. Dark side of the bimanual coordination, ‘Bimanual interference’,
is that execution of continuous bimanual movements is heavily constrained by
spatiotemporal coupling. Ability of callosotomy patients to draw circle and square
patterns with two different hands simultaneously with perfect uncoupling after sur-
gical removal of Carpus callosum, makes the point clear that Carpus callosum plays
key role in bimanual interference. This paper introduces a new viewpoint of this
phenomenon. While the right-handed subjects were drawing asymmetric clockwise
and anticlockwise circles and symmetric circle-square patterns, neural activity of
Primary motor cortex, which controls movement execution, is recorded. Here major
emphasis is placed on how different frequency band powers of EEG signals from
primary motor cortex are altered with respect to different continuous bimanual
movements. Results in this study demonstrate the essence of understanding feedback
loop connections between Corpus callosum and primary motor cortex.

Keywords Bimanual interference ⋅ Corpus callosum ⋅ Corticospinal path-
ways ⋅ EEG frequency band powers

1 Introduction

Coordination among multiple robotic arms in order to successfully accomplish a
given task is put under limelight in recent days and is a prominent research trend.
This process involves great deal of laborious and complicated design structures. For
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instance, realising human-like walking robots is not an easy job no matter how
accurate mathematical modelling of respective mechanical systems is performed.
This is solely because of the lack of knowledge regarding the coordination con-
troller of these mechanical components. By closely observing, one admits the fact
that natural intelligent systems perform the same tasks with utmost ease and
comfort, popularly known as ‘Bimanual coordination’, [1] communication between
the limbs to coordinate with each other to make a movement.

Understanding bimanual coordination of human hands [2] provides an oppor-
tunity to understand the precise dynamics of the coordination controller. At times,
crosstalk between two hands may result in the behaviour, which oppositely oriented
towards the prescribed goal. This effect is called as, ‘Bimanual Interference’ [3],
dark side of the bimanual coordination. But in terms of the functionality, underlying
controller properties and behaviour are same in both bimanual interference and
coordination. So being knowledgeable about bimanual interference helps to
understand bimanual coordination, which in turn leads to the successful emulation
of the coordination controller architecture in artificial systems.

To put bimanual interference simply, this is the effect that prevents one to draw a
square with one hand and a circle with another hand simultaneously [4]. Bimanual
interference imposes strong constraints on the ability to make movements with
limbs in both spatial and temporal domains [5]. Sub cortical neural structures are
responsible for temporal coupling whereas Carpus callosum, i.e. communication
channel between left and right cerebral hemispheres cause to spatial coupling [6].
Consider a task of drawing circles with left and right index fingers simultaneously,
an extensively employed task to gain insights into the dynamics of spatiotemporal
constraints on continuous bimanual movements. One can perform this task in two
modes, symmetric and asymmetric. While drawing a circle moving one index finger
in clockwise direction and another index finger in anticlockwise direction, creates a
symmetric movement with body-midline reference. In asymmetric mode condition,
two index fingers move in the same direction either clockwise or anticlockwise.

The stability of asymmetric mode circle drawing movements get deteriorated as
the circle drawing rate goes high and gradually a transition from asymmetric mode
to symmetric mode takes place. There exist two popular hypotheses to explain this
deviation from asymmetric mode to symmetric mode while performing bimanual
movements. The first hypothesis states that in symmetric mode, homologous
muscles get activated by Ipsilateral descending corticospinal pathways and thus
create signals in congruent fashion [7]. In case of asymmetric movements,
non-homologous muscles get activated where in conflicts arise between crossed and
uncrossed corticospinal pathways. This conflict leads to the deviation of the less
dominant hand towards the symmetric motion.

The second hypothesis argues that deviation takes place due to the reinforcement
of symmetric-drawing movements by corpus callosum, parietal, premotor and
primary motor cortical regions [8]. Surgical removal of the carpus callosum in
callosotomy patients with severe epilepsy, engendered to an important finding. This
removal allowed patients to perform continuous bimanual moments with absolute
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spatial and temporal uncoupling [9]. Hence, the role of the carpus callosum in
producing bimanual interference during dual motor tasks is prominent.

Apart from the above-mentioned hypothetical models of bimanual movements,
recent studies [10] that investigated neural correlates of bimanual reaching move-
ments put forth a completely new viewpoint of this discussion. In these studies,
functional magnetic resonance imaging (fMRI) of the subjects while they were
performing symmetric and asymmetric movements cued either directly or indirectly
displayed increased activity in cingulate gyrus and pre-supplementary motor area. If
the same subjects perform Stroop-test, a well-known cognitive interference task, the
same regions get activated. These results suggest that bimanual interferences are not
just leaks of electrical patterns at low-level communication channels such as cor-
ticospinal pathways and corpus callosal connections but are closely linked to cor-
tical level controlling blocks. Essence of this inference is that bimanual interference
is associated with not only the way a hand is to be moved to draw a geometrical
pattern but also which hand has to be moved to generate the same pattern.

With the aim to observe the changes in the behaviour of one of the cortical level
key control blocks of bimanual movements, primary motor cortex, the work that is
discussed in the following sections is on how delta, theta, alpha, and beta band
powers of primary motor cortex are getting tuned with the circle drawing
movements.

2 Materials and Methods

Posterior parietal cortex, premotor cortex, and primary motor cortex are the
prominent controlling blocks in producing continuous bimanual movements [11].
Information flow among these blocks is displayed in Fig. 1. Planning of movements
is organized by the posterior parietal region and execution of planned movements is
performed by the primary motor cortex. Free flow of movement execution is highly
constrained in bimanual movements with spatiotemporal coupling. So, the fol-
lowing experimental set up is employed to gain insights into the impact of bimanual
interference tasks on the motor cortex band specific electrical activity. Noninva-
sive EEG is selected for imaging of primary motor cortex in this work. Olimex
open-EEG setup with amplifier and active EEG electrodes with good signal to noise
ration are chosen for this purpose. As per 10–20 EEG electrode placement system,
active electrodes are placed on C3 and C4 positions.

Asymmetric circle drawing in both clockwise and anticlockwise directions and
symmetric mode circle-square drawing are the bimanual movements, performed by
the right-handed subjects. Intended geometrical patterns and produced geometrical
patterns by the right-handed subjects, are as shown in Fig. 2. During the execution
of these three-task EEG data is recorded from the subjects’ primary motor cortex.
Acquired EEG signals could be the linear combination of motor cortex scalp
potential differences and noisy scalp currents due to volume conduction phenom-
ena, from other active cortical regions at that point of time. The weight vector of
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Fig. 1 Bimanual movement information flow through Posterior parietal cortex (planning of
movements), Pre and primary motor cortices (movement execution), Carpus callosum (left-right
hemispheres communication lines) to Ipsilateral descending pathways

Fig. 2 Comparison diagrams of expected bimanual patterns to be produced by the subjects and
actually produced patterns that are distorted due to the impact of the degree of conflict between
crossed and uncrossed corticospinal pathways
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these two components depends on huge set of parameters ranging from the subject’s
current mental state to the accuracy of EEG setup montage. To validate and make
sure that the source of the recorded EEG is primary motor cortex, a functional
localisation technique, known as ‘Low Resolution Electromagnetic Tomography’
(LORETA) is used. By applying LORETA algorithm on the obtained EEG data,
two-dimensional scalp maps are produced and displayed in Fig. 3.

From Fig. 3, it is validated that primary motor cortex is the source of the EEG at
C3 and C4 10-20 positions while the subjects were executing the bimanual
movements but not the volume conduction currents from the other active cortices
near to the electrode surface.

Power-line noise component is removed from the EEG by using a 50 Hz notch
filter. Fourth-order Butterworth band-pass filters with the following transfer func-
tion are applied to divide raw EEG data into different frequency sub bands. Filters
with the frequency responses, are employed to extract Delta band (0.5–4 Hz), Theta
band (4–8 Hz), Alpha band (8–13 Hz) and Beta band (13–30 Hz) of the EEG
signals. Power values of all these frequency band signals of all subjects are com-
puted for every given bimanual movement individually and these values are con-
trasted in the figure.

3 Results and Analysis

Right-handed persons have natural tendency to draw circles towards right side, i.e.
degree of comfort is slightly high while drawing same patterns in clockwise
direction compared to anticlockwise direction. This behaviour can be verified from
the median band power values plots in Fig. 4. Except in delta band, in all other
EEG bands average band power values in case of drawing a circle in clockwise

Fig. 3 Source localization technique, LORETA 2 dimensional scalp EEG maps that highlight the
dominant activity distribution in (a) left and (b) right primary motor cortices
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direction are higher than that of anticlockwise direction for all the right-handed
subjects in this study. This inference can be interpreted as the primary motor
cortex’s non-delta EEG band activity is enhanced because of no-conflict arousal
condition between crossed and uncrossed corticospinal pathways even if the circle
drawing rate goes high. This version of interpretation reveals the direct relation
between the band power of noninvasive cortical EEG and the degree of the ten-
dency with which a movement is performed by the subjects.

Average band powers of all EEG bands, including Delta band, in case of
drawing a circle with left index finger and a square with the right index finger
simultaneously are substantially low compared to that of remaining two cases.
Reduced all EEG band power values for this task is consistent with the fact that the
low pattern drawing rate at which this task was performed by all the participated
subjects. This inference represents the extent to which the severity of the conflict
between crossed and uncrossed corticospinal pathways prevents the information
flow to the actuator blocks.

4 Conclusion

Performing asymmetric anticlockwise bimanual movements by the right-handed
subjects has resulted in considerably low median powers of non-delta EEG bands of
the primary motor cortex compared asymmetric clockwise movements. Reasons for
the behaviour of delta EEG median band powers in this case are yet to be exhumed.
Similarly significantly low band power values of all the EEG frequency bands in

Fig. 4 Median band power
values of delta, theta, alpha
and beta frequency bands of
primary motor cortex EEG for
clockwise and anticlockwise
asymmetric circle and
symmetric circle-square
movements
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circle-square drawing task are noted. All these observations insinuate that bimanual
interference phenomena is not just about the information leaks in the communi-
cation lines of Carpus callosum and corticospinal pathways, but due to the feedback
from these lines to the primary motor cortex, i.e. execution block of planned
bimanual movements. Results of this study tell to give a serious thought to trace
back the information flow in the feedback connections from the corticospinal
pathways through corpus callosum to the primary motor cortex to unravel the
underlying functioning principles of spatiotemporal coupling of bimanual inter-
ference movements. Further studies in this direction would be centered on studying
the tuning of EEG band powers of posterior parietal cortex where planning of
movements takes place, because of diverse set of continuous bimanual movements.
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Probabilistically Generated Ternary
Quasigroup Based Stream Cipher

Deepthi Haridas, K.C. Emmanuel Sanjay Raj,
Venkataraman Sarma and Santanu Chowdhury

Abstract Presently the crypto-research based on n-quasigroup for n = 3 or higher

is at its nascent stages. The recent ternary quasigroup cipher was illustrated using

ternary quasigroups of order 4. Practically the ternary quasigroup needs to be of

order 256. Stream ciphers to be used for real-world applications need to have ternary

quasigroup of order 256. The present paper is an extension of Ternary Quasigroup

Stream Cipher for practical applicability. The current work introduces the concept

of probabilistically generated quasigroup. The probabilistically generated ternary

quasigroup of order 256 improves the cryptographic strength of the cipher.Ternary

quasigroups are more desirable options over quasigroup, but they impose serious

memory constraints, particularly for large orders, e.g., 256 or more. The current study

dynamically generates 3-quasigroup of the order 256 without any requisite to store

them. The current study employs a selection criterion to choose suitable probabilis-

tically generated ternary quasigroup with improved cryptographic strength.

Keywords Data encryption ⋅ Quasigroups ⋅ Latin squares ⋅ Linear equations ⋅
Stream cipher

The present research motive is to find mathematical accessories to design cryp-

tographic primitives. Several cryptographic algorithms based on quasigroups have

been developed [1–4]. The goal of present paper is to upgrade the available ciphers

[5–9] on ternary quasigroup and quasigroups to improved stream cipher (based on

ternary quasigroup). The current paper introduces a method for construction of prob-

abilistic ternary quasigroup (of the order 256).

The structure of our paper: Probabilistic quasigroup generators are discussed in

Sect. 1. Wherein Sect. 1.1 introduces the probabilistic quasigroup generators enlist-

ing different generators. Section 1.2 discusses the probabilistic ternary quasigroup

generators. The modified cipher of present paper is given in Sect. 2. Result and dis-

cussions are listed in Sect. 3. Section 4 gives the test cases. The test cases comprises

D. Haridas (✉) ⋅ K.C. Emmanuel Sanjay Raj ⋅ V. Sarma ⋅ S. Chowdhury

Department of Space, Government of India, Advanced Data Processing Research Institute

(ADRIN), Secunderabad, Telangana 500009, India

e-mail: deepthi@adrin.res.in

© Springer Nature Singapore Pte Ltd. 2018

P.K. Sa et al. (eds.), Progress in Intelligent Computing Techniques: Theory,
Practice, and Applications, Advances in Intelligent Systems

and Computing 719, DOI 10.1007/978-981-10-3376-6_17

153



154 D. Haridas et al.

of the comparative study of certain examples of the plaintext ciphertext pairs using

previous cipher and the present modified ternary quasigroup based stream cipher

results. Conclusions for the present work are given in Sect. 5.

1 Probabilistic Quasigroup Generation of Seed Quasigroup

1.1 Induction of Probabilistic Quasigroup Generators

Different ternary quasigroups are generated for different initial seed quasigroups. In

the present work, quasigroups of order 256 have been used. If there corresponds a

methodology to generate quasigroup using generalized constructions depending on

some initial vectors. Such that whenever the generalized construction is reseeded it

corresponds to different quasigroup. The advantage of using generalized construc-

tion for quasigroup generation is that the entire quasigroup need not be constructed

at every point of time. Only the concerned element be generated which are to be used

for encryption or decryption.

As per the available literature the quasigroup generators are usually deterministic

in nature. The current paper proposes the probabilistic quasigroup generator to be

used by our modified cipher:

Definition 1 (Probabilistic QuasigroupGenerators (PQGs)) If the Quasigroup gen-

erator gets an additional input, of an uniform random number r ∈ . The generator is

called probabilistic quasigroup generator. If the Quasigroup generator is probabilis-

tic then there are several different quasigroups generated from the same generator

depending on the random number r ∈ .

The following constructions are probabilistic quasigroup generators (PQGs) of

order 256 worked out in the current paper:

PQG1: The Probabilistic Quasigroup Generator1 proposed in the current work:

e(x1, x2) = [e(x1 − 1, x2) − x1]mod256, where e(x1, x2) = (n1 × x1 × x2 +
n2 × x2 + n3)mod256 for x1 = 0, and n1, n2, n3 ∈ 𝜙(256) = 𝜙(28) ⇒ n1, n2, n3
should be relatively prime to 28 ⇒ n1, n2, n3 are odd numbers. Mathematical

induction results: e(x1, x2) =
[
e(0, x2) −

x1×(x1+1)
2

]
mod256. where e(0, y) = (n2 ×

x2 + n3)mod256. Hence construction PQG1 is a nonlinear function in x2.

PQG2: The Probabilistic Quasigroup Generator2 proposed in the current work:

e(x1, x2) = [e(x1 − 1, x2) + x1]mod256, where e(x1, x2) = (n1 × x1 × x2 +
n2 × x2 + n3)mod256 for x1 = 0, and n1, n2, n3 are odd numbers. Mathematical

induction results: e(x1, x2) =
[
e(0, x2) +

x1×(x1+1)
2

]
mod256, where e(0, x2) = (n2 ×

x2 + n3)mod256. Hence PQG2 is a nonlinear function in x1.

PQG3: The Probabilistic Quasigroup Generator3 proposed in the current work

e(x1, x2) = [e(x1 − 1, x2) + n4]mod256, where e(x1, x2) = (n1 × x1 × x2 +
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n2 × x2 + n3)mod256 for x1 = 0, and n1, n2, n3, n4 are odd numbers. Mathemat-

ical induction results: e(x1, x2) =
[
e(0, x2) + x1 ∗ n4

]
mod256, where e(0, x2) =

(n2 × x2 + n3)mod256. Hence PQG3 is a linear function in x1.

PQG4: The Probabilistic Quasigroup Generator4 proposed in the current work

e(x1, x2) = [n1 × x1 + (256 − x2)mod256]mod256, where order of quasigroup is

256 and n1 is an odd number. e(x1, x2) =
[
n1 × x1 + e(0, x2)

]
mod256, where

e(0, x2) = (256 − x2)mod256. Hence PQG4 is a linear function in x1.

PQG5: The Probabilistic Quasigroup Generator5 proposed in the current work

e(x1, x2) = (n1 × x1 + n2 × x2 + n3)mod256 where n1, n2, n3 are odd numbers.

e(x1, x2) =
[
n1 × x1 + e(0, x2)

]
mod256, where e(0, x2) = (n2 × x2 + n3)mod

256. Hence PQG5 is a linear function in x1.

PQG6: The Probabilistic Quasigroup Generator6 proposed in the current work

e(x1, x2) = (𝜃(x1) + n2 × x2 + n3)mod256, where 𝜃(x1) = n4 × x1 + n5; n2, n3,
n4, and n5 are odd numbers. Mathematical induction results: e(x1, x2) =

[
n4 ×

x1 + e(0, x2))
]
mod256,where e(0, x2) = (𝜃(0) + n2 × x2 + n3)mod256. Hence PQG6

is a linear function.

1.2 Reducible Ternary Quasigroup Constructed Using Seed
Quasigroup

For each initial quasigroup generated by PQGs there are different ternary quasigroup

operations. Those ternary quasigroup generators require two more quasigroup. Let

the other two quasigroups be [𝛾1], [𝛾2], let it be the left and right parastrophe corre-

sponding to [𝛾]. Hence whenever the Probabilistic Quasigroup Generator (PQGs) is

invoked with a random initial seed, it results in a quasigroup.

𝛾(𝛾1(x1, x2), x2) = x1 = 𝛾1(𝛾(x1, x2), x2) (1)

𝛾(x1, 𝛾2(x1, x2)) = x2 = 𝛾2(x1, 𝛾(x1, x2))

The resultant seed quasigroup when used in combination with other probabilistically

generated quasigroups satisfying Eq. 2 generates probabilistic ternary quasigroup

(PTQs). Probabilistic ternary quasigroup generators (PTQGs) are in line with PQGs

in definition.

Definition 2 (Probabilistic ternary quasigroup generators (PTQGs)) If the ternary

quasigroup generator gets an additional input, of an uniform random number r ∈
. The ternary quasigroup generator is called probabilistic quasigroup generator. If
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the ternary quasigroup generator is probabilistic, there are several different ternary

quasigroups generated from the same generator depending on the random number

r ∈ .

𝜓TQ(x1, x2, x3) = 𝜎Q(x1, x2, r), (2)

where 𝜓TQ(x1, x2, x3) is a probabilistic ternary quasigroup generator, 𝜎Q(x1, x2, n) is

a probabilistic quasigroup generator and r ∈  is an integer.

The current paper uses the following probabilistic ternary quasigroup generator

(PTQG) for construction of ternary quasigroups:

𝛼 = 𝛾(𝛾(x1, x2), x3), 𝛼1 = 𝛾1(𝛾1(x1, x3), x2) (3)

𝛼2 = 𝛾2(x1, 𝛾1(x2, x3)), 𝛼3 = 𝛾2(𝛾(x1, x2), x3)

2 Modified Ternary Quasigroup Based Stream Cipher
(MTQSC)

The current paper’s MTQS Cipher:

Setup: Let  = message space = set of all nonempty sequence of elements of Q =

{m|m = m1m2 …mn∀mi ∈ Q}. i.e., if m ∈  ⇒ m = m1m2 …mn = plaintext,  =

Ciphertext Space ⇒ c ∈  ⇒ c = c1c2 … cn = ciphertext and  = keyspace = K1 ×
K2, where K1 key used to generate the initial quasigroup (of order 256) and K2 =
b1b2 … b64b65, where bi’s are character ∀i ∈ [1, 65]. The present study does not use

K1, since the current work uses its own quasigroup (of the order 256) construction.

Let us start with an initial quasigroup or seed quasigroup, constructed as per

method described in Sect. 1. Based on the initial quasigroup generated ⟨Q, 𝛾⟩ ≡
⟨Q, 𝛾, 𝛾1, 𝛾2⟩ derive 3-quasigroup ⟨Q, 𝛼, 𝛼1, 𝛼2, 𝛼3⟩ which is used as seed for TQSC.

For each j ∈ Q, let fj denote the permutation of Q defined as: fj = fbj ,∀j ∈ [1, 4],
where fj = fbj = 𝛼j(bj, bj+1, x), bj ∈ K2, 1 ≤ x ≤ |Q| and j + 1 = j + 1mod4, if (j +
1) > 4.

Therefore (f4, f1, f2, f3) is an isotopy of 3-quasigroup ⟨Q, 𝛼, 𝛼1, 𝛼2, 𝛼3⟩. Hence

by applying the isotopy on the seed 3-quasigroup the new isotopic 3-quasigroup

⟨Q, 𝛽, 𝛽1, 𝛽2, 𝛽3⟩ is defined as:

𝛽(x1, x2, x3) = f4(𝛼(f −11 (x1), f −12 (x2), f −13 (x3)))
𝛽1(x1, x2, x3) = f1(𝛼1(f −14 (x1), f −12 (x2), f −13 (x3)))
𝛽2(x1, x2, x3) = f2(𝛼2(f −11 (x1), f −14 (x2), f −13 (x3)))
𝛽3(x1, x2, x3) = f3(𝛼3(f −11 (x1), f −12 (x2), f −14 (x3))) (4)

Encryption: The encryption function K(m) = c1c2 … cn is as follows:
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b65 mod 3 = 1 b65 mod 3 = 2 b65 mod 3 = 0
c1 = 𝛽(m1, b5, b6) c1 = 𝛽(b5,m1, b6) c1 = 𝛽(b5, b6,m1)
c2 = 𝛽(m2, b7, b8) c2 = 𝛽(b7,m2, b8) c2 = 𝛽(b7, b8,m2)
⋮ ⋮ ⋮
c30 = 𝛽(m30, b63, b64) c30 = 𝛽(b63,m30, b64) c30 = 𝛽(b63, b64,m30)
cj = 𝛽(mj, cj−2, cj−1); cj = 𝛽(cj−2,mj, cj−1); cj = 𝛽(cj−2, cj−1,mj);

∀j > 30 ∀j > 30 ∀j > 30

Decryption: The decryption function K(c) = m1m2 …mn is as follows:

b65 mod 3 = 1 b65 mod 3 = 2 b65 mod 3 = 0
m1 = 𝛽1(c1, b5, b6) m1 = 𝛽2(b5, c1, b6) m1 = 𝛽3(b5, b6, c1)
m2 = 𝛽1(c2, b7, b8) m2 = 𝛽2(b7, c2, b8) m2 = 𝛽3(b7, b8, c2)
⋮ ⋮ ⋮
m30 = 𝛽1(c30, b63, b64) m30 = 𝛽2(b63, c30, b64) m30 = 𝛽3(b63, b64, c30)
mj = 𝛽1(cj, cj−2, cj−1); mj = 𝛽2(cj−2, cj, cj−1); mj = 𝛽3(cj−2, cj−1, cj);

∀j > 30 ∀j > 30 ∀j > 30

3 Results and Discussion

Present Ternary Quasigroup Stream Cipher has been implemented on Microsoft

Visual C++ 6.0 running on E8400 @3.00 GHz with 2 GB RAM on Microsoft Win-

dows XP. In order to show that present cipher does not fail with trivial plaintext

combined with trivial key, the ciphertext results have been obtained corresponding

to trivial plaintext operated with trivial key using different PQGs. Even though the

current paper makes use of probabilistic generator still not all generators are suitable

for cryptographic purpose. There exists a strong need to devise a methodology for

selecting a suitable PQG for designing cryptographic primitives.

Proposition 1 (Quasigroup Selection Criteria) Nonlinear probabilistic quasigroup
generators are more suitable for generating quasigroups for crypto primitives. As
linear probabilistic quasigroup generators when used on trivial plaintext with trivial
key results in patterned ciphertext while nonlinear quasigroup constructions when
used on trivial palintext with trivial key results in ciphertext without any pattern,
suited for crypto-usage.

Proof Let us consider the PQGs given in Sect. 1. Let us evaluate the results using

the constructions of Sect. 1 in present MTQSC.

Setup: The trivial plaintext considered is a 10 KB file of repeated strings of 41

1’s (“111111111111111111111111111111111111”) and the trivial key consid-

ered is 9 1’s (“111111111”). The trivial key is operated on trivial plaintext using
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[i] [ii] [iii] [iv] [v] [vi]

Fig. 1 Pictorial representation of ciphertext corresponding to different quasigroup constructions

applied to trivial data with a trivial key: i Resultant Ciphertext using (nonlinear) PQG1, ii Resultant

Ciphertext using (nonlinear) PQG2, iii Resultant Ciphertext using third (linear) PQG3, iv Resultant

Ciphertext using (linear) PQG4, v Resultant Ciphertext using (linear) PQG5, vi Resultant Cipher-

text using generalized (linear) PQG6 of Sect. 1

the present MTQSC with different quasigroup constructions of order 256. The

different ciphertext are stored and displayed as RAW images, in Fig. 1.

PQG1: The nonlinear PQG1 of Sect. 1 when used in present MTQSC, with its

variable parameters fixed as n1 = 25, n2 = 19, n3 = 23 results in random ciphertext

shown in Fig. 1i.

PQG2: The nonlinear PQG2 of Sect. 1 when used in present MTQSC, with its

variable parameters fixed as n1 = 15, n2 = 13, n3 = 13 results in random ciphertext

shown in Fig. 1ii.

PQG3:The linear PQG3 of Sect. 1 when used in present MTQSC, with its variable

parameters n1 = 21, n2 = 255, n3 = 1, and n4 = 25 gives repetitive patterned

ciphertext as shown in Fig. 1iii.

PQG4:The linear PQG4 of Sect. 1 when used in present MTQSC, with its variable

parameters n1 = 171 gives patterned ciphertext as shown in Fig. 1iv.

PQG5:The linear PQG5 of Sect. 1 when used in present MTQSC, with its variable

parameters n1 = 17, n2 = 15 and n3 = 13 gives repetitive patterned ciphertext as

shown in Fig. 1v.

PQG6:The linear PQG6 of Sect. 1 when used in present MTQSC, with its variable

parameters n2 = 5, n3 = 13, n4 = 25 and n5 = 23 gives patterned ciphertext as

shown in Fig. 1vi.

Whenever some pattern is there in ciphertext, it would be clearly visible in the

corresponding ciphertext image. From Fig. 1, it is observed that linear PQGs result

in patterned ciphertext whereas nonlinear PQGs result in ciphertext without any pat-

tern. Hence the quasigroup constructions resulting in ciphertext without any pattern

are desired for cryptographic usage. ⊓⊔

4 Test Cases

Let us consider [𝛾]256×256 to be constructed from constructions listed in Sect. 1. Con-

structing [𝛾1]256×256 and [𝛾2]256×256 from the initial quasigroup [𝛾]256×256 using Eq. 2.

Define 3-quasigroup ⟨Q, 𝛼⟩ ≡ ⟨Q, 𝛼, 𝛼1, 𝛼2, 𝛼3⟩ from Eq. 4 as seed for the cipher. The

advantages of present cipher are listed as follows:

∙ Set 1, vector# 1: using PQG1 with parameters n1 = 25, n2 = 19, n3 = 23. key

= 0x313233343536373831, plaintext = 0x010203040506070809 ciphertext =

0x7347311D6C250231B2.
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∙ Set 1, vector# 2: using PQG1 with parameters n1 = 25, n2 = 19, n3 = 23. key

= 0x313233343536373831, plaintext = 0x112233445566777899 ciphertext =

0xD829F18F93CA7EC6E3.

∙ Set 1, vector# 3: using PQG1 with parameters n1 = 17, n2 = 29, n3 = 97. key

= 0x313233343536373831, plaintext = 0x010203040506070809 ciphertext =

0x92123E15D2B25B3974.

∙ Set 1, vector# 4: using PQG1 with parameters n1 = 17, n2 = 29, n3 = 97. key

= 0x313233343536373831, plaintext = 0x222222222222222222 ciphertext =

0x023876C6DFD01EB0A3.

∙ Set 2, vector# 1: using PQG2 with parameters n1 = 17, n2 = 29, n3 = 97. key

= 0x313233343536373831, plaintext = 0x010203040506070809 ciphertext =

0xD7C8ECFF3D78367A4C.

∙ Set 2, vector# 2: using PQG2 with parameters n1 = 17, n2 = 29, n3 = 97. key

= 0x313233343536373831, plaintext = 0x112233445566778899 ciphertext =

0xFC66E92ED32A7CD609.

∙ Set 2, vector# 3: using PQG2 with parameters n1 = 17, n2 = 29, n3 = 97. key

= 0x313233343536373831, plaintext = 0x101010101010101010 ciphertext =

0x5F06E20525BAFB71FA.

∙ Set 2, vector# 4: using PQG2 with parameters n1 = 17, n2 = 29, n3 = 97. key

= 0x313233343536373831, plaintext = 0x010101010101010101 ciphertext =

0xD7EED03DFC678143F3.

5 Conclusions

The present paper works out the modified ternary quasigroup based cipher. The

present paper proposes the probabilistic quasigroup generators which later leads to

probabilistic ternary quasigroup generators. A novel selection criterion is developed

for probabilistic quasigroup generators to be used for the cipher. From the selection

criteria, it has been concluded that nonlinear quasigroup constructions are ideally fit

for cryptographic usage.
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Dynamic Access Control in a Hierarchy
with Constant Key Derivation Cost

Nishat Koti and B.R. Purushothama

Abstract While providing access control in a hierarchical access structure, a

partially ordered set of security classes can be used to depict an access hierarchy.

Data accessible to descendants of a particular security class should also be acces-

sible to the users of that security class. Towards this, an access control scheme is

proposed for providing dynamic hierarchical access control. In the proposed solu-

tion, the storage at the users is constant. The public key storage is equal to the size

of the hierarchy. Also, deriving the decryption key of a descendant class involves

constant cost at the users in the security class.

Keywords Hierarchical access control ⋅ Symmetric key ⋅ Dynamic classes ⋅
Constant key derivation cost

1 Introduction

In today’s world, it is required that access control provides flexible access privileges.

In a hierarchical structure, it is required that users at different levels in the hierarchy

are given different access privileges. Users higher up in the hierarchy should be able

to access information that is accessible to users lower in the hierarchy, in addition to

information available at their level. Consider the example of a business organization.

The various positions held in this organization may be that of a CEO, manager, staff

member, and so on. In this situation, access control will have a hierarchical struc-

ture. The staff will be at a lower layer and should access only data related to their

department. The managers, being at a layer higher than that of the staff, should be

able to access more amount of data than that accessible to the staff members. The

CEO can access all the data. Achieving such access control by applying classical
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Fig. 1 Hierarchical access

structure with 7 security

classes

encryption would be costly to realize. Similar access control problems arise in orga-

nizations which have a hierarchical structure. These organizations may include the

government, military, business organizations, and so on.

Let C1,C2,…Cn be a disjoint partition of the set of users in the system. We refer

to Ci, i = 1, 2,… , n as a security class. Let S = {C1,C2,…Cn} be partially ordered

by the binary relation ≤. The meaning of Ci ≤ Cj in the partially ordered set (S,≤) is

that users inCj are at a higher level in the hierarchy than users in classCi. Hence, class

Cj users have the right to access information destined to users in class Ci. However,

the reverse is not allowed. When a piece of data dk is sent to users in class Ck, users

in all Ci such that Ck ≤ Ci can access dk. Note that, class and security class may be

used synonymously.

Consider the representation of a hierarchical structure shown in Fig. 1. As can be

seen, C1 is higher up in the access hierarchy than the other classes. Hence, users in

C1 should be able to access data destined to all its descendant classes, lower in the

access hierarchy. However, information sent to C1 should not be accessible to the

users in C2. Also, this should be achieved with minimal overhead on the users in the

various classes.

Storing the secret keys of all its descendant classes by the users of a particular class,

would be a trivial solution to address this problem. This would make the secret key

storage dependent on the number of descendant classes. Also, while adding new

classes to the access hierarchy, it should be ensured that users of the new class are

not able to access information sent to its descendant classes in the past. This is called

ensuring backward secrecy. Similarly, during the deletion of some existing class from

the access hierarchy, the users of this deleted class should be unable to successfully

decrypt any messages that will be sent to its descendant classes in the future. This

is called maintaining forward secrecy. We refer to the events of adding and deleting

security classes from the access hierarchy as class dynamics. Adding and removing

security classes to/from the access hierarchy is a usual phenomena when considering

hierarchical access structures supporting class dynamics. During these events, for-

ward and backward secrecy needs to be maintained while creating minimal overhead

on the users. Towards this, we propose a dynamic hierarchical access control scheme.
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In our proposed scheme, the secret storage at the users of a class is constant and is

not dependent on the number of its descendant classes. Also, the proposed solution

handles the event of class addition and deletion from the access hierarchy with min-

imal overhead on the users of the classes. In addition to this, the cost involved in

deriving a key of the descendant class is constant.

1.1 Our Contribution

We propose a solution based on symmetric key cryptography to address the prob-

lem of providing dynamic hierarchical access control. In the proposed solution, there

exists a central trusted key generation center (KGC) which is responsible for man-

aging the keys. Users in every class are required to store only their class secret keys

(CSK). Users belonging to classes higher up in the hierarchy are able to access infor-

mation destined to users in their descendant classes by making use of some public

information. Also, the proposed solution is able to handle the event of the addition

and deletion of classes from the hierarchical structure.

The following is the organization of the remainder of the paper. In Sect. 2, the

existing work in this area is discussed. Section 3 covers the preliminaries required.

The proposed scheme is then discussed in Sect. 4. Section 5 discusses how class

dynamics are handled. The scheme is analyzed in Sect. 6 and the conclusion follows

in Sect. 7.

2 Related Work

Akl et al. [1] performed the initial work in the area of access control in hierarchi-

cal structure. Some of the other publications in this area are [2–6]. The approaches

in these involve a central entity which is responsible for managing the keys and

other related information. The main idea in these schemes is that users in a security

class are capable of deriving their descendant class’ key. A solution for hierarchical

access control for a distributed environment was proposed by Birget et al. [7]. In

their scheme, the model consists of two hierarchies, one for the users and one for

the resources. However, their scheme is not dynamic. The schemes proposed by Sun

et al. [8] and Zhang et al. [9] have a high rekeying overhead during the event of a

class addition or a class deletion from the access hierarchy. Also, for large hierar-

chies, a large number of keys are required for each class. Ferrara et al. [10] proposed

an approach involving information theory for solving the problem of access control.

However, their approach requires a huge number of keys to be stored by the users in

each class. Also, class dynamics result in many changes. Various schemes [11–13]

have been proposed based on polynomial interpolation for providing access control

in hierarchies. However, large number of keys are required to be stored by the nodes

in the structure. A hierarchical key management scheme was proposed by Chou et al.
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[14] which was based on quadratic residues. However, this scheme does not address

the problem of dynamic addition and deletion of a class from an access hierarchy.

Several other schemes [15–17] have been proposed for providing hierarchical access

control.

3 Preliminaries

This section describes the preliminaries required for the proposed solution for hier-

archical access control.

3.1 System Model

There exists a set of users U in the system which are divided into disjoint classes,

C1,C2,… ,Cn. Let S = {C1,C2,… ,Cn}. All the users in a class Ci are associated

with a class secret key, CSKi and a class encryption key, CEKi. Also, there is a public

component 𝛾 associated with every security class, which aids the users in the key

derivation process. At any point in time, a security class addition or deletion from

the hierarchy may take place. There exists a central trusted key generation center

(KGC) which is responsible for generating the class secret keys and class encryption

keys for every class. The KGC is also responsible for updating the public components

in the event of a new class addition or a class deletion from the hierarchy.

3.2 Definitions

The proposed solution comprises of the following algorithms: System Setup, Key
Generation and Key Derivation. Each of these methods is defined below.

System Setup (𝜆) → (𝛤 ): The input to this algorithm is the security parameter 𝜆 and

the output consists of the system parameters 𝛤 .

Key Generation (𝛤 , (S,≤)) → ({CSKi}i∈S, {CEKi}i∈S, {𝛾i}i∈S): This algorithm

takes the system parameters 𝛤 and the partially ordered set (S,≤) of security classes

as input, and outputs the class secret key CSKi, the class encryption key CEKi and

the public component 𝛾i for every class Ci in S.

Key Derivation (CSKi, 𝛾j) → (aj): The inputs to this algorithm are the CSKi of Ci
and the public component 𝛾j of Cj. If Cj ≤ Ci, i.e., if class Cj is a descendant of class

Ci in the access hierarchy, then the output of the algorithm is the symmetric key aj
which can be used for decrypting messages sent to class Cj.
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4 Proposed Solution

This section describes the proposed scheme to address the dynamic access control

problem in an access hierarchy. Consider a set of users U in a system which are

divided into disjoint classes C1,C2,… ,Cn. Let a partial order ≤ be defined on the

set S = {C1,C2,… ,Cn} such that Cj ≤ Ci implies that information destined to users

in class Cj should be accessible to users in Ci. The following algorithms define the

proposed solution.

Group Setup

The input to this algorithm is the security parameter 𝜆. The output consists of the

system parameters which comprise a cyclic group ℤ⋆

p with a prime order p. This is

carried out by the KGC.

Key Generation

The input to this algorithm is 𝛤 and (S, ≤), and produces as output CSKi, CEKi and

𝛾i for every class in S. For every class Ci ∈ S, a prime ki ∈R ℤ⋆

p and a value ai ∈R ℤ⋆

p
are selected randomly. CEKi is set to be equal to ai and CSKi is set to be equal to ki.
The public component for a class Ci is generated as follows.

∙ A random value 𝛽i ∈R ℤ⋆

p is selected.

∙ For all Cj such that Ci ≤ Cj, the CSKj’s are used to compute 𝛾i as

𝛾i = (𝛽i × CSKi ×
∏

Ci≤Cj

CSKj) − CEKi.

Here, the value of p selected during the setup phase should be larger than the values

of 𝛾i where i = 1, 2,… , n. Also, the value of CEKi should be less than the values of

CSKj. The CSKi is securely delivered to the users of class Ci. CEKi is available in the

public component 𝛾i, which the users can obtain using the key derivation procedure.

Key Derivation

The input to this algorithm is the CSKi of a class Ci and the public component 𝛾j of

Cj where Cj is a descendant class of Ci. Ci derives the CEKj by computing CEKj =
(CSKi − 𝛾j)mod CSKi = aj. Once users in Ci obtain the CEKj of Cj, they can decrypt

the encrypted information sent to Cj.

Correctness of Key Derivation

The following shows the correctness of the key derivation procedure.

CEKj = CSKi − 𝛾j mod CSKi

= ki − ((𝛽j ×
∏

Cj≤Ci

CSKi) − CEKj) mod CSKi

= ki − ((𝛽j ×
∏

Ci≤Cj

kj) − aj) mod ki
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= ki − ((𝛽j ×
∏

Ci≤Cj

kj)mod ki − (aj)mod ki) mod ki

= ki − (0 − aj) mod ki
= ki − (−aj mod ki) mod ki
= ki − (ki − aj) mod ki
= aj

Working of the System: The access hierarchy is defined and the CSKs are made

available to the users of the various classes by the KGC. Consider the hierarchi-

cal structure shown in Fig. 1. An encrypted message c4 is sent to users in class C4,

encrypted using the CEK4 = a4. Users in classes C1 and C2 should also be able to

decrypt c4, as C4 is a descendant class of C1 and C2. In order to be able to decrypt c4
to recover the underlying plaintext m4, users in C1 and C2 use their CSK to obtain the

class encryption key of C4 using the key derivation procedure. Using CEK4, users

in C1 and C2 proceed to perform the decryption of c4 and obtain m4. Users in other

classes, which do not have C4 as its descendant class will not be able to obtain CEK4,

as their CSK is not a part of the public component 𝛾4, and key derivation will not

result in the correct value of CEK.

5 Handling Class Dynamics

This section discusses how the proposed solution handles the events of a security

class addition and deletion from the access hierarchy.

5.1 Security Class Addition

Consider a hierarchy into which we need to add a new security class Ci. Let its

descendants be denoted by Cj. Using the key generation procedure, the CSK, CEK
and 𝛾 are computed for this new class. To maintain backward secrecy, messages sent

to the descendants of this class in the past should be inaccessible to the users of this

new class. In order to do so, the CEK and public component 𝛾 of all its descendant

classes has to be updated. This updation is performed by the KGC. For all classes

Cj such that Cj ≤ Ci, a new value of a′j , 𝛽
′
j ∈R ℤ⋆

p is selected. The KGC updates

the public component of the descendant classes by computing 𝛾

′
j = ((𝛾j + aj) × 𝛽

′
j ×

(CSKi)) − a′j . The old values of aj are discarded and replaced by the new values a′j .
As the CSK of the new class is included in the public component of all its descendant

classes, the users of the new class will be able to access information destined to its

descendant classes too. Backward secrecy is also maintained. This is because the old

public component did not contain the CSK of the new class. Also, none of the users

in the descendant classes are required to do any modifications to their secret keys.
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5.2 Security Class Deletion

Consider a scenario of deleting an existing security class Ci from the hierarchical

access structure. In order to maintain forward secrecy, none of the messages that

will be sent to the descendants of this class in the future should be inaccessible to

the users in this class. To do this, the KGC updates the CEK and the public compo-

nent 𝛾 of all the descendants of this class. Let the descendants of Ci be denoted by

Cj. The KGC selects randomly a′j , 𝛽
′
j ∈R ℤ⋆

p . The KGC updates the public compo-

nent of the descendant classes by computing 𝛾

′
j = ((𝛾j + aj) × 𝛽

′
j × (CSKi)−1) − a′j .

The KGC discards the old value of aj and replaces it with the new value a′j . Since the

leaving class’ CSK is removed from the public component of the descendant classes,

the users in the leaving class will not be able to successfully decrypt any message

sent to the descendant classes, thus maintaining forward secrecy. Also, in the event

of collusion of users from the deleted class, the recovery of the current CEK is not

possible. This is because every time the public component is updated, it is random-

ized with a new value of 𝛽. Also, none of the users are required to modify any of

their secrets.

6 Analysis of the Proposed Solution

In this section, we carry out the analysis of the proposed scheme with respect to the

amount of private storage, public storage and the cost involved in key derivation.

Key derivation of a descendant class involves performing some operations. These

operations constitute the cost involved in key derivation. The analysis is performed

in comparison with the existing schemes.

Table 1 gives a comparative analysis of the existing schemes with the proposed

scheme. In the table, w denotes the width of the poset representing the hierarchy, |E|

Table 1 Comparison with existing hierarchical access control schemes

Scheme Private storage Public storage Key derivation cost

Lin [18] (1) (|E|) (L)
Zhong [19] (1) (|E|) (L)
Chien et al. [20] (1) (|E|) (L)
Chen [21] (1) (|E|) (L)
Atallah et al. [22] (1) (|E| + |V|) (L)
D’Arco et al. [23] (1) (|V|) (L)
De et al. [24] (1) (|E| + |V|) (L)
Freire et al. [25] (w) (1) (L)
Proposed scheme (1) (|V|) (1)
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represents the number of edges present in the hierarchy, |V| represents the number

of nodes/classes comprising the access hierarchy. L represents the length between

nodes Ci & Cj in the access hierarchy where Cj ≤ Ci and Ci wants to obtain the

CEKj of Cj.

From the table we see that, in the proposed scheme the key derivation cost is con-

stant. This is because key derivation involves a single modular operation. However,

in the existing schemes the key derivation cost is dependent on the length between

the nodes Ci and Cj where Ci ≤ Cj and Cj is performing the key derivation procedure

to obtain CEKi. The private storage at the users in the proposed scheme is constant

and involves storing only the CSK of the particular class. The public storage involves

storing the public component 𝛾i,∀i ∈ S.

7 Conclusion and Future Work

A scheme for providing access control in a dynamic access hierarchy has been pro-

posed. The proposed solution handles the class dynamics which involves adding and

deleting security classes to/from the hierarchy. The storage at the users in the pro-

posed scheme is constant. Unlike in the existing schemes, the key derivation cost

is constant and is independent of the length between the nodes involved in the key

derivation process. Also, during the event of adding or deleting a security class, only

the public components are required to be updated. The users need not do any mod-

ifications to their keys to incorporate the changes. As part of future work, one can

work towards designing an access control scheme for hierarchical structure where

class dynamics will result in the modification of a minimal number of public com-

ponents.
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An Efficient LWE-Based Additively
Homomorphic Encryption with Shorter
Public Keys

Ratnakumari Challa and VijayaKumari Gunta

Abstract Public key encryption schemes developed based on learning with error
problem became popular for homomorphic encryption, and are proved as secured
schemes based on the worst-case hardness of short vector problems. Homomorphic
encryption allows computations over the cipher text without decryption. Imple-
mentation of the scheme is not considered to be practical because of its larger public
keys and larger cipher texts. Large public key and cipher texts require huge space in
the cloud storages. However, there are some approaches proposed to shorten the
cipher texts and public keys of LWE-based homomorphic encryption scheme. The
objective of the paper is to introduce an idea to shorten the public keys and cipher
texts in the storage. Also, support homomorphic addition operation on reduced
cipher texts. The aim of the paper is not only to give the practical implementation of
standard LWE-based homomorphic encryption operation (Addition) on the reduced
cipher texts and also the performance of the proposed scheme.

Keywords Learning with errors ⋅ Short public keys ⋅ Short cipher texts ⋅
Pseudorandom generators ⋅ Prime factoring

1 Introduction

Regev [1] has proposed learning with errors problem (LWE) and its suitability for
implementation cryptographic schemes in 2009. LWE problem has become popular
and considered well suited for new research on public key cryptography. LWE
problem has good features based on which it has lead to an explosion in research:
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• cryptosystems implementation based on LWE is simple and fast
• computational assumptions of the system relies on well defined as hard as

complex problems

LWE problems are believed to be hard problem [2] because well-known algo-
rithm to solve the problem run in exponential time. Also, LWE problem is gen-
eralized form of well-known learning from parity with noise (LPN) problem which
is believed to be complex NP problem in learning theory. As LWE problem is an
extension of the LPN problem, it is also considered to be hard. Several homo-
morphic encryption using LWE problem is investigated and considered to be
practical implementation to preserve privacy in cloud computing. Fully homo-
morphic encryption using standard LWE [4, 5], RLWE (Ring LWE) [5, 6], and
other variants [3, 7, 8] of it are given theoretical implementation of the scheme.
Practical implementation of fully homomorphic encryption scheme using LWE is
considered to be complex due to the larger key size and cipher text size. In most of
the cases, the schemes are not considered to be practical because of storage and time
constraints. However, there are some ways to shorten the size of public keys and the
cipher texts.

The paper presents a technique to greatly reduce the size of the cipher texts and
public keys; also provides the method to support homomorphic addition operations
over the shortened cipher texts. We proposed a method to shorten the public keys
and cipher texts of the standard LWE homomorphic encryption scheme and
investigate the homomorphic addition operations on the shorter cipher texts. The
method is mainly implemented based pseudorandom generator using seed.

2 Preliminaries

2.1 Homomorphic Encryption

Homomorphic encryption is an encryption that supports basic operations on the
data which is in the encrypted form. Homomorphic encryption is very useful to
perform computations on the private data which is stored on the cloud storage.
Many public key cryptosystems support the homomorphic encryption [3]. Homo-
morphic encryption comprises four functions:

Key Generation: (pk, sk) = KeyGen(parameters)
Encryption: C = Encpk(M)
Decryption: M = Decsk(C)
Evaluation: C3 = Evalf(ek, C1, C2)

Message decrypted from the result cipher of the evaluation function is as same as
the result of the function on the original message. Figure 1 shows the homomorphic
encryption functions.
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Homomorphic encryption supports two basic operations additions and multi-
plication on the encrypted data. As any function/circuit is to be implemented using
the basic operations implies that any evaluation function is considered to be pos-
sible on the encrypted data without being decrypted.

Somewhat homomorphic encryption (SHE) schemes allow simple and limited
number operations on the encrypted data and fully homomorphic encryption
(FHE) allows both addition and multiplication over the cipher texts unlimitedly [9].

2.2 LWE-Based Homomorphic Encryption

In LWE-based homomorphic encryption scheme [4, 10], considering the parame-
ters: dimension n and prime modulus q, LWE problem states that if a secret vector
with n elements s∊ Zq

n generates the vector of n + 1 elements and it is considered as
public key (A, b) ∊ Zq

n+1, where s is considered as secret key and (A, b) ∊ Zq
n+1.

Public key (A, b) is computed from the secret keys as (A, < As > + 2 e).
Where the vector A ∊ Zq

n is an arbitrarily chosen vector with n elements and e is
small random error. Based on hardness of computing secret vector s from the
arbitrary number of public key samples, the security of the encryption scheme is
proved. Encryption of the plain text m (0 or 1) is straight forward and simple using
public key pair (A, b), computes the cipher text C as follows:

C= A, bð Þ∈ Zn+1
q ,

where A = A,

b= b+m mod qð Þ= <As> +2e+m mod qð Þ∈Zn+1
q

Fig. 1 Functions of
homomorphic encryption
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Decryption process involves two steps to decipher the message bit m: First is
eliminating the mask < As >: product of secret key s and coefficient vector
A (which is part of cipher text). In the second step, an even mask is eliminated using
mod 2 operation. The decryption equation is given as follows:

m= b− <AS>ð Þmod 2

Since

b is <AS> +2e+mðmod qÞ

In the first step, it produces 2e + m (mod q) and eliminating an even mask leaves
the message bit as 0 or 1.

Homomorphic encryption allows both addition and multiplication operations
over the cipher texts. Let (A, b) and (A’, b’) be two cipher texts. Equations of the
operations are given as follows:

Addition:

fðA+A′ , b+ b′Þ xð Þ= fA, b xð Þ+ fðA′ , b′Þ xð Þ

Multiplication:

fðA′′, b′′Þ xð Þ= fA, b xð Þ.fðA′ , b′Þ xð Þ

3 Proposed Scheme

The set of m public keys pairs generated from the KeyGen algorithm must be stored
in the storages in order to use the public key vector (A, b) for encryption of the
messages. Since each public key is a vector of n + 1 integers, total space required
to store m public keys is [m.(n + 1). log2(q)] in bits. The total storage space
required is reduced using various techniques of shortening public keys [11, 12].
Key sizes are reduced to very short which support implementation of LWE scheme
on constrained devices.

Galbraith [12] proposed an approach to reduce the key size using pseudorandom
number generator initialized with value of seed. Vector A is generated using
pseudorandom number generator function from a seed value, public key is com-
puted as (A, b) in key generation. Instead of publishing vector A as part of public
key, corresponding seed value is to be published along with other component of
public key b. The number of elements in the shorter public key is two: one is seed
value and other is b. The aim of the paper is to extend Galbraith proposal of short
public keys and cipher texts to support homomorphic operations. Homomorphic
addition is possible on short cipher texts with a minor modification of using prime
number as a seed value for pseudorandom number generator to generate the entries
of the vector A.
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The idea here is to obtain short public keys and cipher texts for LWE is that one
could publish the seed (prime), rather than publishing the entire vector A. In the
decryption, any user can then generate the vector A using the pseudorandom
generator function from the seed value. The following are algorithms for KeyGen,
encryption, addition, and decryption operations in the proposed approach.

KeyGen algorithm:

Choose parameters modulus q and dimension n
Generate secret key vector S ∊ Zq

n and compute public keys as follows:

1. Choose prime value pi as seed value for vector Ai

2. Generate entries for vector Ai ∊ Zq
n, from a seed value p using random number

generator function.
3. Compute public key < Ai, bi > as (Ai, < AiS > + 2 ei) choosing a small ran-

dom error ei
4. Publish < pi, bi > instead of < Ai, bi >.

Encryption algorithm:

1. Choose message mi (1 or 0) to be encrypted
2. Choose any kth public key Pk: < pk, bk>
3. Compute cipher text C for a message bit mi using public key Pk

C= < p, b> = < pk, bk +mi mod qð Þ>

4. Store cipher text C in the storage

Homomorphic addition algorithm:

1. Choose two cipher texts to be added C1 = <p1, b1 > and C2 = < p2, b2>
2. Compute new sum cipher C3 from C1 and C2 as < p3, b3 > where p3 = p1.p2

and b3 = b1 + b2
3. Store sum cipher text C in the storage

Decryption algorithm:

1. Choose cipher text C: < p, b > to be decrypted
2. Compute p1, p2, … from p using prime factoring technique
3. Generate vector Ai using pseudorandom generator function from the seed value

pi for all prime factors of p
4. Compute vector A = ∑

i
Ai for all vector Ai is corresponding to the prime factor pi

5. Compute message m from cipher text using secret key vector S as follows

m= b− <AS>ð Þmod 2
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In the decryption process, prime factors are computed from the first part of
cipher text using prime factoring technique [13]. From each prime factor, generate a
vector Ai using pseudorandom number generator. Corresponding elements of all
vectors Ai are added to generate sum vector A and then decrypt the message
eliminating inner product mask <AS> and another mask using mod 2.

4 Implementation and Results

The implementation of the short public keys and cipher texts of LWE-based
homomorphic encryption is practically possible. The size of the cipher texts and
public keys are observed to be reduced from n + 1 integers to two integers. In terms
of number of bits to represent m public keys, it is reduced from [m.(n + 1). log2(q)]
to [2 m. log2(q)]. Generation of vector A using pseudorandom number generator
from a prime seed value is practically possible and is used in two functions:
KeyGen and decryption. It is explored that time required for random number
generator to generate n elements to construct vector A is also feasible. The approach
is constructed and supported for homomorphic addition operations and the time
required for each operation is presented in the Table 1. Results presented in the

Table 1 Performance time in nanoseconds for the functions of homomorphic encryption

Parameters (n
dimension and q is)

Function Standard LWE (Approx.
time in ns)

Proposed method
(Approx time in ns)

n = 10 q is 10 bit KeyGen 128115 108191
Encrypt 4346 3434
Decrypt 92011 115316
Addition 14248 3019

n = 100 q is 20 bit KeyGen 731139 672566
Encrypt 3018 3019
Decrypt 391933 740798
Addition 49507 2656

n = 1000 q is 30 bit KeyGen 9498768 8626352
Encrypt 4830 3622
Decrypt 1823319 3800594
Addition 176898 3019

n = 10000 q is 40 bit KeyGen 471289365 670432042
Encrypt 60375 10868
Decrypt 136747730 1130967447
Addition 1749662 1812

n = 100000 q is 50 bit KeyGen 2.0276E+11 1.78182E+11
Encrypt 91166 73658
Decrypt 82212890625 1.9982E+11

Addition 211568417 4226
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table shown that KeyGen and encryption time are approximately same for standard
LWE and proposed model. Addition time is reduced and decryption time is
increased in the proposed model.

5 Conclusions

We proposed a scheme for exploring compact LWE-based homomorphic encryption
which is suitable for devices with small memory. Experimental results prove that
prime number as seed value for pseudorandom generator is used to construct the
vector and provides support to perform homomorphic addition on the short cipher
texts. Overhead involved to factorize the primes and reconstruct a vector A from the
prime (seed) in decryption should be reduced and should be made feasible.
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An Enhanced Remote User Authentication
Scheme for Multi-server Environment
Using Smartcard

Ashish Kumar and Hari Om

Abstract Authentication is required to permit authorized users to access the
resources and restrict unauthorized users from accessing any legal resources. The
earlier schemes were used to address the security-related issues for a single server
environment. Nowadays, more than one server are providing services to the users,
so authentication protocols in multi-server domain are in use for real-time appli-
cations. Authentication scheme proposed by Lee et al. is susceptible to various
attacks, namely forgery and server spoofing, and also unsuccessful in providing
mutual authentication appropriately. Li et al. have overcome the flaws of the Lee
et al.’s scheme in their scheme. Unfortunately, their scheme is not secured against
the forgery attack and replay attack. To address the weakness and enhance the
security, we propose a more practical scheme for authenticating a remote user in an
environment consisting of multiple servers. Here we use smart card and dynamic
identity of the user to fulfil all the requirements of multi-server architecture. The
server requires no password table for verifying the user credentials and moreover,
password can be selected freely by the user. Furthermore, performance analysis
shows that our scheme provides comparatively high performance.
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1 Introduction

Due to advancement of computation and communication technologies, the servers
are growing rapidly to provide more services and reduce their individual load. In
conventional client/server architectures, only one server provides services to the
remote user. But in multi-server architectures, services are being provided by more
than one server. To provide security to these systems, the legitimacy of a remote
user accessing the services is required to be checked. Authentication is one of the
most common mechanisms for this. In traditional authentication scheme, registered
users are needed to log into each server using their passwords. But it is painful for
any user to keep in mind a large number of passwords. Therefore, an authentication
scheme is needed in which a user is required to login only once to get the services
of different servers.

Till now, in multi-server environment, there have been many authentication
schemes proposed. Recently, scheme [1] mentioned that scheme [2] is susceptible
to server spoofing as well as forgery attack. But we have found that scheme [1] still
cannot resist forgery attack as well as replay attack. Therefore, a new scheme has
been proposed that solves the weakness of scheme [1].

We organize the paper as outlined below. In Sect. 2, important related schemes
in multi-server domain are presented. The description of scheme [1] is provided in
Sect. 3 and it is crypt analyzed in Sect. 4. Sections 5 and 6 contain the proposed
scheme and its security and performance analysis respectively. Finally, we conclude
the paper in Sect. 7.

2 Related Work

In 2004, a scheme for authenticating in multi-server domain has been proposed by
Juang [3] that requires no table for verifying the users for their legitimacy. In this
scheme, it is claimed that there is no any serious time synchronization problem and
user can freely select his/her password. But scheme [4] showed that scheme [3] is
not efficient and thus proposed a more efficient scheme. Afterwards, authentication
scheme proposed in [5] provides access control after keeping all the features of
scheme [3]. Later, a scheme [6] is designed to provide user’s anonymity using the
concept of dynamic ID. However, scheme [7] pointed out that scheme presented in
[6] has no proper mutual authentication. Further, it is not secured against the
insider’s attack, masquerade attack, server and registration centre spoofing attack,
and thus discussed an improvement of the scheme [6]. Thereafter, scheme [2]
showed that scheme proposed in [7] has no proper mutual authentication and cannot
withstand masquerade attack along with server spoofing attack, and thus proposed
an improved scheme. Later, Li et al. [1] reported that scheme [2] also does not
provide mutual authentication and cannot withstand server spoofing and forgery
attack. Therefore, Li et al. [1] proposed a new scheme that addresses all the
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limitations present in the scheme [2]. In 2011, an authentication scheme [8] has
been proposed that uses two server paradigms. But scheme [9] claimed that scheme
[8] is not safe against stolen smart card attack, impersonation attack as well as leak
of verifier attack.

3 Review of Scheme [1]

Scheme [1] uses smart card together with dynamic ID to provide authentication in
multi-server environment. There are three participants involved in this scheme,
registration centre (RC), user (Uk), server (Sj). The registration centre is a trusted
party that calculates H(SIDj||H(Q)) and H(P||Q) using P and Q. Here, Q and P are
chosen secret number and registration centre’s master key respectively, and SIDj is
server identity. The registration centre then sends H(P||Q) and H(SIDj||H(Q)) to
server, denoted as Sj securely. Uk freely selects Idk and PWk as his identity and
password respectively, and then picks an arbitrary number b to compute Ak = H
(b⊕PWk). After that, Uk submits Ak together with Idk to registration centre secretly.
The registration centre computes Ck = H(Idk||H(Q)||Ak), Dk = H(Bk||H(P||Q)) = H
(H(Idk||P)||H(P||Q)), Ek = Bk⊕H(P||Q) = H(Idk||P)⊕H(P||Q) and saves them in a
smartcard along with (b, H(Q), H(.)).

Thereafter, the smartcard is inserted into a reader. Then, Uk enters Idk and PWk

for login. The smartcard calculates Ak = H(b⊕PWk), H(Idk||H(Q)||Ak), and com-
pares H(Idk||H(Q)||Ak) with Ck. The smartcard ends this session, if both are
unequal; else Uk is identified as a legitimate user. Then the smartcard generates a
nonce Nk1 to calculate (Pkj, CIDk, M1, M2) as: CIDk = Ak⊕H(Dk||SIDj||Nk1),
Pkj = Ek⊕H(H(SIDj||H(Q))||Nk1), M1 = H(Pkj||CIDk||Dk||Nk1), M2 = H(SIDj||H
(Q))⊕Nk1. Uk sends (Pkj, CIDk, M1, M2) as login request message to server Sj. After
receiving (Pkj, CIDk, M1, M2), the following steps are performed by Sj:

Step 1: Sj computes Nk1 = M2⊕H(SIDj||H(Q)), Ek = H(H(SIDj||H(Q))||Nk1)⊕
Pkj, Bk = H(P||Q)⊕Ek, Dk = H(Bk||H(P||Q)) and Ak = H(Dk||SIDj||
Nk1)⊕CIDk. Then Sj computes H(Pkj||CIDk||Dk||Nk1) and compares it
withM1. Sj rejects the request if both are unequal. Otherwise, Sj approves
the request and generates a nonce Nk2 to calculate M3 = H(Dk||Ak||Nk2||
SIDj) and M4 = Ak⊕Nk1⊕Nk2. Finally, Sj sends (M3, M4) to Uk.

Step 2: Uk computes Nk2 = Ak⊕Nk1⊕M4, H(Dk||Ak||Nk2||SIDj) and compares H
(Dk||Ak||Nk2||SIDj) with the message M3. Uk ends the session if both are
unequal. Otherwise, Sj will be successfully authenticated by Uk. After
that Uk computes M5 = H(Dk||Ak||Nk1||SIDj) and sends M5 to Sj.

Step 3: Sj calculates H(Dk||Ak||Nk1||SIDj) and compares it with M5. Uk is
authenticated successfully if both are equal. Sj and Uk then compute a
session key Sk as: Sk = H(Dk||Ak||Nk1||Nk2||SIDj).
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4 Cryptanalysis of Scheme [1]

4.1 Forgery Attack

Scheme [1] claimed that it can withstand forgery attack and it is not possible for any
adversary E to fool Sj even after extracting the stored parameters (Ck, Dk, Ek, b, H
(Q), H(.)} of Uk’s smart card. E cannot compute the valid login message (Pkj, CIDk,
M1, M2) without knowing the value of Ak. To get the correct value of Ak, value of
PWk is required, which is known only to valid user Uk. However, we have analyzed
that E can still masquerade as a legal user without having knowledge of PWk. The
details of forgery attack on scheme [1] are given as follow:

We assume that E intercepts the previous login message (Pkj, CIDk, M1, M2) of
Uk sent to server Sj. We also assume that E has stolen the smart card of Uk and
extracted the stored parameters Dk, Ek, H(.) and H(Q) using some technique like
power analysis attack [10]. Now, E can calculate Nk1 = H(SIDj||H(Q))⊕M2 and
Ak = CIDk⊕H(Dk||SIDj||Nk1). Thereafter, E generates an arbitrary number Nk1’

equal to the length of Nk1 and performs the following steps:

Step 1: E calculatesCIDk
* = Ak⊕H(Dk||SIDj||Nk1’),Pkj

* = Ek⊕H(H(SIDj||H(Q))||
Nk1’), M1

* = H(Pkj
* ||CIDk

*||Dk||Nk1’) and M2
* = H(SIDj||H(Q))⊕Nk1’.

After that, E sends login request message (Pkj
* , CIDk

*, M1
*, M2

*) to Sj.
Step 2: After receiving (Pkj

* , CIDk
*, M1

*, M2
*), Sj computes Nk1’ = M2

*⊕H(SIDj||H
(Q)), Ek = H(H(SIDj||H(Q))||Nk1’)⊕Pkj

* , Bk = H(P||Q)⊕Ek, Dk = H(Bk||
H(P||Q)) and Ak = H(Dk||SIDj||Nk1’)⊕CIDk

*. Sj accepts the message if
computed value H(Pkj

* ||CIDk
*||Dk||Nk1’) is equal to M1

*. Then Sj generates
a nonce Nk2’ and computes M3’ = H(Dk||Ak||Nk2’||SIDj) and M4’ =
Ak⊕Nk1’⊕Nk2’, and sends (M3’, M4’) to E.

Step 3: Upon receiving (M3’, M4’) from Sj, E computes Nk2’ and checks if
computed value of H(Dk||Ak||Nk2’||SIDj) is equal to M3’. Obviously,
both are equal. After that E calculates M5’ = H(Dk||Ak||Nk1’|| SIDj) as
mutual authentication message. Thereafter, E sends M5’ to Sj.

Step 4: Sj computes H(Dk||Ak||Nk1’|| SIDj) and verifies whether they are equal to
M5’ or not. Again, both are equal, so Sj successfully authenticates
E. Now, both Sj and E can manage to calculate the session key as:
Sk = H(Dk||Ak||Nk1’||Nk2’||SIDj).

4.2 Replay Attack

If E eavesdrops the previous login message (Pkj, CIDk, M1, M2) then he/she can
replay the same message to Sj. Now, Sj will verify M1 and generate Nk2 to calculate
M3 and M4. After that Sj will send (M3, M4) to E. If somehow E manages to extract
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the stored parameters Dk, Ek, H(.) and H(Q) from Uk’s smart card then Uk can easily
compute Nk1 = H(SIDj||H(Q))⊕M2 and Ak = CIDk⊕H(Dk||SIDj||Nk1). Thereafter,
E can compute Nk2 = Ak⊕Nk1⊕M4, and check whether H(Dk||Ak||Nk2||SIDj) and
M3 are equal or not. If yes then E can calculate M5 = H(Dk||Ak||Nk1||SIDj) and
session key Sk = H(Dk||Ak||Nk1||Nk2||SIDj). Thus, scheme [1] is susceptible to
replay attack.

5 Proposed Scheme

There are three entities contained in the given scheme, registration centre (RC), the
user (Uk), and the server (Sj). The registration centre is a trusted party that calculates
H(P||Q) using Q and P. Here, Q and P are chosen secret number and master secret
key of registration centre, respectively. The registration centre transmits H(P||Q) to
Sj securely. Our scheme consists four phases which are given as follows:

5.1 Registration Phase

For registering with the server, the user Uk and registration centre perform the steps
as follows:

Step 1: Uk freely chooses Idk and PWk as his identity and password, respectively,
and picks an arbitrary number z to calculate Xk = H(Idk||PWk||z). Then
Uk submits Xk and Idk to registration centre securely.

Step 2: Registration centre computes Ak = H(P||Idk), Bk = H(Ak), Ck = Bk⊕H
(Xk||PWk), Dk = H(Bk||Xk)⊕H(H(P||Q)) and Ek = Ak⊕H(P||Q).

Step 3: Registration centre sends a smartcard to Uk which contains (Ck, Dk, Ek, H
(.), Xk).

Step 4: Uk enters z into his smartcard. The smartcard contains (Ck, Dk, Ek, z, H
(.), Xk).

5.2 Login Phase

For log into the server, the steps performed as follows:

Step 1: User inserts his smartcard into reader and inputs Idk with PWk. Then
smartcard calculates H(Idk||PWk||z) and compares it with Xk. If equal, the
user Uk is identified as a legal user; otherwise, the session is terminated.
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Step 2: Smartcard computes Bk = Ck⊕H(Xk||PWk), H(H(P||Q)) = H(Bk||
Xk)⊕Dk. Then, the smartcard uses a random number Nk1 to calculate
M1 = Bk⊕Nk1⊕H(H(P||Q)) and M2 = H(SIDj||H(H(P||Q))||Bk||Nk1).

Step 3: Smartcard transmits the message (Ek, M1, M2) to Sj.

5.3 Authentication Phase

In order to authenticate each other, Uk and Sj perform the steps as follows:

Step 1: Sj computes Ak = H(P||Q)⊕Ek and Nk1 = M1⊕H(Ak)⊕H(H(P||Q)).
Step 2: Sj computes H(SIDj||H(H(P||Q))||H(Ak)||Nk1) and compares it with M2.

Sj ends this session, if both are unequal; otherwise, login request is
accepted.

Step 3: Sj uses a random number Nk2 to calculate M3 = Nk2⊕H(SIDj||Nk1) and
M4 = H(SIDj||Nk1||Nk2). Sj sends (M3, M4) to user Uk.

Step 4: After receiving (M3, M4) from server Sj, Uk computes Nk2 = M3⊕H
(SIDj||Nk1) and checks whether M4 and H(SIDj||Nk1||Nk2) are equal or
not. If M4 and H(SIDj||Nk1||Nk2) are unequal, then Uk ends this session;
else, Sj is authenticated by Uk. Thereafter, Uk sends M5 to Sj, where
M5 = H(SIDj||H(H(P||Q))||Nk2).

Step 5: Sj verifies whether H(SIDj|| H(H(P||Q))||Nk2) and M5 are equal or not. If
both are unequal then Sj terminates the session. Otherwise, Sj success-
fully authenticates Uk.

Step 6: Both Sj and Uk can manage to calculate a session key Sk as Sk = H
(SIDj||H(Nk2||Nk1)).

5.4 Password Change Phase

In our scheme, a user can change his password without any intervention of regis-
tration centre. Following steps are performed to change the password:

Step 1: Smartcard is inserted into reader and then Uk inputs Idk and PWk.
Step 2: The smartcard calculates H(Idk||PWk||z) and compares it with Xk. If both

are equal, the smartcard calculates Bk = Ck⊕H(Xk||PWk), H(H(P||
Q)) = H(Bk||Xk)⊕Dk.

Step 3: Uk enters new password PWk
new and a new secret number znew.

Step 4: Smartcard calculates Xk
new = H(Idk||PWk

new||znew), Ck
new = Bk⊕H(Xk

new||
PWk

new), Dk
new = H(Bk||Xk

new)⊕H(H(P||Q)). Then, the parameters of
smartcard (Ck, Dk, Xk and z) are replaced with (Ck

new, Dk
new, Xk

new and
znew) to complete this phase. Finally the smartcard contains (Ck

new, Dk
new,

Ek, z
new, H(.), Xk

new).
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6 Security and Performance Comparison

Security of the presented scheme together with its performance is described in this
section. Its performance comparison shows that it has better performance than the
existing schemes [1, 2, 7] and can resist the following attacks:

6.1 Forgery Attack

Suppose the adversary E wishes to impersonate as a valid user Uk, then he needs to
create M1 and M2 to fool Sj. In order to compute M1 and M2, the adversary E must
know Bk, and H(H(P||Q)). Bk can only be calculated as: Bk = Ck⊕H(Xk||PWk) or
Bk = H(H(P||Idk)). But we have assumed that P is the secret key that is known to
registration centre only, and password PWk is secretly chosen and kept only by the
user Uk. Thus, adversary is not able to impersonate as a legal user.

If E is registered himself as a valid user then he can get all stored parameters (CE,
DE, EE, zE, XE) from his/her card [10]. Now, E can calculate H(H(P||Q)) as: H(H
(P||Q)) = H(BE||XE)⊕DE, where BE = CE⊕H(XE||PWE). Still, E cannot compute
M1 and M2 of user Uk without knowing Bk.

Also, if E somehow manages to extract the stored parameters of Uk’s smartcard,
still E cannot calculate Bk without obtaining the value of PWk or P. Thus, our
scheme can withstand the forgery attack.

6.2 Replay Attack

If E eavesdrops Uk’s login message (Ek, M1, M2) of previous session and replay the
same message to server Sj. Then, Sj will verify M2 and sends (M3, M4) to E. Even
after getting the values of (Ek, M1, M2, M3, M4), E cannot calculate M5 without
knowing Nk1. Thus, our scheme is insusceptible to the replay attack.

6.3 Stolen Smart Card Attack

Let the Uk’s smartcard has been stolen by E, who has extracted the stored
parameters (Ck, Dk, Ek, zk, H(.), Xk). The adversary E cannot compute Idk and PWk.
Also, E cannot compute the values of M1 and M2 without knowing the value of Bk.
Thus, our scheme is secured against the stolen smartcard attack.
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6.4 Server Spoofing Attack

In this scheme, it is assumed that registration centre sends H(P||Q) to Sj securely.
Thus, only valid Sj knows the value of H(P||Q). Any adversary E that is also a legal
user cannot compute H(P||Q) without knowing AE and EE. To get the value of AE,
E must know the value of P. But P is known only to registration centre.

For a valid user Uk, only legal server Sj can compute Ak as: Ak = H(P||Q)⊕Ek.
After that Sj can calculate Nk1 = M1⊕H(Ak)⊕H(H(P||Q)), M3 = Nk2⊕H(SIDj||
Nk1), M4 = H(SIDj||Nk1||Nk2) and Sk = H(SIDj||H(Nk2||Nk1)), and sends (M3, M4)
to the Uk. Here, NK2 is the random number chosen by Sj. Hence, in the discussed
scheme server spoofing is impossible.

6.5 Proper Mutual Authentication

In the given scheme, both Sj and Uk authenticate each other properly. After
receiving (Ek, M1, M2) from Uk, the server Sj calculates Ak and Nk1, and then verifies
whether H(SIDj||H(H(P||Q))|| H(Ak)||Nk1) is equal to M2. If equal, the login request
message is accepted by Sj; otherwise, the login request is terminated. Thereafter, Sj
generates a nonce Nk2 and calculates M3 and M4, and sends (M3, M4) to Uk. Then,
Uk calculates Nk2 and verifies whether H(SIDj||Nk1||Nk2) is equal to M4 or not. If M4

and H(SIDj||Nk1||Nk2) are equal, Sj will be successfully authenticated by Uk. Else,
session will be terminated by Uk. After authenticating the Sj, Uk computes M5 and
send it to Sj. After that, Sj verifies whether M5 and H(SIDj||H(H(P||Q))||Nk2) are
equal or not. If both are equal then Sj authenticates Uk and mutual authentication is
completed. This scheme provides proper mutual authentication.

6.6 Anonymity

In our scheme, any server Sj cannot get the identity of any user. The user identity
Idk is protected by one-way function along with the secret key of registration centre,
i.e., P. Even though server Sj can compute the value of Ak = Ek⊕H(P||Q) in
authentication phase, it is infeasible to compute Idk from Ak. Thus, our scheme
provides user anonymity.

6.7 Performance Comparison

Our scheme has better security features than the existing schemes [1, 2, 7]. Table 1
shows the total computation overhead of our scheme, which less than that of the
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schemes [1, 2, 7]. Since registration phase occurs only once, we have not consid-
ered its computation cost. The cost in our login phase is less than that of all other
schemes. However, it is at higher side as compared to the schemes [1, 2], but lesser
than the scheme [7], as shown in Table 1. Thus, our method provides better per-
formance. Here, we have used Th as the notation of time taken in performing
one-way hash function.

7 Conclusions

Here, we have reviewed the Li et al.’s scheme meant for multi-server environment.
Despite the claim made in that scheme, it cannot provide security against the
forgery, stolen smartcard, replay, and server spoofing attacks. In this paper, we have
discussed an efficient scheme for multi-server environment by a smartcard and
password. Our scheme provides mutual authentication and does not need any
password table for verification. Further, it has a facility to a user to choose his
password at his will, provides user anonymity, and has better security features than
the existing schemes.
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A Proposed Bucket Based Feature
Selection Technique (BBFST) for Phishing
e-Mail Classification

H.S. Hota, Akhilesh Kumar Shrivas and Rahul Hota

Abstract Phishing e-mail is a common problem faced nowadays by the e-mail
users, which is an attempt to acquire sensitive information like password, credit
cards details, etc. by sending malicious e-mail to the users. Classification of these
types of e-mail is necessary to protect the e-mail users against harmful activities.
This paper proposed to develop a classification model with the help of a new feature
selection technique (FST) known as bucket-based feature selection technique
(BBFST) in combination of C4.5. As the name suggested, this FST removes the
feature one by one from original feature space of phishing e-mail data and puts into
the three buckets based upon importance of the features as relevant feature, less
relevant feature and irrelevant feature, and a new feature sub set is created. Clas-
sification technique C4.5 is then applied with data of new feature subsets and
compared with existing FST. Results obtained reveal that BBFST is superior to
those of existing FST with 99.008% accuracy with 12 features of phishing e-mail
data.

Keywords Phishing ⋅ Bucket-based feature selection technique (BBFST) ⋅
Decision tree (DT)
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1 Introduction

Ever-increasing growth of phishing e-mail is creating serious problems to the e-mail
users. Phishing is an activity to attempt to acquire confidential information of the
users by sending forgery or malicious e-mail or to ask users to provide password of
online account, credit cards detail, or any other confidential information. Phishing
activities may be identified based on the content of web page in the form of HTML.
There are various parts of any web page like body, name, header, etc., which may
contain some malicious information which will help the classifier to identify about
phishing E-mail. A link of web site as phishing e-mail is sent by changing the
HTML contents slightly by the phishers [1]. So there is a need of efficient classifier
to separate phishing e-mail from legitimate E-mail, at the same time the number of
feature to be scanned by classifier should also be reduced as much as possible.
Decision tree (DT) techniques are the popular machine learning techniques to build
classification model, on the other hand feature selection techniques are to be applied
to remove irrelevant features from the original feature space, many rank-based FST
like Gain ratio, Info Gain, etc., are existing in the literature, which identifies and
removes irrelevant feature from the original feature space.

Likarish et al. [2] have used a new anti-phishing tool called Bayesian
Anti-Phishing Toolbar (B-APT) and compared B-APT with Internet Explorer and
FireFox. Proposed B-APT tool has shown better performance than other. Shreeram
et al. [3] have proposed genetic algorithm approach to detection of phishing web
pages by using rule-based system and this rule set is used to match the hyperlink.
Rahmi et al. [4] have analyzed various models like Bayesian Net, AdaBoost, DT,
and Random Forest using phishing data set with two different partitions as training
and testing. Accuracy of model varies from partition to partition of data set. Ran-
dom Forest gives highest accuracy of 93% in case of 70–30% as training–testing
partitions with hybrid feature selection technique. Almomani et al. [5] have dis-
cussed various phishing techniques to classify the phishing and non-phishing data,
they also compared and discussed advantages and disadvantages of various
machine learning techniques for phishing e-mail detection and prediction. Akinyelu
et al. [6] have suggested Random Forest DT algorithm for phishing spam e-mail
classification. They have applied random forest technique on publically available
phishing data set and achieved high accuracy as 99.7% accuracy with few number
of features.

This paper proposed a classifier for filtering phishing e-mail data in combination
of C4.5 and proposed BBFST. Experimental setup is performed with Waikato
Environment for Knowledge Analysis (WEKA) open source software using 10-fold
cross validation to produce more authentic results. BBFST along with C4.5
achieved 99.008% of accuracy with 12 features. Proposed algorithm is able to
remove 35 features from original feature space of phishing E-mail. Results are also
compared with existing FST: Gain Ratio and found to be better.
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2 Proposed BBFST

Feature selection is an important task to remove irrelevant feature from high
dimensionality data set. For the experiment of this research work, e-mail phishing
data set is collected from http://khonji.org web site [7]. The data set contains 8266
instances with 47 features and two classes where one class represents phishing
e-mail with numeric value –1 while other class represents non-phishing e-mail
(Ham) with numeric value +1. All the 47 features contain numeric value related to
the contents of web page. The features of the data set are indicated from 1 to 47
similar to the sequence of its appearance in the repository data site. These two
classes of data are respectively 4116 instances and 4150 instances for phishing
e-mail and Non phishing e-mail (Ham).

DT [8] is popular machine learning technique used for classification as one of
the important data mining task and is an extended version of Iterative
Dichotomizer3 (ID3) [9] which derives rules by pruning of DT. This research work
utilizes C4.5 DT technique to classify the phishing e-mail data.

Experimental framework of proposed BBFST along with machine learning
based DT technique is depicted in Fig. 1. The original phishing e-mail data set as
stated above with 47 features is the input of the algorithm. Algorithm picks feature
one by one in random manner from the original feature space to find out importance
of the feature as irrelevant, less relevant and relevant feature and puts into three
different buckets. We have created three buckets in which Bucket-1, Bucket-2, and

F1 F2 F3 F4 F5 F6 F7 ………………………… F46 F47

Original feature space 

Irrelevant 
features

Selec ng feature one by one in random manner

Less relevant 
features

Relevant 
features

C4.5  DT 10-fold cross 
validation

Bucket 1 Bucket 2 Bucket 3

New feature subset as 
Union of relevant and less 

relevant feature

New feature subset as 
relevant feature

Removed from original 
feature space

Fig. 1 Flow diagram of proposed BBFST
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Bucket-3 for irrelevant features, less relevant, and relevant features, respectively.
Decision is based upon the accuracy obtained using C4.5 technique, if accuracy
increases after removing a particular feature from the feature space then it is kept
into irrelevant feature bucket (Bucket-1), if there is no change in accuracy, it is kept
into less relevant feature bucket (Bucket-2) and if accuracy decreases, feature is
kept into relevant bucket (Bucket-3). In the next step irrelevant features kept into
irrelevant feature bucket are completely removed from the original feature space.
A new feature subset is then obtained by combining features available in relevant
and less relevant feature buckets. Finally using C4.5 DT based technique results are
obtained.

Experimental work is carried out using WEKA [10] machine learning tool,
which consists many machine learning techniques including C4.5 DT and used in
this piece of research work for classification of phishing e-mail data. In order to
produce more accurate result, 10-fold cross validation technique is utilized to build
classification model. In 10-fold cross validation technique, entire data set is split
into 10 different folds, so that each fold will be utilized as testing set in each
iteration and remaining fold will be used as training set. The result is the average of
all testing and training result of all the iterations.

3 Experimental Work

Phishing e-mail classification model is built with the help of C4.5 DT technique and
proposed BBFST technique using 10-fold cross validation. Initially C4.5 produces
98.88% accuracy with all 47 features of phishing e-mail data. Robustness of the
classification model is checked with proposed BBFST in combination with C4.5
which segregates the features and puts it into the three buckets based on its
importance. Performance of classification model is evaluated in two different cases:
First with the help of new data set constructed with combination of total of 33

Table 1 Experimental results obtained in case of BBFST and Gain ratio FST using C4.5

Technique Number of
feature

Feature subset with feature ID Accuracy

Gain
Ratio—C4.5

33 {12, 3, 38, 39, 27, 20, 34, 1, 21, 13, 37, 4, 32,
22, 46, 31, 35, 15, 6, 10, 11, 41, 40, 17, 29,
45, 44, 23, 30, 42, 16, 36, 5}

98.99

13 {12, 3, 38, 39, 27, 20, 34, 1, 21, 13, 37, 4,
32}

98.95

BBFST—C4.5 33
(Feature from
Bucket-2 and
Bucket-3)

{33, 19, 5, 42, 22, 4, 13, 1, 20, 27, 39, 38, 24,
18, 14, 9, 47, 8, 36, 16, 30, 23, 45, 29, 17, 40,
41, 11, 10, 35, 31, 46, 12}

99.008

12
(Feature from
Bucket-3)

{33, 19, 5, 42, 22, 4, 13, 1, 20, 27, 39, 38} 98.97
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features kept in Bucket-2 and Bucket-3 while second using 12 features kept in
Bucket-3, results are simulated as 99.008% and 98.97% accuracy, respectively.
These results are compared with existing Gain Ratio FST combined with C4.5,
simulated under similar environment and the results are found less (98.99% with 33
features while 98.95% accuracy with 12 features). However results in case of
BBFST are slightly higher than that of Gain Ratio but it seems to be a competitive
FST as compare to any other existing FSTs. The detail of results obtained is shown
in Table 1 along with the feature ID of the phishing e-mail data set obtained in
sequence from the web site [7] of the data set.

4 Conclusion

Ever-increasing number of phishing e-mail is harmful in terms of time to remove or
manage as well as in terms of money also, since user feeds confidential data
accidently using the web link sent by the phishers through E-mail. It is necessary to
identify important HTML contents of the web link received as phishing e-mail to
develop phishing e-mail classifier. Twelve out of 47 features are removed from the
phishing e-mail data to build DT-based classification model using proposed
BBFST. Model is built using 10-fold cross-validation technique and the results
(98.97% accuracy with 12 features) obtained are slightly higher than that of
Gain-Ration FST (98.95% accuracy with 12 features) simulated under similar
environment.
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A Novel Security Mechanism in Symmetric
Cryptography Using MRGA

Bhoomika Modi and Vinitkumar Gupta

Abstract Cryptography is a primary requirement in any type of area. Cryptogra-
phy is used to secure the data and communication between two parties. Some
organization may have large set of data and some may have small set of data.
Sometimes large data needs low security and small data needs high security. For
that purpose various symmetric and asymmetric algorithms are used like DES,
3DES, AES, BLOWFISH, IDEA, RSA. These algorithms are used for encryption
and decryption and measure the performance and throughput according to speed,
time, and memory. In the proposed algorithm novel security mechanism is used for
increased security and throughput. For security mechanism array, some arithmetic
and logical operations, Magic Rectangle Generation Algorithm (MRGA) algorithm
have been used in the algorithm. MRGA table is size of 16 × 24. Finally, we have
done encryption and decryption using MRGA and also we have compared its
throughput for different sizes of database.

Keywords Cryptography ⋅ MRGA table ⋅ Encryption ⋅ Decryption ⋅
CLS ⋅ CRS

1 Introduction

In this new generation security is the first priority. Security is increasing very much,
but the problem with communication is also increasing. When user wants to secure
the communication at that time he needs cryptography. For that block cipher
encryption and decryption techniques are used. In symmetric cryptography only one
key is used for encrypt and decrypt the data. In the cryptography plain text is
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converted in the cipher text by using key. For convert the original text into unreadable
text user has to apply encryption, whereas for convert unreadable text to original text
user has to apply decryption. For both encryption and decryption process in sym-
metric algorithm key will be same. In block cipher, symmetric techniques like DES,
AES, 3DES, Blowfish are used. Some algorithm requires key generation before
encryption and decryption steps. For that three main processes are required:

(1) Key generation,
(2) Encryption,
(3) Decryption (Fig. 1).

Novel security mechanism used to provide more security and high throughput.
For the encryption, decryption symmetric block cipher and MRGA algorithm have
been used.

2 Theoretical Background

2.1 Cryptography

Cryptography is the technique to convert the data into secret unreadable form for
transferring over public network. It is used in various applications like database,
communication, shopping, chatting, internet banking, and many more.

Fig. 1 Encryption–
decryption process
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2.2 DES (Data Encryption Standard) [1, 2]

In DES algorithm there is used 64 bit of plain text and key with 56 bit is used. It
also works on various shifting and XOR operation. DES has a main problem of key.
Its key size is too much small so attacker can get the plain text.

2.3 3DES (Triple Data Encryption Standard) [4]

3DES is a new technique of the DES. It performs same operation as a DES but the
difference is that it is encrypted three times so it is more secure than DES. The main
problem is that it uses three time level of encryption which becomes very much
slower than other method.

2.4 AES (Advanced Encryption Standard) [4, 5, 8]

AES is founded by Rijndael. AES has block size of 128 bits and key sizes of 128,
192, and 256 bits with 10 rounds, 12 rounds, and 14 rounds. In this algorithm XOR,
mix columns, shift rows, add round key operations are performed. This algorithm
suffers from brute force attack because if attacker has dictionary then he can easily
break the word which is the key.

2.5 Blowfish [4]

Blowfish is the fastest and secure than above three algorithms. It has 32–448 bits of
key length which is changeable, and its block size is 64 bits. Main advantage of the
Blowfish is that it is openly available and not payable. These all have some weak
points. Like long range of key provides high security than short. Very typical
structure increases execution time.

3 Proposed Scheme

3.1 Problem Definition

In literature, author has applied symmetric encryption and decryption algorithm on
the 16 characters (128 bits). The key size was also same as plain text. He has used
arithmetic and logical expressions for security purpose. He has repeat some steps for
more security, but that steps were not fixed so it may be problematic. So from that
discussion we can say that it should be improved by using some different methods.
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3.2 Proposed Method Using MRGA

We have used 16 characters of plain text and 128 bits of key for encryption and
decryption processes. We have used symmetric algorithm for that process. For key
generation of size 128 bits we have used Diffie–Hellman algorithm. 16 characters of
plain text are converted in ASCII values and then that ASCII values are converted
in MRGA values of 144 bits. MRGA is the Magic Rectangle Generation Algorithm
which is size of 16 × 24. It provides polyalphabetic advantage in which for same
character like in “HELLO”, for both “L” it gives different values. After that
encryption and decryption process takes place using arithmetic and logical opera-
tions. For odd matrix generation we have used (4 × 6) basic matrix of odd, and for
even matrix we have used (4 × 6) basic matric of even. By combining these four
(4 × 6) matrices there becomes (8 × 12) matrix and by combining these four
(8 × 12) matrices there becomes 16 × 24 matrix which is our final table.

3.3 Algorithm for MRGA [15]

Input: maximum and minimum value 
Output: singly even magic rectangle 
Method 

Minstart                              MRstart

Maxstart                             MRstart-4 
 i=1 
 For i<=n DO  
 Begin  
 Call MR 4x6 fillorder (Minstart, Maxstart) 
 Select the Minstart and Maxstart

End  
MRGA 16 × 24 is created by using these four basic tables (Table 1, 2):
MR1(16X24)          MR1(8X12)||MR3(8X12) 

||MR2(8X12) ||MR4(8X12) 

Table 1 Table for 4 × 6 basic matrix (odd) [15]

Maxstart *(+2) *(+4) −6 −16 *(+16)

*(+8) −10 −12 *(+14) *(+24) −24
−14 *(+12) *(+10) −8 −30 *(+30)
*(+6) −4 −2 *Minstart *(+22) −22

Table 2 Table for 4 × 6 basic matrix (even) [16]

Maxstart *(+2) *(+4) −6 −14 *(+14)

*(+8) −10 −12 *(+14) *(+6) −6
−14 *(+12) *(+10) −8 −4 *(+4)
*(+6) −4 −2 *Minstart *(+12) −12
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3.4 Proposed Encryption Flowchart

See Fig. 2.

16 characters plain text

Convert characters into ASCII values

ASCII values to MR values (144 bits)

Key (128 bit) XOR

144 bits

6 parts

24 bits 24 bits

1st Row-no change
2nd row-by 1 bit
3rd Row-by 2 bit
4th Row-by 3 bit
5th row-by 1 bit
6th row-by 2 bit

1st Row-no change
2nd row-by 1 bit
3rd Row-by 2 bit
4th Row-by 3 bit
5th row-by 1 bit
6th row-by 2 bit

CLS CLS

Left part(72 
bits)

Right part(72 
bits)

1st Row-no change
2nd row-by 1 bit
3rd Row-by 2 bit
4th Row-by 3 bit
5th row-by 1 bit
6th row-by 2 bit

1st Row-no change
2nd row-by 1 bit
3rd Row-by 2 bit
4th Row-by 3 bit
5th row-by 1 bit
6th row-by 2 bit

XOR

Result 

144 bits 

144 bits into numeric value(cipher text)

Fig. 2 Proposed encryption
flowchart
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3.5 Proposed Decryption Flowchart

See Fig. 3.

144 bits into numeric value(cipher text)

2 parts of 72 bits

XOR

Result

144 bits

24 bits 24 bits

6 parts

CRS CRS

144 bits

Key(128 bits) XOR

144 bits

MR values to ASCII

ASCII to 16 character plain text

Fig. 3 Proposed decryption
flowchart
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4 Implementation Methodology and Results

For implementation purpose Netbeans IDE 7.0 version has been used. We have
taken the 16 characters of plain text and 128 bits of key and that 16 characters are
converted into ASCII values and then that ASCII values are converted into MR
values from MRGA (16 × 24). For key generation we have used Diffie–Hellman
algorithm. And then by applying some arithmetic and logical steps encryption and
decryption processes have been done.

This is the basic algorithm and we have applied this algorithm on different sizes
of database like 12 KB, 13 KB, 16 KB, and on 31 KB. We have also shown the
throughput on these databases.

For this algorithm hardware requirement is CORE 2 DUO PROCESSOR with
1 GB of RAM.

Y-axis indicates time in milliseconds for each database
X-axis indicates database size (Fig. 4, Table 3).

Fig. 4 Comparison chart

Table 3 Table of different
databases with previous
database

Database Previous work (ms) Proposed work (ms)

12 374 63
13 406 78
16 609 94
31 2496 171
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5 Conclusion and Future Work

The aim of the cryptography is to transfer data in very secure manner between two
parties over a network. We have proposed “The novel security mechanism in
symmetric cryptography using MRGA” used to overcome some disadvantages. It
gives high throughput and is more secure. It has easy process for encryption and
decryption. For security purpose we have used Magic Rectangle Generation
Algorithm (MRGA) of size 16 × 24. Main benefit of MRGA algorithm is that it
provides more security in starting Min, Max values because those values are
transfer to the receiver in encrypted form. So attacker cannot know that values even
he has table. Mathematical calculation is live example for cryptography process. In
future we will try to apply this algorithm on the large database and also we will
compare its throughput with other work.
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Techniques for Enhancing the Security
of Fuzzy Vault: A Review

Abhay Panwar, Parveen Singla and Manvjeet Kaur

Abstract Biometric Systems are the personal identification systems that use
behavioral and physiological characteristics of a person. One of the main concerns
in biometrics systems is template security. Fuzzy vault, a bio-cryptosystem, is used
to provide security to the stored templates. Fuzzy vault has proven to be a very
good security technique, nonetheless it lacks in providing revocability and security
against correlation attacks. Thus for the enhancement of the security of fuzzy vault
and to overcome the limitation of correlation attack, techniques like hybrid model
and multimodal biometrics can be used. This paper gives a review of the above
mentioned techniques, viz. hybrid and multimodal, and how they can be effective in
enhancing the security of the system.

Keywords Biometric security ⋅ Fuzzy vault ⋅ Multimodal ⋅ Hybrid

1 Introduction

Biometrics is a way in which physical and behavioral attributes are used for
identification of a person instead of passwords and ID cards. Identity management
is one of the critical issues that are faced by most organizations. Thus the use of
biometric, for such management, as a robust identification system is justified [1].
Preventing data theft by an impostor is one of the reasons to implement biometric
security systems. Previously, knowledge-based and token-based methods such as
passwords and ID cards, respectively, have been used as security mechanisms. But
the problem with these methods is that they can be easily forgotten, lost, or stolen.
Security breach has always been a problem in any authentication system and same
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is the case with biometric authentication systems. The security attacks can occur at
various stages in the system namely, (i) sensor or image acquisition stage,
(ii) feature extraction stage, (iii) matching stage, (iv) stored template stage, and
(v) decision stage [2]. The attack on the stored templates is one such attack that can
be potentially damaging for any biometric system. Template is the compressed form
of the enrolled biometric that only contains the required and unique features of that
biometric sample. Storing the biometric data in the form of a template reduces the
storage requirement to a larger extent. Some of the attacks on a template include: (i)
replacing an original template by an intruder template, (ii) creating a physical
spoof from the stolen template that can be used to access any system that might use
the same biometric. There are mainly two types of schemes to secure the template,
that are: (i) feature transformation scheme and (ii) bio-cryptosystem scheme.

1.1 Feature Transformation

Feature transformation is a scheme in which a biometric template is transformed
using some transformation function. This transformed template is then stored in the
database. The transformation function used can be of two types based on its
characteristics, i.e., (i) invertible (salting) and (ii) noninvertible transforms. If a
template is transformed using an invertible transformation function with the help of
a key, then if the key and the transformed template are compromised then the
regeneration of the original template could be possible. Therefore, this scheme is
secure until the secrecy of the key is maintained [2, 3]. On the contrary if we apply
a noninvertible transformation function (that is hard to invert), even if the key and
the transformed template are compromised, the original template cannot be
regenerated thus increasing the security of the system manifolds.

1.2 Biometric Cryptosystems

Biometric Cryptosystems can be used for various purposes. Mainly they had the use
of making the cryptographic key secure by making use of the features from bio-
metric template or generation of cryptographic key using the features from bio-
metric template. But now, biometric cryptosystems can be put into another use of
template protection. Some information from the template called “helper data” is
publically stored in case of a biometric cryptosystem [2, 3]. The way helper data is
chosen is such that it does not disclose the information of the actual template but
contains the information good enough to perform a match. The extracted key is then
verified for validity/invalidity for authentication. Since intra-user variations are
inevitable which can be caused due to various reasons like orientation, alignment or
channel noise, error correcting codes are used. Biometric cryptosystems are mainly
classified into two categories, namely: (i) key-binding cryptosystems and
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(ii) key-generation cryptosystems. In key-binding cryptosystems a key, that does
not depend on biometric features, is bound with the biometric template which
results in helper data [2]. An authentication is said to be successful if the correct key
is extracted from helper data during matching. On the other hand key generation
biometric cryptosystem is a technique in which generation of the key happens
directly from the query biometric features and helper data which in turn is itself
generated from the biometric template. A better scheme, called hybrid scheme, can
be formulated by making use of different approaches simultaneously, one after
another. One such example would be the use of key-binding and salting together.
One of the biometric cryptosystems is Fuzzy Vault Scheme described in the next
section.

2 Fuzzy Vault

Fuzzy Vault lies among one of the best approaches used for key-binding biometric
cryptosystem which is designed to secure biometric features. Fuzzy Vault only
takes input in the form of unordered set. Biometrics that has features in ordered set
must be converted into unordered set to use fuzzy vault [4, 5]. Let us suppose that B
is a biometric template containing f feature points. A secret key K is selected and is
encoded into a polynomial P with degree d, say, in the form of coefficients. Now,
biometric template features are projected onto the polynomial. To hide the genuine
feature points some random points are added that do not lie on polynomial P. These
random points are called Chaff Points. The combined set of points forms the helper
data or vault V shown in Fig. 1. Identification of genuine points from the chaff
points in vault V is difficult without the presence of user, and hence the template is
secure. At the time of authentication when the user provides a biometric query B′,
the key K is regenerated only if B′ substantially overlaps with B and the authen-
tication is successful. Error correcting technique is used to deal with intra-user
variations. On the contrary it is infeasible to regenerate K if B and B′ do not
sufficiently overlap and the authentication is unsuccessful as shown in Fig. 2 [6].

2.1 Various Fuzzy Vault Schemes

1. The authors Juels et al. [4] have proposed a Fuzzy Vault scheme for security of
template. This scheme has two important features, i.e., it can take arbitrary order
set and prove information-theoretic security bounds over some nonuniform
distributions. In this scheme an unordered set, say, A is used to lock a secret key
K. The key K is selected and is encoded into a polynomial in the form of
coefficients. To hide the genuine feature points some random points are added
that do not lie on polynomial. These random points are called Chaff Points. The
combined set of points forms the helper data or vault. At the time of
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authentication when the user provides a biometric query B, the key K is
regenerated only if B substantially overlaps with A and the authentication is
successful. On the contrary it is infeasible to regenerate K if A and B do not
sufficiently overlap and the authentication is unsuccessful. Reed Solomon codes
are used as error correcting codes to reconstruct the polynomial. The basis of the
non-vulnerability of this scheme is the infeasibility to reconstruct the
polynomial.

2. Secure Smartcard-based fingerprint authentication has been proposed by the
author Clancy et al. [5]. The basis of this scheme is the fuzzy vault proposed by
Juels and Sudan [4]. In this paper, sets of multiple minutiae location for each
finger are used. First the canonical positions of minutiae points are found which
are used as input set elements for fuzzy vault. To increase the security of vault,
maximum number of chaff points are added. It is assumed, in this scheme, that
fingerprints are pre-aligned. Reed Solomon codes are used to reconstruct the
polynomial.

3. The authors Uludag et al. [6] have proposed cryptography construct using fuzzy
vault with fingerprint minutiae data. This scheme secures secret encryption key
with the fingerprint data only to be used by a valid user. A 128-bit secret key can
be secured with fingerprint minutiae. CRC is used for error correction and
detection of polynomial and Lagrange interpolation is used to reconstruct the

Fig. 1 Encoding phase of fuzzy vault
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polynomial instead of Reed Solomon codes. During encoding CRC bits are
added in secret data and polynomial is constructed. Minutiae feature list is
projected on polynomial and random points (chaff points) are added to securely
hide the genuine points. A combined set of chaff points and genuine points
construct a Vault. At the time of decoding, the vault points and the Query
Minutiae List are compared. The decoding requires n + 1 unique projections to
decode an n degree polynomial. All the combinations containing n + 1 points
from the set of minutiae list are generated. Lagrange interpolation method is
applied on each possible combination of n + 1 points to reconstruct the poly-
nomial and that polynomial is validated by CRC error correction and detection.
When applying CRC, remainder zero signifies the presence of errors while a
nonzero remainder marks the error absence.

Fig. 2 Decoding phase of fuzzy vault
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2.2 Limitations of Fuzzy Vault

In a scenario where more than one vault make use of the same biometric data, the
security of vault can be jeopardized. This compromise takes place in the form of a
correlation attack. This happens when an intruder correlates the values in different
vaults that have been constructed from the same biometric data thus identifying the
genuine points [7]. This is one of the reasons why same biometric data is denied to
be used for the reconstruction of the vault, thus being non-revocable. To overcome
these limitations, two methods can be used, Multimodal Approach and Hybrid
Approach.

3 Multimodal Approach

In multimodal biometric systems, the biometric information is processed in the
form of various factors or sources [8, 9]. For example, multiple-sensor,
multiple-algorithm, multiple-instance, multiple-sample, etc. When this scheme is
used with a fuzzy vault, it helps in enhancing the security of that biometric system.
For example consider that a person enrolls his or her biometric traits for two
different systems. One system takes into account fingerprint and face as biometric
traits while the other system takes fingerprint and iris as biometric traits. So even if
the intruder gets access to the vaults, only the fingerprint points can be correlated
thus keeping the vault secure. Below are the various multimodal schemes:

1. The authors A. Nandakumar et al. [10] have proposed a scheme which is used to
secure multiple templates of a user in a multi-biometric system in the following
ways: (i) convert the different biometric data into same representation so that
they are capable to be fused together, (ii) a single multi-biometric template is
constructed by fusing the templates on a feature level, and (iii) apply fuzzy vault
to secure the multi-biometric template. Feature set is extracted from fingerprint
and iris images. As Fuzzy vault only accept unordered set so to convert the iris
code from ordered to unordered, invertible transformation function is applied
with the help of transformation key. Transformed iris template along with high
curvature points of fingerprint is stored with the vault as helper data. Actual
points in vault are hidden by adding random points (chaff points) to increase the
security of vault. During authentication Lagrange interpolation is used to
reconstruct the polynomial and are checked based on CRC error detection and
correction scheme.

2. V.S. Meenakshi et al. [11] have designed a technique to secure the
multi-biometric template. Iris, Retina and Fingerprint are used as biometrics. An
invertible transform is applied using a password to the extracted minutiae points
from iris, retina and fingerprint. A combination of the transformed and fused
points from these modalities is provided as an input to the fuzzy vault. The
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invertible transform using password on biometric features increases the security
of the vault.

3. Li Yuan et al. [12], in their work, have proposed a hybrid multi-biometric
template protection method with face and ear modality. In the enrollment stage,
a noninvertible transformation is first applied on the real valued face and ear
fused templates to convert this ordered point set to unordered point set. Then
these vault points are encrypted and stored in the database together with some
random points (chaff points). Addition of these random points hides the genuine
points to increase the security of vault. In the authentication stage the helper data
created from the enrolled biometrics features, and the query templates are
matched against each other. The output of the final matching may result in:
(i) authentication success and releasing the key or (ii) authentication failure if
enough overlap is not found in the two templates.

4 Hybrid Approach

A hybrid approach in biometric systems is a combination of feature transformation
and bio-cryptosystems. When using feature transformation, only the transformed
templates are matched against each other. Due to intrauser variations the matching
performance can decrease as the transformed template will not be same as the query
template. Similarly when a system uses a bio-crypto system alone, it may be
vulnerable to correlation attacks. Thus by combining these two approaches, i.e.,
into a hybrid model security and performance can both be managed. Below are
discussed the various hybrid approaches:

1. A hybrid approach to implement template security has been proposed by the
author A. Ghany et al. [13]. They have combined the feature transformation and
biometric cryptosystem to increase the security of system. Principal Curves
Approach algorithm is used to extract the features and random projection is
performed as a transformation to project the original template. Also, by making
use of k-means, Class Distribution Preserving transforms has been used to
enhance the cancelable template into a binary template.

2. The author Nandakumar et al. [7] have proposed a method that uses passwords
to harden the fingerprint fuzzy vault. In this scheme author have proposed
various limitations of using only fuzzy vault. The vault becomes vulnerable if
same biometric is used in another vault. This type of attack is known as cor-
relation attack or cross-matching attack. Due to increase in number of chaff
points FAR also increases. The proposed scheme enhances user privacy and
prevents from cross-matching. Biometric template is transformed by using some
random transformation and this transformed template is secured using fuzzy
vault.

3. Few vulnerabilities in the work done by K. Nandakumar in his scheme [7] have
been analyzed by the authors S. Hong et al. [14] and they have proposed a more
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Table 1 Comparison of various fuzzy vault schemes

Name of
author/year

Modalities
used

Hybrid
approach

Database
used

Methodology used Properties

Clancy et al./
2003 [5]

Fingerprint No N.A. Biometric template is
directly secured using
fuzzy vault.

Correlation
attacks may be
possible (only
fuzzy vault used)

Uludag et al./
2005 [6]

Fingerprint No IBM-GTDB Biometric template is
directly secured using
fuzzy vault.

Correlation
attacks may be
possible (only
fuzzy vault used)

Nandakumar
et al./2007
[7]

Fingerprint Yes FVC2002–
DB2 &
MSU-DBI

Invertible
transformation is
applied on biometric
template with key and
transformed template
is secured using fuzzy
vault.

1. Prevention
from correlation
attacks (use of
hybrid approach)
2. Revocability is
possible

A.Ghany
et al./2012
[13]

Fingerprint Yes N.A. Biometric templates
are secured by using
transformation and
bio- cryptosystem
approaches together.

1. Prevention
from correlation
attacks (use of
hybrid approach)
2. Revocability is
possible

Hong et al./
2008 [14]

Fingerprint Yes N.A. Biometric template is
transformed using a
one way function
which is then secured
using fuzzy vault.

1. Prevention
from correlation
attacks (use of
hybrid approach)
2. Revocability is
possible

K.
Nandakumar
et al./2008
[10]

Fingerprint
& Iris

No MSU-DBI
& CASIA

A key is used to
transformed iris
template. Combination
of this key with
fingerprint feature
points is secured using
fuzzy vault.

Prevention from
correlation
attacks (use of
multimodal
approach)

V.S.
Meenakshi
et al./2010
[11]

Iris &
Retina

Yes DRIVE &
CUHK

Features are extracted
from iris and retina.
Invertible
transformation is
applied on these
features and
transformed features
are secured using
fuzzy vault.

1. Prevention
from correlation
attacks (use of
multimodal and
hybrid approach)
2. Revocability is
possible

Li Yuan
et al./2015
[12]

Face & Ear No FERET &
USTB

Non-invertible
transformations on ear
and face to convert
ordered set to
unordered set. This set
is secured using fuzzy
vault.

Prevention from
correlation
attacks (use of
multimodal
approach)
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secure scheme which can prevent security attacks on fuzzy vault. They have
used one-way hash function, i.e., non-invertible function to transform the
template and transform template is secured using fuzzy vault (Table 1).

5 Conclusion

In this paper we have reviewed the techniques for enhancing the security of fuzzy
vault. Though fuzzy vault itself provides a very efficient way to secure biometric
templates, but is still vulnerable to correlation attacks. Therefore by creating a
hybrid system for biometric security we can increase the resistance of a fuzzy vault
against such attacks.
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An Efficient Vector Quantization Based
Watermarking Method for Image
Integrity Authentication

Archana Tiwari and Manisha Sharma

Abstract This paper presents a two-stage watermarking technique for image
authentication adapting advantages of vector quantization (VQ). In the present
algorithm robust watermark and semifragile watermark are embedded indepen-
dently in VQ compressed image in two successive stages. Robust watermark and
VQ enhances the security of the system by providing double protection to designed
system. A quantitative threshold approach using pixel surrounding error pixel is
suggested for identification of attacks as acceptable or malicious. Experimental
results demonstrate the capabilities of the method in classifying attacks and cor-
rectly locating tamper location. It is possible to detect and determine tamper with
very high sensitivity. Present scheme outperforms previous algorithms and can
distinguish malicious tampering from acceptable changes, and tampered regions are
localized accurately.

Keywords Image authentication ⋅ Vector quantization ⋅ Watermarking ⋅
Semi-fragile watermarking ⋅ Attack classification ⋅ Tamper detection ⋅ Tamper
localization

1 Introduction

Digital images play a significant role in almost all practical applications like mil-
itary, medical, and broadcasting images. It is very easy to modify or manipulate
digital images with advanced image editing software. Therefore, image authenti-
cation has therefore become a significant research topic. As per the recent study,
digital watermarking [1, 2, 4, 6, 14, 17] is considered as the most suitable technique
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for image authentication. Semi-fragile watermark is robust to changes which pre-
serve contents of the image, while fragile to content altering modifications such as
addition or deletion of an object, so it is suitable to for practical applications [5].
Vector quantization (VQ) [2, 3, 8], is broadly accepted in image compression
applications [7, 9, 10, 13, 19] due to its high compression ratio and is very simple to
decode [15]. VQ is an effective method in digital watermarking too. Various VQ
techniques are recommended by researchers in past a decade for image water-
marking [12, 14, 16, 18]; with the objective of image authentication. However,
most of them are having poor visual quality issues and are not able to present
quantitative methods for attacks identification. The concept of image watermarking
using vector quantization technique was pioneered by [10]. Later modification of
the paper was suggested in [11]. In [16] an image authentication algorithm fragile
watermarking technique was proposed in the year 2016 [16], this method cannot
tolerate any content preserving attacks due to fragile nature of the algorithm.

In proposed paper a new vector quantization-based watermarking method is
suggested. The watermark is embedded in VQ compressed image; in two succes-
sive stages. In the first phase robust watermark is embedded for enhancing the
security of image. In the second step, the semi-fragile watermark is embedded for
image authentication. The proposed scheme further suggests a quantitative
threshold-based approach for classifying attacks and localizing tampered area. The
significant contributions of the present paper are:

• A VQ-based image authentication algorithm is designed where the watermark is
embedded in VQ compressed image in two successive stages independently.

• The robust watermark is used to enhance the security of the scheme.
• Random keys are used in embedding robust and semi-fragile watermark,

respectively; random nature of key improves the safety of designed system.
• The threshold-based approach is suggested to classify attacks as the acceptable

or malicious.
• Tamper detection and localization is possible for a single pixel change. Thus,

the sensitivity of the system is very high.

The present paper is organized as follows: Sect. 2 describes proposed image
authentication algorithm, Sect. 3 gives Experimental results and performance
analysis of image authentication algorithm, and finally conclusion of the paper is
addressed.

2 Proposed Image Authentication Algorithm

2.1 Vector Quantization

The VQ method [8] is commonly known as the method for image compression. VQ
process is performed in two stages, i.e., encoding and decoding. At VQ encoder
section, the input image is partitioned into blocks, the index of code vector closest
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to block is assigned to all blocks. These indices are later used to reconstruct image
at VQ decoder section. The proposed system consists of five constituents: Water-
mark embedding, watermark extraction, image authentication, and attacks
classification.

2.2 Steps for Embedding Watermark

In proposed method watermarks are embedded in VQ compressed image in two
successive stages. In first phase robust watermark is embedded to ensure the
security of algorithm and in the second phase, the semi-fragile watermark is used
for authentication purpose. Detail process is as follows:

Step 1—Partitioning of training image: The original image Si, ði=1, 2,
3, . . . , 512Þ; is partitioned into 16,384 non-overlapping blocks, of size 4 × 4.
Input training vectors for first stage is obtained from original image
S= fxi ∈ Rdji=1, 2, . . . , 512g. Robust watermark bit sequence WR is permutated
using passkey1, where R=1, 2, 3, . . . , 128.
Step 2—Codebook1 generation: To generate codebook1, C1= fcj ∈ Rdjj=1,
2, . . . , 256g following process is followed. Initially distortion (D) is set as D0 = 0
and iterations (k) is set as k = 0. Input n vectors are classified into K clusters
according to xi ∈ Sq if xi − cq

�� ��p ≤ xi − cj
�� ��p for j≠ q. Then cluster centers, is

updated as cj, where cj, j = 1, 2, 3, …, 256 and defined as Cj =1 ̸jSjj∑ xi ∈ Sjxi,
where S is original image and X is partitioned image. Set k ← k + 1 and
then distortion is computed, the distortion Dk = ∑k= j

j=1 ∑xiSj xi − cj
�� ��p. If

ðDk− 1−DkÞ ̸Dk>Q (a small number), then the process is repeated. Finally
codebook C is obtained as,C= fcj ∈ Rdjj=1, 2, 3, . . . , 256g.
Step 3—VQ encoding initial stage: In VQ encoder, each vector of input training
vector searches for its best code vector in the codebook for each input image block
the nearest code vector is computed. The number of squared Euclidean distances is
equal to ‘i’, i.e., size of the codebook. Then, the closest codeword is calculated by
finding the minimum squared Euclidean distance from itself to the original image
block [5]. The binary index of the selected codeword is sent to the decoder. The
decoder has the same codebook and can get back the codeword from given the
binary index. The VQ compressed image, i.e., Z(m, n) is reconstructed using these,
indices i, i = 1, 2, 3, …, 256.
Step 4—First stage watermark embedding: For watermark embedding in the first
phase, the threshold is set which is equal to half codebook size. Polarity is com-
puted using variance; it is set to one if it is greater than threshold else it is reset to
zero. Embedded robust watermark is generated using W1 =WR ⊕ polarity, where
WR is the robust watermark. First stage watermarking does not affect VQ com-
pressed image; this phase provides security to designed algorithm.
Step 5—Codebook1 generation second stage: The difference between first stage
input and output is calculated which is quantization error (Q) of first stage
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Q= Sðm, nÞ− Zðm, nÞ. For the second phase, codebook C2 is generated using the
method described in step 2; here partitioned error image (Q) is used in place of Si,
i.e., original image for codebook generation. After codebook generation, each
vector of training vector finds its best code vector in codebook C2 and indices
i, j=1, 2, 3, . . . , 256, is assigned to Qðm, nÞ.
Step 6—Second stage watermark embedding: This error image Qðm, nÞ, is
partitioned into 16,384 non-overlapping blocks, where Qi, (i = 1, 2, 3, …, 512).
Individual blocks of size 4 × 4 are used to embed semi fragile watermark, Ws for
s=1, 2, 3, . . . , 128. A single bit is inserted in each index in the second stage using
passkey2, which is used to assign embedding positions for adding a single bit of
semi-fragile watermark in each index. Now modified indices are used to rebuild
semi fragile watermarked image, i.e., Q′ðm, nÞ. Here passkey2 is randomly gener-
ated, so each, time algorithm is executed; key positions are different, this improves
the security of algorithm.
Step 7—Watermarked image construction: Finally, watermarked image is
obtained by combining first-stage and second-stage outputs. Thus watermarked
image is, Wðm, nÞ= Zðm, nÞ+Q′ðm, nÞ, where m= n=512.

2.3 Steps for Watermark Extraction

Once test image, i.e., watermarked image W ′ðm, nÞ is received; the watermark is
extracted from it using inverse process. The novelty of scheme is the watermark and
is embedded independently in both stages, and random keys are used for watermark
embedding, so unique keys are used for each training image.

Step 1—Partitioning watermarked image: In receiver side reverse process of
watermark insertion procedure is carried out, the received image W ′ðm, nÞ is further
partitioned into non-overlapping blocks of size 4 × 4. Simple VQ encoder is used
along with codebook1 to find encoded indices; further, these indices are used to
reconstruct the first stage o/p.
Step 2—Robust watermark extraction: In the first phase of robust watermark
extraction, codebook1 and VQ decoder is used to extract encoded indices of
watermarked image. Encoded indices are obtained by searching nearest neigh-
bourhood indices. Polarity is computed from indices of stage 1, using standard
deviation. Then XOR operation is performed between polarity and passkey1 to
obtain permuted robust watermark, the final robust watermark is obtained by the
reverse process.
Step 3—Semifragile watermark extraction: In the second stage, watermarked
image is segmented using the first phase o/p. Passkey2 is used to find the water-
marking position in the segmented image. These watermarking bits are grouped to
form semi fragile watermark Ws.
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2.4 Steps for Image Authentication and Attack
Classification

After successful extraction of the watermark in two stages, each stage’s o/p are
compared with embedded watermark to find similarity. The received image is
further tested for the possible attack using threshold-based approach.

Step 1—Imperceptibility and embedding capacity: The imperceptibility is
measured from PSNR (peak to signal ratio), the higher value of PSNR shows better
imperceptibility.

PSNR=10 log10 10
255 × 255
MSE

� �
dB ð1Þ

MSE=
1

I × J
∑

m= I − 1

m=0
∑

n= J − 1

n=0
S m, nð Þ−W m, nð Þð Þ2, ð2Þ

where I = J = 512 and m = n = 512. Mean square error (MSE) and PSNR is
computed between the original image and watermarked image using Eqs. 1 and 2.
The maximum embedding capacity (MS) of the watermarking method [19] is
calculated using Eq. 3.

MS=
M ×N
a× a

ð3Þ

where M × N is the size of cover image and a × a is the size of watermark image
size.
Step 2—Similarity check between embedded and extracted watermark: Simi-
larity between inserted and extracted watermark is calculated using normalized
hamming similarity, i.e., NHS [16]. NHS is defined as

NHS=1−
HDðX,WÞ
128 × 128

ð4Þ

where HD(.) denotes the Hamming distance between two binary images, i.e., the
number of different bits of the two binary images [16]. A closer value of NHS to
one means no distortion.
Step 3—Error pixel identification: If NHS≤ 0.099, then to find error pixels in
received image W ′ðm, nÞ, the test image ðW ′ðm, nÞÞ is XORed with received image
Wðm, nÞ. Rðm, nÞ=Wðm, nÞXORW ′ðm, nÞ, if any pixel of Rðm, nÞ is 1 it is con-
sidered as error pixel. Otherwise, if the pixel value is zero, it is not an error pixel.
Step 4—Calculation of percentage of error pixel: After identifying error pixels in
difference image Rðm, nÞ. Each error pixel is checked by using 3 × 3 pixel
neighbourhood approach. A pixel is considered as malicious pixel if more than four
pixels of its surrounding eight neighbourhood pixels are having value one otherwise
it is not a malicious pixel.
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LetN1=No of pixels having value one in Rðm, nÞ,
N =Total no of pixels in Rðm, nÞ
N2 = No of pixels having more four error pixel in its eight surrounding
neighbourhood.
T = Total no of error pixels in Rðm, nÞ, then

T1= ðN1 N̸Þ ð5Þ

T2= ðN2 T̸Þ ð6Þ

Step 5—Thresholding for attack classification: Thus, present scheme uses
threshold-based check to classify attacks. Algorithmic structure of proposed
system is

Step 6—Tamper detection and localization: If T2 is more than threshold and
NHS are less than 0.7, then the image has maliciously tampered.

3 Experimental Result and Performance Analysis

The performance of the proposed algorithm is assessed using MATLAB 10 soft-
ware; the experiment is conducted on 150, 8-bit images of size 512 × 512. These
images are further divided into 16,384 blocks of size 4 × 4. Binary watermark
images of size 128 × 128 are embedded in both stages. The codebook is obtained
using standard LBG algorithm as mentioned in step 2 of watermark embedding
subsection.
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3.1 Codebook Selection and Embedding Capacity

Table 1 shows simulation results for different combinations of the codebook here
values in rows shows codebook1 × codebook2. The table shows analysis of
watermarked image quality for various codebook sizes. It can be inferred that better
watermarked image quality is obtained when both codebooks are of size
256 × 256. Therefore, proposed work uses codebooks of size 256 × 256.

In proposed technique, robust watermark and the semifragile watermark can be
embedded following steps 3–7 of watermark embedding subsection. Embedding
capacity of the proposed scheme is calculated using Eq. 3.

MS= ð512× 512Þ ð̸128 × 128Þ=16, i.e., 1 bit of watermark can be embedded in
a block of size 4 × 4.

3.2 Robustness to Common Image Processing
Manipulations

Image processing attacks such as blurring, low-pass filtering using Gaussian filter,
salt and pepper noise, rotation at different angles and JPEG compression attacks are
performed on 120 watermarked images. Tables from 2, 3 to 4 demonstrate the result
of only 4 test images. The nomenclature used in tables are, Tw shows error pixels
obtained from extracted watermark image, T is percentage no of error pixels in
difference image Rðm, nÞ, T2 is the percentage of malicious pixels in difference
image Rðm, nÞ. It is observed that extracted image is recognizable when

Table 1 PSNR values of watermarked image from different-sized codebooks

Codebook
image

256 × 256
PSNR

256 × 512
PSNR

128 × 512
PSNR

16 × 256
PSNR

Peppers 40.1861 38.1564 39.8423 40.4231
F-16 41.7308 37.5834 37.8911 38.1272
Lena 41.7667 39.9176 37.5134 39.8133
Cameraman 41.5551 40.8254 40.7912 40.0845
Baboon 40.8900 37.6192 38.9943 40.3731

Table 2 Simulation results of watermark ed test images for Blur attack

Image Tw %T % T2 PSNR NHS
(semi)

Parameter Classification

Pepper 305 52.4 52.3 38.49 0.8112 Radius = 1 Incidental
Baboon 476 79.9 50.06 35.56 0.7067 Radius = 1.1 Incidental
Lena 326 87.7 55.12 38.86 0.8082 Radius = 1.1 Incidental

F-16 234 56.3 41.24 37.28 0.857 Radius = 1 Incidental
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NHS > 0.07 and threshold value for the image is set as 57% based on experimental
results.

Figure 1 gives the visual presentation of robustness characteristics of the scheme
for different images. From experimental results, it can be inferred that present
algorithm can clearly distinguish between malicious and incidental attacks. The
algorithm outperforms most of the recent algorithms too [2, 5, 13, 16, 19] con-
cerning image quality, attack classification and robustness for content preserving
manipulations. The extraction of the watermark is done independently in two stages
using different codebooks, i.e., codebook1 for the first phase and codebook2 for the
second stage; this resulted in improved quality of extracted watermark.

Table 3 Simulation results of watermarked test images for Gaussian filter (3 × 3)

Image Tw %T % T2 PSNR NHS
(semi)

Parameter Classification

Pepper 303 71.67 54.1 44.31 0.8163 Sigma = 0.8 Incidental
Baboon 477 80.13 45.81 36.49 0.9136 Sigma = 0.6 Incidental
Lena 815 75.48 51.8 40.46 0.9503 Sigma = 0.6 Incidental
F-16 749 67.06 37.37 37.68 0.9543 Sigma = 0.6 Incidental

Table 4 Simulation results of watermarked test images for salt and pepper noise

Image Tw %T % T2 PSNR NHS
(semi)

Noise
density

Classification

Pepper 4986 6.97 0 41.92 0.7136 0.07 Incidental
Baboon 4712 6.94 0 42.52 0.7075 0.07 Incidental
Lena 4924 6.04 0 48.76 0.7679 0.06 Incidental
F-16 4881 6.97 0.005 40.18 0.7021 0.07 Incidental

Fig. 1 Illustration of robustness nature of present scheme figure shows, a Gaussian filtered
(3 × 3 sigma = 0.6), b Blurred image radius = 2. c Rotation at 0.2 clockwise. d jpeg
compression at Q = 70. e Salt and pepper at 0.07. f Watermarked image under no attack; figures
g–k show extracted semi-fragile watermark of respective attacked images above them, and figure
l shows extracted robust watermark for attacked images
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3.3 Fragileness Characteristics for Malicious Attacks

Different malicious attacks are performed on 120 watermarked images to show the
effectiveness of scheme in detecting and localizing malicious attacks. Three kinds
of malicious attacks are applied on watermarked image, like cutting/substituting
another object, cropping a part of the image and inserting a text in watermarked
image. As shown in Fig. 2 (Table 5).

Tampering ratio = ðwindow *windowÞ ̸ total no of pixel in input image

It can be inferred from above table that proposed algorithm gives better results in
comparison to other algorithms both in PSNR and similarity factor.

Fig. 2 Illustration of malicious attacks: a crop attack and b difference image and figure g shows
extracted semi-fragile watermark, c shows cut attack, d shows difference image, h shows extracted
semi-fragile watermark, e text attack, f shows corresponding difference image, i shows extracted
semi-fragile image

Table 5 Comparative performance of different algorithm for detection capacity

Reference
no.

Tampering
ratio in %

PSNR Similarity Tampering
ratio in %

PSNR Similarity

Proposed 10 38.96 0.981 25 34.67 0.8853
[19] 50 … 0.497 25 … 0.749
[11] – – – 25 29 0.948
[20] 9.7 35.23 - - - 25 34.43 - - -
[16] 10 36.21 0.976 20 33.29 0.954
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4 Conclusions

A novel vector quantization-based semi-fragile watermarking scheme for image
authentication application is presented using two stages of watermark embedding
technique; in the first phase robust watermark is embedded while in the second
stage semi-fragile watermark is embedded using modified index method. The
novelty of proposed work is in randomness in embedding key generation, inde-
pendent watermark embedding in two stages; and threshold-based quantitative
analysis is suggested for attacks classifications. Simulation results show that the
vector quantization based watermarking method outperforms most of the previous
algorithm regarding watermarked image visual quality, robustness nature, tamper
detection, and localization. The algorithm is tested for different acceptable and
malicious attack. Certain standard image processing manipulations, such as noise
addition, rotation at different angles, JPEG compression and filtering are analysed.
The proposed algorithm can identify cut, crop, substitute and text addition attacks
as malicious attacks. Moreover proposed work shows high sensitivity, it can detect
a single pixel change in received image and can classify tampered area as malicious
for window size is 8 × 8. Thus experimental result shows the effectiveness of
vector quantization based watermarking model; which provides insights for
authentication of the image and allows better control of robustness and fragility to
content altering attacks and excellent tamper localization capacity. In future pro-
posed work will focus on content recovery from maliciously tampered image.
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XSS Attack Prevention
Using DOM-Based Filter

Asish Kumar Dalai, Shende Dinesh Ankush and Sanjay Kumar Jena

Abstract Cross-site scripting (XSS) is one of the most critical vulnerabilities found

in web applications. XSS vulnerability present in web application that takes untrusted

data and sends it to a web browser without proper input validation. XSS attack allows

the adversary to execute scripts in the victim browser which can deface web sites,

hijack user sessions, or redirect the user to malicious contents. Some of the proposed

methods to XSS attack include the use of regular expressions to identify the pres-

ence of malicious content. However, this can be bypassed using parsing quirks and

client-side filtering mechanisms such as Noscript and Noxes tool. The existing solu-

tions are comparatively slow and cannot withstand against all attack vectors. Some

of the existing approaches are too restrictive resulting in loss of functionality. In this

paper, an API for server-side response filtering has been developed. The proposed

method allows the HTML to pass through but blocks the harmful scripts. Unlike

other approaches it requires a minor modification in existing web application. The

performance evaluation shows that the proposed technique is having high fidelity

and comparatively less response time.
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1 Introduction

Cross-site scripting (XSS) is a class of attack that targets the application layer of the

TCP/IP network stack. XSS usually targets scripts embedded in a web page that is

executed on the client side (in the client’s web browser/application) rather than on

the server side. XSS occurs due to the security flaws of several client-side technolo-

gies such as VBScript, JavaScript, HTML, Flash, and ActiveX, etc. The existence

of weakness in these technologies is the prime cause of the exploit. XSS is initiated

by modifying the client-side scripts that present in the web application in a way as

desired by the adversary.

1.1 Types of XSS Attacks

Based on the method followed for the accomplishment of XSS attack, they can be

broadly categorized into the following classes.

∙ Non-persistent/Reflected XSS Attack: In non-persistent attacks the user-supplied

data is directly reflected back to the user in the form of error message, search result,

welcome message, or any other type of server response. Such kind of vulnerability

can be exploited using social engineering attack, where the attackers convince the

victim to click a malicious link that is vulnerable to XSS.

∙ Persistent/Stored XSS attack: Persistent or stored XSS is a kind of attack where

malicious scripts injected by the attacker are stored permanently in the server

either in the web pages or database. Clients who access that vulnerable web page

became a victim of XSS attack. The clients treat as a normal page from trusted

web application and interpret that without any proper HTML validation and even-

tually the malicious code incorporated in that vulnerable page gets executed at the

client side.

∙ DOM-based XSS attack: In the case of DOM-based XSS attack, the payload is

executed as a result of alteration of the DOM environment in the user web browser.

In such attack, it modifies the original client-side script so that the client-side code

runs in an undesired manner. In DOM-based XSS, the malformed script is not sent

to the web server. DOM-based XSS attack takes place when user-supplied data is

interpreted as JavaScript using methods such as innerHTML, document.write, or

eval().

1.2 Impact of XSS Attack

The severity of XSS attack may cause session hijacking by cookie stealing to get

session ID that can be used impersonate as authorized user. The attack can also allow

to access the browsing history of the victim which compromises the privacy of the

victim.
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2 Literature Survey

Researchers have proposed several client-side and server-side XSS prevention tech-

niques in the past. These techniques involve modification in a web application or

alteration at the browser of the client.

2.1 Server-Side Mitigation

There exist several XSS attack mitigation techniques that can be implemented at

client side or server side. HTML Purifier [1], AntiSamy [2] libraries are some of the

existing solution that uses input validation and blacklisting to prevent XSS. Some of

existing solutions [3, 4] are based on server-side modification. But these modifica-

tions are complex enough and generates a lot of burden for the developer to deploy

those changes to the code and also results in increased response time. The statistical

analysis method used by deDacota [5] technique prevents XSS attack by rewriting

the web application completely to remove the inline JavaScript.

2.2 Client-Side Mitigation

For mitigation of XSS at the client side, Noxes [6] is an application-level firewall that

carries all Web traffic using client-side web proxy. Noxes [6] requires user-specific

settings unlike SWAP [7] and it also if there occurs any new event that is not present

in the firewall rule it needs the user interaction. Another tool named XSS Audi-

tor [8] creates the interface between the JavaScript engine and HTML parser of the

browser and it has high performance and high reliability. Google Chrome has by

default enabled its implementation in the browser.

3 Threat Model

We need to consider the types of attacks that need to be handled before designing

any filter. In this section, we have discussed the issues that can lead to the XSS

vulnerability.

3.1 HTML5 Vulnerable Features

XSS vulnerability may be caused by some of the newly added features such as ‘aut-

ofocus,’ ‘formaction,’ ‘attribute,’ and ‘srcdoc’ attribute of <iframe> tag.
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3.2 Parsing Quirks

A different browser parses the comments in a different way. If the user-supplied data

contains comments, it could create a problem.

3.3 Event Attributes

On the occurrence of a particular event, the value associated with the event attributes

comes to action. This can be used to access DOM properties or execute the malicious

script.

3.4 Vulnerable DOM Properties

To access numerous entities of the document, the browser uses the DOM properties.

As it can access any tag and their attribute from the DOM object it can obtain the his-

tory of the document and also the user cookie, which reveals the browsing behavior

and the sensitive information about the user.

3.5 Data URIs

For saving the fetch time, data URIs are used where data pointed by the external

source can be combined within it as self-content entities. Therefore, data URIs may

be used as a medium to exploit the XSS vulnerability by including JavaScript in

them.

3.6 Encoded Attribute Values

Several encoding methods such as decimal/hexadecimal HTML character encoding,

URL encoding, Hex encoding, base 64 encoding, HTML entity encoding, etc. are

being used by the attacker to evade the filters or input validation mechanism based

on regular expressions.

3.7 Cascaded Style Sheet Vectors

Attackers can use style sheet properties like “-o-link and -o-link” source which

allows scripts as its values. For supplying CSS information and to display images

browsers like Internet Explorer support these features.
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3.8 History Tampering

The APIs like history.pushState() and history.replaceState() allow to change and cre-

ate the users history. This can be used for phishing attacks or obfuscate bad intentions

by an attacker. The attacker can change the address bar information and the location

DOM object.

3.9 HTML Tag and Attributes

Some HTML tag and their attributes can be used to redirect the user to an external

website. Therefore, an attacker may use these tags to point it to malicious contents.

4 Problem Statement

Unlike existing approaches, the proposed solution should not burden the client. The

XSS attack prevention technique should not require large changes in the existing

applications. The proposed solution should not delay the response. So, there exists a

trade-off between security achieved and the response time.

Blocking the malicious script injection and identifying novel attack vectors with-

out hampering the functionality of the application is a challenging task.

5 Proposed Method

In the proposed solution, at server side, we filter the responses, which contain user-

supplied data which reflects back to the client to be rendered in his browser. There

will be the boundary tag, which will separate all the user-supplied data in the server

response from the total content of the web application. Therefore, from the server

response, the user-supplied data are checked to for malicious scripts and are filtered

if found. After filtering the data is embedded in the user response again.

DOM-based filtering method has been used to detect and remove the malicious

scripts. To parse the user-supplied data in the DOM tree, we have used the HTML

parser. The Dom tree is then traversed as given in the following steps.

1. First of all, the entire content is decoded and converted into its original form.

2. The managed content is parsed using Jsoup HTML parser to document object

model.

3. The DOM is then examined for the presence of several event attributes. If any

of these attributes are reading any vulnerable DOM properties, then those are

filtered out from content.

4. Then filtered DOM is checked for attributes such as ‘formaction’ and if found

are filtered out.
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5. Then DOM is searched for vulnerable attributes like ‘background’ and checked

for their values against the whitelist. If attribute values are not present, then they

are removed from the output DOM.

6. Then filtered DOM is inspected for embedded CSS in <style> tag and attributes.

If the CSS content has malicious scripts, then these CSS contents are removed.

7. Then the DOM is looked for <svg> tag, and if it points to any dynamic HTML

content, then the attribute is blocked.

8. The filtered DOM is examined for a vulnerable combination of the tag attribute

pair and their values are checked with allowable extensions. If present in the

allowed file list, then kept else filtered.

9. The DOM is searched for the presence of data URIs. The values associated with

them are decoded using appropriate decoding mechanism and checked for mali-

cious content if found then removed.

10. Then resulted DOM is scanned for special tags such as <base > and <script> and

managed accordingly.

6 Implementation and Results

The most robust parser like Jsoup HTML parser [9] has been used in the proposed

method. The comment handling procedure of Jsoup has been modified as per the

requirement. And also we have modified Jsoup to support boundary tag introduced

by our method.

To filter the response from the server we used Java filter interfaces. The proposed

method has been tested on a vulnerable web application developed using JSP hosted

in the local XAMPP server.

6.1 Fidelity Results

A total of 230 different attack vectors have been taken from different sources such as

HTML5 security cheat sheet [10], XSS cheat sheet [11] has been taken to validate

the proposed model. Some of the attack vectors could not work due to the changes

in the updated browsers. The result of the attack detection and filtering is shown in

Table 1. It has been found that the proposed method can withstand all attack vectors

tested in different browsers.

6.2 Response Time Analysis

To analyze the response time, we have used the Firefox web browser along with the

XAMP server. The firebug add-on is used to calculate the response time. For each
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Table 1 Attack detection and filtering statics of the proposed method

Browser No. effective attack

vectors

Attacks detected and

filtered by proposed

method

Undetected attack by

proposed solution

Firefox 39 108 108 0

Chrome 44 106 106 0

IE 11 119 119 0

Opera 31 115 115 0

Safari 5.1.7 104 104 0

Table 2 Response time statics of the filter

Size KB

(Approx.)

Response time

w/o filter (in ms)

Response time

with filter (in ms)

Difference in

response time (in

ms)

Response factor

2 8.6923 33.2307 24.5384 2.823

10 14.461538 55.08255 40.6210 2.8089

50 39.9580 151.7272 111.7692 2.7961

100 85.0019 306.6676 221.6657 2.6077

200 137.1838 501.1111 363.9273 2.6528

Fig. 1 Response time comparison

page of certain size 20 reloads have been done and the average time is calculated for

analysis. Table 2 shows the detail statistics of response time.

The comparison results of the proposed method against SWAP [7] are shown in

Fig. 1.
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7 Conclusions and Future Work

Rather than using modified web browser as proposed by Wurzinger et al. the pro-

posed technique uses an API to stop the malicious scripts from being executed. The

results show that our method has less overhead than its counterparts. Unlike the

method proposed by Chandra et al. our technique blocks the XSS attack for all pop-

ular web browsers instead of the one which is being used for malicious script detec-

tion.

As the proposed method is implemented on the server side it can only detect and

block the server-side attacks but cannot detect the DOM-based XSS attacks. The

proposed method uses whitelist-based approach, and all known XSS vulnerabilities

present in JavaScript and HTML5 that are available to date are included in the list. A

zero-day attack may bypass the proposed filtering mechanism, and there are further

research scopes to address the zero-day attacks.
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Friendship Recommendation System Using
Topological Structure of Social Networks

Praveen Kumar and G. Ram Mohana Reddy

Abstract Popularity and importance of Recommendation System is being increased

day by day in both commercial and research community. Social networks (SNs) like

Facebook, Twitter, and LinkedIn draw more attention since without any previous

knowledge a lot of connections have been established. The creation of relationship

between users is the key feature of a social network. Therefore, it is important for

researchers to look for a new way to provide recommendations with more relevance.

This paper proposes two algorithms for recommending a new friend in online social

networks. The first algorithm is based on the number of mutual friends and sec-

ond is based on influence score. These recommendation algorithms use collabora-

tive filtering and provide the idea of doing recommendations (e.g., Facebook recom-

mend friends, Netflix suggest movies, Amazon recommend products, etc.). Obtained

results and analysis indicate that influence-based recommendation system is more

accurate as compared to mutual friend-based recommendation. These proposed rec-

ommendation algorithms can be used for the development of an effective social net-

working or e-commerce site and thereby providing a better experience to users.

Keywords Recommendation system ⋅ Social networks (SNs) ⋅ e-commerce ⋅
Facebook ⋅ Twitter

1 Introduction

Recommendation system has become popular in social network and e-commerce ser-

vices [1] in order to reduce the search query generation and processing. It helps

people make new friends in Social Networks or suggest related products to buy. As
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background, generally recommendation systems make a list of recommendation by

using two approaches: through collaborative or content-based filtering.

Collaborative filtering methods predict what users will like based on their simi-

larity with other users by collecting and analyzing a large amount of information on

users preferences, activities, and behaviors. In simple words, it predicts the future

behavior/preferences with similarity of some other users behavior/preferences [2] in

the past. For e.g. suppose User1 likes A, B, and C and User2 likes A, B, C, and D then

it stands for the reason that User1 will like D as well. This recommendation system

does not consider any other information about the objects like their characteristics,

color, size, etc. These all objects A, B, C, and D can be a person, product, place, or

anything else.

Contents-based filtering methods consider the characteristics of objects we like

and based on these characteristics it suggests similar sorts of objects. Keywords are

used in content based filtering to describe the item and based on the type of item

a user likes, a user profile is built [3]. This type of recommendation system recom-

mends the best matching objects among various candidate objects which are similar

to those that a user is liking at present or liked in the past.

For online social networks [4], recommendations can be done by utilizing two

features: topological structure and non-topological structure (user profile) of a social

network. Topology-based recommendation systems are mainly based on the connec-

tivity of users, checks whether friend of friends of existing user can become new

friend to that user. In this method, similarity between nodes are obtained by using

intrinsic properties of network structure. Non-Topology-based recommendation sys-

tem uses the other information (like interest, location, age, etc.) from user’s profile.

A key issue with content-based filtering and recommendation system is that it

is limited to recommend only similar type of objects which user has already used

or using at present. This is having less significant when other objects from other

environments can be recommended based on his friends’ preference.

The core idea behind the proposed work is to use Collaborative filtering for

friendship recommendation. First, we designed an algorithm considering friends-

of-friends and mutual friends for recommendations. Second, we proposed an idea of

influence in friendship recommendation by prioritizing the nodes or person having

lesser friends and have greater influence on their friends for suggesting a new friend.

The Key Contributions of this paper are:

∙ Design and development of two Friendship Recommendation algorithms consid-

ering number of mutual friends and influence factor.

∙ A comparative study and analysis for accuracy of both algorithms on a large-scaled

standard data set of Facebook and Twitter SNs.

The rest of this paper is organized as follows: Sect. 2 deals with the Related Work;

Sect. 3 explains the Proposed Methodology; Sect. 4 deals with the Results and Anal-

ysis; finally concluding remarks and future work are included in Sect. 5.
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2 Related Work

In this section, we review some of the earlier work including recommendation tech-

niques and methods used in the area of recommendation system of online social net-

works. There are several existing works in this area, some of them incorporated the

idea of user’s reviews using collaborative filtering [5, 6], whereas others use social

network structure for development of recommendation systems.

Garton et al. [7] described the various parameters (like content, location, strength,

directions, etc.) that can be used to characterize connections between users. Gra-

novetter [8] advanced the weak-tie theory (i.e., distant and infrequent relationship)

and proposed an efficient knowledge sharing by bridging the non-connected groups

and individuals in an association’s network.

Jin Xie et al. [9] proposed a recommendation method using collaborative filter-

ing based on homophile and heterophile values. They considered user’s behavior

analysis in terms of similarity as well as diversity between their friends. This idea

has a limitation in the scenario of dynamically changing behavior of followers in a

Twitter-like social network. Table 1 summarizes the merits and demerits of various

earlier work in this area.

These limitations of existing work motivate us for the design and development of

recommendation system which can achieve more accuracy.

Table 1 Literature survey of existing works

Author Merits Demerits

Golder et al. [10] Leveraged the idea of “Shared

interest and Audience,”

“reciprocity,” “Filterd people”

Did not validate their model

Gracia and Amatriain [11] Identified important factors,

e.g., Activity, popularity,

locations, Tweet contents, etc.

Good performance

Difficult to scale, not feasible

to use for general public

Armentano et al. [12] Explore the target user’s

followers and followees

Analysis performed just on a

little number of users or nodes

and further analysis is needed

Zhang L.Z., et al. [13] Considered four interaction

attributes (interaction

frequency, interaction quality,

seriousness, and common

interest)

Limited to topology-based

graphs and depends on user

behavior in different

environment

Shen D., et al. [14] Modeling of user interest

based on their blogs or their

behavior history

Not feasible to all kind of users

who do not have blogs or do

not share behavior and

interests
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3 Proposed Methodology

In the context of development of recommendation system for online social networks

or e-commerce sites following sections describe the proposed approach in details.

Complete work flow of both proposed recommendation algorithms has been shown

in Fig. 1.

3.1 Friendship Recommendation

In any social network, recommending a new friend is just the answer of a simple

question “For user X, who is the best person to be recommended as new friend”?

In order to get answer for this question for user X, we can make a list of some non-

friends of X in order of best friend recommendation to worst friend recommendation.

Fig. 1 Work flow of

proposed recommendation

system
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Fig. 2 Sample graph for demonstration of calculation of friendship and influence score

And we can select the top elements of list who is neither friend of X nor X itself.

The recommended list may include all or a few of non-friends which depends on

recommendation algorithm. Also a point here to be noted is that obtained result need

not be symmetric always i.e. for user A, recommended friend can be B but for B it

is not necessarily to be A.

Both algorithms proposed here, assigns a number called score to each potential

friend. Higher is the score, higher is the similarity among users. Figure 2 shows the

sample graph taken for demonstration of proposed algorithms.

3.2 Recommendation Based on Number of Mutual Friends

The idea here is that if X is friend of Y’s friend then may be he should be Y’s friend

too. If many of Y’s friends are friend of X then X may be an even better friend

recommendation for Y. With whom the person Y is having maximum number of

common friends is the best friend recommendation for Y. In the graph shown in Fig. 1

the friendship score of all these (non-friends with Praveen) users (Anurag, User1,

User2, . . . , User999) is 1 because they have only one mutual friend with Praveen.

So they all are equally likely to be recommended as a new friend for Praveen. The

contribution of each common friend is 1 in the calculation of friendship score.

Algorithm 1 describes the procedure of the Mutual Friend based Recommen-

dation system. There is a calculation of friendship score based on No of Common

Friends between user and his friends-of-friends, which is a characteristic of the algo-

rithm. It acts as the rank of user being recommended in the calculated recommenda-

tion list.
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Algorithm 1: Recommendation based on Mutual Friends

Data: Graph dataset (G) having edge lists of connected users

Result: Getting Recommendation for friends

1. find Friends (G, user)

2. find Friends-of-friends (G, user, radius)

3. find Mutual_friends (G, user1, user2)

4. No_of_Mutual_friend_map(G, user)

5. for each friend-of-friend

6. calculate length_of (no. of common friend with user)

7. return (friend-of-friend, rank)

8. Recommend_by_Mutual_Friend()

9. Sort the list and return top entries from list as recommended friends

3.3 Recommendation Based on Influence

Recommendation based on the Influence uses the idea of prioritizing the nodes which

are having more influence in recommendation. As a concrete example let us suppose

a hypothetical situation for the graph shown in Fig. 2:

∙ Deepak and Haris are two of Praveen’s friends.

∙ Deepak is having only two friends (Praveen and Anurag).

∙ Haris is having total 1000 friends (including Praveen).

∙ Deepak and Haris do not have any mutual friend.

Since Deepak is highly selective in making his friends and Praveen is one of

his friend, so Praveen is likely to have a lot of common in Deepak’s other friend

Anurag. Whereas Haris is indiscriminate and there is not a strong reason to believe

that Praveen should be friend with any particular friend of Haris. In this case the

Influence Score of Anurag is 1/2, and each of Haris’s friend would have a score of

1/1000. This can be understood as, each friend X of Praveen has a total influence

score 1 to contribute in recommendation, and divides this influence score 1 equally

among all friends of X.

Algorithm 2 describes the procedure of the Friendship Recommendation system

based on the Influence. There is a calculation of Influence score based on idea that

each friend of user has influence score of 1 which it divides among all of his friends,

which is a characteristic of the algorithm. It also acts as the rank of user being rec-

ommended in the calculated recommendation list.

4 Results and Analysis

For Implementation purpose of our proposed algorithm, we took a sample graph

consist of 11 nodes and made our algorithm generic for any large-scaled real Social

Network Graph.
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Algorithm 2: Recommendation based on Influence

Data: Graph dataset (G) having edge lists of connected users

Result: Getting Recommendation for friends

1. find Friends(G, user)

2. find Friends-of-friends(G, user, radius)

3. Influence_map(G, user)

4. for each friend-of-friend

5. find Mutual_friends(G, user1, user2)

6. for each Mutual_friend

7. influence_score=(1.0/len(friends(G, mutual_friend))

8. return (friend, rank)

9. Recommend_by_Influence()

10. sort the list and return top entries from list as recommended friends

PerformanceMetrics: For the measurement of degree of closeness of the obtained

recommendation to the real preference of user, a numerical representation for accu-

racy has been considered. Accuracy is a widely used prediction metric in order to

measure the quality of closeness of result obtained by an application with the real

value, and for recommendation system it can be formulated as:

Accuracy =
total_no._of_successful_recommendations
total_no._of_possible_recommendations

A recommendation can be considered successful if the recommended friendship is

very close to the actual willing of user to make friendship with that recommended

user.

Experimental Setup: In order to achieve and prove the effectiveness and efficient

execution of our proposed algorithms we did experiment on large scale datasets

of Facebook and Twitter available on http://www.snap.standford.edu [15] . These

datasets are consist of 88,234 friendship edges between 4039 users and 1,768,149

friendship edges between 81,306 users of Facebook and Twitter respectively. We run

our test on Quad core Intel i7-2600 with frequency 3.40 GHz and 8 GB RAM. Run-

ning these algorithms with these large data sets took around 20 and 75 s, respectively,

on Facebook and Twitter data.

Experimental Result: We performed experiment and tested our proposed recom-

mendation algorithm in the following steps:

1. Randomly selected a friendship connection of real friend from Graph data; say

two friends User1 and User2.

2. From the graph we removed that friendship connection selected in step 1.

3. Calculated friendship recommendations for User1 and User2 using proposed

algorithms.

4. Obtained the rank of User1 in the friend recommendation list of User2.

5. Obtained the rank of User2 in the friend recommendation list of User1.

6. Performed the accuracy measurement.

http://www.snap.standford.edu
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Table 2 Obtained recommendation list with score for user 1941 with randomly chosen 2000 edges

10 times for both recommendation algorithms

Trial no. Recommendation by mutual friend

method

Recommendation by influence method

1 [(‘2433’, 1), (‘2376’, 1), (‘2356’, 1)] [(‘2026’, 0.33), (‘1947’, 0.33), (‘2433’,

0.16)]

2 [(‘2007’, 1), (‘1912’, 1)] [(‘2007’, 0.5), (‘1912’, 0.5)]

3 [(‘2187’, 2), (‘2600’, 1), (‘2589’, 1)] [(‘2054’, 0.5), (‘2187’, 0.41), (‘2600’,

0.25)]

4 [(‘2532’, 1), (‘2471’, 1), (‘2464’, 1)] [(‘1997’, 0.5), (‘2471’, 0.33), (‘2328’,

0.33)]

5 [(‘2223’, 1), (‘2199’, 1), (‘2169’, 1)] [(‘2223’, 0.5), (‘1948’, 0.5), (‘1912’,

0.5)]

6 [(‘2550’, 1), (‘2340’, 1), (‘2123’, 1)] [(‘2032’, 0.5), (‘1912’, 0.5), (‘2550’,

0.25)]

7 [(‘2294’, 1), (‘2223’, 1), (‘2032’, 1)] [(‘1940’, 0.5), (‘2294’, 0.33), (‘2223’,

0.33)]

8 [(‘2533’, 1), (‘2462’, 1), (‘2267’, 1)] [(‘2533’, 0.5), (‘2267’, 0.5), (‘2203’,

0.33)]

9 [(‘2059’, 2), (‘1953’, 2), (‘2468’, 1)] [(‘2059’, 0.53), (‘1953’, 0.53), (‘2071’,

0.5)]

10 [(‘2414’, 1), (‘2244’, 1), (‘2147’, 1)] [(‘2147’, 0.33), (‘2003’, 0.33), (‘1945’,

0.33)]

Accuracy Measurement: For both recommendation algorithms proposed here, we

performed the above experiment 10 times each by increasing the number of cho-

sen friendship edges (10000, 20000, 30000, . . . , 80000, 88234) using the Facebook

standard data. Within the recommendation list we computed the average rank of the

correct recommendation. While computing the average rank that particular trial was

ignored when recommendation list did not contain correct recommendation.

To prevent our results being skewed by different random choices, we evaluated

both recommendation algorithms with the same random choice. In other Words it

can be said that the random choices made each time, has been used to evaluate both

recommendation systems, then went for the next choice.

Obtained results shown in Table 2 clearly indicate that there is a significant differ-

ence in recommendation list between proposed Algorithms 1 and 2. In the Table 3,

we show the accuracy of both algorithms for different number of randomly selected

edges.

Comparison graph of these algorithms shown in Fig. 3 clearly describes that rec-

ommendation system based on Influence gives recommendations with more accu-

racy and is very close to the real choice of the user to make new friends. Both algo-

rithms perform well on large scaled data sets.
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Table 3 Obtained accuracy with randomly chosen edges based on 100 trials for both recommen-

dation algorithms

No of nodes taken randomly Accuracy with mutual based

recommendation

Accuracy with influenced

based recommendation

10000 57.4 82.8

20000 63.6 86.1

30000 67.2 74.3

40000 74.7 89.4

50000 83.0 87.2

60000 85.4 86.1

70000 92.8 88.0

80000 90.5 96.5

88234 87.1 97.2

Fig. 3 Accuracy graph for proposed Algorithms 1 and 2

5 Conclusion and Future Work

Recommendation algorithms for Online social networks or e-commerce sites can

be designed by considering several factors including behaviors, locations, similarity

interest, features of products, etc. based on collaborative filtering or content-based

filtering or a combination of both. Content-based filtering is lesser effective for rec-

ommendation in comparison of collaborative filtering as it is limited to recommend-

ing content of the same type as the user is already using. In this work two collabora-

tive filtering-based recommendation algorithms have been proposed and their com-

parative study shows that recommendation based on influence gives more accurate

recommendations as compared to common friend based recommendation. Process-

ing of proposed algorithms with a very large scaled graph data sets of social networks
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is less efficient for centralized system with general configuration, as it is less suitable

for dynamically increasing and scaling number of nodes day by day. This need loss-

less partitioning and distribution of nodes for efficient execution of these algorithms

in distributed system, we consider it as our future work.
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Personalized Recommendation Approach
for Academic Literature Using
High-Utility Itemset Mining Technique

Mahak Dhanda and Vijay Verma

Abstract As the size of digital academic library is increasing enormously, it has
become arduous for the researchers to identify the papers of their interest from this
repository. This has escalated researcher’s attention toward the implementation of
Recommender Systems (RS) in academic literature domain. The content-based and
collaborative filtering-based techniques when applied in the academic literature
domain, fail in reflecting the researcher’s personalized preferences in terms of
recentness, popularity, etc. This article presents a Personalized Recommendation
Approach for Academic Literature which is based on High-Utility Itemset Mining
(HUIM) Technique. This approach uses the content of the paper along with user’s
personalized preference, for making recommendations. Here, we have utilized a
highly efficient HUIM algorithm, EFIM, which has been recently introduced in the
literature, to mine the papers having higher utility to the user. Experimental eval-
uation proves that our work satisfies the researcher’s personalized requirements and
also outperforms the existing personalized research paper recommender systems in
terms of its time and space complexities.

Keywords Academic literature ⋅ Content-based filtering ⋅ Minimum utility
threshold ⋅ High-utility itemset mining ⋅ Recommender system

1 Introduction

The exponential growth of information on the web has made it onerous for the users
to find the information pertinent to them. RS has emerged as revolutionary idea to
endure this situation. It is a software tool that could suggest the user with the
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information to be of their use. Many recommendation approaches are available
presently that can me majorly classified in two classes: collaborative filtering and
content-based filtering. In collaborative filtering recommendation is made on the
basis of ratings by the similar users, whereas in content-based techniques recom-
mendation is made by finding the similarity between item’s features and features of
user as per his profile.

RSs can be adapted to work in academic literature domain also. As the size of
the academic literature library is growing enormously, researchers find it burden-
some task to find the research papers akin to them. To get by this situation, we here
propose a personalized recommender system for research papers that takes into
consideration user’s personalized requirements along with the content quality. In
this, the HUIM technique is used to find the degree of relevance of a research paper
to the user and recommend only the High-Utility Reference-sets (HURs). The
proposed technique works in two steps (1) research papers akin to user’s topic of
interest are selected using content-based filtering method; (2) from the selected
research papers HURs are selected (whose utility cross the minimum utility
threshold ϴ provided by user).

The rest of the article is organized as: Sect. 2 summarizes the related develop-
ment in the concerned field; Sect. 3 details the proposed approach; Sect. 4 contains
the simulation results and conclusion is added as Sect. 5.

2 Related Work

RSs are responsible for suggesting the users with information that may be pertinent
to them. The recommendation approaches are mainly classified in two groups
(1) collaborative filtering; (2) content-based filtering. Both types of approaches
focus on relevancy of information to the user on the basis of either user’s analogous
users or user’s own profile without considering any customization of preferences
[1–3].

RSs have become an important part in many application domains, e.g.,
e-commerce [4], e-learning [5], etc. Research paper Recommender Systems tend to
recommend papers either on the basis of its citation frequency or by the relevance
of its contents to the user but do not contemplate user’s personalized preferences [6,
7]. Recommendation approach based on utility has been developed to address
user’s personalized requirements but lacks in efficiency because it relies upon
Two-phase algorithm [8], for mining HURs, which has large space and time
requirements [9].
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3 Proposed System

Our developed approach is a personalized recommendation approach for academic
literature that works using HUIM technique EFIM. The entire task of recommen-
dation is accomplished in two steps (1) selecting the papers akin to user’s topic of
interest; (2) recommending papers having higher usefulness to the user.

3.1 Architecture of the System

The basic architecture of the system is as shown in Fig. 1.

3.2 Working

Step I Filtering on the basis of research paper’s content:

In this step the complete repository of research papers is partitioned into ‘k’
clusters using the PLSA algorithm. Each cluster is accredited with a topic implicitly
and then for each paper its probability of fitting to a particular cluster is calculated
on the basis of their word distributions. A paper is assigned to the cluster with
which its association probability is greatest. Once the clusters are made closeness of
each cluster to user’s topic of interest is determined using the similarity measures.
The cluster with highest affinity toward user’s topic of interest is selected to work
upon further. While all the other clusters are discarded avoiding unnecessary
overhead.

Fig. 1 Architecture of the system
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Step II Filtering on the basis of user’s personalized requirements:

In order to meet user’s personalized requirements (authority, publishing date,
etc.) the system employs the HUIM technique, EFIM, which will provide the user
with the reference-sets that best suits his requirements. HUIM algorithms are used
to find out the items with utility crossing ϴ. In academic domain, utility specifies
degree to which paper is preferred by the user. It can be specified on the basis of
date of publishing or publishing authority, etc. In this domain, EFIM is applied on
papers instead of the transactions. Also items are replaced by references and
itemsets with reference-sets. In this, the internal utility (i) of a reference is either 1
or 0 defining if a reference is used in a paper or not. The external utility (e) is
provided by user according to his preferences (which is publishing date here). The
utility of a reference in any paper, u(r, P) = i * e where i and e are the internal and
external utilities of a reference, respectively, and the utility of a reference-set (R) is
the sum of utilities of all the references present in the set. A utility threshold ϴ will
be provided by the user which defines the minimum utility bound to be satisfied by
the paper to get recommended. Only those reference-sets are then recommended
whose utility ≥ ϴ and for catching out these reference-sets HUIM algorithm EFIM
is used. EFIM discovers all the HURs in a single phase. For this it uses the concept
of projected database, transaction merging, remaining utility, and utility list [10].
From the set of HURs found out by EFIM top most HURs are recommended to
user.

3.3 Example

Consider the dataset in Table 1 as running example. Here, columns represent the
references used in papers while rows represent the papers present in the dataset. Entry
in each cell denotes the number of times citation is given to a reference in a paper.
Table 2 gives the utility value (weights) assigned to each reference by the user.

Table 1 The research paper repository

ID of paper Reference r1 Reference r2 Reference r3 Reference r4

P1 1 1 0 1
P2 0 0 1 0
P3 0 0 1 0
P4 0 1 0 0
P5 1 0 1 1

Table 2 Weightage given to
references by the user

Reference r1 r2 r3 r4

Weight Assigned 4 3 1 1
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Here utilities of different reference-sets are: u({r1}, P1) = 4, u({r1}) = 8, and u
({r1, r4}) = u({r1, r4},P1) + u({r1, r4}, P5) = 5 + 5 = 10.

If the ϴ is set at 9, reference-set {r1, r2} will not be recommended. But if ϴ is 7,
{r1, r2} will be a HUR and hence recommended. If we consider recommendation
based on citation frequency and set ϴ as 3 then r3 will be recommended to the user
but if we check the utility-based recommendations r4 is not HUR as u({r3}) = 3
which is less than the ϴ, i.e., 7. Hence r3 is not recommended to the user which
indicates that r3 cannot fulfill user’s personalized requirements. All the possible
reference-sets for the above example are shown in Fig. 2. The numeric values
denote the utility value of that reference set. If ϴ is set as 7 then only the
reference-sets with utility value ≥ ϴ will be HURs and hence will be recom-
mended to the user. Reference-sets {r1}, {r1 r2}, {r1 r4}, {r1 r2 r4} are HURs
found out by EFIM (in dark solid circles) and hence are recommended to the user.

4 Simulation Results

4.1 Data Set

To evaluate our proposed approach, a real-world dataset, ACL Anthology Network
[11] is used. It is a citation network of research papers collected by ACL from its
various venues. Because the topic of data set is already consistent, we will directly
mine HURs from the database. There is no need to perform filtering on the basis of
contents. We are considering the collection of research papers with publishing date
between 1965 and 2007. The “publishing date” is used as the factor through which
personalized requirements of the user will be fulfilled. The weightage will be
provided to the research papers explicitly by the user on the basis of their pub-
lishing date. Preprocessing of the data is done. The ACL repository contains various
research papers along with the citation network of those papers. To apply HUIM
techniques each paper Pi is treated as a transaction with references denoting the
items in transaction, to make transaction-itemset network. For this some IDs

Fig. 2 Possible
reference-sets
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(unique) have to be assigned to the papers and papers are represented in the results
as these IDs only.

4.2 Results

We have performed various experiments to check the capability of our system as:

1. Recommendation on the basis of citation frequency, where the weight of papers
on the basis of their publishing date is same.

2. Recommendation on the basis of utility of reference-set using Two-phase
algorithm. The references with publishing date as 2005–2007, 2000–2004,
1990–1999, 1965–1989, get the weightage 20, 10, 5, and 1, respectively.

3. Recommendation on the basis of utility of reference-set using EFIM algorithm.
The references with publishing date as 2005–2007, 2000–2004, 1990–1999,
1965–1989, get the weightage 20, 10, 5, and 1, respectively.

In experiment 2 and 3 we have used ϴ as 2000. ϴ can be given any random
value depending on the requirements of the user.

In Table 3, the variations between the results of 1 and 2 experiments are shown
as bold entries. The reference-sets {2480, 1953}, {2598, 1953}, {2480, 1869},
{2598, 1950} are discovered by the EFIM-based filtering but not by the filtering on
the basis of citation frequency. Whereas the reference-sets {1869, 13}, {1950, 13},
{1902, 13} are discovered by the citation frequency-based filtering but not by
EFIM-based filtering. The references 2480 and 2598 are published in year 2007 and
2005, respectively, which have been provided with higher weightage by the user
(because of their recentness). Whereas the reference 13 is published in year 1993 so
less weightage is given to it by the user (as it is older). Hence the reference-sets
including 13 are not HURs. This proves that our proposed approach not only brings
the HURs into the recommendation list but also removes the reference-sets with

Table 3 The reference-sets
obtained after performing
experiment 1, 2, and 3

Rank Experiment 1 Experiment 2 Experiment 3

1. 1953 1902 1953 1902 1953 1902
2. 1950 1953 1950 1953 1950 1953
3. 1869 13 2480 1953 2480 1953
4. 1950 1902 2598 1953 2598 1953
5. 1950 1953

1902
2480 1869 2480 1869

6. 1869 1950 1950 1902 1950 1902
7. 1869 1902 2598 1950 2598 1950
8. 1950 13 1950 1953

1902
1950 1953
1902

9. 1869 1953 1869 1950 1869 1950

10. 1902 13 1869 1902 1869 1902
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lesser utility. As the reference-sets appearing in columns third and fourth are same,
this proves that both the utility-based recommendation approaches
(Two-phase-based and EFIM-based) provides same results but the difference lies in
the time and space complexities of both.

The EFIM-based recommendation approach consumes less space and time than
Two-phase because no intermediate results are generated (no candidate-generation
step) and also it uses highly efficient search space pruning techniques. Graph in
Fig. 3 verifies that the proposed EFIM-based approach is four to five times faster
than the Two-phase based approach for every minimum utility threshold.

5 Conclusion

In this article, we have proposed a Personalized Recommendation Approach for
Academic literature using High-Utility Itemset mining Technique. We have used
the concept of utility for this that helped to provide recommendations to the user by
taking into account their personalized requirements also. The utility of a reference is
defined in two parts as internal and external utility. The approach not only provides
quality in recommendation by filtering on the basis of contents but also satisfies
user’s personalized requirements by utility-based filtering. EFIM algorithm is fol-
lowed to give high-utility reference-sets as output. Simulation results prove that
different reference-sets are recommended changing the external utility value and
also the proposed approach successfully fulfills the user’s personalized
requirements.

Fig. 3 Comparison of
execution time
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An Estimation of User Preferences
for Search Engine Results and its Usage
Patterns

Nidhi Bajpai and Deepak Arora

Abstract The fields where an exhaustive understanding of user preferences can be
applied include web page ranking, web search personalization, and search engine
adaptation. The most important use of an understanding of how people use search
engines and what they want from them is the immense scope it creates for system
improvement. System improvement means evolving search engines to constantly
exceed user expectations. Various approaches like creating user profiles, saving
logs of user search patterns, evaluating users’ browsing behavior, etc., have been
used to determine user preferences. This research work aims to determine different
aspect of user preferences in respect of Search Engines. The authors present a
method to analyze and evaluate user preferences for search engines based on an
experiment, which was conducted on working professionals employed in various
domains like software companies, law firms, banks, educational institutes, gov-
ernment, etc. The sample of the study has 120 working professionals working in
different domains.

Keywords Search engine ⋅ User preference ⋅ Internet ⋅ Search engine result

1 Introduction

Search engines have seen revolutionary changes in both the way they work as well
as the users’ perspective of using them. A study of user preferences is required to
have a greater understanding of the needs and expectations of users from search
engines. The relevant results from such a study can be used in development,
deployment, and maintenance of search engines [1].
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This research work intends to determine and evaluate user preference for search
results and usage, which will help in taking future steps for system improvement.
The authors have presented different aspects of user preferences. These aspects are
studied and analyzed from users’ perspective and domain wise analysis of theses
aspects is performed. Different domains include software companies, law firms,
banks, education, government offices, and ‘others’.

This research work starts with the detailed study of aspects of user preferences
for search engine results and usage with users’ response on each aspect. After that,
the methodology used in the research work is presented. This is followed by
evaluation, analysis, and graphical representation of results and domain wise
analysis of these results. Finally, the conclusion and future scope is defined.

2 Identification of Different Aspects of User Preferences
and Experimental Setup

In order to derive these preferences, the authors conducted an online experiment on
working professionals employed in different domains as indicated above. In this
experiment, few questions related to search engine were presented to the partici-
pants. Based on the input received from the participants, the authors have deter-
mined different aspects of user preferences. These different aspects of user
preference are discussed in the headings below.

2.1 User Preference for Private Search

When users are searching for information using search engine, different logs are
created both at the search engine side and browser side [2]. Search engine logs
contains details like query string, timestamp of query, IP address, click through
URLs, search results,and links traversed by the user [2]. This information is logged
for various purposes. Thus, it is evident that in normal search engine browsing,
large amount of details related to the user are logged or saved in the system. Private
search provides freedom to its user to search without the aforesaid details being
logged. Private search disables all the logs and cookies, and no information is saved
in regards to the user and his/her search details, etc. Private search aims to respect
users’ privacy while searching information through search engines. Private search is
thus one of the aspects of user preference. The findings to this aspect are shown in
Table 1. Show three important results:

• It was found that 65% of working professionals in different domains feel that
privacy is an issue while using search engines.

• The majority of working professionals surveyed, i.e., 87.50% of working pro-
fessionals prefer private search over normal search.
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• Out of 120 professionals, 98 professionals are not willing to pay at all for the
private search; however, 22 said that they were willing to pay for private search.

• This shows that 18.33% of working professionals are even willing to pay for
private search.

2.2 Preference for Number of Search Results

In order to retrieve information from search engines, users input queries in the given
query box. In response to this user query, search engines display a result page
which consists of different results arranged according to the ranking algorithm used
by a particular search engine [3]. A search engine result page (SERP) consist of a
number of results and search results are divided over various SERP based on the
search engine used.

Findings on this aspect of user preference are shown in Table 2. It is said that
86.67% of working professionals are interested in less number but optimum results,
while only 13.33% of users were interested in large number of results and SERPs.
This clearly indicates that there is need to optimize the accuracy of results shown in
the SERP rather than showing large number results in a SERP or showing large
number of SERP.

Table 1 Findings for private search

Value Frequency Percent
(%)

Do you feel privacy issue while using search
engine?

Yes 78 65
No 42 35

Do you want your search history to be
private?

Yes 105 87.50
No 15 12.50

How much are you willing to pay for private
search?

I will not pay 98 81.67
Up to Rs. 500 per
month

18 15

Up to Rs.1000
per month

4 3.33

Table 2 Findings for preference for number of search results

Frequency Percent Valid percent Cumulative percent

Less but accurate results 73 60.8 60.8 60.8
More no. of results 16 13.3 13.3 74.2
Optimum result 31 25.8 25.8 100.0
Total 120 100.0 100.0
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2.3 Generalized Results Versus Customized Results Versus
Personalized Results

Personalized results are created by a filter that takes various parameters like users’
browsing history, past browsing preferences and location into account [4].
Customized results were also one option in this experiment. Customized results in
this experiment are described as results, which are based not only on the query but
also the custom options selected by the user at the time of submitting a query.
Generalized results are results,which are displayed based on ranking algorithms
only and no other filtering of user options or history is taken into account.

The findings for this aspect of user preference are shown in Table 3. It is said
that majority of users (54.17%) are interested in customized results, which gives
more freedom to user in terms of filtering options and gives a more focused view of
the web as compared to generalized search. Second preference among users is for
generalized results (32.50%), which gives complete view of the web to the user. The
least preferred search results are for personalized results with only (13.33%) of the
respondents’ opting for them.

There is a common criticism that personalized search does not provide a com-
plete view of the web to the user [5]. There was much hype with the release of
personalized search but according to this research work, personalized results are
least preferable as per the statistics.

2.4 Organic Versus Sponsored Results

Organic results are the ‘natural results’, which are based on the relevance of the user
search query and are ranked accordingly whereas sponsored results are paid
advertisements [6]. Meaning that the web page owner has to pay to have their link
displayed on SERP for certain keywords. Payments are made on the basis of clicks
made on the link for the advertisement this is known as pay per click (PPC).

The users can easily distinguish between organic result and sponsored result
because the search engine keep them separate by placing them to the right of
organic result or sometimes they are placed above the organic results, sometimes
sponsored links have shaded background, border lines and other formatting features
which keeps them separate from organic results.

Table 3 findings for type of results

Frequency Percent Valid Percent Cumulative Percent

Customized search 65 54.2 54.2 54.2
Generalized results 39 32.5 32.5 86.7
Personalized results 16 13.3 13.3 100.0

Total 120 100.0 100.0
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The finding to this aspect is shown in Table 4. Says that 85.83% professionals
never click on the sponsored link. In this way, the organic results that are the natural
results are preferred by the users.

2.5 Number of Search Engine Result Page

A number of search engine result page (SERP) are displayed in response to every
query entered by the user. The SERP are arranged based on the particular search
engine-ranking algorithm. In this study, the authors asked the participants in the
experiment about the number of SERP pages up to which their search is limited to.

The finding about this aspect is shown in Table 5. Says that 72.50% of users’
search is limited from 1 to 3 pages only. Authors believe that more emphasis should
be paid to first three SERP as majority of users search first three SERP for results.

2.6 Search Bias Versus Search Neutrality

Search neutrality is a principle that states the search results displayed by the search
engine should be based only on the relevance and ranked according to them [7, 8].
The search results should be impartial and unbiased, whereas search bias is the
opposite of search neutrality where the search engine favors few websites over
others in the ranking order in the SERP displayed [7, 8]. Search neutrality favors
organic results while search bias favors paid results and sponsored links. The users’
opinion about search bias and search neutrality is analyzed in this research work.

Table 4 Do you click on advertisement which appear while using search engine?

Frequency Percent Valid percent Cumulative percent

No 103 85.8 85.8 85.8
Yes 17 14.2 14.2 100.0
Total 120 100.0 100.0

Table 5 Findings for number of search engine result page

Frequency Percent Valid percent Cumulative percent

More no of pages 33 27.5 27.5 27.5
Page 1 results 47 39.2 39.2 66.7
Page 2 results 30 25.0 25.0 91.7
Page 3 results 10 8.3 8.3 100.0
Total 120 100.0 100.0
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According to this experiment, 48.33% feels that there is search neutrality while
51.67% feel that Search bias is there.

3 Methodology Used

3.1 Stage I—Qualitative Research

In this study, first the authors have used qualitative research methodology by doing
detailed study about search engines. The exploratory research was done aimed to
achieve better understanding of the topic. Literature review technique was used to
gain better understanding of the topic, which helped further to frame research
questions. This exploratory research step will aid in more powerful analysis of the
subject at later stages. This step is important to have better understanding of the
topic, users’ perspectives and future implications of the topic and provides better
insight into the topic.

3.2 Stage II—Quantitative Research

A Quantitative research was followed which used the online survey methodology.
A questionnaire was designed using Google forms and circulated online to working
professionals in different domains like software company, government, banking,
legal firms, education, etc. The responses collected from the working professionals
were analyzed using the software GNU PSPP software.

4 Results and Discussions

This research work is based on an experiment conducted online amongst working
professionals. The sample consisted of 120 working professionals from different
domains, which includes 55 professionals working in different software companies,
13 law professionals practicing independently or in legal firms, 13 professionals
working in government services, 12 professionals working in education field, 11
professionals working in different banks, and 16 professionals in ‘other’ domains.
The sample includes 76 male professionals and 44 female professionals.

The results about preference for private search are displayed in Fig. 1. Below
which shows that the professionals in banking, government, and legal firms have
100% preference for private search. The authors explain this point with the fact that
the task performed in banking, law firms and government is very critical and
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confidential so professionals working in these domains have 100% preference for
private search.

On the other hand, professionals in software company, education, and ‘other’
domains prefer private search but do not abstain from using normal search as well.
While in case of participants from banking sector, government, and law firms there
is an absolute preference for private search.

The result for domain wise analysis of privacy issue is shown in Fig. 2, which
shows that in all the domains, professionals perceive a primacy regarding privacy
issues while using search engine.

The result for preference of number of search result is shown in Fig. 3, which
states that users have more preference for accurate but less number of results. The
results show that 86.67% of users have preference for fewer but accurate results or
optimum results while only 13.33% of users want greater number of results.

The result for domain wise analysis of organic versus sponsored links is shown
in Fig. 4. Which shows that in banking domain, there is 100% preference for

Fig. 1 Result for preference for private search

Fig. 2 Result for privacy issue
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organic results and no preference for sponsored links while in other domain the
higher preference is for organic results and much lesser preference for sponsored
links.

The result for number of SERP is shown in Fig. 5, which shows that 87% of
users visit only first three SERP and only 13% go beyond first three SERP.

Fig. 3 Results for number of
results

Fig. 4 Domain wise analysis of organic versus sponsored results

Fig. 5 Result for number of
search results
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From results shown in Figs. 3 and 5, the authors emphasize that there is need for
fewer but accurate, specific, and relevant results rather than large number of search
results.

The authors introduced the concept of customized results defined as results,
which are based on the query and customization options selected by the user at that
time of query. Customized results provide an option to users to select the filtering
option at the time of query. In this way, customized results give more control to
users’ vis-a-vis results that the user is expecting from the search engine.

The findings of this experiment in respect of the type of search option are shown
in Fig. 6. Below which states that users have highest preference for customized
results, i.e., 54.17%; however, 32.50% users prefer generalized results while 13.33%
users only prefer personalized results. Customized search that is preferred by
majority of users is the combination of the best features of both generalized search
and personalized search. Meaning thereby that it gives complete view of the web
like Generalized results and combines filter based on users’ choice like personalized
results but the option of filtering is provided at the at the time of query, thus giving a
greater room for customization of results.

5 Conclusion

In this study, authors have presented analysis of users’ preferences for search results
and usage in different domains based on an experiment performed across a cross
section of working professionals. As shown in results, majority of users prefer
private search with a finite amount of accurate and specific organic search results.
The users prefer customized search results more with generalized search results as
the second preference. So in that way, customized research is more demanding area,
in which most of the browsers needs to improve. This analysis also shows that more
emphasis should be paid to results shown in first three SERP, as users prefer to have
their results in first three SERP.

Fig. 6 Preference for type of result
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This research work also introduced the concept of customized search result, and
also analyzed the user preference about search neutrality and search bias concerns
related to search engines. This research work also focuses on the search result
accuracy of a browser, which will depend user to user, what they want to search or
expect. The results of this experiment will be very helpful for the upcoming
researchers towards increasing the efficiency and opening new dimensions of dif-
ferent search algorithm/techniques, by adding more intelligence to upcoming
browsers in the market. The future scope of this study includes conducting the same
experiment on larger sample size by including more different domains for further
analysis and domain specific understanding.
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A Comparative Analysis of Various Spam
Classifications

Nasir Fareed Shah and Pramod Kumar

Abstract Bandwidth, time, and storage space are the major three assets in com-
putational world. Spam emails affect all the three, thus degrade the overall effi-
ciency of the system. Spammers are using new tricks and traps to land these
frivolous mails into our inbox. To make mailboxes more intelligent, our effort will
be to devise a new algorithm that will help to classify emails in much smarter and
efficient way. This paper analyzes various spam classification techniques and
thereby put forward a new way of classifying spam emails. This paper thoroughly
compares the results that various authors have got while simulating their archi-
tectures. Our approach of classification works efficiently and more accurately on
varied length and type of datasets during training and testing phases. We tried to
minimize the error ratio and increase classifier efficiency by implementing Genetic
Algorithm concept.

Keywords Spam classification ⋅ Spam email ⋅ Unsolicited ⋅ Feature set ⋅
Logistic regression ⋅ Genetic algorithm ⋅ Machine learning

1 Introduction

Unsolicited bulk email or junk email are frivolous mails, which are sent in bulk to
either make an advertisement [1], proliferate viruses, hack mailboxes [1], cheat
somebody, or send a prank. As emails are sent to millions with no incurring cost,
the spam traffic between MTA’s causes delayed delivery of true mails [2]. Spams
nearly occupy about two-third of our mailboxes [1], thereby causing inefficient
utilization of storage space, bandwidth, and time [1].
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In order to keep spammers at bay, there are many spam filtering techniques
which are robust enough to detect a spam mail. Some of them use knowledge Engg.
(KE) based approach, while majority of them are following the machine learning
(ML) approach [3]. The latter is more robust and intelligent way of classifying
emails. The former uses the stored procedure or rules to classify emails. It may have
stored dictionary of words like BUY, SPAM, Lottery, Offer, Prize, Reward, etc. It
periodically updates its dictionary to adapt with new trends [4]. But this practice is
not so efficient because once the dictionary or repository of words is set, it is
impossible to constantly update it at different end-user sites.

In comparison to KE, machine-learning approach (ML) is an intelligent way of
filtering spams. ML do not have predefined rules or procedure. It can mutate itself
to adapt with user needs, so ML is based on user adaptability. Our research will be
based on the analytical approaches put forth by various researchers. We will
thoroughly analyze their approaches and results, thereby devise a new spam clas-
sifying tool and deduce efficient results.

2 Various Spam Filtering Classification Techniques

2.1 Classification Based on Advanced Feature
Abundance [1]

In this approach, the authors take raw emails as input, and label each email as fraud
or normal. There architecture has following components:

Input module: In this section, the raw emails are fed from the external source
(database repository) into the filter. The raw emails are supposed to contain two
parts, (a) Header and (b) Body.

Content extractor: Here the two vital contents (subject and Body) of raw email
are extracted. The subject parts are more indicative of action or process which the
spammer is intended to do. The body part contains the detailed sensitive
information.

Future Construction engine (FC): Once the content of email, i.e., header and
body part are processed, the future construction engine builds feature sets. The
feature sets are the actual source to detect fraudulent emails.

Feature selector (FS): The feature selector uses the concept of tf-idf [4] for
word frequency count. Using tf-idf the selected features are further separated into
family, business, official, promotion, etc.

Fraudulent email detector: The authors have used WEKA [5] tool to simulate
the classification algorithm by feeding email features from feature selector.

Output: The authors calculated the final output using 10-fold cross validation
algorithm [6].
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2.2 Classification Based on Enhanced Feature Selection [7]

In [7], the authors used the enhanced feature selection strategies along with clas-
sification techniques for terrorist email detection. They use various algorithms like
Decision Tree [8], Iterative Dichotomiser3 (I.D3) [8], Logistic Regression (LR) [8],
Naïve Bayes (NB) [9], and Support Vector Machine (SVM) [8] for detecting email
contents comprising frivolous contents. Overall architecture has following modules:

Classification algorithm: The authors use all the above four algorithms for
classifying data.

Methodology: The authors evaluated the efficiency of all the classifiers with
Feature Selection Strategy (FSS) approach.

Feature selection strategy: FSS is a way to select a subset from original fea-
tures. The feature selection affects the performance of overall system. High the
feature selection, high will be the accuracy and low will be the performance of the
overall architecture. The feature selection set (Fs) is a vector of Q and J as: Fs =
{[Q1, Q2 …, QN], [J1, J2 …, JN]}, Q = Vector of N keywords, and J is vector of
Indication. The suspicious feature is defined as J = Js + Jn over Q and Js = sus-
picious feature and Jn = non-suspicious feature.

System Architecture: The authors have kept feature selection outside main
classification. Using WEKA tool they simulated the text message and generated
features. The feature functions are kept in repository for further use on different
classifications.

Results: The authors has used 10-fold cross validation algorithm and has
divided datasets into various combinations of evaluation. The subset of extracted
features is applied to all the four classifiers. In each iteration one subset is used to
test the efficiency and rest all are used for training. The accuracy function that they
used is

A=
1
p
∑
p

i=1
aci ð1Þ

Where aci = accuracy of correctly ith classified emails in Iteration I, and p is
total iterations.

Accuracy after simulation comes out to be as below: (Table 1).

Table 1 Accuracy table of various classifiers

Method Logistic
regression

ID3 Naïve
Bayes

SVM
linear

Without feature selection 69.64% 78.57% 69.64% 73.21%
CfsSubsetEval, Best First search 83.92% 80.35% 78.57% 80.35%
CfsSubsetEval, Greedy stepwise
search

83.92% 83.92% 76.78% 78.57%
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3 Ensemble Spam Classifier: Our Approach

After thorough analysis of all the classifications, we come upwith an idea of Ensemble
Spam classifier. The classifier works in stepwise procedure described as below

Collection of Data: The corpus was downloaded from the mail box using
python script.

Initial preprocessing: Unlike other authors, we choose python integrated
module called Beautiful Soup to process our raw emails and categorize them as
spam and ham.

Creation of Attribute lists and Word list: After preprocessing we calculated
the attribute list containing header information like Subject, From, To, Reply To,
Recipients, etc. Each mail corresponds to one row in the attribute list (table). The
body after preprocessing is stemmed, the words of each mail are stored in numpy
array where each row corresponds to one email and overall list is called Word List.

Calculation of frequency of each word in feature vector: The feature vectors
contains preprocessed words in utf-8 format, handling strings are cumbersome job,
so the attribute list and word list are transformed into integer values using a module
Sklearn feature extraction. The sub-module CountVectorizer calculates the local
frequencies of each word with respect to given feature vector (each email).

Calculation of global frequencies: As we know, the feature vectors are now
transformed into integer values and frequency of each integer (word) is calculated
in separate array. There might be many words whose frequencies are same, those
words may contribute to false positive. So, in order to remove the discrepancies we
calculate the global frequencies based on whole documents (One feature vector will
contribute to one document). The tf-idf values are calculated. Tf-idf result of all
words will be unique based on the numbers of documents.

Introducing Logistic Regression: As we have binomial class values, i.e., spam
and ham. Our classifier has to guess either 0 or 1. If 0, then ham, else spam. The
logistic regression is deterministic statistical probabilistic algorithm that works on
dichotomous values. So we feed the values to the classifier and give the two class
values as 0, 1. The classifier based on the calculated frequencies and training data
gives the output.

Results: The logistic regression classifier gives the raw output (inefficient or
localized), in order to make the output efficient we map the output of each word in
feature vector with a given class, this method is called one versus rest classification
(OvR). The result comes out to be as: One versus rest accuracy: 0.86731, i.e., the
initial efficiency is 86%, which is better than other classifications.

Table 2 Table showing the results on simulating the classifier. Approximately 10000 emails
(Ham + Spam) were used to train the classifier. After training, a data set of 2000 emails
(Spam + Ham) were used to test the efficiency of the classifier. The results comes out to be as

Classifier Logistic regression

Static feature vectors 86.731%

Dynamic feature vector(using Genetic Algorithm) 88.931%

268 N.F. Shah and P. Kumar



Updation using Genetic Algorithm: We recursively choose different attributes
and words from the repository to make gradual improvement in our result.
Improved result that we got is

One versus rest accuracy: 0.88931, i.e., 89% correctness. This means that our
system has overall efficiency of detecting spam as 89% (Table 2).

Raw Emails

Ham Spam

Header_Part Body_Part

Ini al Pre-Processing Ini al Pre-Processing

A ribute_List Word_List

Calculate penalty factor 
using Logit func on

CountVectoriza on

Choose some a ributes     
(Non-text a ributes)

Choose some a ributes     
(Text a ributes)

Calcula on of -idf Values

Use Logis c Regression to 
count OVR value

Ensemble

Use Logis c Regression to 
count OVR value

Use Gene c Algorithm to 
select recursively the best 

a ributes

Y≈H
Fig. 1 Flow chart of ensemble architecture
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The main aim of our proposed work is to make the actual email corpus(Y) equal
to that of the predicted one(H). This means that we work to bring the H matrix close
to Y matrix. When H matrix comes closer to Y matrix, the classifier starts detecting
maximum email correctly as spam and ham. As we increase the size of training
corpus, the classifier becomes more and more intelligent. The efficiency of pro-
posed algorithm is highly dependent on the genetic algorithm. We used the deap
module to simulate the genetic algorithm and create future generations based on
fitness function.

The overall architecture is graphically shown below: (Fig. 1).

4 Conclusion

We studied thoroughly the work based on the classification of emails contents.
These classifications are future tools to further strengthen the filtration techniques.
The experimental results are based on ideal situations. The work [10] can be studied
and improved to great extent. There are other various improvised techniques to
classify the email contents like [11, 12]. We studied more classification techniques
and came up with the idea of ensemble email classification in which we can modify
our work further.

Our work can be further modified using other classifiers. The genetic algorithm
can further be trained to improve the accuracy rate.
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Review Spam Detection Using Opinion
Mining

Rohit Narayan, Jitendra Kumar Rout and Sanjay Kumar Jena

Abstract Nowadays with the increasing popularity of Internet, online marketing is

going to become more and more popular. This is because, a lot of products and ser-

vices are easily available online. Hence, reviews about all these products and services

are very important for customers as well as organizations. Unfortunately, driven by

the will for profit or promotion, fraudsters used to produce fake reviews. These fake

reviews written by fraudsters prevent customers and organizations reaching actual

conclusions about the products. These fake reviews or review spam must be detected

and eliminated so as to prevent deceptive potential customers. In this paper, we have

applied supervised learning technique to detect review spam. The proposed work

uses different set of features along with sentiment score to build models and their

performance were evaluated using different classifiers.

Keywords Review spam ⋅Opinion mining ⋅ Sentiment analysis ⋅Machine learning

1 Introduction

Today, because of the popularity of e-commerce sites, spammers have made their

target to these sites for review spam apart from other spam like email spam or web

spam. Review spam means basically fake review that is written by fraudsters. Mostly

e-commerce sites give section for review in order that users can write their opin-

ion about products. There are also many review sites available (like TripAdvisor,

Zomato, Yelp etc.) which allow users to write their opinion about the products and
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services. Such type of content provided by web is named as user-generated content.

User-generated content contains a lot of valuable and important information about

the products and services. Since there is no control on the quality of this content

on the web and hence, these promote fraudsters to write fake reviews. These fake

reviews prevent customers and organizations reaching actual conclusions about the

products. Hence, it highly affects the e-commerce business.

Generally, fake reviews are written for two purposes one for promoting some tar-

get objects (positive fake review or positive spam) and another for damage the rep-

utation of other targets (negative fake review or negative spam).

Review spams are generally categorized in three categories [1]:Untruthful opin-
ions: If fraudsters write positive fake opinions to promote some targets, it is called

as hyper spam. If fraudsters write negative fake opinions to damage the reputation

of some targets, it is called as defaming spam. Reviews on brand only: Fraudsters

write only about the brand, i.e., the manufacturers of the products rather than the

products. Non-reviews: Fraudsters write something that is totally unrelated to the

products. This may be either advertisements or irrelevant opinion.

Non-reviews can be easily identified manually. Hence in this paper, we have only

considered untruthful opinions and reviews on brand only.

The rest of this paper is organized as follows: Sect. 2 presents some surveys related

to review spam detection techniques. Section 3 describes the proposed approach for

review spam detection. It highlights the datasets, different features, and classifiers

those that have been used in our work. Section 4 displays the results obtained using

different feature sets. Section 5 gives performance analysis of proposed model and

comparison with some existing models and finally Sect. 6 presents conclusion and

future directions.

2 Related Work

In the past, a lot of work has been done in the area of spam detection (email spam,

web spam, SMS spam). If the sender sends unwanted and unsolicited email either

directly or indirectly to user and if there is no relationship of this email to the user,

then it is called as email spam. Fette et al. [2] have shown in their work that phishing

emails can be easily detected with high accuracy. The proposed work by Li et al. [3]

is also based on email spam in which they investigated how to mix multiple email

filters supported multivariate analysis so that they can provide a barrier to spam.

Web spam refers to the action of the deceptive search engine so that the rank of a

specific website becomes more than it deserves [4]. Abernethy et al. [15] provided

a graph-based approach for web spam detection. They presented WITCH algorithm

to detect web spam and also compared this algorithm to many existing algorithms

and found that it is better than all those proposed techniques. If someone transmits

unwanted and unsolicited messages over communication media (i.e., cell phone), it

is called as SMS spam. Karami et al. [5] have used various content features in their

work to detect SMS spam.
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Detection of opinion spam was first introduced by Jindal and Liu [1] in 2008. They

categorized the review spam into three categories (Untruthful opinions, reviews on

brands only, and non-reviews) and also built different models for detecting different

types of review spam using different supervised learning techniques. A behavioral

approach was proposed by Lim et al. [6] to detect review spammers. They tried to

find out some behaviors of spammers like they target products and try to maximize

their impact. And on the basis of these behaviors they proposed a model to detect

review spammers.

The first gold standard positive deceptive opinion spam along with truthful opin-

ion and negative deceptive opinion spam, along with truthful opinion data set for

study of review spam, was created by Ott et al. [7, 8]. They have applied some stan-

dard features like n-gram and linguistic features for supervised learning to detect

fake review and also compare their result with human performance.

Algur et al. [11] in their proposed work used the concept of similarity measure

based on conceptual level to detect a given review is spam or non-spam. Feng et

al. [12] showed in their work that product reviews contain a natural distribution of

opinions and on the basis of this, they built a model to detect review spam. Liu et

al. [9] and Mukherjee et al. [10] have used the concept of frequent pattern mining in

their work to detect reviewers group. Lim et al. [6] proposed a model that is based

on behavior of spammers. They used to assign a rank to spammer on the basis of

behavior scoring method and they detect spammers according to that rank.

3 Proposed Approach

We have used three sets of features from different automated approaches along with

the sentiment score as a feature. All these features set individual and combination

of them are used to train different classifiers and evaluated accuracy. In order to

calculate accuracy supervised learning technique has been used in which reviews

are divided into two classes, i.e., spam (deceptive review) and non-spam (truthful

review). In our work, six classification algorithms, decision tree, naive Bayes, sup-

port vector machine (SVM), k-NN, random forest, and logistic regression have been

used and taken 80% of the data for training set and 20% of the data for test set with

fivefold cross validation.

3.1 Data Set Collection

The dataset that we have used contain 1600 reviews, out of which 800 are truthful

reviews (non- spam) containing 400 positive and 400 negative reviews. Similarly 800

deceptive reviews (spam) containing 400 positive and 400 negative reviews. These

datasets were created by Ott et al. [7, 8] and public available for research work in the

area of review spam detection.
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3.2 Features Used

3.2.1 LIWC

The Linguistic Inquiry and Word Count (LIWC) is a text analyzing tool which ana-

lyzes 80 different types of features like texts functional aspects, psychological con-

cerns like emotion, perception and personal concerns like money, religion, etc. [14].

3.2.2 POS Tags

Work in linguistics has already proved that the distribution of frequency of parts

of speech (POS) tagging of any text is directly dependent on the genre of that text.

Hence, according to this approach, feature made for every review is primarily based

on the frequency of every POS tag for testing relationship this feature and actual and

fake reviews.

3.2.3 N-Gram Feature

In n-gram feature, we select n contiguous words from a text as a feature. If we select

one contiguous word at a time as a feature then, it is called as unigram; if we select

two contiguous words at a time then, it is bigram and similarly if we select three

contiguous words at a time as a features then, it is called as trigram. These features

help us to model all the content and its context. In this paper, we have only used

unigram as a feature [7].

3.2.4 Sentiment Score

The negative spammers generally used to write more negative words in their review

like horrible, disappointed, etc., and hence, show more negative sentiment than a

truthful negative review. Similarly, positive spammers used to write more positive

words like beautiful, great etc., and show more positive sentiment than an actual

positive review. We have calculated sentiment score of each review by the following

formula [13]

SC(rev) =
∑

(−1)n S(Wi)
Distance(Wi, fet)

Here,

rev is review text

fet is aspect/feature in a sentence of review

S(Wi): sentiment polarity of Wi word (+1 or -1)

n: total number of negation words in a feature, default = 0 and

Distance (Wi, fet): distance between word Wi and feature fet.
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4 Results and Discussions

Our experimental results are based on dataset described in Sect. 3. All the features

discussed in previous section have been used individually as well as in some combi-

nations to train different classifiers. In all the cases, logistic regression classifier gives

better result. If only LIWC features used, maximum accuracy achieved by logistic

regression classifier is 61.87%. LIWC features along with sentiment score gives max-

imum accuracy of 68.75%. Only POS features give maximum accuracy of 65.62%.

LIWC features along with POS features gives maximum accuracy of 70.62%. If

we combine both LIWC and POS features along with sentiment score, maximum

accuracy obtained is 76.25%. Only unigram as feature gives maximum accuracy of

75.62% however, if combined with sentiment score, maximum accuracy achieved is

up to 81.25 %. Overall maximum accuracy obtained is 86.25% by combining LIWC

and unigram along with sentiment score as features for Logistic Regression classifier.

The results have been shown in Table 1.

5 Performance Analysis

Algur et al. [11] used the concept of similarity measure based on conceptual level

to detect a given review is spam or not. They have shown that their proposed tech-

nique gives the accuracy of 57.29% for pros reviews and 30.00% for cons reviews

or average 43.64% accuracy. Ott et al. [7] noticed that human can determine review

spam manually with maximum accuracy of 61.9%. Feng et al. [12] observed in their

work that product reviews contain a natural distribution of opinions and on the basis

of this they build a model to detect review spam with accuracy 72.5%. Lim et al.

[6] proposed a model that is based on behavior of spammers. They used to assign a

rank to spammers on the basis of behavior scoring method and according to that rank

Table 1 Different features analysis results

Approaches Maximum accuracy (%) Precision Recall F-score

LIWC 61.87 57.50 63.01 60.13

LIWC, sentiment score 68.75 60.00 72.72 65.75

POS 65.62 67.50 65.06 66.25

LIWC, POS 70.62 66.25 72.60 69.28

LIWC, POS, sentiment

score

76.25 77.50 75.60 76.54

Unigram 75.62 77.50 74.69 76.07

Unigram, sentiment score 81.25 90.00 76.59 82.75

Unigram, LIWC, sentiment

score

86.25 90.00 83.72 86.72
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Table 2 Comparative performance analysis

Method Accuracy (%)

Conceptual level similarity measure based review spam detection [11] 43.64

Review spam detection by human performance [7] 61.90

Distributional footprints of deceptive product reviews [12] 72.50

Detecting product review spammers using rating [6] 78.00

Proposed approach 86.25

they detect spammers with accuracy of 78%. Our proposed approach gives maximum

accuracy of 86.25%. Based on accuracy a comparative result is shown in Table 2.

6 Conclusion

In this work, we have used three sets of features, i.e., LIWC, POS, and n-gram from

different automated approaches along with the sentiment score. These feature sets

have been used individually as well as in some combinations to train different classi-

fiers. Six classification algorithm were employed such as: decision tree, naive Bayes,

SVM, k-NN, random forest, and logistic regression. Our experimental results reveals

that logistic regression outperforms other classifiers. In the case of individual fea-

ture set, unigram gives maximum accuracy of 75.62% with F-score 76.07. However,

for combinations unigram and LIWC along with sentiment score gives accuracy of

86.25% with F-score 86.72 and that is maximum. At last, we have compared our pro-

posed technique with some existing review spam detection techniques on the basis

of their accuracy which shows our technique gives better result than others. In this

work, we have used supervised learning method and in future the same work can be

extended for semi-supervised learning as well as unsupervised learning method to

overcome the unavailability of labeled data sets.
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Review Spam Detection Using
Semi-supervised Technique

Rohit Narayan, Jitendra Kumar Rout and Sanjay Kumar Jena

Abstract Today because of the popularity of e-commerce sites, spammers have

made their target to these sites for review spam apart from other spams like email

spam or web spam. These fake reviews written by fraudsters prevent customers and

organizations reaching actual conclusions about the products. Hence, these must be

detected and eliminated so as to prevent deceptive potential customers. In this paper,

we have used semi-supervised learning technique to detect review spam. The pro-

posed work is based on PU-learning algorithm which learns from a very few positive

example and unlabeled data set. Maximum accuracy we have achieved is of 78.12%

with F-score 76.67 using only 80 positive example as a training set.

Keywords Review spam ⋅ Semi-supervised learning technique ⋅ Opinion spam

1 Introduction

Nowadays with the increasing popularity of Internet, online marketing is going to

become more and more popular. This is because, a lot of products and services are

easily available online. Hence, reviews about these all products and services are very

important for customers as well as organizations. Because of this, spammers have

made their target to these sites for review spam apart from other spam like email

spam or web spam. Mostly e-commerce sites give section for review in order that

users can write their opinion about products. There are also many review sites avail-

able (like TripAdvisor, Yelp, etc.) which allow users to write their opinion about
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the products and services. Such type of content provided by web is named as user-

generated content. User-generated content contains a lot of valuable and important

information about the products and services. Since there is no control on the qual-

ity of this content on the web and hence, these promote fraudsters to write fake and

wrong information about the products. These fake and wrong information written

by fraudsters is called as review spam. Fake reviews prevent customers and orga-

nizations reaching actual conclusions about the products. Hence, it highly affects

the e-commerce business. That is why, over the last few years, these review sites

have been removing fake reviews about from their websites using their own spam

detection technique.

Generally, fake reviews are written for two purposes one for promoting some

target objects (positive fake review or positive spam) and another for damage the rep-

utation of other targets (negative fake review or negative spam). Machine-learning

techniques have been more popular for spam detection. They uses supervised

(required all data set labeled), semi-supervised (require very few data set labeled)

and unsupervised (works for unlabeled data set) learning technique.

The rest of this paper is organized as follows: Sect. 2 presents some surveys related

to review spam detection techniques. Section 3 describes the proposed approach for

review spam detection. It highlights the data sets, and semi-supervised technique that

has been used in our work. Section 4 displays the results obtained using proposed

technique and finally Sect. 5 presents conclusion and future directions.

2 Related Work

In the past, a lot of work has been done in the area of spam detection (email spam,

web spam, SMS spam). If the sender sends unwanted and unsolicited email either

directly or indirectly to user and there is no relationship of this email to the user is

called as email spam. Fette et al. [1] have shown in their work that phishing emails

can be easily detected with high accuracy. The proposed work by Li et al. [2] is

also based on email spam in which they investigated how to mix multiple email

filters supported multivariate analysis so that they can provide a barrier to spam.

Web spam refers to the action of the deceptive search engine so that the rank of a

specific website becomes more than it deserves [3]. Abernethy et al. [4] provided

a graph-based approach for web spam detection. They presented WITCH algorithm

to detect web spam and also compared this algorithm to many existing algorithms

and found that it is better than all those proposed techniques. If someone transmits

unwanted and unsolicited messages over communication media (i.e., cell phone) is

called as SMS spam. Karami et al. [5] have used various content features in their

work to detect SMS spam.

Detection of opinion spam was first introduced by Jindal and Liu [6] in 2008. They

categorized the review spam into three categories (Untruthful opinions, reviews on

brands only, and non-reviews) and also built different models for detecting different

types of review spam using different supervised learning techniques. The first gold
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standard positive deceptive opinion spam along with truthful opinion and negative

deceptive opinion spam along with truthful opinion data set for study of review spam

was created by Ott et al. [7, 8]. They have applied some standard features like n-gram

and linguistic features for supervised learning to detect fake review and also compare

their result with human performance.

A lot of work has been done in supervised learning technique. But the drawback

is we need to label all the data set. To overcome such problem, Hernndez et al. [9]

applied the concept of semi-supervised learning technique to detect review spam

detection. Authors used the data set created by Ott et al. [7] containing 800 pos-

itive reviews out of which 400 are deceptive and 400 are truthful. They took 160

data set as a test set which is labeled and for training took 520 unlabeled data set

and combination of 20, 40, 60, 80, 100, 120 as a positive instances. After that they

applied PU-learning algorithm on these positive and unlabeled instances to calculate

accuracy. They used one-class, naive bayes, and SVM classifier in their work.

Liu et al. [10] in their proposed work also used the concept of semi-supervised

learning technique to detect spam. They divided data set into two set of classes.

A particular data set comes into class P, a large number of data set come in class

M. Such technique is called as partially supervised classification. They used EM

algorithm to identify class P from class M. EM algorithm generates a sequence of

solutions. For each solution they used naive bayes classifier to calculate accuracy.

3 Proposed Approach

Semi-supervised learning technique is a machine-learning technique that uses a

large amount of unlabeled data and a very few labeled data set for training. Semi-

supervised learning lies between supervised learning (completely labeled data) and

unsupervised learning (completely unlabeled data). Many researchers found that if a

large amount of unlabeled data, when used with a few labeled data set, can produce

good accuracy in term of learning problem.

3.1 Data set Description

The data set that we have used contain 800 positive opinion reviews in combination

of truthful and deceptive. These data sets were created by Ott et al. [7] and public

available for research work in the area of review spam detection.
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3.2 Proposed Model

In proposed method, we have taken different sub-corpa from data sets. For building

test set, first we randomly selected 160 opinions, out of which 80 are deceptive and 80

are truthful. The rest 640 opinions have been used for three different size of training

sets. They consist 40, 80, and 120 positive instances (deceptive opinion) respectively.

In all the cases, we have used 520 unlabeled instances. Now, PU-learning algorithm

[9] has been used for review spam detection.

Algorithm 1: PU-Learning for Spam Detection

1 i ← 1;

2 |W0|← |U1|;

3 |W1|← |U1|;

4 while |Wi| ≤ |Wi−1| do
5 Ci ← Generate Classifier(P,Ui);
6 UL

i ← Ci(Ui);
7 Wi ← Extract Positives(UL

i );
8 Ui+1 ← Ui - Wi;

9 i ← i + 1;

10 Return Classifier Ci;

here,

P: Set of positive instances.

Ui: Unlabeled set at iteration i.

U1: Original unlabeled data set.

Ci: Classifier at iteration i.

Wi: Unlabeled instance classified as positive by classifier Ci.

Proposed technique is an iterative process in which first all unlabeled instance

are considered as part of negative class. After that we have used positive instances

to train different classifiers. Here, six classifiers have been used. These are deci-

sion Tree, naive Bayes, support vector machine, k-NN, random forest, and logistic

regression. After that we classify unlabeled data set using these classifiers. All pos-

itive instances are eliminated from instances of unlabeled data and rest are treated

as negative instance for next iteration. This process is repeated until a stop criteria

is achieved.

4 Results and Discussions

Our experimental results using semi-supervised learning technique are based on data

set described in Sect. 5. For different training sets result has been shown in Tables 1,

2 and 3.
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Table 1 Results of different classifiers when using 40 deceptive opinions as training and 520

unlabeled opinions

Training sets Classifiers Accuracy (%) P R F

Positive

instance = 40

Unlabeled set

= 520

Decision tree 56.25 56.25 56.25 56.25

Naive Bayes 40.62 12.50 28.57 17.39

SVM 54.68 87.50 52.83 65.88

k-NN 64.06 75.00 61.53 67.60

Random forest 54.68 71.87 53.48 61.33

Logistic

regression

60.93 78.12 58.13 66.67

Table 2 Results of different classifiers when using 80 deceptive opinions as training and 520

unlabeled opinions

Training Sets Classifiers Accuracy (%) P R F

Positive

instance = 80

Unlabeled set

= 520

Decision tree 70.31 65.62 72.41 68.85

Naive Bayes 56.25 25.00 66.67 36.36

SVM 71.87 87.50 66.67 75.67

k-NN 78.12 71.87 82.14 76.67

Random forest 65.62 56.25 69.23 62.06

Logistic

regression

76.56 84.37 72.97 78.26

Table 3 Results of different classifiers when using 120 deceptive opinions as training and 520

unlabeled opinions

Training sets Classifiers Accuracy (%) P R F

Positive

instance = 120

Unlabeled set

= 520

Decision tree 45.31 50.00 45.71 47.76

Naive Bayes 54.68 34.37 57.89 43.13

SVM 60.93 90.62 56.86 69.87

k-NN 60.93 71.87 58.97 64.78

Random forest 46.87 56.25 47.36 51.42

Logistic

regression

73.43 68.75 75.86 72.13
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Hence, maximum accuracy we have achieved is of 78.12 % with F-score 76.67

when used 80 examples of deceptive opinions from data sets as training set with 520

unlabeled data set and 160 labeled data as a test set using k-NN classifier.

5 Conclusion

In this work, we applied PU-learning algorithm along with six different classifiers

(decision tree, naive bayes, SVM, k-NN, random forest, logistic regression) to detect

review spam from our data set. We have taken different sub-corpa from data sets.

For building test set, first we randomly selected 160 opinions, out of which 80 are

deceptive and 80 are truthful. The rest 640 opinions have been used for three differ-

ent sizes of training sets. They consist 40, 80, and 120 positive instances (deceptive

opinion) respectively. In all the cases, we have used 520 unlabeled instances. Now,

PU-learning algorithm has been used for review spam detection. Maximum accu-

racy we have achieved is of 78.12 % with F-score 76.67 when used 80 examples of

deceptive opinions from data sets as training set with 520 unlabeled data set using

k-NN classifier. In future, the same work can be extended for unsupervised learning

technique to overcome the unavailability of labeled data sets.
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Dimensionality Reduction Using
Decision-Based Framework for
Classification: Sky and Ground

Ramesh Ashok Tabib, Ujwala Patil, T. Naganandita, Vinita Gathani
and Uma Mudenagudi

Abstract In this paper, we address the problem of dimensionality reduction for

classification. Classification of data is challenging if its dimension size is high. We

propose a decision-based framework for dimensionality reduction using confidence

factor as an evaluation measure for generating a relevant feature subset for a specific

target. Confidence factor is generated for all features competent for classification

using evidence parameters. Evidence parameters are computed based on intersec-

tion of classes in the distribution of feature vector and distance between peaks of

distribution of feature vector and are combined using Dempster Shafer combina-

tion rule. We demonstrate the results of the proposed framework for sky and ground

classification using various datasets. The classification in low dimension space is

performed retaining the classification accuracy and optimizing computational time.
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1 Introduction

Real-world data is observed to have a high-dimensional space and requires sophisti-

cated methods for classification and analysis. The computational cost of the classifi-

cation of data increases quadratically with the increase in dimension size [1], which

is referred as the curse of dimensionality. One of the approaches to address curse

of dimensionality is to reduce the dimensions of the data through process of dimen-

sionality reduction (DR).

Dimensionality reduction is the process of meaningful representation of high-

dimensional data in lower dimensional space. The optimal dimensional data ideally

refers to the intrinsic dimensionality of the data, which is the minimum number of

dimensions required to represent the observed properties of high-dimensional data

[15]. DR is important in many fields as it facilitates compression, visualization, and

classification to eliminate undesired properties of the high dimensional data.

Several reduction techniques are proposed in the literature for DR [5, 8, 9, 11,

14]. They are mainly classified into linear [9, 11] and nonlinear [4, 7] methods.

Earlier linear techniques were used to perform DR. As the complex nonlinear data

is not adequately handled by the linear techniques, various nonlinear techniques are

proposed since last decade. These techniques offer major advantages in real-world

data as it is highly non linear. Even though the nonlinear techniques are successful in

handling the artificial datasets, they are not capable of producing satisfactory results

on the natural datasets [15].

Dimensionality reduction plays an important role in the field of machine learning

and classification. Classification of high-dimensional data is challenging. Competent

feature vectors are the features that give the best performance under some classifi-

cation system.

Feature selection/elimination is mainly used in the areas of clustering and clas-

sification [10]. In data processing, feature selection/elimination is one of the most

frequently used techniques as it reduces the number of features to be collected for

classification and improves the speed of algorithms. In addition to this, it may also

result in a better classification accuracy.

In this paper, we propose a nonlinear dimensionality reduction technique using

decision-based feature elimination.

The main contributions of the paper are:

1. We propose a decision-based framework for dimensionality reduction using con-

fidence factor as an evaluation measure for generating a relevant feature vector

subset for a specific target.

2. We propose to generate evidence parameters based on intersection area between

the classes in distribution of feature vector and distance between peaks of distri-

bution of feature vector.

3. We generate confidence factor by combining evidence parameters using DSCR.

We present the proposed framework in Sect. 2, discussion of results in Sect. 3 and

conclusions in Sect. 4.
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Fig. 1 Framework for Dimensionality Reduction

2 Decision-Based Framework for Dimensionality
Reduction

In this section, we propose a decision-based feature elimination technique for dimen-

sionality reduction. If U is the universal set of feature vectors, we choose set of

feature vectors S {F1,… ,Fn} which is a subset of universal set U and considered

to be a competent feature vector set sufficient for a specific classification problem.

Some of the competent feature vectors are sufficient but not optimal for addressing

the classification problem. Proposed framework identifies the optimal feature vec-

tors for specific classification problem as explained in Sect. 2.1. The reduction in

the number of competent feature vectors for classification addresses the problem of

dimensionality reduction (Fig. 1).

2.1 Decision-Based Feature Elimination

Let Fp be the pth feature vector of the competent feature vector set S used to classify

the two set classes {C1,C2}. Let {Fr,… ,Fs} be the optimal feature vector set R of

optimal competent feature vectors which is a subset of S. The element Fp is included

in subset R if its confidence factor is higher than or equal to a set threshold  oth-

erwise it is eliminated. Confidence factor is generated from evidence parameters.

Evidence parameters are computed based on intersection of classes in the distribu-

tion of feature vector and distance between peaks of distribution in feature vector

and are combined using Dempster–Shafer combination rule (DSCR).

2.2 Generation of Evidence Parameters

We consider two evidence parameters evd1 and evd2. Evidence parameter evd1 is

generated based on intersection area of classes in the distribution of feature vector.
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Fig. 2 Distribution of

feature vector Fp

Evidence parameter evd2 is computed based on the distance between peaks of distri-

bution of feature vector. Evidence parameters evd1 and evd2 are calculated as shown

in Eqs. 1 and 2, respectively.

Let Fp1 and Fp2 be the distribution of feature vectors for class C1 and C2 respec-

tively. The distribution of feature vectors Fp1 and Fp2 is shown in Fig. 2. Intersection

area of Fp1 and Fp2 is used to compute the evidence parameter evd1 toward the con-

fidence factor CFp for the feature vector Fp and is given by

evd1 = 1 − norm(Fp1 ∩ Fp2) (1)

where the intersection area is normalized with respect to the total area of classes in

the distribution of feature vector.

The distance between peaks Fp1
and Fp2

of feature vectors Fp1 and Fp2 is used

to compute the evidence parameter evd2 toward the confidence factor CFp for the

feature Fp and is given by

evd2 = norm(dist(Fp1
,Fp2

) (2)

where the distance is normalized with respect to the total length of the distribution

of feature vector.

2.3 Dempster Shafer Combination Rule (DSCR)

We combine evidence parameters using DSCR to generate confidence factor. The

evidence parameters explained in Sect. 2.2 are considered as the mass of belief func-

tion for DSCR [6]. We propose to use confidence factor as thresholding parameter

for generation of optimal feature vector set R. Let hyp1 and hyp2 be the hypothesis



Dimensionality Reduction Using Decision-Based Framework . . . 293

supporting the confidence for belief and disbelief towards the feature vector to be

a part of optimal feature vector set R. We denote the complete system in a set as,

2 = {∅, {hyp1}, {hyp2},}, where  = {hyp1, hyp2} denotes the state of ambigu-

ity and ∅ is considered to be the conflict between the set hypothesis. Dempster–Shafer

proposed a rule of combination [3, 6, 13] using which we combine the evidence as

masses m(evd1) and m(evd2). Let  denote the combined hypothesis, then according

to the DSCR [6], the numerators of Eqs. 3 and 4 represent the accumulated/collected

evidences from evd1 and evd2, which are in the favor of combined hypothesis .

Summation term in denominator of Eq. 3 is considered to be the mass of conflict

in the combined hypothesis. The denominator in Eq. 4 specifies about the collective

mass of belief, disbelief, and ambiguity towards the hypothesis, which acts as the

normalizing factor toward the set hypothesis.

The computed mass of combined hypothesis  is given by,

m() =
∑

evd1∩evd2=≠𝜙
m(evd1).m(evd2)

1 −
∑

evd1∩evd2=𝜙 m(evd1).m(evd2)
(3)

which can be written as:

m() =
∑

evd1∩evd2=≠𝜙
m(evd1).m(evd2)

∑
evd1∩evd2≠𝜙 m(evd1).m(evd2)

(4)

The subset considered for contribution toward combined belief of set hypothesis is:

{hyp1} = {m(11),m(13),m(31)} = {m(K1),m(K2),m(K3)}.

Similarly, the subset considered for contribution toward combined disbelief of set

hypothesis is:

{hyp2} = {m(22),m(23),m(32)} = {m(K4),m(K5),m(K6)}.

The subset considered for contribution towards both belief and disbelief is null

set,

{∅} = {m(12),m(21)}.

The set considered to be ambiguous is, {} = {m(33)} = {m(K7)}.

The masses of hypothesis {hyp1} and {hyp2} as per Eq. 4 are given by:

m({hyp1}) =
∑3

i=1 m(Ki)
∑7

i=1 m(Ki)
(5)

m({hyp2}) =
∑6

i=4 m(Ki)
∑7

i=1 m(Ki)
(6)

The masses m({hyp1}) and m({hyp2}) are the values of confidence factors in favor

and against the consideration of feature vector Fp as optimal feature vector,

respectively (Table 1).
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Table 1 The hypothesis combination table shows the plot of combined hypothesis  using evd1
and evd2 [6, 12]

∩ m(evdbelief1 ) m(evddisbelief1 ) m(evdambiguity1 )
m(evdbelief2 ) hyp1 ← m(11) ∅ hyp1 ← m(13)
m(evddisbelief2 ) ∅ hyp2 ← m(22) hyp2 ← m(23)
m(evdambiguity2 ) hyp1 ← m(31) hyp2 ← m(32)  ← m(33)

We assign the mass of hypothesis hyp1, m({hyp1}) as the confidence factor, CFp
for feature vector Fp.

2.4 Generation of Optimal Set R

The competent feature vector Fp belongs to the set of optimal feature vectors R if the

confidence factor CFp lies above a set threshold  as shown in Eq. 7.

R =

{
Fp ∈ R if CFp >  ,

Fp ∉ R otherwise.
(7)

This optimal feature vector set R is used for testing the input data.

3 Results and Discussions

In this section, we discuss the results of the proposed framework using four datasets

of various sky and ground conditions. We select texture features as competent fea-

ture vectors for classification of sky and ground. The texture features considered are

intensity, mean intensity, standard deviation of intensities, third moment, smooth-

ness, energy and entropy [16] for all three channels in the image. In our experiments,

we observe that the optimal feature vector set R varies in accordance with the dataset

as shown in Table 4. We demonstrate that the computational time for classification

is optimized retaining the accuracy of classification.

3.1 Decision-Based Feature Elimination

The competent feature vector set S considered for sky and ground classification con-

sists of 21 features, i.e., the seven feature vectors in each channel as mentioned above.

For demonstrating the results using competent feature vector set S and the optimal
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Table 2 Confidence factor for feature vectors F1 to F11

Feature vectors

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11

Dataset I 70 64 16 0 0 0 0 7 17 40 8

Dataset II 99 29 84 98 0 0 0 0 0 0 0

Dataset III 99 67 99 99 0 0 0 99 39 57 56

Dataset IV 0 0 0 0 0 0 0 76 97 33 0

Table 3 Confidence factor for feature vectors F12 to F21

Feature vectors

F12 F13 F14 F15 F16 F17 F18 F19 F20 F21

Dataset I 0 0 0 90 38 41 0 0 0 0

Dataset II 0 0 0 0 0 0 0 0 0 0

Dataset III 0 0 0 65 31 45 0 0 0 0

Dataset IV 0 0 0 97 98 24 0 0 0 0

Table 4 Optimal feature vector set

Dataset  Optimal feature vector set R No. of feature vectors in R
I 90 {F15} 1

II 80 {F1, F3, F4} 3

III 90 {F1, F3, F4, F8} 4

IV 75 {F8, F9, F15, F16} 4

feature vector set R, we take the samples of sky and ground in the twilight, morning,

afternoon and evening, and divide them into four datasets namely Dataset I, Dataset

II, Dataset III, and Dataset IV respectively. The confidence factor for each compe-

tent feature vector in every dataset is calculated using the above framework and the

values are shown in Tables 2 and 3.

We set the value of threshold  heuristically for different datasets. The feature

vectors having confidence factor greater than or equal to threshold  are included in

the optimal feature vector set R. The optimal feature vector set R for each dataset is

as shown in Table 4.

The number of feature vectors in the optimal set R varies for a set threshold  as

shown in Table 4. In dataset I, the value of  is set to 90 and only one feature vector

is selected to the optimal set R whereas for the same value of  , four feature vectors

are selected for dataset III. Therefore, the value of  has to be set experimentally for

optimum classification.

It is evident from the Table 4 that there is a drastic reduction in the number of

competent feature vectors required for classification. This demonstrates the dimen-

sionality reduction achieved from the proposed framework.
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Fig. 3 Classification results for samples of sky and ground from Dataset II a Input image. b Clas-

sified using set S. c Classified using set R. d Input image. e Classified using set S. f Classified using

set R

3.2 Qualitative Quality Analysis of Classification

We use a variant of Bayesian classifier for classification [2]. The number of samples

of each dataset used for training is 2.6 million and for testing is 1.3 million. The

samples of each dataset are tested using the competent feature vector set S and the

optimal feature vector setR. We set an intensity value of 255 if the sample is classified

as sky otherwise it is set to 0. The results of testing are shown in Fig. 3.

3.3 Quantitative Quality Analysis of Classification

The computational time and classification accuracy for the feature vector sets S and

R are shown in Tables 5 and 6.

For dataset I, the classification accuracy decreases by 6% but there is a signifi-

cant reduction (94%) in computational time as the number of feature vectors in the

optimal set is only one. For dataset II, the classification accuracy increases by 5% as

the ambiguity in classification using competent feature vectors with less confidence
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Table 5 Computational time for classification using competent feature vector set S and optimal

feature vector set R
Dataset Computational time with

set S (s)

Computational time with

set R (s)

Percentage decrease in

time

I 1090 66 94

II 1100 220 80

III 1095 275 75

IV 1092 230 79

Table 6 Classification accuracy for classification using competent feature vector set S and optimal

feature vector set R
Dataset Classification accuracy

with set S (%)

Classification accuracy

with set R (%)

Percentage change in

accuracy

I 96 90 Decrease by 6%

II 93 98 Increase by 5%

III 99 98 Decrease by 1%

IV 94 96 Increase by 2%

is higher than the feature vectors of the optimal set. In dataset III and IV, the classi-

fication accuracy is retained and the reduction in computational time is lesser than

that of dataset I as there are more number of feature vectors with high confidence in

the optimal set.

4 Conclusions

We addressed the problem of dimensionality reduction for classification. We pro-

posed a decision-based framework for dimensionality reduction using confidence

factor as an evaluation measure for generating a relevant feature subset for specific

target. Confidence factor is generated for all features competent for classification

using evidence parameters. Evidence parameters are computed based on intersec-

tion of classes in the distribution of feature vectors and distance between peaks of

distribution in feature vectors and are combined using DSCR. We demonstrated the

results of the proposed framework for sky and ground classification using various

datasets. The classification in low-dimension space was performed and the classifi-

cation accuracy was retained optimizing the computational time.
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A Decision Tree-Based Middle Ware
Platform for Deploying Fog Computing
Services

Mahesh Sunkari and Raghu Kisore Neelisetti

Abstract Cloud computing has become a cost-effective and reliable distributed

computing model for the end users to share IT resources from a pool of computa-

tional resources based on their demand in real time. Cloud computing offers advan-

tages of rapid provisioning and release of resources with minimal effort. While cloud

computing offers advantages of cost-effective access to sophisticated hardware and

software, the turn around time is a hindrance because of unreliable physical layer

connectivity especially for business located in a remote location. Not all business

solutions need cloud services to the same extent and at all times as the local IT

resources available may be sufficient to handle a business issue such as performing

analytics on the locally stored data. Fog computing and Grid computing helps in

achieving this. Fog computing aims to bring computational power to the edge of the

network and by doing so reduces the operational cost and execution time at the cost

of accuracy of results. However, a middle ware is required to determine whether an

information query needs to be executed in the cloud or if it can be executed on a

group of computers that are geographically closer to the business. In this paper, we

propose and develop an intelligent middle ware platform that is based on decision

trees to optimization the execution of any information query.
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1 Introduction

Cloud service providers offer IT resources to customers like banks on a need basis

and charge them accordingly. Using cloud computing, organizations need not man-

age the sophisticated IT system on their premises. Cloud service providers also offer

the storage space for a low cost which facilitates bank to use it to make their data

centralized. Banks can access this data with little effort and at no maintenance cost.

In case of large organizations, cloud computing is deployed and managed in house

as a private cloud. In such cases organizations take advantage of the elasticity feature

of cloud computing.

While a centralized management of all IT resources, works for businesses such as

e-commerce companies, a better computing paradigm is necessary for banks. Banks

have their branches spread across the globe and in case of India, the government

regulations expect the banks to distribute their services between urban and rural

areas. While cloud computing allows the bank branches to take advantage of com-

plex analytical algorithms (in terms of time and memory complexity) that can pro-

vide very accurate results, the bandwidth costs and turn around time to avail the

service becomes hindrance in certain situations. Bank branches often do not need

highly accurate results, but rather an approximate estimate for the final result, but

in a very short time period is necessary. In such cases, banks trading bandwidth

costs and accuracy for lower turn around time and lower algorithmic complexity is

an acceptable business practice. Further, cloud computing when applied to bank-

ing industry throws two challenges. The first is poor internet connectivity in rural

branches. Bandwidth issues in rural branches make it challenging to connect to the

cloud, run analytics and get the results back in time during business hours. Second,

in urban areas while bandwidth is not a major constraint, network up time is a con-

cern. Network failures happen either because of cable cuts or router issues along the

path to the bank’s cloud. While the power of cloud (in terms of high end algorithms)

cannot be brought to each remote branch, the alternative is to switch to grid comput-

ing built using computers with in the branch and/or computers located at branches in

the same city and switch to cloud only for high end and more precise computation.

2 Fog and Edge Computing

In a cloud based IT strategy, the data from each branch is logged into a central loca-

tion and a global analytics is executed on the entirety of the data. Banks also use

cloud for handling the internal business operations comprising of small amount of

data and are not expected to produce results over a shorter duration of time such as

knowing the number of transactions being done in a day, dragging the information of

a specific customer, estimating the peak hours of branch operation over a couple of

days, estimating the performance of a small group of branches within a city, etc. In

the traditional deployment and usage of IT resources, the role of a branch is largely
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restricted to collecting data and reporting it to the cloud. But as bank branches are

distributed all over the globe and that the overall performance of bank can be known

only by having the knowledge of individual performance of each branch, it might

be better to build a computing platform where in branches are allowed to perform

some computation. This would allow branches from overcoming bandwidth limita-

tion in Sect. 1. New computing paradigms in the form of fog and edge computing

have been proposed. The idea is to use computational power that is located closer

to the point of data generation rather than always relying on cloud. For example, in

case of bank branches, the computers have significant processing power and mem-

ory resources, they remain under utilized at present as all processing happens on the

cloud. The computational power in the branch can be used to process and analyze

various internal business operations, day-to-day operations, branch specific and also

the group of branches operations to further reduce IT costs and improve redundancy.

While cloud computing achieves cost effectiveness through sharing of computational

resources and ease of dynamic management through elasticity, fog computing aims

to provide an additional feature of quality of resource (QoS). The goal of fog com-

puting is to bring computing closer to data, and thus reduce the turn around time or

rather latency associated with analyzing data in case of cloud computing. While fog

computing might experience in the accuracy of results, it does so at the cost of redun-

dancy and client objectives. Unlike cloud computing that aims for resource pooling

at a centralized geographical location, fog computing aims for local resource pooling

between computing clusters spread over a small geographical location.

In case of cloud computing, the physical layer connectivity between the cloud

server and the bank is also unreliable and not secure guaranteed especially for busi-

ness located in a remote location. Due to the heavy traffic being generated in the

network, the turn around time is also a hindrance. This can be eradicated by bringing

the computational power to the edge of the network. It can be achieved by utilizing

the local resources since the physical layer connectivity between bank branches is

more stable and reliable.

3 Overview of the Proposed Middle Ware Platform

The attributes of an operation are mainly divided into two characteristics: attributes

of data analytics task to be performed and IT resources available. The cost of exe-

cution of an operation depends on size of the data set to be analyzed, complexity of

the analytics algorithm to be used, bandwidth costs to move the data to the cloud.

The total processing time includes the round trip delay to the cloud and time taken

to perform analytics. The attributes of the IT resources are bandwidth, up time of the

CPU resources and the amount of CPU time that can be availed for a specific job.

In the current work, we aim to deploy the analytical task to be deployed in one of

the following three geographical locations:
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Fig. 1 Proposed Model

Fig. 2 Classification

∙ perform on the cloud.

∙ perform on a group of computers (grouped together to form a grid) located with

in the branch.

∙ perform on a group of computers (grouped together to form a grid) located at

different branches of the bank but within the same city or town.

As shown in Fig. 1, a decision box is to be developed such that it acts as a middle

ware and decides the appropriate execution place. Whenever a request is made, the

decision box looks at the characteristics of IT resources available at that specific time

and the requirements of the business analytics to be performed and recommend the

best option available.

To build the decision box, in this work we make use of decision trees. Figure 2

shows a hypothetical decision tree for the current problem. The output of the deci-

sion tree indicate the appropriate location (one of the 3 locations indicated earlier

in the section) for performing business analytics. The aim of the decision tree is to

recommend a place that is closer to the source of data for performing analytics.
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4 Implementation

4.1 Requirements Gathering

From the observation of bank logs, the analytical characteristic values are estimated

and tabulated in Table 1. The data found at a bank is usually less than 40 TB and most

of the bank branches are holding the data of size 100 GB or less. In many analytical

problem, the branches need quick turn around time and are willing to trade accuracy

of the results for turn around time.

The network bandwidth required to handle the various business operations found

to be about 40 Mbps. The CPU resources being utilized by the branches is less than

50% of the available resources. The up time of the servers needed to complete the

execution of businesss operation is observed to be around 10 h. These values are

tabulated in Table 2.

4.2 Construction of Decision Tree

In the current work, we use CART [1] decision tree for classification. CART deci-

sion tree is constructed using the attributes of business data to be analyzed and net-

work characteristics. The possible place of execution is used as class variable. The

Table 1 Analytical characteristics

S.No Dataset size (GB) Accuracy (%) Time (hr:mm) Execution place (Result)

1 100 90 2:00 Data center

2 10 85 0:30 Local branch

3 60 98 4:30 Data center

4 30 89 3:00 Group of branches

5 .. .. .. ..

6 .. .. .. ..

Table 2 Network characteristics

S.No N/W bandwidth (Mbps) Uptime (hr:mm) CPU resources (%)

1 5 01:10 10

2 12 00:50 25

3 6 00:55 8

4 10 01:28 15

5 .. .. ..

6 .. .. ..
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Fig. 3 Decision tree

information needed to construct the initial decision tree is historical data. As the

network characteristics keep changing from time to time, we propose using network

daemon and ping command to gather data. Using ping command, we can calculate

available bandwidth and up time. The daemon runs constantly gathering information

about the available CPU resources. The necessary data is gathered for each possible

place of execution. Whenever a request for business analytics is made, the network

characteristics at that specific moment are measured and along with these values,

the analytical characteristics of the request made are passed to the decision tree as

input, the decision tree finds the best possible place of execution and then the request

is correspondingly redirected. We used scikit-learn [2] to build the CART decision

tree. Scikit-learn is a machine-learning tool for data mining and data analysis. The

analytical and network characteristics are passed as features and places of execution

are passed as class variables. The resulting decision tree is shown in Fig. 3.

In Fig. 3, each node shows the best split condition selected, the impurity measure

gini [3] and the number of samples taken into consideration for that specific node

characteristics. The size of data set to be processed is taken as the first best split

condition to classify the samples into two groups. In left branch, CPU resources is

taken as best split condition and in right sub tree, again data set size is selected as

best split condition, and so on. At each and every leaf node, the values in matrix

indicates the number of samples classified for each execution place such that the left

most leaf node infers that number of samples which can be executed in cloud is zero,

number of samples which can be executed among a group of branches is zero and

which can be executed at local branch are 6681.
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4.3 Challenges Overcome

4.3.1 Handling Training Data with Missing Attributes

Two common strategies widely used to deal with missing values are:

∙ assign the most frequently occurring value in the data set to the missing value.

∙ Identify all possible values and assign probability to each possible value.

4.3.2 Handling Continuous Attributes

Most widely used technique to deal with continuous attributes is through compart-

mentalization of the values into several discrete set of intervals. Even though the size

of data set to be analyzed can be of any volume, in our study we classify the size of

data set into the following three compartments.

∙ data set of volume 30 GB or less is considered to be small,

∙ any data set of size more than 30 GB and less than 50 GB is considered to be

medium sized,

∙ any data set size of size 50 GB or more is considered to be large volume.

4.3.3 Finding the Best Split Condition

For the construction of decision tree, we need to identify the best split condition

that can produce clear classification of requests. If all the requests are classified into

a single final value (execution place) after testing the condition, then it is said to

be having zero impurity else if the requests are distributed uniformly for every class,

then it is said to be having highest impurity. Statistical metrics such as Entropy, Gini,

and Classification error are developed to select the best split. Gini is the measure of

impurity and is used to select the best split for our decision tree.

gini(t) = 1 −
c−1∑

i=0
[p(i|t)]2

where,

∙ gini(t) represents the impurity measure at node t.
∙ P(i|t) represents the fraction of requests belonging to class i at node t.

∙ Calculation of gini impurity measure:

At root node, entire training data set of 39,999 records is considered. Out of which

26,887 records are labeled as belonging to the cloud group, 5489 records belong to

the branches group and 7623 records belongs to local group. Therefore,
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gini(rootnode) = 1 − (( 26887
39999

)2 + ( 5489
39999

)2 + ( 7623
39999

)2)

gini(rootnode) = 1 − 0.5069941
gini(rootnode) = 0.4930059

In subsequent classification, the impurity measure is reduced for at least one

branch of tree by choosing the best split condition. It is terminated when there is

no significant improvement in gini impurity measure or if the number of records at a

node meets a threshold value. A threshold value is the minimum number of records

to be present at a node to represent a class and not to be classified further.

4.3.4 Model Over Fitting

There are two types of errors associated with classification model. They are

∙ Training errors

∙ Generalization errors

Training errors also known as resubstitution error or apparent error, is the number

of mis-classification errors committed on training records, whereas generalization

error is the expected error of the model on previously unseen records. An idle model

is one that has low training error and low generalization error. It needs to be observed

that a model with low training error does not necessarily have low generalization

error and in fact may have larger generalization error in case of model over fitting.

4.3.5 Handling Over Fitting in Decision Tree Induction

There are two strategies to handle model over fitting. They are:

∙ Prepruning:

The algorithm used for building decision tree is stopped based on heuristics so as to

avoid perfect classification of training data set. The heuristics prevent the growth of

complex sub trees.

∙ Postpruning:

The major draw back of prepruning technique is the difficulty in identifying the ideal

depth of the decision tree even before it has grown and often results in premature

termination of the decision tree. This problem is overcome in post pruning techniques

by allowing the decision tree to grow to its maximum size before it is pruned. The

fully grown tree is then trimmed using a bottom-up approach wherein a subtree is

replaced with a leaf node whose class label is determined either by the majority class

of records or the most used branch of the sub tree. Further, error estimates can be

used to determine the ideal decision tree.
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Table 3 Classification of samples

Test Number Number of

samples

Cloud Group of

branches

Local branch % of samples

for cloud

1 10000 7603 445 1952 76.03

2 20000 15636 3699 665 78.18

3 30000 20700 4582 4718 69.00

4 40000 26920 5458 7622 67.30

5 50000 35121 8825 6054 70.24

5 Results

From Fig. 3, it can be observed that the number of samples or operations being clas-

sified into cloud are 26,887 out of 39,999 samples and number of samples being

classified into group of branches are 5489 and which are classified into local branch

group are 7,623. The above experiment has been done several times and the results

are tabulated in Table 3.

The average percentage of operations being executed in cloud =

76.03 + 78.18 + 69 + 67.3 + 70.24
5

= 72.15%

The number of operations being executed in cloud is brought down by nearly

(100 − 72.15) = 27.85% which results in the reduction of cloud service usage.

Performance Evaluation The results of classification algorithm are validated using

Holdout method, cross validation, random subsampling, and bootstrap techniques.

In Holdout method, the decision tree in Fig. 3 is constructed in such a way that orig-

inal data is divided into training data set comprising of 80% data and test data set

comprising of 20% data. The accuracy of classification was 91%. The results were

also evaluated using cross-validation methods.

The classifier’s performance was improved by repeating hold out method sev-

eral times and random subsampling was used to overcome the demerits of holdout

method. However, since the process does not utilize as much data as possible for

training, it still encounters the problems associated with holdout method as some

records might be used for training more often than others. So, we also experimented

with bootstrap approach wherein the training records are sampled with replacement.
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5.1 Emulation of Proposed Model

Seattle [4] is an open source platform ideally suited for networking and distributed

systems research. It is an open, community driven research and educational testbed

that offers a large deployment of computational resources in the form of computers,

servers, and phones provided by end users across the world. The distributed comput-

ing platform composes of end user systems and incorporates essential proper security

features such as sand boxing so that the deployed programs operated in a safe and

contained manner. In addition the platform allows true owners of the end device to

limit the percentage of their computational power that Seattle platform can use.

Seattle provides tools and programming resources to deploy computational algo-

rithms on a desired group of computers. In the current setup, we grouped resources

in a the local LAN into one category, computers on the WAN but in the same city

(coordinated with resources at another university) and then grouped together a set

of VMs on the cloud platform managed by our department. The proposed algorithm

was implemented as a middle platform, which activates different group of computers

based on the result of the decision tree.

6 Conclusion

In this work, we propose a decision tree-based middle ware platform for taking

advantage of fog computing paradigm in the banking environment. The main idea

of the proposed model is to overcome the communication challenges faced by banks

because of unreliable physical layer connectivity and poor quality of service by mov-

ing computation closer to the source data if possible. The cost of using the cloud

services is greatly reduced by the efficient use of available computational resources

with in the branch and/or at branches with in the same city or town. Based on the

network characteristics and availability of computation resources, the proposed deci-

sion tree based middle ware platform redirects the computational tasks to different

geographical locations. We use the open source Seattle distributed computing plat-

form to emulate the proposed solution. A fall in the cloud usage is also observed

from Fig. 3 as a result.
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Development of 3D FULL HD Endoscope
Capable of Scaling View of the Selected
Region

Dhiraj, Priyanka Soni and Jagdish Lal Raheja

Abstract The stereo vision ability of human beings enables the surgeon with depth

perception, and thus can allow for organ localization in human body. In this work, we

propose an approach of developing a 3D prototype for stereo endoscopes. The stereo

calibration and rectification processes have been implemented in order to nullify the

effects of lens distortions. The processed output was in interlaced format and can be

visualized in 3D format on a passively polarized monitor using polarized glasses. The

proposed system also provides the snapshot, video write, and retrieval in individual

left and right streams along with live process display. The scaling feature provides a

detailed view of the selected region of interest.

Keywords Stereo ⋅ Endoscope ⋅ Stereo calibration ⋅ Image rectification ⋅ Depth ⋅
Lens distortion ⋅ Passive polarization ⋅ Full high definition

1 Introduction

The modern advancements in the display devices have modified the facilities in the

form of tools in a dynamic and remarkable way for surgical applications. Earlier

known techniques such as MRI allows for an approximation view of the patient

organs without providing their localization information to the surgeon along with

their radiation hazards. The surgeon has to perform the surgery using long incisions

and it leads to long recovery times of patients and risks of infection also. To solve

this problem, the 2D endoscopes had been used which helps in performing surgery

using small incisions but it lacked depth information and also suffers from image
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Fig. 1 Misumi FULL HD miniature cameras [3]

distortion effects [1]. The lack of depth perception in the observed scene earlier made

the endoscopy less effective. The human anatomy requires depth perception by the

surgeon in order to make the surgery more effective and result-oriented.

Many researchers had used different techniques for retrieving depth information

from the images. In robot assisted surgery, ultrasound images had been used for 3D

reconstruction [2]. The computer-aided surgery (CAS) software had also been used

for decreasing errors of clinical after effects. The depth information was simulated by

using imaging algorithms by regenerating the stereo data from two separate video

streams. In this article, a prototype of a real-time FULL HD stereo system using

Misumi sensors is shown in Fig. 1 has been demonstrated.

The Misumi MD-B5014-3.0 and Misumi MD-B5014LV-3828 have been used for

making the stereo rig for the endoscope. The camera are very small in size with a

foot print of 14 × 26mm only as shown in Fig. 1. In earlier attempts, the 3D was

visualized using active shutter glasses by surgeons but it mostly leads to headache,

fatigue and nausea [4]. In place of this, the proposed system uses light weight passive

polarized glasses with no after effects.

The article consists of six sections. The concept of stereo imaging is described in

Sect. 1. The design of stereo system is discussed in Sect. 2. Section 3 covers the logic

implementation. Results and analysis are described in Sect. 4. Section 5 contains the

conclusion of the research work.

2 Stereo System Design

A prototype of 3D endoscope has been developed with added features in the form

of snapshot, video read, write and real-time zoom and unzoom facility. The stereo

assembly using the Misumi miniature cameras is shown in Fig. 2.

The stereo system receives the video output of left and right cameras simulta-

neously. The captured frames were used to perform the stereo calibration [6] and

rectification. The rectified right and left images were used to form the combined

image having even and odd scan lines from right and left images and this process

is called as interlacing. Another version of stereo rig was also designed which has

auto focus and 10 white LED’s mounted on the sensor itself to illuminate the view

homogeneously as shown in Fig. 3.
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Fig. 2 Stereo endoscope system. a Stereo rig with 3D scope [5]. b Stereo assembly

Fig. 3 Misumi

MD-B5014LV-3828 stereo

assembly with mounted LED

Fig. 4 Stereo endoscope

assembly with sensors

interfaced

It can capture frames at a maximum resolution of 5.0 M, i.e., 2592× 1944/15 fps

or FHD, i.e., 1920× 1080 at 30 fps. The final stereo endoscope with FULL HD cap-

ture capability is shown in Fig. 4. The Viking Systems dual channel 3D Endoscope

was used for the proposed work as shown in Fig. 4. The working length was 415 mm

with diameter of 10 mm and field of view as 75°. The Misumi MD-B5014-3.0 as

shown in Fig. 4 was used to form a stereo assembly.

The sensors data was captured and transferred to computer using 2 mini USB

connections.

3 Logic Implementation

The stereo endoscope produces in contrast to mono scopes [7] two individual streams

of video simultaneously from the sensor. To generate the 3D output from them, stereo

calibration and rectification needs to be performed on captured data to compensate

for the errors and defects in sensors and processes used.
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3.1 Stereo Calibration

It is an essential step in stereo vision, so as to generate the metric data from left and

right two dimensional images. It was used to compute three types of parameters, i.e.,

camera intrinsic parameters, camera distortion parameters and extrinsic parameters

[8]. A checkerboard pattern is used for this step as it has many identifiable points in

the form of corners which were successfully detected [9].

3.2 Stereo Rectification

The stereo rectification was used to reproject the two cameras image planes such that

they lie in the forward equivalent formation. First, the images were reprojected and

then alignment of the two images in the same line was done [10]. The hartley [11] and

bouguet [12] algorithms were tested for stereo rectification and due to the promising

results of Bouguet algorithm, it is used for the final prototype implementation.

3.3 Interlaced View Generation

Interlacing is a three dimensional display technique used for converting two frame

data into single frame at the cost of loss in resolution [13]. The resultant image as

shown in Fig. 5 contains half number of scan lines from left frame and half number

of scan lines from right frame.

Fig. 5 Interlaced 3D output



Development of 3D FULL HD Endoscope Capable of Scaling View . . . 315

This process requires the viewing glasses to be of same polarization as the display

screen as shown in Fig. 5. The passively polarization technique was used to project

and view the 3D image on viewers eye.

3.4 Zoom View Generation

Zooming is the process which was used, to increase the number of pixels by scaling

an image area X of (width*height) data elements by a scaling factor F, so that the

image appears larger. The zooming can also be called as scaling of an image. Various

methods are reported in literature for zooming like nearest neighbor interpolation

[14], bilinear interpolation [15], bicubic interpolation [16], k-times interpolation etc.

The illustration of the zooming is given in Fig. 6.

The K-Times interpolation technique was used for zooming process due to its

promising results. The flowchart explaining the sequence of steps for the algorithm

is given in Fig. 7.

The K-times interpolation technique was used for zooming algorithm. First row

wise zooming was done followed by columns wise zooming.

The dimensions of the new image will be as given in Eq. (1).

{K ∗ (number of rows − 1) + 1} ∗ {K ∗ (number of columns − 1) + 1} (1)

For a source image of 2 rows and 3 columns as shown in Fig. 8a consider k = 3,

i.e., zooming factor is 3. The number of values that should be inserted are equal to

k − 1, i.e., 3 − 1 = 2. The destination image as obtained after row and column wise

zooming is shown in Fig. 8b.

Fig. 6 Zoomming process
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Fig. 7 Flowchart for

zoomming technique

Fig. 8 Source image and

destination image

4 Results

The technique provides the flexibility of selecting a region of interest (ROI) as shown

in “render” window of Fig. 9, which then acts as input to zooming algorithm. The

output of the zooming technique is shown in Fig. 9.

According to the fixed value of “K”, the dimensions of the output image were cal-

culated and the intermediate pixel values were evaluated in row followed by column

fashion. The algorithm has been successfully implemented using FULL HD Mis-

umi sensors and real-time 3D output has been obtained and displayed on a passive

polarized monitor. The algorithm process the left and right video streams by first
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Fig. 9 ZOOM operation on real-time stereo output

performing stereo calibration followed by rectification. The remapped data was then

used for interlace output generation which was viewed in 3D form using polarized

glasses.

5 Conclusions

The proposed interlaced-based 3D stereo technique has been developed for the

robotic assisted surgical applications where a scope is inserted in patient’s body and

the stereo cameras are used to form a 3D view of internal organs. The proposed

method can generate real-time FULLHD output from Misumi miniature cameras.

The additional features provided on its API in terms of snapshot capture, 3D video

storage, left and right video read and write option, live display of running process,

and real-time zooming and unzooming makes the technique more appealing and

product-oriented. The passive polarized monitor provides a 3D output using eco-

nomically priced passive glasses.
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An 𝓵𝟏-Norm Based Optimization
Approach for Power Line Interference
Removal in ECG Signals

Neethu Mohan, S. Sachin Kumar and K.P. Soman

Abstract Accurate analysis and proper interpretation of electrophysical recordings

like ECG is a real necessity in medical diagnosis. Presence of artifacts and other

noises can corrupt the ECG signals and can lead to an improper disease diagnosis.

Power line interferences (PLI) occurring at 50/60 Hz is a major source of noises

which could corrupt the ECG signals. This motivates the removal of PLI from ECG

signals and is a foremost preprocessing task in ECG signal analysis. In this paper, we

deal an 𝓁1 norm based optimization approach for PLI removal in ECG signals. The

sparsity inducing property of 𝓁1 norm is used for efficient removal of power noises.

The effectiveness of this approach is evaluated on ECG signals corrupted with power

line interferences and random noises.

Keywords Power line interferences ⋅ 𝓁1 norm optimization ⋅ Basis concept ⋅ ECG

signal analysis

1 Introduction

Recent advances in medical field and research greatly depend on measured elec-

trophysical recordings like electrocardiogram (ECG). For exact disease diagnosis,

accurate information extraction from measured biorecordings is required. However,
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these recordings are usually corrupted with different kinds of noises and artifacts,

and the presence of which reduces the quality of recorded data by making the analy-

sis a difficult task. Power line interference (PLI) is one of such noise that makes ECG

signal analysis a demanding task. PLIs occurring at 50 Hz (Indian scenario) or 60 Hz

(European scenario) can corrupt ECG recordings, leading to an improper diagnosis.

PLIs are nonstationary in nature and occurs as a thin frequency band near the center

frequency. The most challenging task in PLI removal is to remove the interferences

without altering the actual ECG signal characteristics [1–3].

Several articles have proposed different techniques for removing PLI in ECG

recordings. A typical neural recording system consists of the electrode bundle—a

series of amplifiers and filters, followed by digitization and a software signal pro-

cessing [3]. Several methods are adopted to reduce the effect of interference at the

recording hardware level. This bottom-level precautions includes usage of active

electrodes, biopotential amplifiers and shielding electrodes in the recording system

[1–3]. Despite adopting measures to remove the interference at hardware level, the

ECG signals thus recorded will have interferences. The negligible amount of power

noises does not corrupt the signal analysis. As the noise level increases, the signal

analysis becomes a tedious task. This motivates the use of signal processing algo-

rithms in PLI removal.

The most traditional and classical approach for PLI removal is notch filtering [4].

A notch filter is a band stop filter that attenuates 50/60 Hz PLI frequency. The disad-

vantage with notch filters is that it causes removal of signal components and intro-

duce signal distortions. Hence even though it is of low cost and computationally

efficient it is not widely preferred for PLI removal [2–5]. Several articles published

based on adaptive filtering concepts overcome the drawbacks of notch filtering. In

adaptive filtering approach, the filter parameters are adjusted according to the varia-

tions in the ECG recordings. A comparison between adaptive and nonadaptive filters

for interference removal in ECG signals is proposed in [6]. A simplified lattice-based

adaptive IIR notch filter [7], a least mean square (LMS) approach [8], a sliding DFT

phase locking scheme [9], a State Space Recursive Least Square approach (SSRLS)

[10], an extended Kalman filter [11], an H∞ filter [12] are various approaches pro-

posed for PLI removal. Several signal processing algorithms are also have been uti-

lized for PLI removal. In [13], an adaptive filtering approach combined with EMD is

used for PLI removal. PLI removal using blind source separation and wavelet analy-

sis combined with EEMD is proposed in [14]. In the previous work [15], the authors

have proposed a modified variational mode decomposition (VMD) approach for PLI

removal in ECG signals.

In this paper, we are dealing with a sparse regularized optimization approach for

PLI removal from ECG recordings. The property of 𝓁1 norm for inducing sparsity

on signals is used for PLI and noise removal. The remaining section of the paper is

organized as follows: Sect. 2 explains the 𝓁1 norm approach followed by results and

discussions in Sect. 3. Finally Sect. 4 concludes the paper.
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2 Proposed Approach

We consider the problem of estimating the noise free or clean ECG signal x from the

noisy signal y,

y = x + p + w (1)

where x, y, p,w ∈ RN
, p is the power line interference, w is the random noises. The

sampling frequency is fs Hz. The PLI may vary in amplitude, phase, and frequency

[2].

p =
N∑

n=1
an cos(2𝜋nft + 𝜙n) (2)

f is the fundamental frequency, an and 𝜙n are the amplitude and phase of the nth

harmonics, N is the number of harmonics. The ECG signals are also corrupted with

lower order artifacts like electromyogram (EMG) and instrumentation noises. Mus-

cle contraction movements other than heart induces random fluctuations in ECG

called EMG noises. Electrical equipments used in ECG device introduce random

noises with a white Gaussian distribution and is called as instrumentation noises. To

obtain the PLI and random noise-free denoised signal, we follow the 𝓁1 norm-based

optimization approach.

2.1 Case 1: General Total Variation Denoising (TVD)

The general formulation of TVD problem [16] is given as,

argmin
x

{
‖y − x‖22 + 𝜆

‖‖D2x‖‖1
}

(3)

where 𝜆 is the regularization parameter and D2 is the second order difference matrix

of size (N − 2) × N defined as,

D2 =
⎡
⎢
⎢
⎢⎣

1 −2 1
1 −2 1

⋱ ⋱ ⋱
1 −2 1

⎤
⎥
⎥
⎥⎦

(4)

In this formulation, the 𝓁1 norm of the second order difference of the variables are

minimized [16]. The drawback of this general TVD method for PLI removal is the

loss of ECG signal components.
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2.2 Case 2: Proposed 𝓵𝟏 Norm Denoising

Follows from general TVD and basis pursuit approaches [16, 17], an 𝓁1 norm-based

optimization approach is proposed for PLI removal in ECG signals. The formulation

of proposed approach is,

argmin
x

{
‖y − x‖22 + 𝜆1‖Ax‖1 + 𝜆2

‖‖D2x‖‖1
}

(5)

Here, y is the noisy ECG signal with PLI and x is the denoised signal. In Eq. (5),

the regularizers are combination of two simple regularizers. The first term ‖y − x‖22
ensures that the denoised signal should be close to original signal. However, this

term alone will produce a noisy signal. To avoid this, we introduced the second term,

‖Ax‖1, which encourages sparsity. A is an orthogonal basis matrix form by sampling

sine and cosine waves in the frequency range close to 50/60 Hz. Minimizing 𝓁1 norm

of projection of x ontoAwill ensure the signal x doesn’t contain any PLI components.

The third term, ‖‖D2x‖‖1 is the 𝓁1 norm penalty on the second order difference of the

variables. D2 matrix is defined as in Eq. (4). This will reduce the lower order artifacts

present in the signal. By applying variable splitting, the problem defined in (5) can

be rewritten as,

argmin
x,u,v

{
‖y − x‖22 + 𝜆1‖u‖1 + 𝜆2‖v‖1

}

s.t u − Ax = 0, v − D2x = 0
(6)

The augmented Lagrangian formulation can be written as,

L(x, u, v, c, d) = ‖y − x‖22 + 𝜆1‖u‖1 + 𝜆2‖v‖1+

𝜇1
2
‖u − Ax − c‖22 +

𝜇2
2
‖‖v − D2x − d‖‖

2
2

(7)

where 𝜇1, 𝜇2 > 0 are parameters.

In Eq. (5) for PLI removal, an orthogonal basis matrix A is created by sampling

sines and cosines waves to capture the PLIs fundamental frequency and its harmonics

[18]. The noisy signal is projected onto the basis matrix, A, and by minimizing the

𝓁1 norm of the resultant signal, ‖Ax‖1, the interferences can be captured. Since the

PLI component usually occurs at the frequencies close to 50/60 Hz and its multiples,

bases are created in this close range. To find the correct range at which the bases

need to be created, a simple frame-based estimation procedure is adopted. Initially,

the average power of entire signal is calculated and the power spectrum is obtained.

From this power spectrum the frequency range at which the PLI occurred can be

identified. To find this small range, a frame of length 3 is considered in the frequency

range 45–65 Hz. The main advantage of choosing this frequency range is that it can

accommodate the worst case power line frequency variations [19]. From the frame,

the average power is calculated. Then the frame is shifted by 1 Hz (shift = 1 unit), and

like this average power of 21 frames (with frame length = 3, shift = 1, 21 frames can
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be made in the frequency range 45–65 Hz) are calculated. The frame that contains

the power noise will have higher average power comparing with other frames. By

identifying the frame, the exact frequency range at which PLI occur can be identified

and the basis matrix A is created at this frequency range in an interval of 0.5. By

minimizing the second-order difference of the variables, ‖‖D2x‖‖1, the random noises

are reduced. Hence the proposed approach will result in a smoothed ECG signal with

reduced noise. The main advantage of the proposed approach is that the ECG signal

components are highly preserved.

2.3 Case 3: Sparse Derivative Decomposition (SDD) with
Higher Derivatives

For comparing the proposed approach, the sparse derivative decomposition (SSD)

and denoising method proposed in [20] is also mapped for PLI removal. In their

formulation, the noisy signal y is decomposed in into two components given in Eq.

(8).

argmin
x1,x2

{‖‖y − x1 − x2‖‖2 + 𝜆1
‖‖D1x1‖‖1 + 𝜆2

‖‖D2x2‖‖1
}

(8)

where D1 and D2 represents the first and second order difference matrices. We mod-

ified equation (8) by introducing higher order difference matrices D3 and D4. The

formulation is given as,

arg min
x1,x2,x3

{‖‖y − x1 − x2 − x3‖‖2 + 𝜆1
‖‖D2x1‖‖1 + 𝜆2

‖‖D3x2‖‖1 + 𝜆3
‖‖D4x3‖‖1

}
(9)

where D2, D3 and D4 represents the second, third, and fourth-order difference matri-

ces respectively. By incorporating higher order derivatives the characteristics of

ECG signals are highly captured. The second-order derivatives capture the piece-

wise variation in the signal. Third and higher order derivatives capture the polyno-

mial variations in the signal. The denoised signal is obtained by the addition of these

components. All the cases are realized using CVX, a MATLAB-based modelling

system for convex programming [21].

3 Results and Discussions

The performance of each case is evaluated on ECG signals under various noise con-

ditions [22]. The ECG data (sampled at 360 Hz) synthetically corrupted with PLI of

60 Hz and its first harmonics is used for performance evaluation. For processing the

entire ECG signal, a frame length of 3600 samples (10 second signal) is considered.

Figure 1a is the power spectrum density (PSD) of noisy ECG, where the lobs at 60

and 120 Hz indicates the ECG is corrupted with PLI. The performance is evaluated



324 N. Mohan et al.

based on noise reduction rate and is expressed in terms of input and output signal to

noise ratio (SNR). The input SNR (SNRin) is the ratio of the power of the clean ECG

signal to the power of the interference and output SNR (SNRout) is the ratio of the

power of the estimated output signal to the power of the error in the estimation. The

strength of PLI is inversely proportional to the SNR value. A lower SNRin indicates

that the signal contains high amount of noises. The ECG signal whose SNRin ranges

from 30 to −5 db is taken for analysis. The performance of each case on ECG signals

corrupted with PLI and random noises also evaluated.

3.1 Case1: TVD with Second-Order Derivative Matrix

The problem defined in Eq. (3) is solved using CVX. Figure 1b is the PSD plot of

denoised ECG. The SNRout obtained for case 1 are tabulated in Table 1 as case1.

The regularization parameter 𝜆 is fixed experimentally based on SNR improvement.

For SNRin of 30 to −5 db, 𝜆 is fixed between 100 and 5000 range. As the noise level

increases, 𝜆 has also increases in Eq. (3) to ensure denoising. The performance of

this approach is also tested on ECG signals corrupted with EMG and instrumentation

noises along with PLI. These noises are additive white Gaussian noise with zero

mean and is randomly distributed. Figure 2a shows the noisy ECG sequence and

Fig. 2b shows the effect of general TVD for noise reduction. The results of SNR

evaluation is given in Table 1 and 𝜆 is fixed in 100–5000 range.

3.2 Case2: Proposed 𝓵𝟏 Norm Denoising

The proposed 𝓁1 norm denoising approach with combined regularizers defined in

Eq. (5) is applied on ECG data synthetically corrupted with PLI. Initially, the aver-

age power and power spectrum of the signal is estimated and a frame of length 3

is defined in 55–65 Hz frequency range. Each frame is shifted by 1 Hz and its aver-

age power is calculated. The frame that contains noise will have higher power than

other bands (assuming the noise is of high power) and is identified. Since our sig-

nal is contaminated with power noises of 60 Hz, the frame 59–61 shows the highest

power. Also to identify the frame of harmonics, the same power estimation is done

in 115–125 Hz frequency range. The highest power is estimated in a frame of 119–

120 Hz indicates the presence of first harmonics at this range. Thus the basis matrix

A is created by sampling sines and cosines at both fundamental and harmonics fre-

quency range in an interval of 0.5. The SNRout obtained are tabulated in Table 1 as

case 2. The PSD plot of denoised signal is given in Fig. 1c. From the table, it is clear

that for all ranges of SNRin, proposed approach gives good performance in terms of

high SNRout. This will conclude that proposed approach is highly insensitive to noise

variations. Also on comparison with case 1 (TVD approach), the proposed approach

outperforms in terms of high SNRout. The signal components are highly preserved in
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Fig. 1 PSD of a noisy ECG signal, b denoised signal using case 1, c denoised signal using case 2

(proposed approach), where the signal characteristics are highly preserved, d denoised signal using

case 3, where the signal components are highly lost

case 2 than case 1 and hence it is more appropriate for PLI removal in ECG signals.

Also the proposed approach gives good performance even the PLI fundamental fre-

quency is deviated from 60 Hz and which induces higher deviations in harmonics.

Under this situation the basis matrix is created by increasing the interval and a high

SNRout is achieved.

Based on noise reduction, 𝜆1 is fixed experimentally. For SNRin of 30–10 db,

SNR is improved in 100–1000 range of 𝜆1. From 10 to −5 db of SNRin, good SNRout
has achieved in 1000–4000 range. 𝜆2 is fixed between 0.01 and 0.5 in Eq. (5). Due

to the orthogonality nature of basis, projecting the entire signal onto the basis will

result in a highly sparse representation (will not capture the required information).

Therefore, to capture the required information, the signal is divided into 10 second

frames without overlapping.

Now consider the second scenario where ECG signals corrupted with random

noises along with PLI. For the PLI reduction the basis matrix is created based on

the estimation procedure explained in Sect. 2. The regularization parameters 𝜆1 and

𝜆2 are fixed in 100–5000, 100–250 range respectively. Figure 2c shows the effect of

proposed approach for noise reduction in ECG signals. The results of SNR evaluation

are given in Table 1. The noise reduction without compromising the actual signal
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Fig. 2 a ECG signal corrupted with random noises and PLI, b ECG signal after applying case 1,

c ECG signal after applying case 2, d ECG signal after applying case 3

Table 1 SNR evaluation of three cases; case 1—General TVD, case 2—Proposed 𝓁1 norm denois-

ing, case 3—SDD with higher order derivatives

SNRin (db) SNRout (db) SNRout (db)

ECG with PLI ECG with PLI and random noises

Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

30.66 48.21 57.54 49.11 44.86 45.78 45.26

22.12 47.13 57.54 45.56 43.49 45.73 45.13

14.17 46.71 57.54 45.81 44.01 45.30 44.48

2.12 45.52 57.57 44.09 43.69 45.48 43.22

0.19 45.51 57.60 43.71 43.69 45.48 42.99

−3.89 44.88 57.59 42.97 42.96 44.43 42.58

−5.82 44.64 57.57 42.35 42.58 43.98 42.25

components is indicated in terms of high SNRout. Comparing with TVD, proposed

approach gives high noise reduction in the presence of PLI and random noises.

3.3 Case 3: SDD with Higher Order Derivatives

The proposed approach is compared with SDD approach defined in Eq. (9). Figure 1d

shows the denoised signal of SDD approach, where the signal components are highly

affected. Results of SNR evaluation are tabulated in Table 1 as case 3. From table it

is clear that the noise reduction rate is lesser than case 2. The performance of case 3

under random noise condition is depicted in Fig. 2d.
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Fig. 3 a PSD after applying notch filter, b PSD after applying proposed approach

3.4 Comparison with Notch Filtering

The performance of proposed 𝓁1 norm denoising (case 2) is compared with notch

filtering approach. Figure 3 shows the effect of a notch filter on a synthetically cor-

rupted ECG sequence. Here the PLI fundamental frequency is slightly deviated from

60 Hz. The notch filter is designed with Q-factor of 35. A high Q-factor will result

in a narrowband notch filter. When the PLI frequency is slightly deviated from the

fundamental frequency, notch filters fails to capture this frequency deviations and

the signal PSD got distorted (Fig. 3a). As seen in Fig. 3b, the proposed approach

effectively removes the interference. SNRout is 43.59 in case of notch and 57.52 in

proposed 𝓁1 norm denoising approach.

4 Conclusion

This paper deals with an 𝓁1 norm-based optimization approach for noise reduction

(PLI and random noises) in ECG signals. The proposed 𝓁1 norm denoising approach

is formulated by combining regularizers. This approach evokes a very sharp notch

filtering effect to remove the PLI without any external reference signal. Hence the

memory requirement is less and is computationally efficient. The 𝓁1 norm of the

second-order difference of variables will help to reduce the lower order artifacts

present in the signal. The performance of the proposed approach is compared with

two cases, case 1—general TVD and case 2—SDD with higher order derivatives.

The performance is quantitatively evaluated in terms of input and output SNR on

synthetically corrupted ECG signals. Based on evaluation, it is concluded that pro-

posed 𝓁1 norm denoising approach is appropriate for PLI removal in ECG signals.
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Exploration of Many-Objective Feature
Selection for Recognition of Motor
Imagery Tasks

Monalisa Pal and Sanghamitra Bandyopadhyay

Abstract Brain–Computer Interfacing helps in creation of a communication path-

way between brain and external device such that the biological modality of perform-

ing the task could be bypassed. This necessitates fast and reliable decoding of brain

signals which mandate feature selection to play a crucial role. The literature discloses

the improvement in performance of left/right motor imagery signal classification

with many-objective feature selection where several classification performance met-

rics have been maximized for obtaining a good quality feature set. This work analy-

ses the classification performance by varying the feature dimension and number of

objectives. A recent many-objective optimization coupled with objective reduction

algorithm viz. 𝛼-DEMO has been used for modeling the feature selection as an opti-

mization problem with six objectives. The results obtained in this work have been

statistically validated by Friedman Test.

Keywords Brain—computer interfacing ⋅ Electroencephalography ⋅ Feature

selection ⋅ Many-objective optimization ⋅ Friedman test

1 Introduction

Artificial means of decoding and encoding brain signals to assist motor-disabled

people have been one of the key research areas of Brain—Computer Interfacing

(BCI) since decades. Among several other methods, Electroencephalography (EEG)

is often the choice for brain signal acquisition because of its high temporal reso-

lution, non-invasiveness, affordability, and portability [1, 2]. However, for efficient

real-time BCI applications fast feature estimation as well as fast classification with

sufficient accuracy are the major requirements [1, 2]. Feature selection methods not
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only helps in meeting these challenges but also helps to reduce the number of redun-

dant and irrelevant features thereby making the classification technique computa-

tionally less expensive.

There are several works on feature selection for motor imagery EEG signal clas-

sification which can be found in the literature review portions of [1, 2]. Some of

these works consider filter approach where the information content of the feature

set is maximized using some information theoretic measure and the rest of them

consider wrapper approach where the fitness of the feature set is judged based on

the classification performance. Most of the previous approaches consider maximiz-

ing classification accuracy as the only objective for feature selection [1]. A few of

the works which considers multi-objective feature selection are mainly bi-objective

formulations where either precision along with recall are maximized [3] or rate of

classification error along with the cardinality of feature set are minimized [4]. The

work in [2] shows that feature selection using maximization of several classification

performance metrics improves the performance of left/right motor imagery signal

classification. However, the work does not study the variation of the performance

with different feature dimension and whether all objectives are relevant.

In this work, the same dataset, feature extraction procedure, and classifier are

used as those in [2]. It considers the claims in [2] to be true. Specifically, the classi-

fication accuracy improves from the approach where feature selection is not used to

the approach where many-objective feature selection is used. Another observation

made in [2] is the reduction in classification time due to smaller feature dimension

of the test samples. Less classification time has high importance in real-time motor

imagery classification work. This work applies a differential evolution based many-

objective optimization (MaOO) viz. 𝛼-DEMO [5] and investigates the performance

by varying the feature dimension and the number of objectives. Following this, the

proposed approach is compared with a previous work [2] and with another popular

Genetic Algorithm based MaOO algorithm. The results are statistically validated to

conclude the significance of the proposed 𝛼-DEMO based feature selection strategy.

In Sect. 2, the overview of the experiment is briefly described. Section 3 presents

and discusses the results obtained in course of the work. Finally, the conclusion is

drawn in Sect. 4 providing direction for future work.

2 Experimental Paradigm

A typical BCI system consists of a forward non-neuromuscular path connecting the

subject’s brain to a computer (might be a wired or a wireless connection) and a feed-

back path through which an external (rehabilitative) device is operated based on

computer-generated control signals. The operation of the external device serves as

a stimulus to which the subject’s brain responds. In this section, the outline of the

experiment (forward path) is presented.
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Table 1 Different stages of BCI system

Stages Details

Data acquisition BCI Competition 2008—Graz Dataset B

(250 Hz left/right motor imagery EEG from

nine subjects with two sessions/subject)

Preprocessing Band-pass filtering with passband 0.5–100 Hz,

Electrooculogram (EOG) artifact removal

using regression between EOG and EEG

Feature extraction One-sided Power Spectral Density Estimation

by Welch’s Method (EEG from C3, C4, and Cz

electrodes, feature dimension = 378)

Classification Linear Support Vector Machine (LSVM)

2.1 Major Building Blocks of the BCI System

The forward path of the BCI system consists of the following building blocks: brain

signal acquisition, signal preprocessing, feature extraction, feature selection (during

training phase), and classification. The specifications of the dataset and other stages

except feature selection are summarized in Table 1 and the feature selection stage

is explained in detail, in the next section. For more details, the work in [2] and its

references can be consulted.

2.2 Many-Objective Feature Selection

Feature selection is the task of choosing a subset of the complete feature set such

that the performance is not compromised. The selected feature set has a size d(<D)
where D is the size of complete feature set (D = 378, here).

For formulating the task of feature selection as a MaOO problem, the encoding

of the different candidates of the population, the several objectives and the stopping

condition are to be stated.

A population candidate (X) is defined as X = {x1, x2,… , xd} where each xi ∈
{1, 2, ...,D} for i = 1,… , d. A candidate represents a solution of feature selection.

Here, the encoding implies that d out of D features are to be selected and xi is the

index of i-th choosen feature. This work considers feature selection in a wrapper

approach. The dataset in terms of the selected features are classified using LSVM

and the classification performance indicates the quality of the choosen feature set.

Maximization of classification performance metrics [2] viz. Precision, Recall, Accu-

racy, F1-score, Specificity, and Cohen’s Kappa Coefficient are the six objectives con-

sidered for this work. The optimizer is stopped when maximum number of genera-

tions is attained. A recent differential evolution based optimization algorithm [5] viz.
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𝛼-DEMO is used, which is not only a many-objective optimizer but also performs

objective reduction for the provided value of 𝛼.

3 Analysis of Experimental Outcomes

The experiment is executed on MATLAB R2012b on a computer having 64-bit Core

i3 processor @ 2.3 GHz and 4GB RAM. All the results presented, here, are the

average value of 50 runs of the proposed approach.

Selection of the objectives out of the six objectives based on the value of 𝛼 are

presented in Table 2. These observations imply that any two out of the three metrics

(Precision, Recall and F1-score) are sufficient to express the information given by

all of them (row 3 and 4). As Cohen’s Kappa assesses the observed accuracy with

respect to the expected accuracy, it is of more importance than accuracy itself (row

1, 2 and 5). However, when the complete confusion matrix can be estimated from

the given information, observed accuracy suffices (row 4).

Following this, the performance of the MaOO feature selection is studied by vary-

ing the dimension of reduced feature set (d). Due to lack of space, the variation in

the performance with d is shown only for one of the metrics and for the first session

of data acquisition. The variation of Kappa coefficient (as it is best metric from row

1 of Table 2) with d is given in Fig. 1 for all the subjects. The graphs indicate that the

best performance occurs when d = 5 and is poorer for both lower as well as higher

values of d. This observation is also validated using principal component analysis

[6] on the complete feature set which reveals that highest five eigenvalues out of the

378 values contains about 90% of the information. The selected features are the spec-

tral estimates between 8–12 Hz (𝜇 band) which contains informative motor imagery

signals [7]. Another thing to note is that the best learning takes place for subject 4

followed by subject 5, which is in agreement with the observation made in [2] which

uses the same dataset for classification.

For justifying the choice of MaOO algorithm, the feature selection is modelled

using two other MaOO algorithms viz. DEMO [2] and Non-dominated Sorting

Genetic Algorithm—II (NSGA-II) [8]. The parameter selection of these algorithms

Table 2 Choice of objectives

𝛼 No. of

objectives

Recall Precision Accuracy F1-score Specificity Kappa

0.1667 1 ✓
0.3333 2 ✓ ✓
0.5000 3 ✓ ✓ ✓
0.6667 4 ✓ ✓ ✓ ✓
0.8333 5 ✓ ✓ ✓ ✓ ✓
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Fig. 1 Variation of performance with different feature dimension (lower dimensions are zoomed)

Table 3 Parameters of different evolutionary algorithms

Algorithms Parameters and values

DEMO [2] F ∈ [0, 2], CR = 0.8
𝛼-DEMO [5] 𝛼 ∈ {1∕6, 2∕6, 3∕6, 4∕6, 5∕6}, K0 = K1 = 20,

𝛽1 = 𝛽2 = 0.75
F ∈ [0, 2], CR = 0.8

NSGA-II [9] Mutation distribution index = Crossover

distribution index = 20

(Simulated Binary Crossover and Polynomial

Mutation)

Tour size = 2 (Tournament Selection)

Common parameters Size of Population = 25, Maximum generations

= 200

are given in Table 3. The results are statistically validated using Friedman Test [10]

which follows a chi-squared distribution with (ka − 1) degrees of freedom as shown

in Eq. (1). The number of datasets (NS) is 18 considering both the sessions of the

nine subjects, the number of approaches used for comparison (ka) is 3 and the average

rank (Rj) of the j-th approach is obtained from Table 4 where the ranks are according

to the Kappa values. According to the null hypothesis, all the approaches are equiva-

lent. The algorithms are executed with the four objectives (row 4 of Table 2) because

the highest Kappa values are attained for 15 out of 18 datasets while using 𝛼-DEMO

with 𝛼 = 0.6667.

𝜒
2
F =

12NS

ka(ka + 1)

[∑
j
Rj −

ka(ka + 1)2

4

]
. (1)

Substituting all the values in Eq. (1), the obtained value of 𝜒
2
F = 8.88 > 5.99

(critical value for 2 degrees of freedom and 95% confidence interval). Thus, the

null hypothesis is rejected which validates our claim that the approaches are ranked
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Table 4 Ranks of algorithms for Friedman Test

Feature selection using NSGA-II DEMO 𝛼-DEMO

Average kappa

coefficient

0.6058 0.6180 0.6667

Rj 2.70 1.97 1.15

according to Table 4 where 𝛼-DEMO outperforms the others. This is because (i)

unlike DEMO and like NSGA-II, 𝛼-DEMO is an Ellistist approach [5], and (ii) unlike

NSGA-II, 𝛼-DEMO limits the number of rank-one solution in the population which

reduces risks of trapping in the local optima [5]. Better performance of DEMO over

NSGA-II is due to ranking strategy where besides non-dominated sorting, the mini-

mum distance from ideal point is considered [2].

4 Conclusion

The literature reveals that many-objective feature selection is a better approach than

single-objective feature selection, and reduction in feature dimension is crucial for

real-time application of BCI. This work studies various parameter estimation for

performing feature selection using MaOO approach. The feature dimension as well

as the number objectives are varied to study the optimal case. Later it is shown that

𝛼-DEMO outperforms two popular MaOO algorithms (DEMO and NSGA-II).

Two disadvantages of the work that still prevail are that the feature dimension and

the reduced size of objective set have to be user-specified. For further extension of

this work, different encoding of the candidates of MaOO might be tried such that the

optimal feature dimension is automatically determined. In a similar way, automatic

selection of optimal number of objectives (using other MaOO approaches) might be

taken up as a future work.
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Euler-Time Diagrams: A Set Visualisation
Technique Analysed Over Time

Mithileysh Sathiyanarayanan and Mohammad Alsaffar

Abstract Over the years, there is a large amount of data being generated in almost

all the fields such as engineering, medical, bioscience and social network. To visu-

alise set relationships for a large data is always a challenge, especially with the data

evolving over time. There is no tool that supports the set visualisation represented

over time. So, we explored this impossibility by developing a novel visual method

and a software tool to generate Euler-time diagrams, which will represent set rela-

tions with respect to time. The idea was taken from the well-known visualisations:

Euler diagrams and time-series. Euler diagrams represent set relations and time-

series represent a sequence of events happened over a time. We merged the idea of

Euler diagrams and time-series to spark the novelty. Pattern discovery not only plays

an important role in graph analysis but also in the set analysis process. In this paper,

we took a case study from the World Health Organisation (WHO) who is constantly

trying to understand relationships between various diseases people are affected over

a period of time. This motivated us to develop the set relationship time tool, by con-

sidering two levels: aggregation and relationships, using data-driven documents (D3)

and Google developing tool kit. This prototype tool can be enhanced by considering

gestalt principles, topological properties, perceptual and cognitive theories which

will help in analysing and interpreting data efficiently.
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1 Introduction

Data in various fields are evolving over time constantly and our ability to understand

and analyse them are quite a challenging task. Understanding a huge set of data

manually is far impossible in the current scenario, so a visualisation tool is required

to understand set relationships changing over time.

Euler diagrams [1] are a popular tool that represents set relationships and they

are used in the field of engineering, medical, bioscience and social network. Euler

diagrams are a static representation (as shown in the Fig. 1) which gives useful infor-

mation about how sets are related. But, they have not been represented dynamically

and interactively and there is no other tool to support the set visualisation over time.

To visualise set relationships over time for a large data is always a challenge. So,

we explored this impossibility by developing a novel visual method and a software

tool to generate Euler-time diagrams, which will represent set relations with respect

to time. The idea was taken from the well-known visualisations: Euler diagrams

and time-series. Euler diagrams represent set relations and time-series represent

sequence of events happened over a time. We merged the idea of Euler diagrams

and time-series to spark the novelty.

Fig. 1 An example of a static Euler diagram that compares the features on different models of

PlayStation 3 gaming consoles. Source http://www.wired.com

http://www.wired.com
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Since Euler diagrams and Venn diagrams are used in visualising set-based rela-

tionships using closed contours. We tried to understand other set visualisations such

as Euler-graph diagrams [2, 3], Euler View [4], Untangled Euler diagrams [5], Bub-

ble Sets [6], LineSets [7], KelpFusion [8], linear diagrams [9], treemaps [10, 11] and

spherule diagrams [12, 13] but these will introduce more noise which may reduce

readability. Pattern discovery not only plays an important role in graph analysis but

also in the set analysis process. Due to set complexities, information and elements

make the patterns entangled and it becomes difficult for the analysts who are inter-

ested in visualising set overlaps over time.

In this article, we took a case study from the World Health Organisation (WHO)

who is constantly trying to understand relationships between various diseases people

are affected over a period of time. This motivated us to develop the set relationship

time tool, by considering two levels: aggregation and relationships, using data-driven

documents (D3) and Google developing tool kit using some cooked-up (fake) data.

This prototype tool can be enhanced by considering gestalt principles, perceptual

and cognitive theories which will help in analysing and interpreting data efficiently.

The rest of the paper is organised as follows: Sect. 2 describes the method we

implemented to generate Euler-time diagrams. Section 3 concludes the paper by

addressing the limitations and future work.

2 Method

Set representation in a timeline is not a cumbersome process given that the time axis

is fixed. When an user or an analyst selects the “period of time” he wants to analyse,

he can select the years and the Euler diagrams will be displayed. To visualise a set

of data, we considered two levels: aggregation and relationships:

Relationships: Euler diagrams are drawn with a closed contour and mostly with cir-

cles where (a) set intersection (crossing) is represented by two circles overlapping (b)

set exclusion (disjointness) is represented by two circles not overlapping or touch-

ing each other (c) set inclusion (subset) is represented by a circle inside another

circle completely. In our tool, Euler diagrams are generated based on the general

principles of the set relationship properties. These relationships are coloured and are

represented over time in a chronological order (past year to the current year).

Aggregation: Each circle is a visual indicator of a situation over time and the size of

the circle represents an aggregated information. Each circle has a label (given in text)

in the right side. The Euler diagrams over time are represented in a chronological

order (past year to the current year). Also, we considered interaction in our tool.

When you mouse over, the information of each set will be displayed.

In the example, we considered a case study from the World Health Organisation

(WHO) who is constantly trying to understand relationships between various dis-

eases people are affected over a period of time. Rather than taking a real data (due

to many issues), we cooked-up (fake) the data for developing this tool, Figs. 2 and 3.
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Fig. 2 The screenshot of an Euler-time diagram: a set visualisation technique analysed over time,

where the tool is developed using D3 and Google tool kit

Fig. 3 The screen shot of an Euler-time diagram demonstrating user interaction

Relationships: The sets represent people affected with various diseases. The over-

laps represent some set of people had the diseases in common. For example, in 2013

some people affected with lung cancer had diabetes in common and also some set

of people had HIV/AIDS in common, though few people had only lung cancer (no

overlaps). Interestingly, all ladies who had breast cancer had diabetes. Now, checking

the relationships over time: people affected by HIV/AIDS in 2012 were very low but
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over the next few years, it has increased, based on the disease rate and population.

In this way, set relationships can be visualised over time.

Aggregation: The circle size for HIV/AIDS has increased due to increased number

of affected people. As the number of people increase with respect to time, the size

of the circle will also increase and it holds good for decrease of circle size as well.

The tool is an interactive one (see the Fig. 3): when you mouse over, the informa-

tion of each set will be displayed. For example, when you mouse over to Diabetes

in 2015, it gives you the details of the disease rate and population (number of peo-

ple affected with the disease). This kind of tool will help World Health Organisation

(WHO) to promote more public health awareness programmes on a particular dis-

ease.

3 Conclusion and Future Work

We have presented a general approach to generate Euler-time diagrams, which repre-

sent set relationships over time. This general approach has helped us build a D3 visu-

alisation tool using Google tool kit by considering two levels: aggregation and rela-

tionships. The work is at an early stage of development. Our intention is to develop

an efficient and effective Euler diagrams with timeline. Sometimes, there is a strong

feeling that it is just circles whose position indicates the year and disease rate rather

showing Euler diagrams. That is because the circles overlapping are adding noise

and there is no colour distinction when sets are overlapped. One of the limitations is

that, we used some cooked-up (fake) data rather a real data from a knowledge discov-

ery point of view. As a future work, we aim to use real data and then run user studies

to establish any trade-off involved. The other limitation is that, user’s attention might

get diverted when too much of information is displayed using interaction types. So,

we need to try to visualise the core information statically and only if this is not pos-

sible (e.g. the problem is too complex), we will consider interactivity to improve

readability. Also, this prototype tool can be enhanced by considering gestalt prin-

ciples, topological properties, perceptual and cognitive theories which will help in

analysing and interpreting data efficiently.
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A Framework for Goal Compliance
of Business Process Model

Dipankar Deb and Nabendu Chaki

Abstract In this paper, we propose a framework toward formal representation and

validation of goal compliance for a business process model. All the tasks, postcon-

ditions, constraints, and goals are captured using first-order logic (FOL). We have

used theorem prover (Prover9) for goal entailment. An experimental validation for

goal compliance is presented considering a use case on health care domain. We start

with an exhaustive solution space of all possible business process models for all pos-

sible activities on a particular domain and derive a reduced solution space of goal

complied process models.

Keywords Business process modeling ⋅ Goal compliance ⋅ First-order logic

1 Introduction

In service sector, with increasing dynamics in business houses, there is always a

steady demand for business process redesign. This in turn requires compliance of

the redesigned business process depending on multiple criteria. This paper aims to

achieve goal-based compliance for business process model.

In one of the recent works [4], an approach has been followed for searching

the optimized business process model from the exhaustive space. The work in [4],

however, does not mention the detail methodology of goal compliance from the

exhaustive space. In this paper, we provide a framework that capture tasks, post-

condition, constraints, and goal formally to check for goal entailment. We adopt a

formal method using a use case as tasks, postcondition, constraints, and goal are not

always quantifiable. The specific business process model which do not entails the
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goal will be pruned out of the exhaustive space, and thus providing with only goal

satisfied process models in the exhaustive space.

Technically, we define our problem as: given a formal description of capabil-

ity library Ti where each capability/task is annotated with postconditions Ei, set of

constraints Ci, goal G, and a business process can be represented as a 4-valued

tuple <Ti,G,Ei,Ci>, while a redesigned business process is represented as a 4-

valued tuple <Tj,G,Ej,Cj>. Methodologically, we need to provide a validation of

<Tj,G,Ej,Cj> in terms of goal.

We have, Ecuf = f (Tj,Ej,Cj), where Ecuf is the final cumulative effect for the

sequence of Tj.
We need to determine f (Tj,Ej,Cj) ⊢ G.

We consider the standards for the Indian Public Health system in the use case

represented in Sect. 4 of this paper. Subsequently, we get the goal, postcondition,

constraints, which are needed to comply for an optimized business process model in

respect of the specific case like operation theater management. We map these into

Prover9 using first-order logic (FOL) and validate whether specific business process

model entails with the goal.

2 Related Work

The issue of service redesign is very vital because of its changing nature [6]. The

issue of redesign is very much linked with business process compliance whose one

of the criteria is business goal. So it is very important to check for goal satisfaction

during the redesign of the service.

Most of the literature on business process redesign [11, 14], do not address the

methodology of goal compliance for the improved process. A business process mod-

eling framework proposed in [1] made it easy for IT people to understand and imple-

ment. The work in [15] presents a methodology toward modeling and validating an

e-commerce system with a third-party payment platform. In another recent work pre-

senting [16], a technique is proposed for modeling composite activities by including

components of data, human actors, and atomic activities. The methodology supports

representation of composite activities. A software tool is introduced in [12] for the

automatic visualization of presents a software tool to automate visualization of the

UML activity diagram. Modeling of medical services based on business process

model is been described in [13]. A new modular workflow modeling language is

proposed in [3] allows the designer to easily express data dependencies and time

constraints. The literature survey above indicates the challenge of auditing the busi-

ness process during redesign is need attention.
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Verification of Business Process Constraints is been demonstrated in [5]. Various

frameworks [6, 7] are developed to manage and check the violation of compliance

policies by a given business process at design time, in order to minimize the cost

of noncompliance. In [2] a semiautomated approach is discussed to synthesize busi-

ness process templates out of compliance requirements. However, functional require-

ments are not considered as goal in [2].

The above survey reveals that very little work has been done toward developing a

framework for efficient business process redesign that ensures goal compliance and

auditing of business process using practical goal specification of functional require-

ments. This motivates us to work on generating business process design based on

specific business logic incorporating the activities, postconditions, goals and con-

straints.

3 Proposed Methodology

The methodology for deducing a reduced exhaustive space with respect to work [4]

is as follows:

1. Identify the business goals. Initiate goal reduction.

2. Identify tasks, postcondition, and constraints.

3. Identify roles and their responsibilities.

4. Formal analysis and interpretation of business goals, tasks, postconditions, and

constraints.

5. Provide mechanism of cumulative accumulation of effect for each task and

checking goal entailment of the final effect. The verification is done formally with

theorem prover Prover9.

3.1 Tasks, Postcondition, and Constraints

In a business model, an actor is an entity which may be people or group of people.

The actor is responsible for a role (combination responsibilities and action) guided

by certain constraints.

Consider a case of “Pre-operation orders by surgeon for patient ready for opera-

tion” a hospital. Let e1, e2, e3 and e4 be the effect annotation at task t1, t2, t3, and t4,
respectively. Let ecu1, ecu2, ecu3, and ecu4 be the cumulative effect annotation at task

t1, t2, t3, and t4 respectively. KB be the knowledge base which is nothing but a rule

set (constraint).

e1 = request for health report.
e2 = health report delivered to Surgeon.

e3 = Checking of health report by Surgeon.

e4 = Pre operation order for patient by surgeon.
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KB = Pre operation order are given after checking of health report by
Surgeon.

We express the above informal representation formally as follows

e1 = request − report(x).
e2 = deliver − report(x).
e3 = check − report(x).
e4 = preoperation − order(x).
ecu3 = request − report(x) ∧ deliver − report(x) ∧ check − report(x).
KB = (request − report(x) ∧ deliver − report(x) ∧ check − report(x))
→ preoperation − order(x).

3.2 Business Goals

A business goal is a desired state of sequence of tasks. Goal can be described for-

mally or informally. There is a need for formal representation of the goal for vali-

dating the process model. Sometimes objective and goals are represented informally

for further reduction to subgoals formally. If G be the goal which can further busi-

ness process, which can be further decomposed into subgoals G1,G2,G3 …Gn such

that G = (G1 ∧ G2 ∧ G3 ∧⋯ ∧ Gn). Let us consider the case of operation theater

and CSSD Management the goal is to “Make patient ready for OT” which can be

AND-reduced to subgoals “Assign Surgeon to patient”, “Making report of patient

available”, “Making pre-operation order”, “Get the patient admitted to hospital”,

etc.

3.3 Goal Entailment Using Effect Accumulation

We accumulate immediate effect of each of the task to calculate the final effect of

particular process model. Then we compare the final effect with goal. This can be

done with goal entailment. Mathematically, let us consider F and G be the set of final

effect scenarios after effects have been accumulated across all of the steps in a busi-

ness process and the formal representation of the goals associated with the business

process respectively. We require that the following constraint be satisfied: F ⊢ G. If

we again take the case of OT Management, we have seven tasks (do be done by sur-

geon) for making a patient ready for O.T. The work in [4], provides a methodology

that produces the entire possible process model out of these seven tasks. Let us take

a process model as shown in Fig. 1 for better understanding the methodology.

The corresponding pathways from Fig. 1 is as follows <S,T1,G1, <T2,G2 < T4,
T5 > T3>,T6,G3,T7>.
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Fig. 1 A Process model derived where no of tasks = 7

These sequences in turn can be represented in CNL (Control Natural Language)

and are exposed to the constraint satisfaction. The constraints defined by the ana-

lyst can be represented in CNL from the user friendly interface and will act as a

knowledge base (KB).

There are three alternative effect scenarios during the cumulative effect at T7.

We proceed this way to gather final effect annotation at T7. We write all cumulative

effects and feed as assumption in Prover9 and check for goal entailment.

3.4 Proof for the Methodology

Definition 1: A scenario label [8] is a precise list of tasks that define a path leading

from the Start Event in a model to the selected task. The simplest form of scenario

label is a sequence of tasks.

Definition 2: Effect accumulation [8] involves the processing of immediate effect

annotations for each of the tasks listed in the scenario label using a pair-wise oper-

ation where the immediate effect of S is combined with the immediate effect of T1,

the result being the cumulative effect at T1. The cumulative effect at T1 is then com-

bined with the immediate effect of T2 resulting in the cumulative effect at T2, and so

on up to Tn.

Definition 3: Role [10] involves a set of responsibilities and actions carried out by

an actor or a group of actors within an organization.

Theorem: The final accumulated effect F entails a goal set G, i.e., F ⊢ G, for

every valid business process that meets the goal and is represented as a 4-tuple

<T ,G,E,C> where T is the set of tasks, E is the set of effects, and C is the set

of constraints.

Proof: Suppose G be the goal that can further business process which can be further

decomposed into subgoals G1,G2,G3 …Gn such that G = (G1 ∧ G2 ∧ G3 ∧⋯ ∧
Gn). T1,T2,T3 …Tn be the tasks and e1, e2, e3 … en be the effects annotated with

the tasks T1,T2,T3 …Tn respectively. Let c1, c2, c3 … cn be the constraints.
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Let R be set of responsibilities and actions on tasks or activities which we call

role. We define a relational operator ®between the roles and tasks.

Thus we have effect

e1 = RⓇT1
e2 = RⓇT2
Cumulative effect at task T2 which immediately preceding T1
e2cu = (RⓇT1)⊗ (RⓇT2)
We can go on calculating to get the final accumulated effect (RⓇT1)⊗ (RⓇT2)⊗
⋯⊗ (RⓇTn)
There accumulation technique for the join or the split takes slightly different method-

ology but surely it the combination of Role and tasks.

We say that the process model whose cumulative effects matches the goals are the

intended process models. Suppose for a valid process (we mean which meets the

goal) we assume

F| − G is false ⇒ (e1 ⊗ e2 ⊗ e3 ⊗⋯⊗ en)| − G is false.

⇒ Either e1 ⊗ e2 ⊗ e3 ⊗⋯⊗ en is not the final accumulated effect or G is not a

goal.

Let us consider first e1 ⊗ e2 ⊗ e3 ⊗⋯⊗ en is not the final accumulated effect

⇒ (RⓇT1)⊗ (RⓇT2)⊗⋯⊗ (RⓇTn) is not true

⇒ Either Role or Tasks are not true, which is a contradiction.

Hence, we say that for a valid business process (we mean which meets the goal) F,

i.e., the final accumulated effect entails the goal.

A smart interface can be provided for the analyst to make entry for goals, task,

postcondition, and constraints. The entry is also restricted to specific format to the

user, so that the formal specification of the entry can be recorded and is maintained

in the database. We explicitly define the goal using task and constraints. The spec-

ifications that satisfy the goal (proof given by Prover9) are for the intended process

and the rest are discarded from the exhaustive space.

4 Case Study

This section demonstrates the proposed methodology for the case of operation the-

ater and CSSD management using the following steps:

Step 1: Informal representation of the task, postcondition and goal with respect

to surgeon, staff nurse, and anesthetist for OT management.

Step 2: Formal representation written in first-order logic (FOL) of the task, post-

condition and goal for OT management.

Step 3: Input the task, postcondition, and constraint in the assumption part and

goal part in Prover9.

Step 4: Search for automated proof by Prover9.

Step 5: If proof is provided by Prover9, the business process model is goal com-

plied, otherwise not.
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Fig. 2 Control flow diagram for making a surgical patient ready for OT

We identify the standard policies [9] of operation theatermor and CSSD manage-

ment and for illustration purpose, we have identified policies for making a surgical

patient ready for OT. A systematic flow of realization of making a surgical patient

ready for OT is depicted in Fig. 2. The informal representation of the task, postcon-

dition, and goal with respect to surgeon, staff nurse, and anesthetist for OT man-

agement are shown in Table 1. The corresponding formal representation written in

first-order logic (FOL) of the task, postcondition, and goal with respect to surgeon

for OT management are shown in Table 2. The representation with respect to staff

nurse and anesthetists are omitted for brevity.

5 Implementation

We have mapped the goal, task, and constraint as input file to Prover9. If the cumu-

lative effect of the tasks and constraint that is feed as assumption in Prover9 matches

the goal, then it provides with a proof of goal entailment. If it fails to prove that

indicates the cumulative effects of the tasks and constraint do not satisfies the goal.

The screenshot of the proof for specific set activities, postcondition, and constraints

is omitted due to space limit. The proof indicates that the business process is goal

complied.
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Table 2 Formal representation of the task, postcondition, and goal

Goal:

∃ s,p,po,ad,r,pac,com,hisalg,data,blood,blooddata,e,i,c,s

(assigned(s,p) ∧ has(p,r) ∧ order(p,po) ∧ get(p,ad) ∧ finding(p,pac)

∧ comorbidreport(p,com) ∧ hasdata(p,data) ∧ hashistory(p,hisalg)

∧ hasbloodavailibility(p,blood) ∧ hasbloodbank(p,blooddata) ∧ assignednurse(s,n)

∧ readyequipment(n,e) ∧ hasinformation(n,i) → ready(s,p))

Role

Surgeon

1 Task ∃ s surgeon(s)

Postcondition ∃ p patient(p)

Constraint ∃ r report (r)

∃ s surgeon(s) → ∀ p (patient(p) → assigned(s,p))

∀ p patient(p) → ∃ r (report(r) → has(p,r))

∀ r report (r) ∃ p (patient(p) ∧ ¬ report(r) → ¬ ready(s,p))

∀ r report (r) ∃ p (patient(p) ∧ report(r) → ready(s,p))

2 Task ∃ po preoporder(po)

Postcondition ∃ ad hospitaladmission(ad)

Constraint ∃ con patienthealth(con)

∀ p patient(p) → ∃ po (preoporder(po) → order(p,po))

∀ p patient(p) → ∃ (ad hospitaladmission(ad) → get(p,ad))

∀ ad hospitaladmission(ad) ∃ p (patient(p) ∧ ¬
hospitaladmission(ad))

→ ¬ ready(s,p)

∀ ad hospitaladmission(ad) ∃ p (patient(p) ∧
hospitaladmission(ad))

→ ready(s,p)

∀ con patienthealth(con) ∃ p (patient(p) ∧ ¬ con

patienthealth(con))

→ ¬ ready(s,p)

∀ con patienthealth(con) ∃ p (patient(p) ∧ con

patienthealth(con))

→ ready(s,p)

3 Task ∃ pac preoporder(pac)

Postcondition ∀ p patient(p) → ∃ (pac preoporder(pac) → finding(p,pac))

Constraint ∀ pac preoporder(pac) ∃ p (patient(p) ∧ ¬pac

preoporder(pac))

→ ¬ready(s,p)

∀ pac preoporder(pac) ∃ p (patient(p) ∧ pac

preoporder(pac))

→ ready(s,p)

(continued)
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Table 2 (continued)

4 Task ∃ com comorbidcon(com)

Postcondition ∀ p patient(p) → ∃ (com comorbidcon(com) →
comorbidreport(p,com))

Constraint ∀ com comorbidcon(com) ∃ p (patient(p) ∧ ¬com

comorbidcon(com))

→ ¬ready(s,p)

∀ com comorbidcon(com) ∃ p (patient(p) ∧ com

comorbidcon(com))

→ ready(s,p)

5 Task ∃ hisalg historyallergies(hisalg)

Postcondition ∃ data database(data)

Constraint ∀ p patient(p) → ∃ (data database(data) → hasdata(p,data))

∀ p patient(p) → ∃ (hisalg historyallergies(hisalg) →
hashistory(p,hisalg))

∀ data database(data) ∃ p (patient(p) ∧ ¬data

database(data) → ¬ready(s,p))

∀ data database(data) ∃ p (patient(p) ∧ data database(data))

→ ready(s,p)

∀ hisalg historyallergies(hisalg) ∃ p (patient(p) ∧ ¬hisalg

historyallergies(hisalg))

→ ¬ready(s,p)

∀ hisalg historyallergies(hisalg) ∃ p (patient(p) ∧ hisalg

historyallergies(hisalg))

→ ready(s,p)

6 Task ∃ blood bloodavailibility(blood)

Postcondition ∃ blooddata bloodbank(blooddata)

Constraint ∀ p patient(p) → ∃ (blood bloodavailibility(blood)

→ hasbloodavailibility(p,blood))

∀ p patient(p) → ∃ (blooddata bloodbank(blooddata)

→ hasbloodbank(p,blooddata))

∀ blood bloodavailibility(blood) ∃ p (patient(p) ∧ ¬blood

bloodavailibility(blood))

→ ¬ready(s,p)

∀ blood bloodavailibility(blood) ∃ p (patient(p) ∧ blood

bloodavailibility(blood))

→ ready(s,p)

∀ blooddata bloodbank(blooddata) ∃ p (patient(p) ∧
¬blooddata bloodbank(blooddata) → ¬ready(s,p))

∀ blooddata bloodbank(blooddata) ∃ p (patient(p) ∧
blooddata bloodbank(blooddata) → ready(s,p))

(continued)
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Table 2 (continued)

7 Task ∃ n nurse(n)

Postcondition ∃ e equipment (e)

Constraint ∃ i information (i)

∀ s surgeon(s) → ∃ (nurse(n) → assignednurse(s,n))

∀ p patient(p) → ∃ (equipment (e) → readyequipment(n,e))

∀ n nurse(n) → ∃ (i information (i) → hasinformation(n,i))

∀ n nurse(n) ∃ s surgeon(s) ∧ n nurse(n) → ready(s,p)

∀ n nurse(n) ∃ s surgeon(s) ∧ ¬ n nurse(n) → ¬ready(s,p)

∀ i information (i) ∃ n nurse(n) ∧ i information (i) →
ready(s,p)

∀ i information (i) ∃ n nurse(n) ∧ ¬i information (i) →
¬ready(s,p)

6 Conclusion

In this paper, we have proposed a goal-based compliance framework for business

process model redesign and supports modifications as per the goal. A healthcare-

based use case has been considered to illustrate the methodology proposed. The

validity for the proposed method has been proved formally as well as using a theo-

rem prover tool called Prover9. The proposed framework can be extended for other

compliance criteria for business process model, which remains as our future work.
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Comparative Analysis of Adaptive
Beamforming Techniques

Smita Banerjee and Ved Vyas Dwivedi

Abstract Adaptive beamforming (ABF) techniques are used to produce higher gain
in the user directions and lower gain in the interferer directions by calculating the
excitation weights. It tries to reduce the difference between the desired and actual
signal and maximize the signal-to-interference ratio (SIR). But in severe interference
environment when the actual signal is weak, the effect of SIR on the radiation pattern
needs to be considered. This paper describes the effect of signal-to-interference ratio
on different adaptive beamforming techniques such as non-blind least mean square
(LMS) and evolutionary particle swarm optimization (PSO). The performance and
validation of beamforming algorithms are studied through MATLAB simulation by
varying SIR parameter for desired and interference direction. Different weights are
obtained using this beamforming algorithm to optimize the radiation pattern. The
parameters for comparison are the main beam and null placement keeping
signal-to-noise (SNR) constant for specified user and interferer.

Keywords Adaptive antenna ⋅ Adaptive beamforming ⋅ Particle swarm opti-
mization ⋅ Least mean square ⋅ Signal-to-interference ratio ⋅ Excitation weights

1 Introduction

In satellite communication systems, the receiver receives extremely weak signals
from the satellite. Hence, adaptive array signal processing technology is used to
improve received radiation patterns quality according to the changing environment.
An adaptive antenna is an antenna array with amplitude and phase feedback control
to change its received radiation pattern so as to point the reception in a certain
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direction and discards from other direction. The need to eliminate, remove, or
reduce the undesired signal effect as compared to the desired one motivates more
research in adaptive beamforming techniques [1–11].

There are different adaptive beamforming algorithms studied in literature which
are used in the adaptive antenna array [12–24]. Beamformers are analyzed and
compared based upon statistically optimum blind and non-blind adaptive beam-
forming for beamforming capability and convergence rate. It is observed that the
convergence rate of least mean square (LMS) is slowest where as constant CGM is
the fastest among all. SMI is found to have more computational complexity.
Recursive least square (RLS) is found to have higher side lobe level (SLL) and null
depths as compared to CGM [16]. It was observed that the conventional adaptive
beamforming (ABF) technique like minimum variance distortionless response
(MVDR) improves the signal-to-interference-plus-noise ratio (SINR) but unable to
reduce the SLL [17]. Hence to improve the SINR with reduced SLL, many opti-
mization techniques have been used in ABF application. Adaptive Mutated Boolean
Particle Swarm Optimization (AMBPSO) technique takes the uncorrelated desired
and interferer signal directions and succeed in providing good SINR value with
lower SLL as compared to conventional MVDR [18]. Adaptive Dispersion Invasive
Weed Optimization (ADIWO) shows faster and better SLL as compared to PSO
and improvement in the capability to move the major lobe and the null point [19].
Hybrid particle swarm optimization with Gravitational Search Algorithm (Hybrid
PSOGSA) shows its ability for optimization in beamforming for a larger number of
user signals and speedy computation using parallel GSA as compared to sequential
stand alone algorithms but cannot maximize the gain along the user direction [20,
21]. Mementic algorithm shows optimal radiation pattern design to maximize the
signal-to-interference ratio (SIR) by perturbing the phase position [22].

In all of the above adaptive beamforming techniques proposed so far try to
reduce the difference between the desired and actual signal and maximize the
signal-to-interference ratio (SIR). But in severe interference environment when the
actual signal is weak, the effect of SIR on the radiation pattern needs to be con-
sidered. The present study analyzes different adaptive techniques such as non-blind
LMS and evolutionary PSO through MATLAB simulation by varying SIR
parameter for desired and interference direction. Different weights are obtained
using this beamforming algorithm to optimize the radiation pattern. The parameters
for comparison are the main beam and null placement keeping signal-to-noise
(SNR) constant. The mean SLL and directivity are also studied.

2 Adaptive Beamforming Problem Formulations

An ULA will receive the incident signals which are multiplied by the amplitude and
phase weight of antenna elements. These are summed to produce the array output in
the form of received signal. The received far field radiation pattern of the linear
array is represented in terms of array factor (AF) by [14],
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AF = ∑
N

n=1
XðkÞ *wn, ð1Þ

where N is the number of antenna elements, wn = an * exp(jbn) = complex array
weights at element n, an is the amplitude weight at element n, bn is the phase shift
weight at element n.

The radiation pattern of ULA is controlled through various adaptive algorithms.
It will compare the output received signal radiation pattern with the desired radi-
ation pattern. If the received signal is not as the desired one, then adaptive algorithm
will alter the weights in order to reduce the error until both the pattern remains
same. The received array pattern is given in the feedback loop to optimize the
radiation pattern. The objective is to provide more gain in the desired signal
direction and lesser gain in the interferers’ direction. Figure 1 shows the block
diagram of an adaptive antenna array.

3 Adaptive Beamforming Using Particle Swarm
Optimization

Particle swarm optimization (PSO) was developed by Eberhart and Arora [25, 26].
It is used as adaptive algorithm to search the optimized adaptive antenna radiation
pattern. This is done using the algorithm summarized in the Table 1. The ampli-
tudes excitations are kept constant whereas the phase excitations are selected as the
optimization parameters. Hence the AF can be written as

AF = ∑
N

n=1
XðkÞ * expjbn ð2Þ

Fig. 1 Block diagram of
adaptive antenna array
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The objective function is formulated to find the values of phase of the element of
antenna array to direct the major lobe towards the desired user while low gain
towards interfering user. It is formulated using the AF equation. For 1 user and 2
interferer,

Fitness function for Beamforming=AF θs1ð Þ− AF θi1ð Þ+AF θi2ð Þ½ �, ð3Þ

where

AFðθs1Þ= ∑
N

n=1
exp− jπðn− 1Þðsin θs1Þ * expjbn

AFðθi1Þ= ∑
N

n=1
exp− jπðn− 1Þðsin θi1Þ * expjbn andAFðθi2Þ= ∑

N

n=1
exp− jπðn− 1Þðsin θi2Þ * expjbn

ð4Þ

4 Adaptive Beamforming Using Least Mean Square
Algorithm

Widrow and Hoff developed least mean square (LMS) algorithm in 1960. The
optimum weights can be estimated with LMS algorithm. The algorithm recursively
calculates and modifies the weight vector between the beamformer output and the
desired signal as summarized in Table 2 [13].

5 Numerical Simulation Results

PSO and LMS were applied on a 16-element ULA with λ 2̸ interelement spacing
and were compared on the basis of the SIR. The simulations are done using
MATLAB. All the algorithms were executed for 200 iterations and the termination
criterion is set for the number of iterations. For PSO, the population size is assumed

Table 2 Algorithm for adaptive beamforming using LMS

Step 1: Initialize number of iteration nimax and the value of µ.
Step 2: Initialize weight WLMS, error ELMS and output yLMS as 0.
Step 3: Calculate Output, yLMS (ni, k) = WLMS(ni, k)Hx(k)
Step 4: Calculate Error, ELMS (ni, k) = Su(k) − yLMS (ni, k)
Step 5: Compute Weight, WLMS (ni + 1, k) = WLMS (ni, k) + µx(k)ELMS*(ni, k)
Step 6: If ni > nimax, in that case stop, or else move to step (3) to update output, error and
weight.
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as 100 and tuning parameter φ1 and φ2 are set to 2.0. Phase excitation bn is chosen
as the design variable in the PSO with lower and upper limit taken in the range of
[−2π, 2π] with initial values of position and velocities are taken as random.
For LMS, µ is taken as 0.001 and the initial weight and error are set to 0.

Based upon the aims to maximize the AF gain of the desired user andminimize the
AF gain of the interfering user. The ULA receives a desired signal arriving from angle
θs1 = 0 and 2 interference signals arriving from angles θi1 = −15 and θi2 = 30. Two
cases are studied for SIR = 30 dB and −30 dB values keeping SNR = 30 dB.

For each case, it was observed that PSO algorithm produce main lobe along θs1
and nulls towards θi1 and θi2. The AF gain along the main lobe is 0 dB whereas the
AF gain towards the null is −22 to −48 dB as shown in Fig. 2a. LMS algorithm
also produces main lobe gain of 0 dB along the θs1 direction and null gain of −33 to
−40 dB for SIR = 30 dB. As SIR reduces to −30 dB, LMS fail to point the main
beam and null along the user and the interferer direction as shown in Fig. 2b.
Tables 3 and 4 give the optimized excitation weights for PSO and LMS for
SIR = 30 dB and SIR = −30 dB.
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Fig. 2 Best radiation pattern found by PSO and LMS for 16 element antenna array with user at 0°
and interferers at −15° & 30° with SNR = 30 dB. a Rectangular plot for SIR = 30 dB
(SLLPSO = −15.15 dB, SLLLMS = −19.12 dB, Directivity = 6 dB). b Rectangular plot for
SIR = −30 dB (SLLPSO = −10.35 dB, Directivity = 3 dB)

Table 3 Optimized excitation weights for SIR = 30 dB

N WPSO WLMS N WPSO WLMS

1 1.0000 + 0.0000i 1.0000 + 0.0000i 9 −0.2931 − 0.9561i 1.0006 − 0.0033i
2 0.8406 − 0.5416i 1.0015 + 0.0038i 10 −0.9264 − 0.3765i 0.9996 + 0.0059i
3 0.5921 + 0.8059i 1.0067 + 0.0007i 11 −0.1483 + 0.9889i 1.0025 − 0.0061i
4 0.9996 + 0.0271i 0.9957 − 0.0074i 12 −0.7944 + 0.6075i 0.9967 − 0.0080i
5 0.5373 − 0.8434i 0.9941 − 0.0078i 13 −0.1794 + 0.9838i 0.9940 − 0.0060i
6 −0.0491 − 0.9988i 1.0019 − 0.0054i 14 −0.6254 − 0.7803i 1.0029 − 0.0059i
7 0.6675 − 0.7446i 1.0065 − 0.0069i 15 0.8266 − 0.5627i 1.0095 − 0.0096i
8 0.5434 + 0.8395i 1.0024 − 0.0072i 16 0.2101 − 0.9777i 1.0056 − 0.0080i
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6 Conclusions

In this paper, ABF based on PSO and LMS method has been simulated for 16
elements ULA. A performance analysis and validation is done by changing the
values of SIR for specific user and interferer position. The main lobe gain and null
depth are calculated to validity this approach. It is shown that the PSO-based
beamformer provides accurate 0 dB main beam gain and null depth of −22 to
−48 dB with better SLL for each case of SIR. However, LMS shows better SLL
than PSO but fail to provide main beam and null placement reduced value of SIR.
Therefore, the PSO method seems to be simple and appropriate in ABF applications
based on the fitness function. ABF using PSO shows mean side lobe level (SLL) of
−15 dB with a directivity of 6 dB for SIR = 30 dB. It can be further studied with
complex fitness functions in order to improve the value of SLL.
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Securing an External Drive Using Internet
with IOT Concept

Rajneesh Tanwar, K. Krishnakanth Gupta and Purushottam Sharma

Abstract In the computer world, data security is the main issue. Many attacks and
techniques are used for stealing data. Instead of considering on internet, o ine
storage like in hard disk, etc., should also get secured enough so that in case of
theft, user information should not get accessed. Till now, third party software is
available for securing but they all are easily cracked. For securing hard disk in such
a way that attacker not get information from device, a small chip will be mounted
inside the hard disk which is always concatenated with user email and always sends
location and information of the attached machine. It also contains double password
security and can also receive message from concatenated email for blocking or
encrypting the data inside the disk. This approach is like using IOT for securing
data in hard disk.

Keywords Hard disk ⋅ Third party software ⋅ Double password security ⋅
Encryption ⋅ Internet of things (IOT)

1 Introduction

In today’s world, for storing huge amount of data any storage unit of very low cost
and high storing size is available in the market. High volume products are nowa-
days in need of a common person or citizen as the data is rowing in very big ratio
[1]. Despite the importance of the subject, there are many techniques or paper that
are formatted and formulated for the protection of these devices or protecting data
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stored inside them [2]. Their data are typically based on extrapolation from
accelerated life test data of small populations or from returned unit databases.
Advancement in life has also made advancement in the technology but till now no
good solution for protecting such devices is available in the market [3]. Disk drives
are generally very reliable but they are also very complex components. This
basically defines that these devices are very hard and not easy get fails in change of
environment. These are very reliable due to which every citizen keeps confidential
data in it but the main concern is security in which these device have very lose
hand. In this paper, we are going to build up these device smart enough so that their
lose hand in security will become strongest part by saving data to be accessed by
unauthorized one [4].

2 Proposed Methodology

This method works whenever we connect drives to the computer, it installs drivers
and at that time it will install one more program in parallel manner which will get
the information of computer like IP address and system information connected to
the computer by the user. This information is stored at cloud so administrator of that
drive can see the information all the time. By the help of your system, it sends the
information through the computer by assigning port number, we design assigning of
port number so whenever the external drive connects to the computer then port must
be awake or it should be in sleep mode so that no one can intrude the system and no
security issues can arise. If the system is not connected to Internet then it should
hold the data of the system which was collected and should be hidden in the
computer so no one can see it. And the collected raw information should be created
into knowledge using of big data so that administrator can have control over the
drive by locking any specific folder or locking entire disk with more encryption
techniques. So in this way we can control the drive over internet.

Here we should concentrate on one more thing which is how to get IP address
and mac ID of a system, though generally we use ipcon g and ifcon g commands in
windows and linux operating systems to get ip address of the system, and getmac is
used to get mac ID of a system so we include this commands by creating batchfiles
with in the driver software so it can easily get information, here we should be
concerned about one thing that is executing batchfiles system may lead to malicious
malware so, considering that we should create batch files which do not harm the
system (Fig. 1).

Flow diagram shown in Fig. 2 describes the flow of working of hard disk in
detection of the attached machine and also for encrypting and decrypting infor-
mation in disk according to the need. In this, whole working of mounted CHIP and
hark disk is described to know how intelligently all information of the machine will
be received by user when attached.

In case if the hard disk is lost or stolen, the flow will change remain same and
encryption of data will be done by the following steps and flow. Figure 3 describes
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Fig. 1 Property of mounted CHIP

Fig. 2 Flow of working of CHIP with hard disk
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the flow or working of hard disk in case of lost disk or stolen disk. How disk will
automatically encrypt the data inside disk so that unauthorized user will not able to
get the disk information.

3 Conclusion

In this paper, we propose how to secure external hard drive through IOT method so
that external drive can be protected even if it was robbed and giving control over
the disk by use of computer if it is connected. By this way, whole data in the disk
will be safe and all safety measures are taken by user only and no third party
software are used for performing such security in hard disk. The proposed system is
capable of catching the location of hard disk in case of theft and securing the
internal data by encrypting inside hard disk when inserting wrong password.
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An Intelligent Algorithm for Automatic
Candidate Selection for Web Service
Composition

Ashish Kedia, Ajith Pandel, Adarsh Mohata and S. Sowmya Kamath

Abstract Web services have become an important enabling paradigm for distrib-

uted computing. Some deterrents to the continued popularity of the web service

technology currently are the nonavailability of large-scale, semantically enhanced

service descriptions and limited use of semantics in service life cycle tasks like dis-

covery, selection, and composition. In this paper, we outline an intelligent semantics-

based web service discovery and selection technique that uses interfaces and text

description of services to capture their functional semantics. We also propose a ser-

vice composition mechanism that automatically performs candidate selection using

the service functional semantics, when one web service does not suffice. These

techniques can aid application designers in the process of service-based applica-

tion development that uses multiple web services for its intended functionality. We

present experimental and theoretical evaluation of the proposed method.

Keywords Web services composition ⋅ Semantic search ⋅ NLP

1 Introduction

W3C defines a web service as a software system that supports interoperable machine

to machine interaction over a network. A web service can be uniquely identified by

a URI and each is described using one or more XML-based documents which define
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the service interfaces, the functionality provided by it and also prescribe the manner

in which it interacts with other systems. Large-scale applications can be easily built

by composing loosely coupled web services [10], thus enabling a service oriented

architecture.

While developing applications, searching for an appropriate web service that can

provide a required functionality is not trivial. Web service discovery and retrieval

often becomes a bottleneck. Recent years have not only seen an explosive increase

in the number of web services being offered but have also witnessed a rise in num-

ber of standards to describe those service. The problem is further compounded by

the fact that there is no central repository with all service descriptions. Web service

standards such as UDDI (Universal Description, Discovery and Integration) which

relied on a central registry of all web services are now obsolete owing to its low ben-

efit/complexity ratio. The requirements have also escalated. Developers now need a

method to dynamically look up for appropriate web service during run-time making

service discovery a challenging task. Semantic web technology attempts to automate

the web service discovery. Most of the existing algorithms for automated web service

discovery serves to only web services that have explicit semantic tags associated with

their description document which is an unreasonable expectation. A large number of

existing web services do not have any semantics tags associated with their descrip-

tion document. Approaches to convert existing non-semantic description documents

of web services to corresponding semantic ones are also severely limited.

Our work is focused on studying the existing methods of discovering web ser-

vices and develop a method to automatically index a set of web services using their

description documents such that services can be automatically searched and com-

posed based on user’s need. The rest of this paper in organized as follows. In Sect. 2

we will discuss the existing work concerning the described problem. This is followed

by Sect. 3 that describes methodologies to index web services using their description

documents. Section 4 talks about the algorithm to search the indexed web services to

find services relevant to the user. In Sect. 5 we propose a methodology to automati-

cally compose multiple web services. In Sect. 6 we will discuss the results obtained

and analyze the proposed method. Finally, Sect. 7 concludes our work with a few

possible future improvements.

2 Related Work

Yanbin et al. [7] have modeled the service discovery problem as an assignment prob-

lem using functional constraints. They have proposed an automatic semantic search

algorithm which is loosely based in assignment algorithm. It uses 3 step match mak-

ing - Service Library Matchmaking, Service Matchmaking, and Operation Match-

making. Operation matchmaking can be further divided into interface matchmaking

and concept matchmaking.

Platzer and Dustdar [8] proposed the construction of a vector space to index

descriptions of already existing services. They have used the prevalent
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information retrieval methods over the existing standards to create a multidimen-

sional “term space”, where each dimension represents a category of web services

and then represent each web service in this space using a vector. The relative posi-

tion of these vectors in the said space is used to compute the effective similarity of

the corresponding web services.

Cuzzocrea et al. [1] have considered both internal structure and component of

web services. They have outlined an algorithm for service discovery that represents

composite OWL-S (Web Ontology Language for Services) documents using graphs.

They proposed an algorithm that matches a group of services with a query using

such graph-based representation. They have not only considered the similarity of

individual services in the matched group but have also taken into account the flow

or control between different services of that group.

Sangers et al. [9] have used popular NLP techniques like lemmatization, tagging

parts of speech, and word sense disambiguation to establish the semantics of web

service description. They also determine the senses of the relevant words in user’s

query and then carry out a match-matching process between users query and indexed

web services. In this method, a context aware search is performed, i.e., actual user’s

need is matched with services that perform required computation. Fethallah et al.

[2] have outlined a mechanism to use the external interface (inputs/outputs) of web

services. They have used domain ontology to classify service interfaces and then

index the corresponding service conceptually. Once the services are indexed they

use the popular cosine similarity measurement to computer the degree of similarity

between the query and the indexed services. The method yielded good result and is

relative less resource intensive than the other existing methods.

Vector space search engine seems like a promising approach however it fails to

account for the service semantics which is an important parameter in service dis-

covery. Our algorithm tries to establish service semantics using text description and

uses it as an additional parameter for service discovery over traditional vector space

search to get the best of both methods. We also focus on serving user’s need by

automatically composing services whenever required.

3 Proposed Methodology

Figure 1 depicts the overall methodology adopted for the proposed system. We dis-

cuss each of these processes in detail below:

3.1 Preprocessing Web Service Description Documents

We propose using a combination of two methods for indexing web service descrip-

tion documents. The first method relies on the exact keywords that define the
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Fig. 1 Proposed

methodology

service interface, i.e., input and output. The second method relies on natural language

processing techniques to derive the actual functionality provided by the service.

The OWL-S test collection
1

was used as a data set for performing the experiments.

We divided the services into seven popular categories like economy, education, com-

munication, food, travel, weapon, and medical. It is difficult to categorize a vast of

number of services into these categories strictly and thus we consider a vector space

with seven dimensions, each representing a category of web services as listed earlier.

Each category has a list of keywords associated with it which is denoted by Ci where

1 <= i <= 7. We also allow a single keyword to be associated with more than one

category.

3.2 Indexing Web Service Description Documents

Web service description files typically have tags like <profile:hasInput> and

<profile:hasOutput> which specify the respective service interface. We use these

interfaces to index the web services. To index a web service, we parse the descrip-

tion document associated with the service to extract the <profile:hasInput> and

<profile:hasOutput>. After extracting we extract all the keywords used to describe

both the service interface. Let us denote the list of keywords as Wi and Wo. We define

two vectors namely Vi (Service Input Vector) and Vo (Service Output Vector). Both

the vectors have seven elements (each representing a category) where each element

is the number of keywords common to both the category and the service input (for

Vi)/output (for Vo). Thus for each service two vectors are created and stored. Math-

ematically this can be formulated as shown in Eqs. 1 and 2.

Vik = ∣ Wi ∩ Ck ∣ ∀ {k ∣ 1 <= k <= 7} (1)

Vok = ∣ Wo ∩ Ck ∣ ∀ {k ∣ 1 <= k <= 7} (2)

1
Available online at http://projects.semwebcentral.org/projects/owls-tc/.

http://projects.semwebcentral.org/projects/owls-tc/


An Intelligent Algorithm for Automatic . . . 377

3.3 Measuring Similarity Between Services

The overall functionality of a web service is typically described in a description doc-

ument associated with web services using human-readable natural language. They

tend to give more insight about the actual functionality provided by the web service.

Natural language processing techniques can be used to extract the real functional-

ity provided by the web service. We have used a simple word sense disambiguation

algorithm to choose the right meaning of all the words in the text description and then

establish a context of the web service which can be used for matching the service

with users requirements. A context is a set of meanings that represents the function-

ality provided by a web service.

The algorithm first extracts the text description and then eliminates frequently

occurring words such as conjunctions, prepositions, etc., as they do not provide any

significant information. Domain modeling can also be used to drop frequently occur-

ring words. After this, all possible synsets of each word are obtained from Wordnet

[5]. A context is initialized with all the disambiguated words, i.e., words with single

meaning. If no such words are found then a context is established by choosing the

most frequently used meaning of a few words having relatively smaller number of

synset. The algorithm simply chooses the meaning which is conceptually most sim-

ilar to the already established context. To compute the similarity between a synset

and a context we compute the average similarity of the given synset with each synset

in the context as formulated by Eq. 3.

sim(syn, context) = jcn(syn, si) ∀ si 𝜖 context (3)

where, syn is a synset of the given word. To find similarity between synsets we used

the JCN Similarity algorithm [4]. After computing similarity of all the synset of a

given word with the already established context, we choose the synset with maxi-

mum similarity and added it to the context. As such the final context has the set of

most similar lemmas. We indexed each web service using the previously established

context.

4 Searching Candidate Web Services

With every query user specify the required input, output, and functionality. Based

on the two methods of indexing, two different corresponding search methods can be

used—vector space based search and semantic search.

In the proposed system, the desired input and output specified by the user are used

to construct two search vectors namely Si and So representing the desired interface

in the seven-dimensional vector space described earlier. The process of converting

the desired interface to corresponding vector is similar to that of converting service

interfaces to corresponding vectors. Once we have the search vectors, we search for
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service vectors similar to search vectors. The similarity between two given vectors

is determined using the cosine similarity score, described in Eq. 4.

sim(V1,V2) =
V1.V2

||V1|| ∗ ||V2||
(4)

where, V1 and V2 are two vectors of same dimension. To find the total similarity

between a search query and a service we compute the average similarity of input and

output vectors respectively as illustrated in Eq. 5.

Total Similarity =
sim(Ri, Si) + sim(Ro, So)

2
(5)

where, Ri and Ro are the input and output vector of an indexed service. We compute

similarity with all the indexed services and then sort the result according to total

similarity. After sorting we assign rank to each service.

The semantic search proceeds by iterating over the indexed services and select-

ing the services with similar context. A context of the user’s query is established

using the same method as described in previous section. The similarity between two

context is computed using the Eq. 6.

Semantic Similarity =
∑

sim(ui, vi)
m × n

(6)

where, ui 𝜖 User’s Query Context ∀ i = 0, 1, . . . n, vi 𝜖 Service’s Indexed Context ∀
i = 0, 1, . . . m and sim() denotes similarity between 2 given lemmas. The services

are sorted according to the context similarity score and each service is assigned a

rank. The final rank of a service is computed as the average of rank assigned by

each method. We give equal weightage to both the algorithms to compute the final

result. However, the weight of each algorithm can be tuned according to the specific

requirement.

5 Automatic Service Composition

It is often the case that a single service in the database is unable to satisfy user’s query

complete. In such cases, we need to find multiple services that can work together in

a given sequence so as to provide the required functionality to the user. In essence

the services have to be automatically composed. Service composition is performed

as follows:

∙ Searching for suitable web services that can be composed together to act as a single

service

∙ Arranging the different web services in a particular sequence that yields the

desired output
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∙ Conversion of data formats so that output of one service matches the input format

expected by the next service in the sequence.

Several solutions to this service composition problem have been proposed based

on graphical model of web services [3, 6]. In this section, a methodology to search

for multiple web services that can be composed together to serve the user’s need,

using a graph of interconnected web services is discussed.

5.1 Constructing a Service Interface Graph

A DAG (Directed Acyclic Graph) is constructed to model services and the relation

between their interfaces. Each node in this graph represents a web service. A node

has several incoming and outgoing edges. An edge from node ‘A’ to node ‘B’ signi-

fies that the output yielded by service ‘A’ is similar to the input accepted by service

‘B’, i.e., service ‘A’ and ‘B’ can be composed together. To construct the graph, we

first compute the equivalent input and output vector of all the service in the database.

Then, we match the output of each service to the input of every other service, i.e.,

determine the cosine similarity between the output vector of first service and input

vector of second service. If the similarity is found to be greater than a predetermined

cutoff then the two services are connected via an edge from first one to the second.

After the addition of each edge, the graph is checked for cycles. If any cycles are

found to exist in the graph, the newly added edge is discarded. Figure 2 illustrates a

flow chart showing all the steps involved in creation of the said graph.

The main objective of this process is to model web services such that the service

composition problem can be treated as a simple graph traversal problem. Thus, it is

essential to have an acyclic graph. The similarity cutoff for adding edges is chosen to

be 0.9. A high value is chosen to ensure that there is almost a perfect match between

the interfaces. This cutoff can be determined dynamically based on the average sim-

ilarity of interfaces and several other domain-dependent factors.

Fig. 2 Creation of service

interface graph
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5.2 Executing a Service Composition Query

Once the graph is constructed, it has to be traversed for each query. First, an input and

output vector corresponding to the user’s query is computed. Then a keyword based

query as described in previous section is executed. The resultant services are sorted

according to the input similarity—and top results (top k) are filtered. This gives the

top k start points of potential composition. For each of these input services, the graph

is traversed using the well-known DFS (Depth First Search) Algorithm starting from

the input service as source. For every node visited, the similarity between the node’s

output vector and user’s query output vector is determined. Among all the nodes vis-

ited, the node with best output vector is selected. The path between the corresponding

source node and the node with best output yields the best composition possible for

the corresponding source service.

6 Experimental Results and Analysis

The results that we obtain are very encouraging. We are able to obtain very relevant

web services given an interface. We have obtained this results with a very small set

of keywords in each field (average 40 each). As such, with a large set of keywords in

each category we should be able obtain much better results. A few sample Query and

their corresponding results have been listed in Table 1. The cosine similarity values

obtained for each service in the result set are also mentioned.

In this section, an estimate of the asymptotic run-time complexity analysis of all

the major steps involved in our proposed algorithm is presented. The first step is

Table 1 Observed results for some sample queries

Input Output Services and Similarity

Car Price 3wheeledcar_price_service (1.0),

car_price_service (1.0),

citycity_arrowfigure_service (1.0),

lenthu_rentcar_service (0.972)

Missile Range missile_lendingrange_service(0.971),

missile_givingrange(0.933),

ballistic_range_service(0.918)

Location Distance sightseeing_service(1.0),

DistanceInMiles(0.908),

calculate_betwee_Location(0.903),

surfing_service(0.901)

Medical Bed hospital_investigatingaddress_service(0.789),

medicalclinic_service(0.670),

SeePatientMedicalRecords_service(0.640)
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to parse the description document of a service which is dependent on the length of

the description document. Since the length of the description document is roughly

same for all services, this step takes constant time. To construct the vectors that can

represent the service in 7-D vector space we have to search through all the keywords

belonging to all the categories. Thus constructing vectors take (C) time, where C
is the number of keywords across all categories. Thus the complexity of indexing N
services is (NC). The next step is construction of DAG. The input vector of each

service is matched with output vector of every other service. Thus the complexity of

graph construction is (N2), where N is the number of service. The check for cycle

formation is linearly dependent on the number of nodes in graph and thus it does not

add anything to the complexity. However, the graph is constructed only once when

the server is started and thus we can afford it to be slower. Whenever a new service is

added to the database, i.e., a new node is appended to the graph, its input and output

have to be matched with every other service and thus the complexity of adding new

node will be (N).
The next step is executing user’s query. The complexity of constructing query

vector is again (C). Finding cosine similarity between query vector and a service

takes constant time. Thus the overall complexity of vector space search is (N + C).
Constructing query context will also take constant time since the number of key-

words given by user as a part of their query will typically have a constant upper

bound. Again the time complexity of traversing the whole data set and compute con-

text similarity is (N). Once we filter top K result, we have to rank them which

takes (K logK) time. In a practice, each node will have very few outgoing edges

on an average. Thus, assuming the number of edges in the graph is proportional to

the number of nodes, the time complexity to execute a service composition query is

(N).

7 Conclusion and Future Work

In this paper, a novel approach for automatically determining service composition

candidates for a given user requirement is presented. The proposed method offers a

lot of scope for further improvements. First, we have manually labeled each category

with corresponding keywords but the system should be able to learn keywords for

each category automatically over time using machine learning techniques. Second,

the weightage to results obtained from multiple approaches can be tuned for differ-

ent domains to obtain better results. Third, domain modeling concepts can be used to

improve the word sense disambiguation of the synsets obtained. Certain synsets that

have no relevance in a given domain can easily be eliminated by this approach. As the

information content of different words is also domain dependent, words frequently

encountered in a given domain can be discarded while parsing the description docu-

ments. This can help in further optimization and improvement in the performance of

the proposed methodology during the process of determining service composition

candidates.
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A Quality-Centric Scheme for Web Service
Ranking Using Fuzzified QoS Parameters

Mandar Shaha and S. Sowmya Kamath

Abstract Service composition, the process of combining already available basic

services to provide a new, enhanced functionality, helps in serving diverse user

requirements and promotes rapid application deployment. One of the premises for

achieving service composition is to consider the quality of service parameters like

availability, response times etc., of the constituent services, so that effective rank-

ing can be obtained. However, based on user need, multiple criteria may need to be

considered during QoS-based ranking, due to which it may be difficult to provide

accurate and precise values with respect to a particular QoS parameter. In this paper,

we address this problem by incorporating the theory of fuzzy logic using fuzzy vari-

ables. We propose a new scheme that focuses on computing the combined values of

various QoS parameters, for enhancing web service recommendation. The proposed

scheme has been applied to the real-world datasets, with encouraging results.

Keywords Web service ranking ⋅ Fuzzy modeling ⋅ Quality of service ⋅ Nonfunc-

tional requirements ⋅ Web service recommendation

1 Introduction

Owing to the popularity of web services (WS) as the technology of choice for

service-oriented architecture (SOA) based system design, there has been growth in

the availability of services, many of which provided very similar functionalities. The

trend is now towards novel application development based on composite WS. Com-

posite WS are those specialized service workflows, where, basic services providing

different but related functional services may be combined to implement a completely
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new, customized service. As there exist various limitations to the simple function-

alities it becomes a necessity to combine diverse web services, in view of attaining

complex functionalities as required by envisioned business applications [1].

A significant requirement while developing a composite service is to effectively

consider both functional and nonfunctional capabilities of their constituent services.

The functional capabilities are accessible through its service description in the form

of WSDL (Web Service Description Language). The nonfunctional capabilities of a

service are expressed in the form of Quality of Service (QoS) parameters. QoS has

been generally utilized as a standard approach to assess the nonfunctional parameters

of a web service.

QoS parameters considered for WS-based applications include response time,

reliability, invocation fee, and security [2]. Hence, it is given that QoS factors play

a crucial role in different WS management tasks. QoS also serves as the primary

criteria for differentiating between multiple WS that offer similar functionality. As a

result, many QoS-aware or QoS-based approaches have been proposed for problems

like WS discovery, selection, and composition [3, 4].

One of the crucial limitations in QoS-based approaches, is that it is often counter-

productive to merely provide the exact values for a considered QoS parameter. The

most intuitive way in which users can indicate their quality preferences is by using

relative performance metrics like ‘good service’, ‘fast delivery’, etc. In this paper, we

aim to address this problem, by using the concepts of Fuzzy logic. We considered

four QoS parameters—response time (total time taken to respond to a request for

service), latency (time elapsed since user generated request till the desired output is

displayed), availability (the total time a service can be used in a specified unit time

interval) and throughput (number of requests handled by service per unit time). The

proposed approach also uses a scheme for combining two different QoS parameters,

viz., response time, and latency, based on which WS can be effectively ranked.

The outline of the paper is as follows: Sect. 2 presents a discussion on relevant

existing work in the area of QoS-based service discovery and recommendation.

Section 3 describes the proposed fuzzy logic based WS ranking approach using QoS

parameters. Section 4 describes the observed results and the effect of the proposed

composite QoS parameters on WS recommendation, followed by conclusion and ref-

erences.

2 Related Work

WS discovery is an essential task in WS application development and management.

As the number of WS grows exponentially, the emphasis is towards composing two

or more different services to provide a new functionality, instead of creating another

new service for providing new functionality. To combine services, a service provider

essentially has to search in a wide range of service collection, and consider many

available services providing the same functionality, and finally decide the ones most

relevant for composition. For choosing candidate service for composition, a service
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provider can consider various QoS parameters, as required by the application under

development.

Many researchers have worked upon linking statistical approaches for the web

service recommendations using nonfunctional parameters. Dai et al. [5] proposed to

achieve automation in WS recommendation to service providers to enhance the pro-

cess of WS discovery. Their focus was on extending a goal-oriented mechanism for

WS discovery, using rich functional and nonfunctional parameters, like the service’s

signature, domain ontology and preconditions, etc. Mishra et al. [6] devised a new

system that considered the sequential information in web navigational patterns, with

the content information. Their system utilized a technique called the similarity upper

approximation and then applied singular value decomposition (SVD) for providing

service recommendations to users. In Benaboud et al. [7] work, the functionality

match is carried out between services using OWL-S (Web Ontology Language for

Services), then functionally similar services are ranked based on the QoS score.

Liu et al. [8] proposed an algorithm called BB4EPS, that combines services based

on QoS attributes, where the availability and reliability are considered separately, but

here, their consolidated impact is not evaluated. Lin et al. [9] designed a heuristics-

based RQSS (Relaxable QoS-based Service Selection) algorithm which uses mul-

tidimensional, multi-choice knapsack problem, for composing services. Here, QoS

attributes like execution time, reliability, availability, reputation (based on user feed-

back), and price were used for composing the services.

Gouscos et al. [10] proposed a technique where QoS attributes were classified

as static (price, promised response time and failure probability, which are stored in

UDDI) and dynamic (actual response time, rate of failure, either stored in WSDL or

provided by an information broker). But, they did not address the problem of dealing

with out-of-date QoS information, once the data is stored in the UDDI. Huang et al.

[11] proposed a single QoS-based service discovery technique, where the service

with best QoS attributes is selected and a service with best performance in an entire

workflow is selected by a process called QoS-based optimization. To help discov-

ering proper services according to both service provider’s and service consumer’s

preferences and expectations, different multiagent-based approaches have been pro-

posed by Hwang and Chao [12]. In contrast to the approaches discussed, we propose

a fuzzy logic based approach that considers both the direct and combined effect of

multiple QoS parameters on WS ranking, during WS discovery. In the proposed tech-

nique, a composite QoS parameter that includes both response time and latency for

ranking WS providing similar functionality.

3 Proposed Methodology

The overall methodology for ranking the web service is shown in Fig. 1. The process

involves applying a process of fuzzification to the crisp values of QoS parameters

to get the fuzzy sets along with degree with which a crisp value is belonging to a

particular fuzzy set. These are given as input to the next phase where inference rules
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Fig. 1 Fuzzy ranker layout

are applied to generate the fuzzy sets for the proposed composite QoS parameter.

Defuzzifying these resultant fuzzy sets will generate the crisp value of the proposed

composite QoS parameter, using which the services are ranked.

Fuzzy logic theory basically allows variables to take any real value between 0 and

1. Hence, it is a many-valued logic, in which the concept of partial truth or falsity is

valid, unlike Boolean logic. The proposed fuzzy QoS ranker deals with both response

time and latency based on a fuzzy rule based decision maker. This component aids in

the computation of a new QoS value for all relevant WS according to response time

and latency. An overview of this process is shown in Fig. 1. Each of the components

is discussed in detail next.

3.1 QoS Fuzzifier

In this stage, the crisp values of QoS parameters considered—response time, latency,

availability, throughput, etc.—are taken as input, and then undergo a process of fuzzi-

fication. The result is in the form of QoS fuzzy sets and the degree to which the input

crisp values belong to these fuzzy sets, which is determined by using membership

functions(MF).

The fuzziness in a fuzzy set is determined by its MFs [13] and hence, MFs are

the basic building blocks of fuzzy set theory. As the shapes of MFs largerly affect

the fuzzy inference system mechanism, shapes of MFs are highly crucial for a spe-

cific problem. Different MFs are available—Gaussian Membership Function, Trape-

zoidal Membership Function, Triangular Membership Function, etc. In the proposed

technique, the Trapezoidal MF was chosen, as it allows more number of services to

belong to a particular class with higher values, when compared to triangular MF. It

also requires less computation when compared to Gaussian MF.

First, MFs are defined for a range of values of a fuzzy set and provide a member-

ship value (from 0 to 1) for each value in that range. This membership value indicates

the degree to which the given crisp value belongs to a particular fuzzy set. Next, the

range of values of QoS parameters is noted and this range is split into 5 equal parts,

with each part corresponding to a fuzzy set. A linguistic variable is assigned to each

part, based on its lower limit and upper limit. For example, if the response time range

is from 1 to 100 s, it is split into five parts along with linguistic variables shown in

Table 1.
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Table 1 Fuzzy sets for response time (Nonoverlapping and overlapping)

Fuzzy sets Nonoverlapping ranges Overlapping ranges

Very low (VL) 1–20 1–26

Low (L) 20–40 14–46

Medium (M) 40–60 34–66

High (H) 60–80 54–86

Very high (VH) 80–100 74–100

Now, if the graph of membership degree versus response time is plotted with the

ranges on the x-axis, the specific degree between 0 and 1 with which each crisp value

of response time belonging to a particular fuzzy set (given by the y-axis value) can

be found. The ranges shown in column 2 of Table 1 are nonoverlapping and one of

the disadvantage of such partitioning is that, it cannot provide proper mapping of

degree values to boundary values. For example, if a response time value is 40, it

belongs to fuzzy sets “Low” and “Medium” with a degree 0.0, which is incorrect.

Hence, to provide proper justification to boundary values of these parts, it is better

to define overlapping ranges, as shown in column 3 of Table 1.

The part range should be in the range of 0 and 100. Trapezoidal MFs are redefined

for these new part ranges and each function is represented in the form of 4 points,

corresponding to the points of the trapezium. For a given value of response time,

it is possible to get the membership degree of that value by plotting a vertical line

from that value and finding the y-coordinate where this vertical line cuts one of

the edges of a MF. For values falling in overlapping ranges, this vertical line might

produce two membership values corresponding to two different fuzzy sets it belongs

to. In the same way, fuzzy sets corresponding to the QoS parameter Latency are also

determined. These fuzzy sets for response time and latency are input to the next

stage, Inference Mechanism.

3.2 Inference Mechanism

This stage takes as input the fuzzy sets of response time and latency and outputs

fuzzy sets of new value of resultant fuzzy set for (RT, L) using Mamdani Style of

Inference Mechanism [14]. To explain this inference mechanism, consider the below

Inference Rules Matrix given in Tables 2 and 3. The fuzzy sets defined are as follows:

VH (very high), H (high), M (medium), L (low) and VL (very low).

As can be seen from Table 2, if fuzzy set of response time is very high and fuzzy

set of latency is also very high, then the associated rule indicates that the fuzzy set

of new value of combined/composite QoS parameter (RT, L) is very low. This is

because, intuitively, it is desirable that a service should have low response time and

low latency. But, this approach indicates that the new value of fuzzy set for resultant

(RT, L) belongs to very low class.
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Table 2 Inference rules for response time and latency

Latency Response time

VH H M L VL

VH VL VL VL L M

H VL L L M M

M L L L M H

L M M H H VH

VL M H H VH VH

Table 3 Inference rules for availability and throughput

Availability Throughput

VH H M L VL

VH VH VH H H M

H VH H H M M

M H M L L L

L M M L L VL

VL M L VL VL VL

Using this Inference table, each fuzzy set of latency is compared with each fuzzy

set of response time to obtain a list of fuzzy sets of resultant (RT, L) value. The mem-

bership degree of each of the resultant fuzzy set is the minimum of the membership

degree of two fuzzy sets being compared. This list of fuzzy sets and the correspond-

ing membership degree is the input to next step, Defuzzification.

3.3 Defuzzification

Defuzzification is the last step in fuzzy inference system. This step takes as input

the fuzzy sets of resultant (R,TL) QoS parameters and generates new value in the

crisp format. Several different defuzzification methods [15] like maximum member-

ship principle, center of gravity (CoG) technique, weighted average method, etc., are

available. The CoG defuzzification method is the most accurate of all and hence was

chosen for this problem.

The CoG method is also known as centroid method or center of area (CoA)

defuzzification. In this method, an aggregate area is determined corresponding to the

resultant fuzzy sets and their membership degrees determined in the previous step. A

vertical line dividing this aggregate area into two equal masses is determined and the

x-coordinate of this vertical line gives the new value of QoS values in crisp format,

which is the required new value. Mathematically, the centroid value is obtained by

the summation formula as shown in Eq. 1.
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Fig. 2 Defuzzifying the resultant fuzzy sets

COG =
∑b

a 𝜇A(x)xdx
∑b

a 𝜇A(x)dx
(1)

Figure 2 shows degree of membership with which the resultant variable belongs

to each class, and can be used to illustrate how Eq. 1 maps fuzzy sets to crisp values.

Here, resultant variable belongs to three classes with a degree of membership 0.1,

0.2, and 0.5, respectively. Now, to defuzzify the value of a resultant variable applying

COG formula to the graph in Fig. 2, we get -

COG = (0 + 10 + 20) ∗ 0.1 + (30 + 40 + 50 + 60) ∗ 0.2 + (70 + 80 + 90 + 100) ∗ 0.5
0.1 + 0.1 + 0.1 + 0.2 + 0.2 + 0.2 + 0.2 + 0.5 + 0.5 + 0.5 + 0.5

(2)

which gives the values as 67.4. In this way, the individual fuzzified QoS param-

eters for response time and Latency, can be mapped to the proposed composite

QoS parameter (RT, L), again represented in fuzzy sets. Finally, these fuzzy sets

are defuzzified into crisp composite (RT, L) QoS values, which is used for ranking

WS composition candidates as per user’s requirements.

4 Experimental Results

To evaluate the proposed approach in ranking WS during service discovery, a QWS
1

dataset [16], in which we have considered response time, latency, availability, and

throughput QoS parameters for 1064 real-world WS. To illustrate the effectiveness of

the proposed approach, we consider a set of eight different web services with the QoS

parameter (response time, latency, availability, and throughput) as shown in Table 4.

The range of response time is noted and split into five sub-ranges of equal width, with

each sub-range representing a fuzzy set. The fuzzy sets (VL, L, M, H and VH) for

response time, formed using trapezoidal MF are as shown in Fig. 3. Similarly, fuzzy

1
Available at http://www.uoguelph.ca/~qmahmoud/qws/.

http://www.uoguelph.ca/~qmahmoud/qws/
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Fig. 3 Fuzzy set ranges for response time

Table 4 QoS metrics for various available web services

Services Response

time(ms)

Latency (ms) Availability (%) Throughput

(Req/s)

WS1 302.75 187.75 89 7.1

WS2 482 1 85 16

WS3 126.17 22.77 98 12

WS4 107.87 58.33 87 1.9

WS5 107.57 18.21 80 1.7

WS6 255 40.8 98 1.3

WS7 136.71 11.57 76 2.8

WS8 102.61 41.66 91 15.3

sets are identified for the other QoS parameters considered—latency, availability,

and throughput also.

For the given crisp values of response time and latency, fuzzy sets are identified

such that every crisp value may belong to at most two fuzzy sets. These fuzzy sets

along with the degree by which the value belongs to a particular fuzzy set are given

as inputs to the inference mechanism. Based on the inference rules, the fuzzy set of

the output is determined. Now, using CoG defuzzification technique, a crisp value

is obtained for this output fuzzy set, with the help of membership values of input

variables. As per the inference rules, the web service with the highest defuzzified

value is the best.

To determine the best service, the response time and latency values of each WS are

combined to its (RT, L) value and its availability and throughput values are combined

to get its (A, TP) value. Table 5 depicts the resultant fuzzified values considering
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Table 5 Fuzzy set ranges for QoS parameters

Fuzzy set Response time

(ms)

Latency (ms) Availability (%) Throughput (%)

VL 102–200.8 1–49.62 0–26 1–4.9

L 155.2–276.8 27.18–87.02 14–46 3.1–7.9

M 231.2–352.8 64.58–124.42 34–66 6.1–10.9

H 307.2–428.8 101.98–161.82 54–86 9.1–13.9

VH 383.2–482 139.38–188 74–100 12.1–16

Table 6 QoS metrics for various available web services

Web service (RT, L) fuzzified values (A, TP) fuzzified values

WS1 273.41 95.17

WS2 386.65 107.30

WS3 606.13 110.33

WS4 608.15 88.31

WS5 613.13 80.97

WS6 537.89 95.65

WS7 603.12 80.97

WS8 613.13 110.33

(RT, L) and (A, TP). For web service WS1, response time is 302.75 which is high and

latency is 187.75 which is low. Based on inference rules, if RT is high and Latency is

low, the output (RT, L) should be of medium fuzzy set (M). Hence, the corresponding

defuzzified crisp (RT, L) value is 273.41 as shown in Table 6. For web service WS8,

availability is 91% which is very high and throughput is 15.3 which is also very high.

Based on inference rules, if A is very high and TP is very high, the output (A, TP)

should be of very high fuzzy set. The corresponding crisp (RT, L) value is 110.33 (as

can be seen from Table 6). Hence, higher the fuzzified value, higher is the ranking

of a service. Based on the results of the service ranking that can be achieved from

the fuzzified values tabulated in Table 6, it can be seen that the proposed fuzzy logic

based approach works well.

5 Conclusion and Future Work

In this paper, we proposed a fuzzy logic based technique for WS ranking based on

composite QoS parameters, as per user requirement. The aim is to solve the prob-

lem of ranking the web services based on different QoS parameters. Normally, when

the user is given the choice of selecting web services with same functionality and

different QoS parameters like response time and latency, its difficult to choose the
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best one. In order to obtain an efficient ranking system, a rule-based fuzzy deci-

sion approach was presented that deals with both response time and latency. This

approach effectively combines both the QoS parameters and computes a new com-

posite QoS parameter, using which functionally similar services can be ranked. As

part of future work, we intend to achieve new composite QoS parameters, which can

help an application designer in deciding the best service among a pool of functionally

similar WS with significantly less time and effort.
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Enhancing Web Service Discovery Using
Meta-heuristic CSO and PCA Based
Clustering

Sunaina Kotekar and S. Sowmya Kamath

Abstract Web service discovery is one of the crucial tasks in service-oriented appli-

cations and workflows. For a targeted objective to be achieved, it is still challenging to

identify all appropriate services from a repository containing diverse service collec-

tions. To identify the most suitable services, it is necessary to capture service-specific

terms that comply with its natural language documentation. Clustering available Web

services as per their domain, based on functional similarities would enhance a ser-

vice search engine’s ability to recommend relevant services. In this paper, we pro-

pose a novel approach for automatically categorizing the Web services available in

a repository into functionally similar groups. Our proposed approach is based on

the Meta-heuristic Cat Swarm Optimization (CSO) Algorithm, further optimized

by Principle Component Analysis (PCA) dimension reduction technique. Results

obtained by experiments show that the proposed approach was useful and enhanced

the service discovery process, when compared to traditional approaches.

Keywords Web service discovery ⋅ Bio-inspired algorithms ⋅ Document cluster-

ing ⋅ Semantics ⋅ Swarm intelligence

1 Introduction

Service-oriented computing (SOC) is the computing model that uses services as

basic components for application development. To build a service-centric application

model, SOC extends a service oriented architecture (SOA), as a means for reorganiz-

ing software applications and frameworks into a set of collaborative services. Web

services are currently the most popular model for implementing a SOA system, as
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they are standards based, and employ XML-based protocols for messaging, service

description, and data transfer. The capabilities of a Web service are encapsulated in

its service description, in the form of a WSDL (Web Service Description Language)

document.

The task of searching for relevant Web services for a given requirement is tradi-

tionally based on the service name and natural language description [1]. Hence, this

search is similar to that performed by search engines and is primarily keyword based.

However, several studies have revealed that about 30% of services have <10 words

of natural language documentation, while more than 55% of published services do

not have any [2, 3]. Also, basic keyword search overlooks the actual functionality

of a Web service, by concentrating only on the service name and documentation (if

available).

To overcome these drawbacks, intelligent techniques to automatically capture

both the functionality of a service and also its functional domain are crucial. This has

to be done with available data, instead of relying on service providers to make such

information available explicitly. Since a service’s WSDL effectively describes its

capabilities and also provide information for a client on how to use the Web service,

the WSDL document is used as an effective source for determining the functionality

of a service. Text mining techniques can be applied to WSDL documents to iden-

tify useful components, which describe the actual functionality of the corresponding

Web service. Using this functionality-related information, WSDL documents can be

clustered to capture their domain, thus achieving search space reduction during the

process of service discovery.

Document clustering is the process of categorization of documents into groups

of similar documents, where each group represents a particular domain. The process

is performed such that intra-group document distance is to be kept low, while inter-

group document distance should be high. A distance measure technique is thus the

heart of document clustering. Document clustering significantly reduces the search

space/domain when it comes to searching a related document(s) with some key-

words. Semantics-based techniques that capture the morphological variants of a user

provided keyword, can further enhance the retrieval process.

This paper presents an Web service clustering approach based on Cat Swarm

Optimization, that emulates the social behavior of cats in nature. The clustering

accuracy of the CSO algorithm was analyzed with a traditional algorithm like the

K-means basic clustering algorithm. Also, PCA was used for further optimizing clus-

tering purity. The rest of the paper is presented as follows: Sect. 2 discusses existing

techniques applied to the problem of clustering Web services to enhance service dis-

covery. Section 3 describes the proposed CSO-based methodology and the proposed

enhancements. Section 4 discusses the experimental results and analysis, followed

by conclusion and references.
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2 Related Work

Discovering Web services based on the functional requirements is need of the hour in

search engines. To boost precision in search results, several approaches have focused

on clustering Web services based on their functional similarity. Elgazzar et al. [4]

suggested a technique for finding similarity between Web services, using the ser-

vice’s WSDL document which describes a particular Web service in detail. Using

this computed similarity between each WSDL document corresponding to Web ser-

vice, the services were clustered using QT clustering algorithm. Nayak et al. [5]

explained strategy for finding the affinity between Web services on the basis of Jac-

card Coefficient to cluster similar document for the ease of discovery of services. Liu

and Wong [6] gave a idea for Web service clustering on the basis of extracted content

from WSDL document such as content, hostname, context, and service name.

The drawback of these approaches is that, a traditional algorithm like QT cluster-

ing can result in too many clusters of small size. Initially, some clusters of big size

will be formed and then the remaining data will get clustered into smaller clusters

and all remaining dissimilar service will form a cluster, because of this, purity of the

clustering will be very low. Also, creating a similarity matrix of size nxn for all n
WSDL documents is time consuming.

Chu and Tsai [7], first discussed the concept of computational artificial life or

computational intelligence, which primarily emulate animal behavior in nature for

solving computationally hard problems. These algorithms are usually employed as

optimization techniques, and several swarm intelligence based methods that simulate

the intelligent behavior of animals are currently available. Particle Swarm Optimiza-

tion [8] (PSO), Ant Colony optimization (ACO) [9], and also a recent development

in the form of Cat Swarm optimization (CSO) [7, 10] that makes use of the social

herding behavior of cats in nature. Some problems which are addressed using these

nature-inspired algorithm are scheduling, Vehicle routing problem (VRP), Shortest

Path problem, Traveling salesman problem (TSP) and data mining, particularly clus-

tering problem, etc. Chu et al. [10] proposed the CSO algorithmic rule that extends

two sub-models based on the two most important behavioral character of cats, the

“seeking mode” and the “tracing mode”. Santosa [11] recommended a method for

clustering records in a standard dataset according to their classes using CSO cluster-

ing algorithm, which was found to be better than several other clustering techniques.

Our approach is to apply the CSO-based optimization to traditional clustering

algorithm like K-means, using the computed functional similarity of service doc-

uments. Natural language processing methods like tf-idf (term frequency—inverse

document frequency) and morphological analysis are used to obtain the similarity

and dissimilarity between service documents. This similarity value is used to effec-

tively cluster service documents into functionally similar groups.
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3 Proposed System

The proposed methodology is aimed at describing the problem of extracting the func-

tional information of services, and using this to automatically categorize a set of Web

services in a domain specific manner. Figure 1 shows the workflow of the proposed

work.

A WSDL document is an inherent source of the functional details of a Web ser-

vice, so these are first preprocessed. All the natural language terms in the WSDL

document are considered as a feature list and extracted by a process called content

extraction. Filters like stopword removal, stemming are applied in preprocessing.

The outcome of this step is set of keywords from each WSDL document, along with

their frequency in dictionary format. This dictionary of words from all documents

combined are taken as attributes. Next, the tf-idf value is calculated using the Eq. (1).

tf − idfi,j = tfi,j ∗ idfi (1)

where i represents the ith document and j represent jth word in the attribute list tfi,j
is frequency of attribute j appears in document i as shown in Eq. (2). where as idfj is

calculated using Eq. (3) explains how important an attribute is.

tfi,j =
number of times attributej in documenti

Total number of words in documenti
(2)

idfj = log N
|d𝜖D ∶ j𝜖d|

(3)

where N is number of documents. idfj is calculated as logarithmic fraction of total

number of documents to number of documents containing jth attribute.

Fig. 1 Proposed methodology
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Based on the calculated values of tf − idf , the nearness and dissimilarity between

the documents are calculated using the Euclidean distance formula as given by

Eq. (4).

d(x, y) = ||x − y||2 =

√
√
√
√

n∑

i=1
(xi − yi)2 (4)

Using this value, the K-means algorithm is applied to the service documents.

Here, the number of clusters (K) into which the service documents are to clustered is

specified. During the first iteration, K documents are randomly chosen as cluster cen-

ters. Based on the Euclidean distance formula given in Eq. (4), the distance between

each document and the center chosen is computed and the document if assigned to

the nearest center. The calculation of mean of each cluster leads to the discovery of

new centroid of the cluster and the process of clustering is continued. Finally, the

clusters formed are stored in the repository. Whenever a user searches for a Web ser-

vice we can find the relevant cluster of WSDL documents to provide them a better

result. Each cluster can be tagged with keywords for ease of search. After finding

relevant clusters for query, WSDL documents in clusters can be sorted based on

relevance.

3.1 Cat Swarm Optimization Based Clustering

To further improve the clustering obtained after K-means clustering algorithm, the

CSO technique was applied to the service documents. The standard CSO algorithm

defines two sub-models based on real-world cat behavior while hunting for food,

called “seeking mode” and “tracing mode”. In CSO, the number of cats to be used

in each iteration has to be decided initially. Every cat is described by a feature vector

of D dimensions that represent its position, velocities pertaining to every dimension,

a dependency of fitness operator (in terms of degree) known by the fitness worth of

each cat, and Boolean flag to determine cats’ mode (seeking or tracing). Algorithm 1

illustrates CSO clustering applied to given service documents. The two sub-modules

of Algorithm 1 are explained in detail in procedures.

(a) SeekingMode Four fundamental pillars of seeking mode are: the selected dimen-

sion (SRD), seeking memory pool (SMP), self-position consideration (SPC), seek-

ing range of counts of dimension to change (CDC) (shown in procedure: seeking

mode). The SSE is computed using Eq. (5) and the distance for reassigning the clus-

ters is computed as per Eq. (4). The seeking mode imitates the process of cats mov-

ing around while they are near a prey. So, in CSO, the cluster centers are changed

slightly after each iteration, after which the SSE is computed and updated to the

smallest value.

SSE =
k∑

i=1

∑

x∈Di

(||x − mi||
2) (5)
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Algorithm 1: CSO Algorithm for Clustering

Data: Dataset for clustering, number of cluster K, Number of copy

Result: Getting clusters of data

Randomly choose K data as cluster centers c1, c2, ..., cK ;

repeat
Enter Seeking mode;

if seeking SSE < SSEi then
SSEi+1=new SSE

else
SSEi+1 = SSEi

Enter Tracing mode;

if seeking SSE < SSEi then
SSEi+1=new SSE

else
SSEi+1 = SSEi

until Records are not stable in cluster;

return List of records in different cluster

Procedure Seeking mode

Data: Parameters SPM, SRD, SPC

Result: Getting intermediate clusters of data

for i=0 to k do
create SMP times copy of cluster centeri position

Determine i value

Compute shifting parameter (clustercenteri ∗ SRD)

for x=1 to SMP do
At random add or subtract cluster centroids with the shifting parameter ((SMP*k)

cluster candidates are obtained at this step)

Compute distance

Group data into clusters based on distance calculated

Compute SSE

Determine the potential candidate to be recognized as new cluster center by roulette

wheel selection

return List of records in different intermediate cluster

(b) Tracing Mode The tracing mode imitates the behavior of real-world cats, when

they intend to attack their prey, by jumping on the prey. So, in CSO, the cluster

centers with least SSE are considered and the velocity is calculated and updated

using Eq. (6). Using this computed velocity, the position of the cat is updated using

Eq. (7). For the new position, the SSE is calculated again as before, and we check if

the new value is the lowest. If the SSE value is lower than earlier value, then the new

position is the updated cluster center.

Vk,d = vk,d + r1 ∗ c1 ∗ (xbest,d − xk,d) (6)

xk,d = xk,d + vk,d (7)
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Procedure Tracing mode

Data: Intermediate clusters and centers

Result: Getting intermediate clusters of data

for i=1 to k do
Modify velocityi
Modify positioni
Find new cluster centeri

Compute distance

Assign data points into clusters based on distance calculated

Compute SSE

return List of records in different intermediate cluster

3.2 Dimensionality Reduction Using PCA

In the proposed clustering methodology, a large WSDL dataset is used, due to which

the constructed tf-idf matrix results in large number of attributes. In this tf-idf matrix,

most of the values are zero, as a particular term may be relevant only to a few services

in the same domain, due to which the tf-idf matrix is highly sparse. To reduce this

sparseness, dimensionality reduction technique is used.

Principal Component Analysis (PCA) is a technique used for feature reduction,

which involves mapping of data from high-dimensional space to low-dimensional

space. To adopt this technique, we compute covariance matrix for the data, using

which the eigenvalues are calculated. Based on eigenvectors obtained from largest

eigenvalues, we reconstruct the new data matrix with lower dimension. Eigenvectors

are called as principal components.

3.3 Similarity-Based WSDL Dataset Generation

When the tf-idf matrix is generated, only the existence of the attribute and its fre-

quency in that particular document is considered. To consider the semantic similarity

between terms used in functionally similar services, the morphological variants and

synonyms of terms must also be considered. For example, car, vehicle, four wheeler,

etc., are related words, while tf-idf would consider these are completely different

words. We incorporate a word similarity measure to determine functionally similar

documents inside a cluster. To calculate the data matrix, we modify tf-idf equation

as shown in (8).

tf − idfi,j = tfi,j ∗ idfj ∗ MaxSimilarityi,j (8)

where MaxSimilarityi,j is 1 if the ith attribute is present in jth document. Else, it is

maximum of all similarity found between words in ith document to jth attribute as
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Table 1 Purity of clusters for different datasets

Dataset name No of records Attributes Classes K-means

purity (%)

CSO purity

(%)

Iris 150 4 3 67 90

Glass 214 9 6 54 58

Balance scale 625 4 3 61 78

Soybean small 47 35 4 79 83

Wine 178 13 3 70 72

WSDL

Documents

1083 644 9 56 63

shown in Eq. (9). Here n being total number of words in ith document. Similarity is

computed using Wordnet [12].

MaxSimilarityi,j = max
1≤k≤n

Similarity(wordk, attributej) (9)

4 Experimental Results

To calculate effectiveness of the CSO-based clustering, several standard datasets

(like Iris, Glass, Balance Scale, Soybean Small, and Wine
1
) as well as on the WSDL

dataset
2

were taken and experimented upon. The purity or accuracy of clustering is

calculated using Eq. (10), where j is number of classes and k is number of clusters.

Purity(%) =
∑k

0 maxj
0 (Documents belonging to each class)

Total number of documents
(10)

Table 1 tabulates the accuracy of clustering using K-means and CSO on the vari-

ous standard datasets and on the WSDL dataset. There were three classes of Iris flow-

ers available in the given standard data set, namely “Iris-versicolor”, “Iris-setosa”,

and “Iris-virginica”. In the case of WSDL documents, the domain to which a Web

service belongs to is taken into account for calculating the purity. Domains are: “edu-

cation”, “travel”, “food”, “geography”, “medical”, “economy”, “weapon”, “commu-

nication”, and “simulation”. This is obtained from the folder hierarchy of the OWL-S

TC dataset.

As can be seen from the results, purity level varies with the number of attributes or

number of records. It was observed that purity level almost inversely proportional to

number of attributes and records collectively. Figure 2 shows comparative analysis of

cluster purity for K-means and CSO on different data sets. Table 2 shows the different

1
Available at https://archive.ics.uci.edu/ml/datasets.html.

2
Available at http://projects.semwebcentral.org/projects/owls-tc/.

https://archive.ics.uci.edu/ml/datasets.html
http://projects.semwebcentral.org/projects/owls-tc/
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Fig. 2 Observed purity before PCA—K-means versus CSO

Table 2 Purity of clusters for different datasets after applying PCA

Dataset name No of records Attributes Classes K-means

purity (%)

CSO purity

(%)

Wine 178 4 3 83 89

WSDL

Documents

1083 4 9 60 69

Fig. 3 Observed purity using modified WSDL dataset—K-means versus CSO

results based on data sets after the PCA dimensionality reduction has been applied

to the sparse data. The number of attributes are more in the case of Wine and WSDL

dataset, and also the data is sparse, so PCA was applied for reducing number of

attributes. As a results, clustering purity increased from 63 to 69% and also the run

time of algorithm reduced greatly due to less dimension of data.



402 S. Kotekar and S. Sowmya Kamath

Figure 3 shows the result comparative analysis graph between simple WSDL

dataset and modifying WSDL dataset using PCA, modified WSDL dataset using

Wordnet Similarity, modified WSDL dataset after applying PCA and Wordnet Sim-

ilarity, it was observed that purity of clusters increased when the similarity factor is

added to the dataset.

5 Conclusion and Future Work

In this paper, a modified CSO-based algorithm for clustering for Web service was

discussed. Text mining techniques were applied to a real-world service dataset to

extract their functional information and CSO was applied to these to determine sim-

ilar groups. The clustering accuracy of CSO was analyzed with traditional K-means

basic clustering algorithm. It was found that the purity of clusters obtained by CSO

was better than K-means clustering algorithm by about 7%. When PCA-based dimen-

sion reduction was applied, the purity of clustering increased to 69% from 63%. This

is because there is randomness involved in K-means initial center selection and the

algorithm terminates when the centers are stable. But in the case of CSO tracing

mode, random change of centers are carried out for determining if potentially better

clustering is possible. As part of future work, this purity can be further enhanced by

making use of feature selection techniques, along with feature reduction techniques,

to capture the best features based on which clustering can be performed.
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Advancement in Personalized Web Search
Engine with Customized Privacy
Protection

Jeena Mariam Saji, Kalyani Bhongle, Sharayu Mahajan,
Soumya Shrivastava and Ashwini Jarali

Abstract Technologies are blooming, needs are growing, larger user data is getting
aggregated, and thus privacy becomes a matter of concern in this fast paced,
technology driven environment. People are relying mostly on Internet for almost
everything they work on or experience. The web search engines confuse us
sometimes by giving mixed results. Different people may have variant require-
ments, and search engines provide same results for same queries, but to different
people. In this paper, we intend to solve this problem by a technique of generating
online user profiles before firing any query. This user profile would store the user
details and the search engine would display results according to this generated
profile. We use collaborative filtering and ranking function to filter out the pages
according to the preferences of user. We intend to add a feature in our system where
in, the users will get a chance to handle their degree of privacy. We offer them two
friendly buttons—“Private” and “Public”. These buttons will decide whether the
user wants to share his details with other users or not. A combination of person-
alization and privacy would surely be worth a good use for the Internet seekers.
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Keywords Customize privacy ⋅ Filtering ⋅ Generalized profile ⋅ Personalized
search results ⋅ Re-ranking

1 Introduction

Search engines have become a key element for discovering information over the
internet. For every problem, we think of internet as a savior. It is often observed that
same set of results are displayed to different users for the same query. For example,
a doctor wants to search information related to a human face. When he types “face”
and hits the search button, he may get Facebook as a search result instead of a
human face. Thus in current system, we get mixed results, not the results according
to our preferences. Hence it becomes difficult to find for the desired information at
one single glance. We often need to go through several other pages in order to find
the specific link of information. Sometimes, the results displayed by the search
engine may be relevant to the keyword entered by the user, but may not be able to
fulfill user’s expectations of information need. A user enters the query for which he
wants to search information in the search textbox and receives a long list of results
or links in lieu of the query entered. The challenge of the search engine is to
translate user’s simple queries into list of documents that satisfy the different
information needs. To overcome this challenge, people came into a conclusion of
working with the personalization of search engines.

The profile-based personalized search engine takes the user input, displays the
list of results, and also uses the additional information about the user to aid in
checking the relevance of the pages. There are various approaches to provide
personalization to web search engines. Some of the features determining such
approaches are user details, user level interaction, and information which is stored
and algorithm which is used to retrieve user details into the search.

The main feature of this paper is that we allow users to control their degree of
privacy protection by providing them a Private and Public option in our search
engine. These options help the user in deciding their level of privacy according to
their requirements. If a user wants to share the browsing queries, he just has to hit
the “Public” button and thus he can maintain the transparency accordingly.

In general, our main aim is to develop such a search engine which is privacy
protected as well as customized privacy web search engine. The paper is further
elaborated into II. Literature Survey and III. Proposed System briefly explaining the
purpose of the paper.
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2 Literature Survey

Personalization is being accepted by a large set of users to ease the use of web
search engines. But despite being proposing it for many years it is still difficult to
analyze whether personalization has an adverse effect on all kinds of queries and for
different users or not. Dou [1] gives an overview of different problems faced in
personalization along with their solutions to it. It is followed that the queries entered
by different users often produce the same results altogether, in spite of being variant
information goal. A framework based on query logs is developed to ensure massive
scale enhancement of personalized search. It is revealed that queries with large click
entropy have severe improvement over the common web search. It is seen that
different queries has different effectiveness so it is advised that not all the queries
should be personalized. The profile-based search strategy mentioned by Z. Dou is
not as reliable or effective as the click-based search strategy. It is realized that
short-term, long-term contexts and logs are necessary to be analysed for a
profile-based search strategy. Thus it is concluded that a combination of both would
be reliable.

Deng and Lee [2] presented the personalization of web search engine where the
results are displayed according to the preferences set by the users. They introduce
us to another mining technique, called Spy Naïve Bayes (NB) which states that the
clicked items imply user’s choices. It is often seen that for same queries issued by
different users, produce same result. However, different users may tend to have
different choices for searching a particular query. For resolving this problem of
search engine transformation, some research issues are considered. The primary
research issue is preference mining which deals with the preference of users of
search results from click-through data. Another issue is ranking function opti-
mization which helps in optimizing the retrieval of results according to the user’s
preferences in search engines.

In the new SpyNB approach, a list of preferences is generated and is fetched by
the Ranking Support Vector Machine (RSVM) for optimizing the ranking function
for the user. The SpyNB algorithm helps in generating preference fragment pairs
used for ranking function. The fragment pairs offer an effective element in making
this approach more reliable. Thus it is concluded that SpyNB approach is more
productive and flexible than the algorithm existing currently.

Alexander Pretschner and Susan Gauch [3] in paper represented a system where
they have explored the ways of incorporating user’s interest to the search process in
order to enhance the search results. They suggested the method to generate a user
profile depending on the way the user would surf the online pages. Combination of
three major metrics, time, subject discriminator, and length were used to analyse the
user behaviour and create his/her profile accordingly. Here time denotes the amount
of time a user spends on a given page, while length refers to the number of
characters in the page. On the basis of the analysis done by them, the profiles
reflected the user’s interest quite well and could be used to deploy more effective
information retrieval and filtering. So basically this paper provided a solution to
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retrieve more relevant search results by using the profiles created on the basis of
surfing history of a user.

In order to overcome the issues related to privacy concern from user’s per-
spective, Krause and Horvitz [4] explored and introduced a study of privacy in
personalization, where user has an option to share his/her personal information, in
return for expected enhancement in the retrieval of more relevant search result.
Krause and Horvitz illustrated the methodology based on the graphical analysis
survey of the log that saved user’s search history. Through this survey they seek to
comprehend the utility of personalization that can be actualized by using user’s
log-based information to analyse his/her willingness to trade the sharing of their
personal data with any online services that they are exposed to. Thus they focused
mainly on achieving efficient personalized search service using minimum user
information.

Lidan Shou and Chen [5] presented a study paper where they used a user-side
privacy protection system which is called UPS for personalized web search. They
proposed two algorithms, namely Greedy DP (Discrimination power) and
Greedy IL (Information Loss) that was used to generalize the user profile in order to
avoid exposure of user’s personal information while using the search engine. Pri-
vacy risk and utility of personalization were the two major predictive metrics used
in their proposed algorithm. Also their experimental results acknowledge that the
UPS framework could outperform the existing web framework and provide more
effective and efficient solution. For future work they suggested to use the better
predictive metrics to improvise the performance of the UPS framework.

Xiao and Tao [6] believed that the existing methodology focus on a universal
approach that endeavor the same amount of preservation for all persons, without
catering for their actual needs. Motivated by this, they came up with the alternative
solution of generalizing the whole web search framework based on the concept of
personalized k-anonymity. The method has been explained with the help of careful
theoretical study of the user information which is used for the research purpose.
They have used QI generalization to generalize the various attributes that are taken
as an individual’s detail information. In this technique if the user provides n number
of attributes in a detail table, then after generalization over these tuples/attributes,
only n and k detail would be exposed to the outsider hence preventing any kind of
information loss. Here k is the tuples that has been generalized and eliminated from
the final set of data.

Also the paper has clearly mentioned the drawback of their proposed solution for
providing privacy protection in the personalized system and also focuses on
developing more optimal alternative generalization strategies.
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3 Proposed System

In this proposed system, we are using various technologies to develop a client side
privacy protected personalized web search engine. By calling it a client side pro-
tected search engine, we mean that the user will have a control over sharing his
profile and browsed logs with other users. In this system, we are using a technique
known as collaborative filtering where information and patterns involving collab-
oration among multiple agents are filtered which lets us know the preference of the
users. Using collaborative filtering, ranking and rating will be done on web doc-
uments. Our main aim is to generate results according to user’s preference and
lower the risk of disclosing user’s sensitive information. Technologies used in this
technique are web crawling, web mining, pattern recognition, and application
program interfaces (API’s).

In our system, initially the user will create an account on search engine. By
creating an account the user will create a profile which will be stored in database
server. Privacy is also provided to individual profiles. While creating a profile, the
user will provide personal details like address, profession, interests, hobbies, etc.
After signing up, the user will login into the respective account and will start
browsing by issuing a query. We need a client database server which would take the
responsibility of storing the user profiles. Generalization of the profiles [5] would
take place alongside and will be sent to the central server. Let us assume these
generalized profiles as “G”. Generalized Profile (G) will be sent to the web crawler
and then the functioning will begin.

When the query is issued, it is first preprocessed and then sent to the World Wide
Web where the web crawlers analyse the entered query and crawl to different web

Fig. 1 System flow

Advancement in Personalized Web Search Engine … 409



pages to collect information from different sources. The web crawler then returns
the pages related to the issued query. Since we are using collaborative filtering in
our system, the related pages will get filtered. After filtering the crawled pages,
ranking function is performed on them. And that is how relevant results are sent
back to user. The user-system interaction will be possible because of an API in the
middle layer. Figure 1 shows the brief functioning of our system.

In our system, we are using Spy Naïve Bayes algorithm [2] and Deep Search
algorithm for reverse searching of relevant document. Privacy is provided to users
by providing them with two buttons—“Private” and “Public” respectively. When
the “Private” button is clicked, the link being customized to private status will be
maintained in the private log, which will be stored on the client server and
accessible only to the user. Whereas when “Public” button is clicked, the links with
public status will be maintained in public log that is stored in server and will be
accessible to all. Thus in this way we combine privacy with personalization in our
system making it users decision whether to share his details and visited sites with
server which in turn uses the public log for business and similar purposes making
this public log consisting user history accessible to other stakeholders like adver-
tisers, researchers, analysts and similar third party member.

3.1 Basic Steps Involved in Personalized Web Search (PWS)

Let us consider the following set of tuples:

P = {Set of user profiles}
Q = {Set of queries given by a user}
R = {Set of Response/search results given back to user}
G = Generalized profile for every P
N = Number of overall results related to Q

• Creating generalized user profile

1. Initially a user will register with the PWS engine by creating his/her own profile
P which will consist of attributes like his/her name, gender, age, profession,
interest, and other such related personal detail.

2. This profile P will be processed in such a way, that only the attributes which are
required for the further processing will be collaborated together to form a new
generalized profile G. This is done in order to avoid any kind of user’s personal
information loss.

The information related to the user profile will be saved on the client-side itself
for reducing the privacy concern. While the updated generalized profile G can be
saved on the serve-side, since it would be required while filtering the relevant
search results as per the user’s profession and interest. Storing G on the server side
assures the better response time for processing at the same time reduces the
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complexity while filtering and ranking the pages as the need of communicating with
the client server would be avoided.

• Ranking and providing customized privacy

1. User can further browse a query Q in the search box which in return will send
this Q to the main server where the crawling over World Wide Web would be
initialized.

2. The process of crawling will give N results related to the query Q send by the
user. These N results would be filtered and re-ranked based on the generalized
user profile G.

Suppose R[n] is the set of result related to Q returned after crawling, ‘i’ is the
index for every individual page/link in R[n] and ‘rank’ is the ranking of the page,

Then if R[i] == G && rank == high
Then set R[i] first

Repeat till whole result set R[n] is sorted and re-ranked based on G.

3. Once the filtering is done the user response would be created with completely
new set of re-ranked page results R as per the user’s interest.

4. For every Q the user would be given the choice to set his status either private or
public. The status here specifies whether the user want to share the visited links
with the other users.

Here the other users are the stakeholders consisting both the registered PWS
users and advertisers.

This way the user would be ensured that his pattern of going through the result
set is not being intruded by others and neither any of his personal information is
exposed to the outsider.

3.2 Tools and Technologies Used

Tools required in our system includes Windows 2007 or above, JDK 1.7 and
Tomcat Apache 7.0 and MySQL database. For our system to be executed, we need
minimum hardware which would include Processor Pentium 4 or above and min-
imum hard disk space of 2 GB.To communicate and get connected we need some
hardware interfaces like Ethernet, modem and Wi-Fi router, as well as some soft-
ware interfaces like web browsers, DB2, Eclipse, servlets, AJAX, JSP, and Oper-
ating System.

We make use of communication interfaces like Internet, Web Server, and HTTP
protocol basically on the central repository.

Advancement in Personalized Web Search Engine … 411



3.3 Objectives of Proposing the System

• To provide relevant search results based on the users choice.
• To ensure privacy protection to the user’s personal information.
• To simplify the filtering process using simple sorting based solution.
• To provide customized privacy service to the user for sharing his/her visited

results and search queries with other users.
• To eliminate the unwanted advertisement pop-ups.
• To improve the efficiency of the existing PWS by suggesting optimal solution.

4 Conclusion

The advancement in the technology like web search engine is boundless. Moreover
the development of profile-based personalized search engine over a regular web
search engine has catered many requirements of the user and inclusion of concept
like privacy protection has served for the betterment of the system which has helped
reduce various privacy concerns making the PWS more user-friendly. Though the
existing PWS helps to retrieve relevant results to the user, there is still the need of
improvising and providing more stable solution in order to make the whole system
efficient and effective at a time. The other drawback of existing system is that it
provides the privacy without knowing whether the user really want to personalize
the information and other attributes like browsed query and visited links or share it
with other registered users. Our proposed “Customized privacy” can help to
overcome this drawback and let the user decide in case he/she wants to share the log
with others and allows user to selectively share the information with related online
services that is usually used for advertisement and research purposes. For future
work, better generalizing strategies can be looked for that can replace the existing
strategy and make the system more optimal and efficient.
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Traffic Classification Analysis Using
OMNeT++

Deeraj Achunala, Mithileysh Sathiyanarayanan
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Abstract There has been a lot of research on effective monitoring and management

of the network traffic, where a large amount of internet traffic requires more accurate

and efficient ways of traffic classification methods and approaches with an aim to

improve network performance. In our research, we introduce the subject of packet

classification in IP traffic analysis with a simple technique that relies on prototype

classifier using OMNET++ (Optical Modelling Network using C++ programming

language) which unfolds one new possibility for an online classification focusing

on application detection in the absence of payload information. In this research, we

evaluated our novel IATP (Inter-arrival time and precision) clustering algorithm with

the help of OMNET++ scheduler for classification of network traffic. The analysis is

based on the measure combined with inter-arrival time and precision which was able

to distinguish fairly as a small different subset of clusters. With our implementation

of a range of flow attributes, the simulation result demonstrates the effectiveness

of 100% accuracy of classifying packets but does not constitute the same level of

accuracy with real-time traffic classifier which operates under certain constraints.

Accuracy for real-time traffic might normally varies from 80 to 95% and depends on

the type of each application. Further study and heuristics are required for detecting

much better methodologies for detecting applications with real-time traffic measure-

ments.

Keywords Traffic classification ⋅ Clustering ⋅ OMNet++ ⋅ k-means ⋅ Quality of

service (QoS)

D. Achunala (✉) ⋅ M. Sathiyanarayanan

School of Engineering, Swansea University, Swansea, UK

e-mail: deeraj.achunala@gmail.com

M. Sathiyanarayanan

e-mail: s.mithileysh@gmail.com

B. Abubakar

School of Computing, University of Brighton, Brighton, UK

e-mail: b.abubakar@brighton.ac.uk

© Springer Nature Singapore Pte Ltd. 2018

P.K. Sa et al. (eds.), Progress in Intelligent Computing Techniques: Theory,
Practice, and Applications, Advances in Intelligent Systems

and Computing 719, DOI 10.1007/978-981-10-3376-6_45

417



418 D. Achunala et al.

1 Introduction

The internet complexity and scope is currently much faster than our ability to under-

stand and predict it, especially with encrypted services such as video, P2P and VoIP.

Due to the growing demand for bandwidth consumption and the introduction of new

applications increase the importance of network traffic engineering, especially it is

very useful to classify and analyse the network traffic independently for understand-

ing spammers and malicious intruders. Therefore, an accurate classification and anal-

ysis of the network traffic flow is very much essential [1]. The earlier method for

classifying the traffic was based on “payload information” and this method relied

on some information of the payload format since every protocol decoding requires

information of decoding the payload format and its characteristic patterns [2]. The

main drawback of this approach is that the payload becomes inaccessible whenever

there is an application implementation of a protocol change; it must be updated by

an another classification procedure.

The classification concept we use in this work is to examine the unsupervised

learning process since it is more advantageous to group data and has other prac-

tical benefits over labelled data. We are not using any real-time network traffic that

includes any payload information. As an alternative we make use of machine learning

methods based on the measurements of inter-arrival packet delays and packet lengths

we expect to show a much better assumption and behaviour of different applications.

Although the algorithm uses unsupervised learning mechanism, they are based on

different principles of clustering like k-means, density-based spatial clustering of

applications with noise (DBSCAN) and auto class algorithms [3, 4]. Usually, K-

means and DBSCAN algorithms are chosen over auto class algorithm since they

are capable of clustering the data much faster. The other classification method is a

port-based classification. After classifying packet using this method, we have classi-

fication based on the flow information such as number of packets, mean inter-arrival

time and duration, introduced by BLINC [2]. This research aims a fundamentally dif-

ferent approach to build a classifier to classify the internet traffic packets and then use

clustering techniques based on different applications that generate them. We evaluate

the performance parameters and the accuracy level of clustering the classified data.

The simulation is carried out in OMNET++ tool and with the resulting data we plot

the vectors in MATLAB. The purpose of this work is to produce a novel method that

could bypass the limitations of the previous approaches.

In the next section of our paper, related work is explained to understand the deep

packet inspection (DPI), the traditional methods of classification and the clustering

algorithms. Based on the drawbacks of the previous methods, we came up with a

novel algorithm called IATP (Inter-arrival time and precision) clustering algorithm

with the help of OMNET++ scheduler for classification of network traffic. So, our

traffic classification model is described in the later sections along with the perfor-

mance evaluation. Finally, we conclude our discussions in this paper by identifying

future works.
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2 Related Work

Traffic classification is the first method which helps to identify different protocols

and applications in a network. There has been a lot of research on effective mon-

itoring and management of the network traffic, where a large amount of internet

traffic requires more accurate and efficient ways of traffic classification methods and

approaches with an aim to improve network performance. There are many generic

classification methods and techniques described in [5].

Deep Packet Inspection. Deep packet inspection (DPI) is a form of packet filtering

technique in computer networks which examines the information content or possibly

the header of a packet as it traverses along the link. The inspection process decides

whether a packet may be passed through or needs to be routed in a different path or to

further inspect for the non-compliance of the protocol, intrusions, spam and viruses

[6]. For traffic classification DPI is the foremost technology for authenticating pro-

tocols and identifying applications conveyed from an IP [1, 2]. DPI has been more

troubling especially in traffic shaping and behavioural targeting (BT) [7].

Traditional methods of classification. The existing methods for traffic classification

are based on three categories: (1) based on port numbers and the type of application,

(2) based on the applicative layers, and (3) based on supervised learners—k-nearest

neighbours (k-NN), discriminative analysis (DA) and support vector machines

(SVM). Classification of traffic has played a vital role for numerous tasks such as

QoS, trend analysis, dynamic access and lawful interception and monitoring. Tradi-

tionally, traffic classification was performed based on port and payload-based anal-

ysis but in the recent years machine learning techniques for classification have seen

much higher interest. One such is a flow-based analysis.

Clustering Algorithms. In the clustering algorithms, we have K-means, density-

based spatial clustering of applications with noise (DBSCAN) and autoclass. All

these algorithms have some performance issues and drawbacks listed in [3, 4].

3 Traffic Classification Model

OMNeT++ [8] is an Objective Modular Network Testbed in C++, a discrete event

simulator. OMNET++ modules can have parameters which are used mainly for three

main purposes: to customize the behaviour of the model, for module communication

as shared variables, and to create flexible model topologies (specifying the number of

modules, connection structure, etc. by the parameters). Users are provided the lowest

level of the module hierarchy containing the model of the algorithm. Simple modules

appear to run in parallel, during simulation execution since they are implemented as

co-routines. There is no need for a user to learn new programming language for

writing simple modules, but the user need is expected to have a basic understanding

of C++ programming. The simulator is basically portable since it is written in C++
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and it should run on most platforms with a C++ compiler. The extended versions of

OMNET++ are able to execute parallel simulations for any kind of synchronization.

OMNET++ also provides explicit support for statistical synchronization.

Our main goal is to build an accurate and efficient classifier using clustering tech-

nique as depicted in Fig. 1a. To design such a model we consider two stages, model

building as the first stage and classification as the second stage. In the model building

stage the clustering algorithm clusters the training data and classification stage pro-

duces small subsets of clusters which are then labelled for our classification model.

The simulation model can be used to cluster both online and offline models.

We combine the first- and second-stage techniques of traditional queuing (FIFO)

First-In-First-Out discipline and our classifier design. The FIFO queues of finite size

can have variable packets. In this model we use an automatic classification model

where the classifier classifies the type of application flow into five different class IDs

(Class 0 ID, Class 1 ID, Class 2 ID, Class 3 ID, and Class 4 ID). In OMNeT++, two

integrated models are applied: the packet generator model and the packet scheduler

and classifier model. Based on the type of the applications and protocol, the system

classifies the packet flows into different classes, based on the Class ID (0–4).

4 Performance Evaluation

With all the results obtained from OMNET++ we export the data to MATLAB

for evaluating the desired result of ‘clustering the packets as small subsets in our

research. In the simulation process only the number of packets in one timeframe is

considered for plotting the packets as inter-arrival time versus precision. The result-

ing plot is shown in Fig. 1b. Each resulting cluster can be differentiated as per the

application implied. Clusters with its respective colours and packet counts are rep-

resented in the tables of Fig. 2. Using k-NN search option in MATLAB the distance

between N packets from an X reference point in each cluster in ascending order is

calculated as shown in the table of Fig. 2b. The analysis is based on the measure

Fig. 1 a Traffic classification model designed in OMNet++. b Result of our classification
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Fig. 2 a Timing attributes. b Clustering identification and distance

combined with inter-arrival time and precision which was able to distinguish fairly

as a small different subset of clusters. With our implementation of a range of flow

attributes the simulation result demonstrates the effectiveness of 100% accuracy of

classifying packets but does not constitute the same level of accuracy with real-time

traffic classifier which operates under certain constraints.

5 Conclusion and Future Work

In our work we have evaluated an IATP (Inter-arrival time and precision) clustering

algorithm with the help of OMNET++ scheduler for the classification of network

traffic. The analysis is based on the measure combined with inter-arrival time and

precision which was able to distinguish fairly as a small different subset of clus-

ters. With our implementation of a range of flow attributes the simulation result

demonstrates the effectiveness of 100% accuracy of classifying packets but does not

constitute the same level of accuracy with real-time traffic classifier which operates

under certain constraints. Accuracy for real-time traffic might normally vary from

80 to 95% and depends on the type of each application. Further study and heuristics

are required for detecting much better methodologies for detecting applications with

real-time traffic measurements. The project thesis has considered in-depth literature

review [9].

Based on this survey on traffic classification we are still open to research on other

issues as well on how to adapt and improve network services which we discuss in

detail below. At first there is no defined level of measurement, and this has lead to

other multi-dimensional problems with the existing equipments for measuring the

traffic since the measurement levels are not thoroughly understood. As these classi-

fication techniques are still progressing to investigate with different methodologies.

Our future work can include investigating of traffic classification with QoS since our

models have been designed only with performance evaluation and not with QoS.

In future we can evaluate QoS assurance with reliability, delay and throughput. By

observing performance metrics such as classification rate and build time, a much

better differentiation of algorithms can be investigated. Our future work will depend

on the contributions and limitations of the other researchers work [10–15].
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Irregular-Shaped Event Boundary
Estimation in Wireless Sensor Networks

Srabani Kundu, Nabanita Das, Sasanka Roy and Dibakar Saha

Abstract In a wireless sensor network (WSN), sensor nodes are deployed to monitor

a region. When an event occurs, it is important to detect and estimate the boundary

of the affected area and to gather the information to the sink node in real time. In

case, all the affected nodes are allowed to send data, congestion may occur, increas-

ing path delay, and also exhausting the energy of the nodes in forwarding a large

number of packets. Hence, it is a challenging problem to select a subset of affected

nodes, and allow them only to forward their data to define the event region bound-

ary satisfying the precision requirement of the application. Given a random uniform

node distribution over a 2-D region, in this paper, three simple localized methods,

based on local convex hull, minimum enclosing rectangle, and the angle of arrival of

signal, respectively, have been proposed to estimate the event boundary. Simulation

studies show that the angular method performs significantly better in terms of area

estimation accuracy and number of nodes reported, even for sparse networks.

Keywords WSN ⋅ Event area ⋅ Convex hull ⋅ Boundary detection ⋅ Minimum

enclosing rectangle
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1 Introduction

In general, to monitor large inaccessible regions, wireless sensor networks are

deployed with tiny, inexpensive sensor nodes distributed over an area to collect

ground data [1, 2]. At regular intervals, the nodes sense data and forward it to the

sink node via multihop paths.

A sensor node is basically a small device capable of sensing data, some pro-

cessing, and communicating with its neighboring nodes. Here, the sensor nodes are

assumed to be homogeneous and static. In most of the cases nodes are battery pow-

ered with limited or no recharging facility at all. Also, the computing capability of a

node is elementary with small amount of storage. It is to be noted that typically, com-

munication demands most of the energies of a node, whereas sensing and computing

take only a small share. So, to enhance the network lifetime, it is extremely essential

to limit the number of packets in the network. This necessitates in-node processing,

i.e., instead of forwarding the incoming packets to the sink continuously, nodes may

process data and forward the relevant information only toward the sink node. How-

ever, with limited computing power and limited memory, the in-node processing

should be simple in terms of computation complexity and storage.

When an event occurs within the area to be monitored as shown in Fig. 1, it may

spread over the region and it should be identified immediately. If all affected nodes

start to route their information to the sink node, the network gets congested immedi-

ately resulting increase in packet delay. Also, due to huge number of packet forward-

ing, nodes will die out faster which can create a network failure. Hence, it is always

better to choose a small subset of affected nodes which are critical to reconstruct

the event region boundary, and to allow them to send their packets to the sink node

only. The reduction in the number of reporting nodes at one hand limits the traffic

in the network, saving energy significantly. On the other hand it also helps to reduce

Fig. 1 Event boundary and

affected nodes

Boundary node

Sink node/ Base station

affected node

unaffected node

Event region
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congestion, hence path delay for real-time reporting. Again, since it results some loss

of information, it is challenging to optimize the number of reporting nodes to sat-

isfy the precision requirement of the concerned application. Knowing all the affected

nodes, the problem can be easily mapped to the classical problem of computational

geometry, namely the convex hull computation. However, it is to be noted that in

WSNs instead of optimal centralized algorithms, it is wise to adopt self-organized

light-weight localized algorithms based on local neighborhood information only that

converges with limited rounds of communication.

A lot of research activities have been reported so far on event boundary estima-

tion problem in WSN, formulated in various ways to combat their inherent hard-

ness. The important challenges are to limit the amount of computation and rounds

of communication, and at the same time the computation should be based on min-

imum neighborhood information, since message communication is the only way to

gather knowledge about the neighborhood of a node, and it is expensive in terms

of energy. Authors in [3] presented a boundary estimation method based on two

centrality measures of nodes, betweenness and closeness, respectively. In [4, 5], a

graph-theory-based solution is developed to detect the event boundary, irrespective

of any communication model. Based on the concept of image processing, Chinta-

lapudi et al. in [6] proposed an algorithm to detect the network boundary. Another

statistical approach to identify the boundary nodes and the topology of the region

has been presented in [7].

Authors in [8, 9] proposed techniques based on computational geometry. A

polynomial-based boundary estimation algorithm has been proposed in [10], where

the query tree was constructed to route the event information in the form of a polyno-

mial to the sink node. In [11–13], authors proposed some heuristic-based solutions to

detect and identify the event boundary for a wireless sensor network. The gradient-

based data distribution model is followed by the authors in [14, 15] to detect the

event boundary for an irregular-shaped event area. In [16, 17], authors proposed a

low latency event boundary detection heuristic where it generates a reduced bound-

ary node set, without knowing the neighbors’ locations and forward it to the sink

node with minimum latency. Most of the above algorithms are either computation

intensive, or are based on many unrealistic assumptions. In WSN, the sensed data are

highly error prone and the assumption of graded data distribution is not always true.

Again, detection of the boundary with the help of neighbor nodes location informa-

tion requires large memory which is really very difficult to manage.

Considering a uniform random node distribution over a 2-D region, in this paper,

we focus on three simple distributed methods to estimate the irregular-shaped event

boundary region in WSN. First, we present two naive techniques—one based on

localized convex hull, and the minimum enclosing rectangle, respectively. Finally,

we propose a simple light-weight distributed algorithm based on angle of arrival

of signal with O(d log d ) computation and O(d ) space complexity in each affected

node, where d is the maximum number of neighbors of a node. Each node is assumed

to be equipped with directional antenna and is capable of measuring the angle of

arrival of received signal. For in-node processing, each node requires the node

ids of its adjacent neighbors, and only their locations are not required. Extensive
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simulation studies show that the angular boundary detection method needs minimum

computation and communication overhead and it also can detect the event boundary

more accurately compared to the others even when the region is sparsely populated.

The paper is organized as follows. Section 2 defines the problem. Section 3 proposes

the distributed algorithms for the selection of the boundary nodes. Section 4 shows

the simulation results and finally, Sect. 5 concludes with some open issues.

2 Network Model and Preliminaries

In our model of wireless sensor networks, the 2-D region under consideration is

deployed with n homogeneous sensor nodes, randomly distributed over the area.

Each node i can communicate directly with a node j if it lies within its transmission

range T .

Definition 1 Two sensor nodes i and j are neighbors of each other, if and only if,

sensor node i can communicate with node j directly, i.e., the Euclidean distance

D(i, j) between nodes i and j is less than the transmission range T , i.e., D(i, j) ≤ T .

Definition 2 A WSN is represented by an undirected topology graph G(V ,E), where

V is the set of nodes distributed over a 2D region and E is the set of edges such that

an edge (i, j) ∈ E, if and only if j is a neighbor of i and vice versa, with i, j ∈ V .

Definition 3 In a topology graph G(V ,E), the hop count of a node i is represented

as its distance in terms of number of hops from the sink node via shortest path.

Let us assume that each sensor node senses the environment at a regular interval

of time and when required, routes the sensed data to the sink node. When an event

occurs, in general, it spans over a region which may be of irregular shape. To estimate

the event region boundary of irregular shape, by selecting a few boundary nodes only,

it is an important and challenging problem in WSN. With the above network model,

we consider the problem of selecting a reduced set of boundary nodes in a distributed

fashion, which reports to the sink node which reconstructs the event boundary and

estimates the affected area in terms of the convex hull enclosing all reported nodes.

Definition 4 Given a set of points S distributed over a 2 − D region, the convex hull

of S is defined as the smallest convex polygon enclosing all points of S.

To achieve the solution with acceptable accuracy level, we propose three dis-

tributed algorithms with simple in-node processing based on limited neighborhood

information that converges with small number of communication rounds. In our pro-

posed model, sensor nodes do not require the actual data value, and no assumption

has been taken about the data distribution within the event area.
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3 Algorithms for Estimating the Irregular-Shaped Event
Boundary Region

To detect the change of environmental phenomenon at a regular interval of time,

we assume that sensor nodes are deployed randomly over an area. When an event

occurs, it spans an area R of arbitrary shape without any hole. If the sensed data

crosses a threshold value, then a node executes the boundary detection algorithm

as described below. We propose three simple distributed schemes for selecting the

boundary nodes and compare their performance by simulation.

3.1 Boundary Detection by Localized Convex Hull

Here, we present a distributed algorithm based on localized convex hull computa-

tion to detect the boundary nodes of an event region  as shown in Fig. 2. Here, each

affected node i detects all its affected neighbors and constructs a local convex hull by

considering all its affected neighbors with their locations. If node i itself is one of

the vertices of the convex hull, node i announces itself as a boundary node, and for-

wards its location to the sink. For routing, a spanning tree may be constructed in the

WSN to forward data via minimum delay path as has been proposed in [17]. Ini-

tially, each node broadcasts a ’Hello’ packet with its node id and location, and from

the ’Hello’ packets received from others it prepares neighbor list with their locations.

Each node senses data at regular interval; in case it exceeds the predetermined thresh-

old value, it broadcasts an ’Affected’ message with its node id and location. From the

R

Event boundary
Minimum enclosing rectangle

Original convex hull

Sink node/ Base station

Angular method

Localized convex hull

Fig. 2 Boundary detection by convex hull, minimum enclosing rectangle, and angular method
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received ‘Affected’ messages from neighbors, it computes the convex hull enclosing

itself and all its affected neighbors by the well-known Jarvis March algorithm [18].

The algorithm is the simplest one for constructing convex hull enclosing points on

a two-dimensional plane with O(h.n) time complexity, where h is the number of

vertices of the convex hull and n is the number of points given. In real-life exam-

ples, the Jarvis March algorithm outperforms other convex hull algorithms when n
is small or h is expected to be very small compared to n. In our case, n is limited

by the maximum node degree d , and h ≤ d , hence in the worst case, the complex-

ity is O(d2). The space complexity of the procedure is O(d ) only. It is evident that

with a collision-free message protocol, each node transmits only 3 messages, and the

procedure terminates in 3 rounds only.

Therefore, the above procedure is simple, with O(d2) time complexity, and con-

stant message complexity. Each node takes the decision of selection by itself based

on the locations of its affected neighbors only. Also, the procedure converges in 3
rounds only. But the performance in terms of accuracy in boundary estimation is not

guaranteed.

3.2 Boundary Detection by Minimum Enclosing Rectangle

By the most naive approach, the event area is estimated by finding the minimum

rectangle enclosing all affected nodes. For this, the sink node should know the

extreme co-ordinates of the affected nodes. Each affected node i knows its co-

ordinates (xi, yi), and sets xmin(i) = xmax(i) = xi and ymin(i) = ymax(i) = yi, and broad-

casts it. Next, it listens to its neighbors. Each time if it receives a packet from

its neighbor j and if xmin(j) < xmin(i), then xmin(i) ← xmin(j) and it is broadcasted.

If ymin(j) < ymin(i), then ymin(i) ← ymin(j), and then it is broadcasted. Similarly, if

xmax(j) > xmax(i), then xmax(i) ← xmax(j). If ymax(j) > ymax(i), then ymax(i) ← ymax(j).
If there is any update it is broadcasted. If any unaffected node receives any updated

value of the four variables mentioned above, it broadcasts it. The procedure termi-

nates after P rounds of communication, where P is the maximum hop count of a

node in G(V ,E). Finally, the sink computes the minimum enclosing rectangle with

xmin, ymin, xmax and ymax. Figure 2 shows an event area enclosed by the minimum

enclosing rectangle. Though the computation involved is very simple, but gathering

of the extreme co-ordinates of the affected nodes necessarily requires flooding in the

network that in the worst case may take P rounds of communication. The computa-

tional complexity of each node is O(P.d ). The message complexity is O(P). It needs

only the information of its own location. It is clear that this approach always over

estimates the area, and the convergence is rather slow. In the worst case it may take

O(n) rounds to complete.
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3.3 Angular Boundary Detection

Finally, we propose another approach, based on the angular location of the neighbors.

It is assumed that each node is equipped with directional antenna, such that when

it receives a signal, it can estimate the angle of arrival. Hence, each affected node

selects a subset of its affected neighbors as the reporting nodes. By Angular bound-
ary detection algorithm, each affected sensor node i broadcasts a Hello (i, flag = 1)
message with its id to its neighbors and listens from its neighbors (flag = 0 means

unaffected node). If it receives a Hello (j, flag = 1) message from its neighbor j, it

just includes it in its neighbor list NL with its id , flag bit, and the angle of arrival 𝜃j.

Next, each affected node i checks whether all of its neighbors are affected or not.

If not, node i includes its neighbors in a circular list L in sorted order of 𝜃j (may be

clockwise or anticlockwise) as shown in Fig. 3. Finally, node i starts to traverse L
and checks for any transition from affected node to unaffected node or vice versa.

If any transition is found then the affected node j ∈ L is selected as boundary node,

and it is added to a list and finally node-i broadcasts the list. Each node, if selected,

forwards its location to the sink.

Algorithm 1 presents the steps formally.

Complexity Analysis:

∙ Time complexity: Each node computes the neighbor positions in terms of angles

and sort them in a list L. After sorting, each node traverses the list only once.

Assuming that in G(V ,E) the maximum node degree is d , each node, in the worst

case, requires O(d log d ) computation.

∙ Space complexity: Each node makes a list of neighbors NL. To make the list

L, each entry consists three elements, i.e., node id, flag, and angle. If all the d
neighbors get included in the list, we need O(d ) storage space. Hence, the space

complexity is O(d ).

Fig. 3 Affected node i and

its neighbors in L
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Algorithm 1: Angular Boundary Detection

Input: Node i, STATUS = 0, flag = 0, list of neighbors NL
Output: STATUS = 0∕1 of a node (boundary node or not)

for each node i do
if an affected node then

flag ← 1;

end
phase 1: node i broadcasts a hello(i, flag = 1) message ;

wait and listen;

if receives a hello(j, flag = 1∕0) from its neighbor j then
include j in NL with its id , flag bit and angle of arrival;

end
Phase 2:

for each node-j ∈ NL do
if flag == 1 then

temp ← 1;

else
temp ← 0;

break;

end
end
if temp == 0 then

for each node j ∈ NL do
The angle of arrival 𝜃 is included in L in sorted order;

end
end
Phase 3: temp ← flag// the flag value is the first node j ∈ L;

for each node-j ∈ L do
if temp! = flag //transition found then

include affected node j in a temporary list Lt // for boundary node;

temp ← flag;

end
end
broadcasts selected(Lt ) message;

if receives selected(Lt ) message then
if STATUS = 0 then

if i ∈ Lt and then
STATUS ← 1;

end
end

end
Terminate;

end

∙ Message complexity: Only two messages per node are required in the procedure,

one Hello message and one selected message. Hence, per node message complex-

ity is O(1).

Example 1 Figure 3 shows an arbitrary event boundary B. In this example, node

i collects angular location information from its 6 neighbor nodes and constructs a

circular list by sorting the angles in anticlockwise direction as shown in Fig. 3. Now,

node i starts to traverse through the list and finds transitions from node j to k and

from l to m. As node j is affected, so node i declares node j as the boundary node.

Similarly node i also declares node m as another boundary node.
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4 Simulation Studies

For simulation study, given a w × w square area A with a random uniform distribu-

tion of n nodes, irregular-shaped event area is generated by diffusion process model

following [15].

4.1 Arbitrary Event Area Generation

In [15], the event area is generated by two steps, diffusion and softening. Here, the

entire area to be monitored is divided into w × w grid. Next, some grid cells are

randomly chosen as source cells and initialized with a high data value. The cells

other than the source cells are initialized to a fixed lower data value. In diffusion

step, keeping the data of the source cells unaltered, the data values of all other cells

are updated by the average of its four neighbor cells. After repeated application of this

diffusion step, softening step is followed where the sources became non-source cells

and some cells are again randomly chosen as sources except those previous cells.

The process is repeated to generate the event area. In this work, we have customized

this procedure to generate our event area within 200 × 200 grid. Here source cells

are chosen randomly and they are adjacent with each other. Then the diffusion and

softening steps are being carried out to generate the event area as shown in Fig. 4.

4.2 Results

For simulation, 1000 ≤ n ≤ 2500 homogeneous nodes are distributed over the 200 ×
200 region by considering a uniform random distribution. Here, different event

Fig. 4 Event area generated

by diffusion model

Event Region

Both Convex Hull and Angular method

Angular Method only
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Fig. 5 Affected boundary nodes enclosed (%) versus n

regions are created by changing the source cells randomly and the experiments are

repeated for different networks by varying the node set and the transmission radius.

The transmission radius T varies between 6 ≤ T ≤ 12. The simulation is imple-

mented using Java 1.7.0_55 and Matlab.

Figure 5 shows how the percentage of affected nodes enclosed within the esti-

mated area varies with n. It is evident that minimum enclosing rectangle method

always encloses 100% of affected nodes, whereas, for the other two methods, the

percentage increases with n as is expected. On the other hand, Fig. 6 shows the vari-

ation of the number of unaffected nodes enclosed within the estimated boundary,

termed here as false positive. For the rectangle method, the false detection rate is

very high which will always over estimate the event area.

From the simulation studies, it is also clear that the angular method performs well

even with low node density which is very suitable for real-life scenario.

Figure 7 shows that the angular boundary detection method reports small number

of boundary nodes compared to the convex hull procedure, in case the node den-

sity is low. It is also evident from Fig. 8 that with small number of boundary nodes

angular boundary detection method always gives better accuracy of area estimation

compared to the other two methods.
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Fig. 6 Unaffected nodes enclosed (in %) versus n

Fig. 7 Boundary nodes reported (in %) versus n
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Fig. 8 Estimated area (in % of actual area) versus n

5 Conclusion and Future Work

Given a random node distribution over a bounded 2-D area, we focus on simple dis-

tributed approaches to estimate the irregular-shaped event boundary region in wire-

less sensor networks. We propose three algorithms, namely the (a) localized convex

hull, (b) the minimum enclosing rectangle, and (c) the angular boundary detection.

Complexity analysis (both time and message) and comparison studies by simulation

show that the proposed angular boundary algorithm, without neighborhood location

information, performs better in terms of accuracy in event boundary detection, num-

ber of reported boundary nodes, and rounds of communication.
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A New Two-Dimensional Mesh Topology
with Optical Interlinks

Amritanjali

Abstract The performance of parallel computer heavily depends on the topology
of the interconnection network. Two-dimensional mesh is a well-known topology
for processor arrays. However, its large diameter increases execution time when the
parallel algorithm requires communication between arbitrary pair of nodes. Wra-
paround connections between end nodes reduces its diameter, however, increases
the complexity in the design of parallel algorithms. In this paper, we have proposed
an intermediate approach, where additional links are used to reduce the diameter
without increasing the design complexity. These additional optical links provides
high-speed communication between nodes that are separated by half the number of
nodes in each dimension. Also, we present efficient parallel algorithms for some
elementary problems on the proposed system.

Keywords Parallel algorithms ⋅ Interconnection networks ⋅ Mesh topology

1 Introduction

The execution time of a parallel program not only depends on the number of
computational steps that each processor has to execute but also on the time spent in
communication as all the processors are working together to achieve a common
goal. Communication between parallel processes takes place through shared
memory or by sending messages to each other. In SIMD machines, like processor
arrays, the data is distributed among the local memories of different processors. The
processors can communicate with each other by sending messages, using the
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interconnection network. Only the processors that are neighbors can directly
communicate. MIMD machines can be distributed memory or shared memory
systems. Nowadays, the hybrid model has become more popular and the fastest
computers of today use both shared and distributed memory architectures.

The interconnection network used in the parallel computer plays a key role in
determining the overhead incurred on running a parallel algorithm on it. The
topology of an interconnection network is described using graph, where nodes are
the processing elements and the edges are the links between them. Mesh, tree,
hypercube, butterfly, and shuffle-exchange networks are some of the well-known
static topologies. Every topology has some advantage and disadvantage. No
topology gives optimal performance under all conditions.

Mesh topology in particular is quite popular and several of the commercial
available parallel computers [1–4] are based on it because of its regularity and low
hardware complexity. In the basic mesh, topology nodes are organized in the form
of q-dimensional lattice. The nodes are connected by links which can be unidi-
rectional or bidirectional. Additionally wraparound links can be used to connect the
border nodes at the opposite end. The mesh network with wraparound connections
is called as torus. The diameter of a q-dimensional (without wraparound connec-
tions) with k nodes in each dimension is given by q(k – 1), as we have to travel at
least (k – 1) edges to reach from one corner to another corner in each dimension.
Bisection width is high, kq − 1. Node degree is 2q and for two and
three-dimensional mesh maximum edge length is constantly independent of net-
work size. The large value of diameter is the main drawback of this topology.
Various mesh-based hybrid networks were introduced for better performance, like
Mesh of Trees, Multi–Mesh, and Multi-mesh of Trees [5–7]. Recently, optical links
have become quite popular as an interconnection medium in parallel systems for
performing high-speed computing [8]. OTIS-MOT [9] and OMULT [10] are some
the hybrid topologies using optical links. Some of the advantages of optical links
are increased communication speed, reduced power consumption, etc. We have
used the optical links in the basic mesh topology to improve communication effi-
ciency. The proposed mesh interconnection network and its properties are described
in Sect. 2 of the paper. Section 3 presents some elementary algorithms designed for
proposed topology. Finally, we conclude our work in Sect. 4.

2 Two-Dimensional Mesh with Optical Interlinks

The nodes in the proposed topology are organized in the form of n x n
two-dimensional array, where n is power of 2. The processor are numbered
row-wise such that, P1n is at the top right corner, Pn1 at the bottom left corner and
Pnn at the bottom right corner. In addition to the normal electronic links between
adjacent processors, optical links are used to provide more connectivity and reduce
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diameter. Also, the optical links are faster to the electronic links. In each row i,
where 1 ≤ i ≤ n, there are horizontal optical links between processor Pij and Pi
(j+n/2), where 1 ≤ j ≤ n/2. For each column j, where 1 ≤ j ≤ n, there are vertical
optical links between processor Pij and P(i+n/2)j, where 1 ≤ i ≤ n/2. Figure 1
shows the topology of an 8 × 8 mesh with optical interlinks.

Diameter. In a two-dimensional mesh with n2 nodes, the distance between two
corner nodes in the same row/column is (n/2 − 1) electronic links and 1 optical
link, i.e., n/2 links. Therefore, diameter of the two-dimensional n x n mesh is n.

Bisection Width. To divide the network into two equal parts, we need to remove
n/2 optical links in each row/column, in addition to n electronic links. Hence,
bisection width is n2/2 + n.

Node Degree. Maximum number of links per node is 6, 4 electronic links and 2
optical links.

Maximum Edge Length. Length of the optical link increases with increase in
the size of the network. It connects nodes that are n/2 distance apart in n x n mesh.

3 Some Elementary Parallel Algorithms

We present implementation of parallel algorithms for some elementary problems on
the proposed mesh topology.

3.1 Data Broadcasting

The nodes in the n × n network can be divided into four groups of n/2 × n/2
nodes as shown in Fig. 2. To broadcast a data from any node of a group to all the
nodes in the network, it is first broadcasted to all the nodes in its group using

Fig. 1 8 × 8 Mesh with
optical interlinks. Horizontal
optical links are shown only
for first and last row for
clarity
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electronic links in maximum of 2(n/2 − 1) steps. Then, using horizontal optical
links the data is sent to the nodes in the group adjacent to it horizontally. Finally,
using the vertical optical links it is sent to the nodes in the remaining two groups.
Therefore, one to all broadcasting can be done in n times.

3.2 Summation

We have n2 data elements stored in the nodes of the mesh network. In the first phase
of parallel summation, the sum is done in each group, row-wise, bringing the partial
sum to the first column of each group, using the electronic links in (n/2 − 1)
communication steps. Next, the horizontal optical links are used to bring the new
partial sums in the first column of the mesh. Then, using the vertical optical the
partial sums are brought to the first column of the first group. In the last phase, the
final sum is produced at the processor P(1, 1) using the (n/2 − 1) electronic links.
Hence, the parallel sum is generated in n communication steps.

Similarly, we can find average, maximum or minimum operations of n2 elements
in n communication steps.

3.3 Prefix Computation

The elements are distributed over the n2 processors in the network, in row major
order. First the prefix sum computation is done on each row in parallel, and then the
results are combined. We assume that all the processors have three registers, tmp,
p_sum and prefix.

Fig. 2 Dividing the network
into 4 groups of processors,
the border edges of each
group are shown in bold
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There are three phases in the algorithm. In the first phase, row-wise prefix sum is
calculated. When the first phase is over, the last node in each row contains the sum
of all the elements of that row. So, in the second phase we calculate prefix sum for
these nodes. This sum is added to the row prefix sum in all the nodes of the
respective rows to get the overall prefix sum (third phase). Each of the three phases
require, n/2 moves. Therefore, the prefix sum of n2 elements can be calculated in
1.5n time which is comparable to other traditional algorithms [11–13].

4 Conclusion

The proposed two-dimensional mesh network with optical interconnects reduces
the diameter of the mesh topology and also improves its bisection width, while
providing high-speed direct connections between nodes that are far apart. It has also
been shown that the parallel algorithms are faster in comparison to the simple
two-dimensional mesh topology.
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Enhanced TCP NCE: A Modified
Non-Congestion Events Detection,
Differentiation and Reaction to Improve
the End-to-End Performance Over
MANET

J. Govindarajan, N. Vibhurani and G. Kousalya

Abstract The characteristics of Mobile Ad hoc Network (MANET) like error and
reordering degrades the performance of TCP-based applications. Among the many
proposals to reduce the impact of non-congestion events, TCP-NCE has been
designed as the unified solution to discriminate between non-congestion and con-
gestion events, and to respond to the events. Our initial analysis on TCP-NCE and
other schemes (TCP-DCR and SACK-TCP) showed that the existing schemes
including TCP-NCE fail to improve end-to-end performance in the presence of
congestion, error, and reordering due to mobility and multipath routing. To over-
come this problem, we designed “Enhanced TCP NCE” protocol to reduce the false
differentiation on non-congestion events and to optimize the response procedure to
those events. Our simulation results showed that the enhancement increased the
performance by 15–20% over TCP-NCE. In addition, the consistency in yielding
the higher performance throughout the simulation is observed for our protocol.
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1 Introduction

Transmission Control Protocol (TCP) is a flow controlled and congestion controlled
end-to-end transport protocol to achieve the reliable transmission over unreliable
network. The sending rate is self-controlled by acknowledgement (ACK) receiving
rate and it is specified using the variable “Congestion Window” (CWND). Sender
opens its transmission with a minimum sending rate of 1 MSS per RTT (i.e.,
cwnd = 1MSS), to avoid the early congestion and enters into slow-start phase. In
this phase, for each new ACK, sender increases its CWND by one until CWND
reaches the slow-start threshold (ssthresh) and hence sending rate is increased
exponentially. After reaching ssthresh, it enters into congestion avoidance phase to
avoid late congestion. In this phase, sending rate is increased linearly. The receiver
sends new ACK if it receives the packet with expected sequence number. Other-
wise, it sends duplicate ACK (dupack) to indicate the packet loss. Sender learns the
congestion losses either from three dupacks (3dupacks) or timeout. Arrival of third
dupacks at sender is the indication of weak congestion inside the network and hence
sender reduces CWND by half. Then, retransmits the packets and enters into fast
retransmit and fast recovery phase to maintain the sending rate during recovery. In
high congestion case, the sender may not receive any ACK and hence timeout event
will be invoked. It responds to high congestion by reentering into the slow-start
phase.

In MANET, the sender receives 3dupacks in the case of congestion events or
non-congestion events such as bit corruption, environment interferences, and packet
reordering inside the network. Packet reordering happens due to multipath routing,
disconnection of links due to node’s mobility and packet retransmissions. TCP
Sender which is running at endpoints considers the packet reordering as congestion
loss and hence it retransmits the packets and reduces CWND unnecessarily. This
packet reordering problem primarily impacts the congestion window growth and
end-to-end performance degrades. Many TCP variants were proposed by the
researchers which either delay or revoke the congestion response without differ-
entiating between the packet loss and packet reordering. TCP-NCE is latest version
of basic TCP which helps the sender to discriminate the losses. Our initial analysis
showed that the inaccuracy of protocol in differentiating the reordering from error.
In this paper, we recommend a method which helps the sender to respond to losses
precisely and to take earlier action. To validate our protocol, we evaluated the
performance of our proposal and the existing variants (TCP-DCR, SACK-TCP, and
TCP-NCE) which address the reordering.

The rest part of the paper is organized as follows. Section 2 summarizes the
related works of reordering problem. In Sect. 3, we presented our simulation and
theoretical analysis of TCP-NCE. Section 4 describes our proposed “Enhanced
TCP-NCE” scheme. Section 5 details the evaluated performance comparison of our
protocol with others variants. Finally, in Sect. 6, we conclude this work with future
direction to improve TCP performance.
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2 Related Work

The existing solutions which address the reordering problem at transport level can
be classified based on the nature of the algorithm. Initially, the variants were
designed with the aim of avoiding spurious transmission like additional delay after
receiving third dupack of TCP-DCR [1], dynamic duplicate acknowledgment
threshold (dupthresh) of RR-TCP [2] and disabling congestion action of
TCP-DOOR [3]. The variants which were proposed to address the other problems
of TCP like TCP-Westhood [4], SACK-TCP [5] had been considered as solution to
the reordering. Later, the researchers designed the variants with loss discrimination
procedures to differentiate the non-congestion events like bit errors from congestion
events like buffer overflow. Estimation of bottleneck link bandwidth, using cal-
culated duplicate threshold for number of duplicate ACKs received, measuring the
variation of inter-arrival time of packets are the few ideas which are followed by
these procedures. TCP-NCE [6] is a recent version of TCP with Loss Differentiation
Algorithm (LDA).

The authors of TCP-Delayed Congestion Response (TCP-DCR) addressed the
non-congestion events problem by adding delay procedure with congestion
response. In this procedure, sender delays the congestion action after receiving three
dupacks. During this additional delay period the receiver may send the cumulative
ACK after receiving the reordered packets. To maintain the same sending rate
during the delay period, sender sends one new segment for every duplicate ACK.
This solution delays congestion action without any loss classification.

TCP-NCE is designed with a loss discriminate algorithm to avoid unnecessary
retransmissions by differentiating non-congestion losses from congestion losses,
i.e., error and reordering from congestion events. To detect and differentiate the
losses it uses queue length and flight size information (i.e., number of outstanding
packets which are in transmission), respectively. It uses timestamp of TCP header to
calculate the queue length. The flight size is considered as delay threshold.
A TCP-NCE sender considers the packet losses as congestion when the current
queue length is greater than the threshold value (Th-Val). Otherwise, it will be
considered as non-congestion event. In the case of non-congestion event, it sends
one new packet without any reduction in CWND and ssthresh, and calculates delay
threshold (delay-thresh) which will be used to schedule the retransmission. The
packet will be retransmitted after the expiration of delay threshold. When number of
additional dupacks is greater than or equal to delay-thresh, the sender concludes the
packet loss as error and hence retransmits the packet immediately. Otherwise,
non-congestion event is concluded as reordering and hence the sender will resume
its transmission of new data packets.

In [6] the authors of TCP-NCE proved that the protocol outperforms other
variants (RR-TCP, TCP-PR, TCP-DOOR, TCP-CERL, and TCP-VENO). In our
previous analysis [7], we have done detailed study on TCP-DCR, SACK-TCP,
RR-TCP, and TCP-Westwood in different scenarios (Reordering with low/high
congestion and no/low/high error). Two main causes of reordering (i.e., Multipath
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routing and Mobility) were considered in the analysis. Finally, we concluded that
TCP-DCR and SACK-TCP outperform in low congestion with no or low error and
fails in high congestion with high error. Since our previous analysis was among the
variants without LDA, we believed that variant with LDA like TCP-NCE improves
the performance in worst case, i.e., reordering with high congestion and high error.
Hence, we have considered TCP-NCE for analysis and the enhanced version of
TCP-NCE has been proposed in this work.

3 Analysis of TCP-NCE Over Mobile Ad Hoc Network
(MANET)

We described the simulation setup which is considered to analyze the performance
of TCP variants in Sect. 5. In simulation, mobile nodes were configured with
MP-OLSR (Multipath-Optimized Link State routing) [8] with queue size of 100
packets to simulate the multipath forwarding behavior and low congestion in ad hoc
network, respectively. Multipath forwarding is one of the main causes for packet
reordering. To test the efficiency of TCP-NCE, experiments without error and with
error (BER of 0.0001) were carried out. From the results, we observed that
TCP-NCE behaves similar to other variants TCP-DCR and SACK-TCP in both
cases as shown in Fig. 1. Except the result for the experiment with the numbers of
flows equals to 15 and zero BER, a small variation (maximum of 20kbps) between
TCP-NCE and other protocols can be observed in all other experiments. Also, we
can observe that TCP-NCE does not yield consistent performance. For example,
TCP-NCE shows higher performance in the experiment with “Number of flows”
equals to 5, BER = 0.0001 and Queue Size = 100, and shows lower performance
when the number of flows is increased to 10.

Fig. 1 Performance of TCP variants in presence of 2–4% reordering rate
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When multiple packets of same window corrupted and reordered, TCP-NCE
tries to retransmit the unacknowledged packets upon threshold expire and fails to
take immediate response upon packet corruption. Even though, TCP-NCE differ-
entiates the non-congestion loss from reordering, the delayed response taken upon
high number of reordered packets leads to unnecessarily retransmission.

Theoritical analysis on TCP-NCE protocol
Consider a scenario where sender sends 10 packets back-to-back (Fig. 2a). Suppose
few packets of this window are reordered and received in the order as mentioned in
Fig. 2b. Suppose few packets of this window are corrupted in transmission and the
rest of the packets will reach the receiver as mentioned in Fig. 2c. For reordering
case in Fig. 2b and packet error case in Fig. 2c, TCP-NCE concludes the losses as
non-congestion loss while receiving the third dupack and computes the delay
threshold as 9. Initially, non-congestion loss is considered due to packet reordering.
Then, for each additionally received dupack, sender sends a new data packet to the
receiver until it receives the nineth dupack. For reordering case in Fig. 2b, since the
packets are only reordered without loss, sender will receive nine dupACKs from the
receiver. After receiving the nineth dupack from receiver, the sender will designate
the reordering as error and it retransmits the packet 1. Here, discrimination pro-
cedure of TCP-NCE gives false conclusion on reordering, i.e., reordering is con-
cluded as error and false action will be performed. For packet error case in Fig. 2c,
since the packets are dropped due to error, the sender will receive dupacks less than
9. Hence, TCP-NCE designates losses as reordering and increment the CWND
without retransmitting the lost packets. In summary, TCP-NCE invokes the
retransmission unnecessarily in reordering and causes for multiple cycles of
retransmissions when multiple packets are dropped in same window.

4 The Proposed Solution: Enhanced TCP-NCE

Our enhanced version of TCP-NCE which addresses the reordering problem is
discussed in this section. As mentioned in the previous section, to avoid false
detection and action at the sender side a modification has been incorporated in the

Fig. 2 Packet reordering and packet corruption scenarios
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TCP-NCE. As per this modification, initially (i.e., after receiving three dupacks) the
sender considers the loss as error. For each duplicate ACK, CWND will be
incremented to compensate the loss due to error. For each out-of-sequence packets
the receiver will attach the SACK option header along with duplicate ACK and it
will be used by the sender to update the “Delivered Packet List”. “Delivered Packet
List” is a list of sequence numbers which are delivered to receiver and acknowl-
edged by receiver either through ACK field or SACK option header. If the sequence
number of SACK option of the received packet is less than the sequence number of
last packet in the delivered list, then the sender prepares the “Reordering Window”
and from that it will prepare the “Corrupted Packet List” for retransmission.
Reordering Window” and “Corrupted Packet List” represent the list of sequence
numbers which are reordered inside the network and the list packets are corrupted
during the transmission inside the network respectively. Since the sender only
transmits corrupted packet, we refer “Corrupted Packet List” also as “Missing
Packet List”. When the number of dupacks received at sender exceeds the threshold
(80% of CWND), the losses will be classified as reordering. When the timeout
procedure is invoked the sender will prepare the “Corrupted Packet List” and
retransmit those packets. To avoid the duplicate retransmissions sender maintains
the retransmitted packets in “Retransmit Packet List”. Hence, the prepared “Missing
Packet List” will cross verify with the past “Retransmit Packet List” and drops the
packets which are already retransmitted This mechanism of responding to
non-congestion events is shown in Algorithm 1.

TCP-NCE may fail to differentiate between congestion and non-congestion
events when bottleneck link bandwidth information is not available at end nodes.
As an enhancement we replace the differentiation procedure of TCP-NCE with loss
discrimination procedure of Modified XCP [9] where the losses are differentiated by
computing the queuing delay. In Modified XCP, the sender maintains the current
estimated RTT as RTTcur, the minimum of RTT as RTTmin and the maximum RTT
as RTTmax for each packet transmission between the sender and the receiver. The
queuing delay can be estimated using Eqs. (1) and (2). The ratio of queuing delay to
queuingdelaymax is compared with a threshold (λ). If queuing delay to queu-
ingdelaymax is less than the threshold (λ) (default value is 0.5), the packet losses are
considered as congestion losses. Otherwise, the packet losses are considered as bit
error losses.

queuingdelay =RTTcur −RTTmin ð1Þ

queuingdelaymax =RTTmax −RTTmin ð2Þ
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5 Performance Analysis of Enhanced TCP-NCE

To study performance of proposed “Enhanced TCP-NCE”, we considered existing
TCP-NCE, TCP-DCR, and SACK-TCP, and the results are summarized in this
section. The experimental setup which was used in our previous work [7] replicated
here. Figure 3 shows the topology which is considered for our analysis. We con-
sidered two different scenarios to represent the different levels of reordering. The
first scenario was designed with low congestion by setting the queue size as 100 and
BER as 0.0001. In second scenario, the high reordering is simulated by setting
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queue size as 20 and BER as 0.0001. Table 1 summarizes our simulation
parameters.

Scenario 1: Low Congestion with High Error (queue size = 100 and
BER = 0.0001)
The simulation results of low congestion and high error are presented in Fig. 4a, b.
In this scenario, “Enhanced TCP-NCE” achieves 10–20% higher throughput and
goodput than TCP-NCE and TCP-DCR. SACK-TCP fails to sustain its perfor-
mance while increasing the number of connections over the network. Due to the
absence of reordering detection procedure, TCP-DCR and SACK-TCP yield low
performance (max. of 50 kbps) compared to “Enhanced TCP-NCE” (120 kbps). In
contrast to TCP-NCE, our Enhanced TCP-NCE reduces the number of false loss
discriminations and invokes earlier retransmission of corrupted packets. Hence, the
proposed scheme achieves higher performance. Designing the reliable protocol (i.e.,
optimized higher throughput in all cases) is the main challenge of a protocol
designer. From Fig. 4, we can see that the “Enhanced TCP-NCE” yields throughput
of 120 kbps and maintains its performance for different number of connections
while the existing protocols fail to provide reliability. Other than the packet

Fig. 3 A Topology with 50
nodes (The paths between one
pair of nodes are drawn)

Table 1 Simulation parameters

Parameter Value

Simulation duration 1000 s
Simulation area 800 m × 800 m
Number of connections 5,10,15,20
Queue size (Packets) 20,100
Error rate 0.0001
Mobility model Gauss-Markov mobility model
Transport level protocols TCP-DCR/SACK-TCP/TCP-NCE/EnhancedTCP-NCE
Routing protocol MP-OLSR (Multipath-Optimized Routing Protocol)
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reordering due to the path change, the frequent unnecessary retransmissions also
causes the packet reordering. Our measurements have shown that most of the
connections (8 out of 10, 16 out of 20) falls in the medium reordering category
when the “Enhanced TCP-NCE” is used, i.e., it is avoided the chain of reordering.
When TCP-NCE is used at transport level, most of connections fall under higher
reordering. This shows that our modification avoids unnecessary retransmissions
and hence frequent reordering is avoided.

Scenario 2: High Congestion and High error (queue size = 20, BER = 0.0001)
The high congestion and error causes the frequent retransmissions and reordering.
Figure 5 shows that “Enhanced TCP-NCE” achieved 10–15% performance gain in
terms of both throughput and goodput compared to the existing TCP variants. In
case of timeout, Enhanced TCP-NCE retransmits the unacknowledged packets

Fig. 4 Performance of the connections with medium reordering at BER = 0.0001 and Queue
size = 100 packets

Fig. 5 Performance of the connections with medium reordering at BER = 0.0001 and Queue
size = 20 packets
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without reducing the CWND, i.e., the sender maintains the sending rate of 120 kbps
and hence increases the utilization when number of connections is increased. The
discrimination of non-congestion from congestion loss using queue delay calcula-
tion and discrimination of reordering from error of our proposed scheme helps the
sender to avoid false actions like unnecessary retransmission, unnecessary reduc-
tion in sending rate, and optimizes the time to recover the multiple packet losses in
same window.

Comparing efficiency of TCP variants
The comparison of efficiency (%) (Refer Eq. 3) of TCP protocols is shown in
Fig. 6. In Eq. (3), “Transmitted bytes” refers the total number of TCP payload bytes
transmitted which includes both original bytes and retransmitted bytes. If a protocol
optimizes the number of retransmissions and avoided the spurious retransmissions,
then the efficiency of the protocol will increase. The protocol with higher efficiency
sometimes yields low throughput. Hence, in our analysis, we studied the efficiency
of protocols along with their achieved throughput. To increase the accuracy of our
study, we calculated the efficiency in best case, average case and worst case i.e.
max-efficiency, average efficiency and minimum-efficiency.

Efficiency =
Transmitted bytes−Retransmitted bytes

Transmitted bytes
× 100 ð3Þ

The result of our study on efficiency and throughput is shown in Fig. 6 for the
scenario 2 (high congestion and high error). Figure 6 shows that “Enhanced
TCP-NCE” achieves 5% higher efficiency than TCP-NCE and TCP-DCR in aver-
age efficiency. Since the existing SACK-TCP and our “Enhanced TCP-NCE” are
designed based on SACK, both protocols avoids spurious retransmission and hence
efficiency of the protocols is same. Even while comparing the Minimum and

Fig. 6 Comparison of TCP variants in terms of efficiency in case of high reordering due to both
congestion and non-congestion loss (queue size = 20, BER = 0.0001 and no. of
connections = 20)
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Maximum efficiencies of variants, Enhanced TCP-NCE and SACK-TCP achieves
higher efficiency (40% in case of Min. efficiency and 75% in case of Max. effi-
ciency) than others. This shows that both variants avoid the unnecessary retrans-
mission in case of high reordering. However, SACK-TCP fails to achieve higher
throughput due to the absence of loss discrimination mechanism and compensation
procedures for error. Due to space constraint, we presented efficiency plot when
number of connections is 5. For other cases, the same observation is made with a
significant difference between SACK-TCP and “Enhanced TCP-NCE” in
throughput.

6 Conclusion

The occurrence of congestion and non-congestion events (error and packet
reordering) in MANET causes the TCP sender to take false decision which leads to
the poor performance. TCP-NCE is an end-to-end solution designed with loss
discrimination procedure for congestion, error, and reordering. In this work, we
have modified the TCP-NCE to avoid false classification on non-congestion events
(error and reordering). Our simulation results have proved that the enhanced
TCP-NCE optimizes the end-to-end performance, i.e., increases the throughput by
15% and consistency in yielding higher performance. Since in this work we con-
centrated on redesign of non-congestion event classification to its increase accu-
racy, as a minor change we replaced congestion detection mechanism of TCP-NCE
with Loss Discrimination Algorithm (LDA) algorithm of MXCP. Further investi-
gations are required on LDA algorithms for the detection of congestion events.
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Intelligent Building Control Solution
Using Wireless Sensor—Actuator
Networking Framework

Anindita Mondal, Sagar Bose and Iti Saha Misra

Abstract Intelligent building refers to a residence that is automated through a
network of electronic devices which cooperate transparently to provide protection
and comfort to the residents and minimize the energy consumption drastically. In
this paper, a novel approach is made to design an intelligent building control
solution using wireless sensor actuator networks (WSAN) in hardware domain. The
intelligent building control solution provides automation to most household oper-
ations such as intrusion alarm, environment monitoring and controlling, asset
tracking, etc. Real-time sensing is established with the help of sensor modules
whereas real-time tracking is achieved with the deployment of active radio fre-
quency identification (RFID) module. The WSAN greatly consists of gateway,
routers, and end devices. The main controlling unit of WSAN is AVR microcon-
troller which manages the transceiver section and processes the received data
accordingly. This paper focuses on remote monitoring and management system for
a partly automated building equipped with sensors and actuators. Here, we also
explore the prospects of wireless mesh networks and design a framework for
developing an intelligent and smart environment.
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1 Introduction

Recently, the pledge of many countries to cut the annual consumption of primary
energy has increased the demand of products that reduce the energy consumption
[1]. This acted as a catalyst for designing and developing an intelligent building
control solution which provides energy efficient strategies with
microcontroller-driven transceiver to minimize power consumption.

The primary objective of this paper is to design the hardware platform for the
intelligent building control solution using microcontroller and ZigBee-based RFID
module. Visualization software has been developed which offers real-time network
monitoring, alert notification, and reporting functionalities to manage mobile
objects and environment from a single, scalable, unified platform.

The AVR microcontroller is the main component of the hardware circuitry
which controls the transceiver module, i.e., ZigBee and is interfaced with various
sensors to obtain different measuring parameters such as light, temperature,
humidity, etc. A closed-loop control system has been developed for the automation
of different electric appliances inside the building with the deployment of actuators.
The sensor data are collected and updated in the server periodically to obtain
environmental statistics. Simultaneously active RFID router locates the position of a
particular object strategically.

1.1 Active RFID-Based Integrated Tracking and Sensing
System

Radio frequency identification (RFID) is a device (typically referred to as an RFID
tag) that can be affixed/mounted on a product, animal, or person for the purpose of
unique identification and tracking using radio waves. There are generally two types
of RFID tags, i.e., active RFID and passive RFID. Active RFID uses an internal
power source (battery) within the tag to continuously power the tag and its RF
communication circuitry, whereas passive RFID relies on RF energy transferred
from the reader to the tag to power the tag [2, 3]. Passive RFID requires stronger
signals from the reader, and the signal strength returned from the tag is constrained
to very low levels. Active RFID allows very low-level signals to be received by the
tag (because the reader does not need to power the tag), and the tag can generate
high-level signals back to the reader. In our system, we make use of active RFID
compliant with IEEE 802.15.4 modeled wireless networking.

In this scenario, each RFID tag has been attached with a particular asset to locate
its position and if the asset is displaced from its position an alarm will be generated
and the location of the asset will be displayed in the GUI.
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2 Architecture of Real-Time Tracking and Sensing System
Using IEEE 802.15.4 Based Wireless Mesh Network

In this scenario, an infrastructure is designed where routers and gateways are
backbone of the infrastructure. RFID tag sends sensor data to the gateway via
router. While sending the data, the destination address is kept fixed whereas
intermediate hopping address varies accordingly. Sensor data received at the
gateway are analyzed, processed, and actuation based on the processed data is
initiated. The data for actuation is sent back to respective node via routers again to
achieve the desired environmental parameters. In this way architecture for real-time
sensing system has been established.

In real-time tracking system, the RFID module sends beacon packet to the
nearest router then to the gateway via other routers. Inside the beacon packet the
source address and destination address are incorporated. The source address gets
extracted from the received packet at the gateway. Source address provides the
information about the nearest router the tags are attached to and maps the position
of the tag in the GUI. The location of the tag is updated after certain interval of
time. If there is any undesired movement, alarm with actuation (e.g., automatically
door lock) will be generated (Fig. 1).

R3

R4

R5

R1

R2

Gateway

Data/Control
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Data/Control
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Data/Control
Message

Data/Control
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Fig. 1 Architecture of real-time tracking and sensing system
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3 Hardware Description of Intelligent Building Control
Solution

A single hardware module, i.e., wireless sensor actuator mote (WSAM) has been
designed in such a way that it can be configured as coordinator, router, or end
device. The firmware programming embedded inside the microcontroller is different
for coordinator, router, and end device (Figs. 2 and 3).

3.1 Block Diagram of WSAM

WSAM consist of AVR Microcontroller, FT232RL, voltage controller, solid state
relay, diode, resistor, potentiometer, capacitor, power supply socket, etc. The power
supply provided is either by 9–12 V DC adapter or with rechargeable battery. The

Fig. 2 Outlook of wireless sensor actuator mote

AVR     
Microcontroller

RF Module

Actuator

Sensor

Power 
Supply

Rectifier
Circuit

Voltage
Controller FT232RL

   LCD

Fig. 3 Block diagram of WSAM
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voltage controller 7805 IC is used for 5 V supply to the microcontroller then the
rectifier circuit is connected to bypass AC (alternating current) followed by a diode
to restrict the flow of current in opposite direction. The FT232RL is a USB to TTL
serial converter IC used in applications where USART devices need to commu-
nicate to external devices through USB. Sensors are interfaced with the ADC
(Analog to Digital Converter) pin of the microcontroller where the 10-bit digital
value of sensor data is calibrated and sent to the gateway. Actuators such as buzzer,
led, and relay are connected to the output pin of microcontroller. The gateway
module receives the data from router, updates it in the server, and sends back the
actuation to the required node.

The platform used to compile embedded C code is mikroC PRO for AVR. After
successful compilation of the C code corresponding HEX file is generated to burn
the microcontroller [4]. Extreme Burner software [5] transfers the HEX file from
personal computer to the microcontroller with the help of AVR programmer.

The visualization software is created by JAVA programming and updating of
data in the server is done through MySQL [6]. The integration of WSAN, visual-
ization software, and database management is a rigorous process. Time synchro-
nization is one of the key issues to be managed carefully.

3.2 Features of the Prototype and Description of Sensors
Used

We have developed a prototype with the following features.

(a) Ambient environment monitoring (monitoring of temperature and humidity)
(b) Lighting control
(c) Liquefied petroleum gas (LPG) gas leakage detection
(d) Fire and smoke detection and alert generation
(e) Wireless intrusion detection system
(f) Data logging in the web server
(g) Generation of alarms

The following sensors are interfaced with the microcontroller.

3.1.1 Humidity Sensor: The HIH-5030 (from Honeywell) sensor is used as the
sensor device for the detection of humidity. A humidity sensor is a device that
measures the relative humidity of a given area. A humidity sensor can be used in
both indoors and outdoors. The sensor gives analog voltage based on humidity
presence. This is attached with an ADC channel of WSN board.
3.1.2 Light Sensor: The TLDR-7630 sensor is used as the sensor device for
detection of light.
3.1.3 Passive Infrared Sensor: The 555-28027 (of Parallax) is used as passive
infrared sensor to detect the presence of human.
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3.1.4 Temperature Sensor: The MCP9700 uses as low-power voltage output
temperature sensor from microchip. The range of the sensor is 0–70 °C which is
sufficient for measuring ambient temperature [7].
3.1.5 Smoke Sensor: We use First Alert SA340 smoke sensor. This sensor uses
ionization technology which is the best for detecting flames and smoke.
3.1.6 LPG Sensor: The sensor measures any leakage of LPG gas from cylinder. We
use MQ-6. It has high sensitivity to Propane, Butane, and LPG, it also responds to
natural gas.

4 Wireless Routing of the Information

We have chosen IEEE 802.15.4-based wireless mesh network [8] as the wireless
backbone for communicating the information with a remote station. Tags, routers,
and gateway are used to capture the identity and status of tagged objects with sensor
value. Tags, routers, and gateways are all low-power IEEE 802.15.4 compliant
active RF devices. The routers are arranged in a networking topology called
“mesh”. Mesh network is a type of network where each node can communicate with
multiple other nodes thus enabling better overall connectivity [9].

5 Field Implementation

We have deployed this system inside a building for testing.
A brief description of the deployment is as follows:

• We have deployed seven routers identified by R1, R2, R3, R4, R5, R6, and R7
which will form a wireless mesh network to relay sensor data with location
information from five different sensor boards (tags with externally attachable
sensor). Seven sensors are used here: temperature sensor, humidity sensor, light
sensor, passive infrared sensor, smoke sensor, liquid petroleum gas sensor, and
active infrared detector. We have used one coordinator which will be attached
with a computer through a USB cable (Control Station Server) where the
visualization software will run.

• We have programmed WSAM board to make it function as router (seven
WSAM boards have been used for making seven routers) and also tag (five
WSAM boards have been used for this purpose). Each tag can be integrated with
multiple sensors.

• Five tags with sensor devices have been installed in different rooms.
• After the installation of the prototype system as mentioned above, all the devices

like sensors, routers, and the coordinator have been powered up and the software
starts running on the laptop (control station).

460 A. Mondal et al.



• Sensor devices are powered up and start collecting the data from the sensors
attached to them at specified intervals.

• The routers forward the transmitted data from the sensor devices to the coor-
dinator at the monitoring station.

• The coordinator, as soon as it receives the sensor data from sensor device via the
routers, populates the data into the data base. Before populating the data into the
database software does calibration on received data.

• The web-based software keeps a record of all the data as and when received by
the coordinator and also shows the live data on map-based visualization page.

The conceptual framework (Fig. 4) for the deployed system is given below. The
framework contains one coordinator which is connected to the control station
computer through USB cable, three routers, and two end devices attached with
sensor module. Data packets from the sensor device are transmitted to the coor-
dinator via multi-hop routing.

6 Real-Time Data Analysis

6.1 Calibrated Temperature and Humidity Report: We have done the field trial
of our system continuously for 8 days. We obtained around 11,500 data from each
sensor device during our survey. The day-wise report on temperature and humidity
sensor is presented below.

End device
End device

Router Router

RouterCoordinator
Control Station

USB

Smoke SensorLight Sensor

Fig. 4 Conceptual framework of deployment

Intelligent Building Control Solution Using Wireless Sensor … 461



6.2 Intrusion Detection with the Help of Active Infrared Detector: We have
deployed this intrusion detection system using IR sensor in a single day. Only two
types of values are obtained here, either 0 or 1. If any intrusion is detected, the value
obtained is 1, otherwise 0. In this paper, we have presented the report on intrusion
detection using IR sensor in a single day (Figs. 5, 6 and 7).

7 Cost–Benefit

The emerging technology and cost of the product are pivotal issues to be considered
to estimate the growth of the product in the market [10]. At present there are many
building solutions available in the market, which are mainly concerned about
intelligent controlling of electric appliances to decrease the power consumption.
The price of these products is much higher than the WSAN designed in this paper.
The integration of WSAN with periodical entry of measured data into the server and
real-time tracking is the main significance of the prototype designed here. The cost
of WSAN is about 60% less than the existing market product with more in-built
features.

1 2  3    4   5    6    7   8

Day 

Fig. 5 Recorded temperature
and humidity data

Fig. 6 IR sensor data
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8 Conclusion

This paper presented the hardware design of WSAM and its field implementation
for real-time tracking and sensing. The experimental work for the testing of the
WSAM in real-time tracking and sensing was performed successfully. Results are
obtained in the form of stored data in the server and actuation based on sensing and
tracking. The prototype is checked for fault tolerance and necessary components are
added to provide reliability and long life cycle. Limitation of the presented hard-
ware design is constraint of I/O (Input/Output) pins available in the microcontroller
and fully mesh network leads to flooding of data. Future scope of work is to
minimize data congestion by firmware programming and optimization of the
embedded software, and more efficient use of radio module by controlling the
transmission power.

References

1. Hanne Grindvoll, Ovidiu Vermesan, Dr. Tracey Crosbie, Roy Bahr, Nashwan Dawood and
Gian Marco Revel: A Wireless Sensor Network For Intelligent Building Energy Management
based On Multi Communication Standards–A Case Study, Journal of Information Technology
in Construction - ISSN 1874-4753, May 2012.

2. Xuhui Chen and Peiqiang Yu, Research on Hierarchical Mobile Wireless Sensor Network
Architecture with Mobile Sensor Nodes, Proceedings of the IEEE 3rd International
Conference on Biomedical Engineering and Informatics (BMEI 2010), pages 2863–2867.

Fig. 7 Screenshot of visualization software (showing position of tag and routers)

Intelligent Building Control Solution Using Wireless Sensor … 463



3. Peter Corke, Tim Wark, Raja Jurdak, Wen Hu, Philip Valencia, and Darren Moore:
Environmental Wireless Sensor Networks, Proceedings of the IEEE, Vol. 98, No. 11,
November 2010.

4. [Online]. Available: http://www.mikroe.com/mikroc/avr/ide.
5. [Online]. Available: http://extremeelectronics.co.in/avr-tutorials/gui-software-for-usbasp-

based-usb-avr-programmers.
6. [Online]. Available: https://www.mysql.com.
7. [Online]. Available: http://www.microchip.com/wwwproducts/MCP9700.
8. Zigbee Specification, Zigbee Alliance, June, 2005.
9. Wenqi (Wendy) Guo, Willam M. Healy and Mengchu Zhou, Wireless Mesh Networks in

Intelligent Building Automation Control: A Survey, International Journal of Intelligent Control
and Systems Vol. 16, No. 1, March 2011, 28–36.

10. Aamir Shaikh and Siraj Pathan, Research on Wireless Sensor Network Technology,
International Journal of Information and Education Technology, Vol. 2, No. 5, October 2012.

464 A. Mondal et al.

http://www.mikroe.com/mikroc/avr/ide
http://extremeelectronics.co.in/avr-tutorials/gui-software-for-usbasp-based-usb-avr-programmers
http://extremeelectronics.co.in/avr-tutorials/gui-software-for-usbasp-based-usb-avr-programmers
https://www.mysql.com
http://www.microchip.com/wwwproducts/MCP9700


Security Framework for Opportunistic
Networks

Prashant Kumar, Naveen Chauhan and Narottam Chand

Abstract Opportunistic Networks have evolved as special class of mobile ad hoc
and delay tolerant networks which have a vast range of applications. In oppor-
tunistic networks, the permanent links among the nodes are absent and delay is
high. Due to self-organized nature of opportunistic networks, these networks have
many security threats, e.g, how to protect the data confidentiality, integrity, privacy
as well as the trust among the nodes. In this article, we present the specific security
challenges to opportunistic networks and analyze related security requirement.
Based on these discussions, we propose a general security framework for oppor-
tunistic networks and point out the future research direction in opportunistic
networks.

Keywords Opportunistic networks ⋅ Security ⋅ Privacy ⋅ Security frame-
work ⋅ Delay tolerant networks ⋅ Trust management

1 Introduction

Opportunistic Networks (OppNets) provide attractive solution in low connectivity
regions. In OppNets, the information is exchanged between mobile devices when
they encounter each other. There are a wide range of applications of OppNets—
disaster and rescue networks [1], wildlife monitoring [2], social networking, e.g.,
DakNet [3], PodNet [4], to name a few. OppNets are the special class of ad hoc
networks where end-to-end connectivity among the nodes is absent. Further routing
mechanism in OppNets is receive–carry–forward instead of receive–forward [5].
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Due to intermittent connectivity, seed deployment, different routing mechanism,
mobility, delay tolerance nature, OppNets have many security concerns. Security
solutions designed for traditional wireless and ad hoc networks may not be directly
applicable to OppNets, as OppNets own different and unique features.

A variety of devices with different communication technologies are used in
OppNets as shown in Fig. 1. Thus devices used in this type of networks vary in
communication range, computational resources, battery power, etc. In nutshell
devices are heterogeneous in OppNets. Further mobility and frequent link disrup-
tion make OppNets topology highly dynamic and flexible. In the absence of direct
link between the source and destination, the nodes have to hold the data with
themselves till the next communication opportunity is found. Thus the data moves
closer to destination hop by hop. If any node(s) is selfish then network performance
may degraded by a huge factor. Selfish nodes are those nodes which forward their
messages to relay nodes, but not wish to relay themselves. This fact implies the
importance of trust and cooperation among the OppNets nodes. User privacy is
another important issue in OppNets since context information is used in many of the
OppNets routing protocols. This may be sensitive to some users.

2 Specific Security Challenges in OppNets

In this section, we describe specific and unique challenges concerned with
designing security protocols and solution for OppNets.

1. OppNets Seed Deployment: OppNets grows from its seed. In the beginning set
of nodes are employed together to build an OppNets. Then seeds invite other
available devices to join the OppNets and network starts to grow [6]. Further

Satellite link
Wireless

access point
Vehicular Network

Home Appliance

Cellphone base sta on
Laptop Cellphone

Fig. 1 Example of devices in OppNets
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these nodes are able to self-localize as well as self-configurable according to
network requirement. All these characteristics make OppNets so easy to get
attacked.

2. Mobility: As nodes are highly mobile in OppNets, frequent disconnection
occurs and a constant end-to-end connection never exists, so any security
solution for OppNets must be adaptable to this extremely dynamic topology.

3. Routing Mechanism: OppNets uses store–carry–forward routing mechanism.
This mechanism is helpful to extend the connectivity and to improve the data
delivery. Due to this, it is very challenging to develop security solution for
OppNets in the absence of end-to-end key management and a redesigning is
needed for all established security algorithms.

4. Heterogeneity: In this era of ICT, there are plethora of devices, which are
equipped with different radio interfaces that have variation in transmission and
receiving capabilities and may operate over different frequency bands [7]. Each
node may have a different hardware as well as software configuration, may
cause to variation in processing capabilities. Further this might lead to naming
and addressing problems [8].

5. Decentralize Nature: Heterogeneous networks are highly disconnected. They
are decentralized in nature. Designing security protocols and solutions for this
kind of network is complex.

3 Security Requirements

In this section, we will discuss the security requirements for OppNets. As in any
network, the security requirements are Privacy, Authentication, Integrity, and Non-
repudiation. In addition to these properties, Trust is a very important aspect and
requirement in OppNets security. Collectively these properties can acronym as
PAINT (Privacy, Authentication, Integrity, Non-repudiation, and Trust). Thus we
can say any security solution for OppNets must satisfy PAINT properties. Now we
will discuss each attribute of PAINT properties.

1. Privacy: Privacy is twofold in OppNets. One is the privacy of data being
exchanged, i.e, confidentiality of data should be maintained. Need to avoid the
eavesdropping and tampering of data packets at any intermediate node in the
network. To maintain privacy of data, the user needs to perform encryption of
the data packed and key must be shared only with its destination. Second is the
privacy of user. The privacy of user must be maintained as many of the routing
algorithms use context information in order to find the suitable routes for
routing.

2. Availability: In OppNets availability can be seen in two terms: availability of
data and availability of node. Availability of data is existence of data to response
some node, this can be good in OppNets because of distribution of data and can
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be further enhanced by avoiding unnecessary dropping. Availability of nodes is
forwarding data to the destination when the best possible relay node is available.

3. Integrity: Maintaining the consistency of data is termed as integrity of data in
the network. In OppNets data is distributed and multiple copies exist, so
integrity need exceeds and also becomes quite difficult. For keeping integrity
one most prominent solution is to encrypt data and another may be the modi-
fication required by an authorized node and then to maintain a track of modi-
fication and advertise to neighbors.

4. Non-repudiation: Non-repudiation is that originator of data cannot deny it later.
It can be done by providing authentication to the data packet with some digital
signature of the source.

5. Trust Management: For secure communication, trust is the most vital
parameter in the distributed scenarios. Trust is a factor which helps in validation
of the legitimate user. Several attacks can be avoided by considering the thrust
of a user. In OppNets trust can be build based on social interactions, frequent
encounters, etc. Trust is a subjective property used for future interactions and
based on past analysis.

4 Security Threats to OppNets

In this section, we will describe specific and unique challenges concerned with
designing security protocols and solution for OppNets.

1. Threats to Authenticity: In OppNets the source and destination of nodes and
other forwarding details are needed to be available to every relaying node for
data forwarding to best possible node. This is an advantage for attacker to
modify its source details. Known details of source can be used to inject false
data to network with these details and misguide the network.

2. Threats to Integrity: As there are multiple number of copies that exist for data
in the network and intruder changes the payload of packet at some places and
the changed copy is forwarded to the destination, there is no way to find out that
data is not original. This is due to the distribution of data in the network, so it
can be reduced by limiting this distribution of data. One more solution to keep
the integrity is the encryption of payload with only source and destination
sharing the encryption/decryption mechanism.

3. Denial of Service (DoS): For OppNets location of node plays a vital role and if
it is misused then degradation of the network is enhanced. Response to legiti-
mate nodes is denied due to certain reasons, i.e., fake location of any node leads
to forwarding in wrong direction or no forwarding, Sybil nodes in the network,
gray hole attack in which data is dropped and then retransmission demand.

4. Confidentiality Risk: Wireless signals are more prone to eavesdropping and in
OppNets data is distributed also which increases its probability. Mobile nodes
may be intercepted and tampering may be done by any malicious node. Also
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data can be modified by the intermediate nodes. To avoid confidentiality risk,
ensure data is not modified in the network and eavesdropping can be avoided by
using the encryption schemes for encrypting the payload.

5. Privacy Attack: Privacy attacks can be classified in two categories: identity
privacy and location privacy. As data is kept by intermediate nodes in OppNets
which is easy to access for malicious nodes and privacy can be breached. In
OppNets data forwarding is based on the destination node specified in data
packet. So data packet is needed to be read by the relay nodes. The location of
node should be kept private as any attacker may use the location of the node and
inject a fake location of node by hiding its actual one, which leads to degrading
the quality of forwarded data and data loss.

5 Proposed Security Framework

OppNets are based on the spontaneous response of the devices. Most of the time
owners of the devices are unknown to each other, which makes communication
more challenging as the security point of view. In previous sections, we mentioned
the security threats and requirement for OppNets. Based on this discussion, we
propose a security framework for OppNets in Fig. 2. Several other attempts made in
this direction previously by Lilien et al. [6], Wu et al. [9], Poonguzharselvi et al.
[10] are worth mentioning. Our framework has five modules.

Authentication is the first security module of our proposed framework. The
function of authentication module is to prevent the unauthorized nodes from

Fig. 2 Proposed security framework for OppNets
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joining/accessing the network. Only the node verified by authentication module is
allowed to join the OppNets. The second module is trust management. In trust
management, the behavior of the node is continuously monitored and trust evalu-
ation is done. On the basis of behavior analysis and trust evaluation nodes are
categorized into three categories:

1. Trusted Node: These nodes maximize their contributions to the network
community. These are the nodes with high trust level. These nodes are allowed
to communicate to other nodes immediately.

2. Selfish Node: Selfish nodes are the nodes, which minimize their contributions,
but maximize their individual gains by placing deceitful nodes into the network
community or sometimes try to save their resources by dropping the packets.
Such nodes may permit with their actions, but are continuously monitored by
authentication and trust management modules.

3. Malicious Node: These nodes attack proper network operations, for example,
spoiling the routing information, packet alteration, information mugging, etc.,
and do not consider their own gains. Such nodes are immediately stop to take
part in any network activity and continuously being monitored.

Access control module is the third module of our proposed framework. This
module puts restriction to the access of network resources and authorized the nodes
to perform specific operations. Secure routing is fourth security module. In routing
of OppNets, most of the current researches focus on context aware routing as
OppNets are human centralized [11]. Currently no complete security scheme has
been designed for OppNets routing protocols which ensure secure functioning of
network. In our proposed framework this module is responsible for confidentiality,
integrity threats. The last module describes about application/user defined privacy
mechanism, to ensure the application and user-specific privacy, if any. As privacy is
one of the main issues in OppNets due to the fact that many of the routing algo-
rithms use the context information. This may be awkward to some users. Hence,
this module allows nodes to show/hide information about them according to their
wish.

6 Conclusion and Future Research Directions

As an emerging network paradigm, OppNets have a prominent vision in many
applications area such as disaster and rescue networks, wildlife monitoring and
tracking systems, social networking, providing connectivity in remote areas, and
many more. Due to its opportunistic nature, OppNets are adaptive and can be used
in different networking applications, but the security issues, mainly trust and pri-
vacy, defies OppNets to be widely used. Security is still an open and wide area in
OppNets research. In this paper, we discussed about the security requirements for
OppNets and point out how PAINT properties are important and needed to address
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for any security solutions for OppNets. Further, we discussed about the security
threats in OppNets and finally proposed a security framework for OppNets.
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Replica-Based Efficient Data Accessibility
Technique for Vehicular Ad Hoc Networks

Brij Bihari Dubey, Rajeev Kumar, Naveen Chauhan
and Narottam Chand

Abstract Vehicular ad hoc networks are also one of the emerging fields which
carry and forward data to deliver it to the destination. The proposed mechanism
discusses scheme for replica augmentation when new replica is required, and
replica abandon when any replica is disused from minimum fixed time period.
Proposed scheme also performs arrangement of data into most relevant replica
depending upon size of data stored, size of buffer left at each replica, deadline, and
popularity of data. The proposed scheme also considers probability functions to
fairly select most suitable replica for increasing accessibility.

Keywords VANETs ⋅ Scheduling ⋅ Road side unit ⋅ Service area ⋅
Vehicle-to-Vehicle (V2V) ⋅ Vehicle-to-Infrastructure (V2I)

1 Introduction

In the early days, safety was the key area of research in the field of VANETs. With
the advancement in the technology few more areas have been evolved by
researchers (like location aware information, traffic control, entertainment, etc.) and
have emerged as the pivot areas of research where researchers are concentrating in
recent years. In next generation wireless networks low cost high performance
communication technologies are becoming epidemic due to its affordability. Drivers
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and passengers can access services for which they have requested. The replication is
the widely used technique which enhances data accessibility in highly mobile
vehicular network.

There are two basic type of replication: one is replica of whole content collected
at any node and other is replica of selected content from different nodes moving
across road. The vehicular system has two types of replication mechanism:
(a) System having replica such a way that Road Side Unit (RSU) is aware about
replica locations. (b) System designed in such a way that RSU is not aware about
replica locations. It has been proved that replica placement keeping RSU aware of it
is NP-complete problem.

In the proposed work, authors have proposed a scheme to select most suitable
data, and most suitable node to replicate data in such a way the vehicles can get
required data with high probability with in limited range. The proposed technique
takes care of requesting vehicles with packet level data transmission. Each vehicle
selects data depending upon Encounter probability of two nodes, contact duration
on each encounter. Data replication is very important and extremely challenging in
distributed systems specially VANETs where vehicle changes their location and
neighbors with alacrity. Replication not only increases accessibility in the network
but also decreases load on individual RSU.

The remainder of the paper is organized as follows: Section 2 presents related
work done by other authors in this field. Section 3 justifies the problem. Section 4
proposes solution and analyses proposed scheme. Section 5 draws some concluding
remarks.

2 Related Works

In [1], Marco et al. discuss about algorithm to replicate data on nodes such that
more data is replicated with the neighboring nodes. In this proposal authors does
not deal with popularity of data. In [2], Fiore et al. propose content replication
algorithm, called Hamlet, which keeps track of neighbor vehicles content to target
different content than of neighbor vehicles so that node carry more data in sur-
roundings. In [3], Silva et al. propose destination based replication mechanism
which selects specific vehicle for replication depending upon specific criteria. In
[4], Gossa et al. propose a data replication mechanism which takes vehicle mobility
into account and predicts its motion. In [5], Li et al. propose contact aware data
replication mechanism which is applied to replicate near roadside content in Road
Side Units (RSUs). The content selected for replication are collected by analyzing
real mobility traces based on the analysis of real mobility traces in terms of contact
frequency and contact duration. In [6], Bruno et al. propose a technique which takes
popularity into consideration this optimization technique ameliorates content
accessibility in the network.
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3 Problem Statement

In the vehicular network, due to high topology change, it is challenging to establish
end-to-end path and due to mobility connectivity exists for limited time period. In
the vehicular network, node requests for their required data items and all other
nodes in the network including RSU aims to serve the request. Since the nodes have
limited storage space each node cannot keep all the information that is demanded by
vehicles. On the other hand, if all information is managed to store at each and every
node then network performance degrades severely due to high maintenance and
update cost. To solve this problem, whenever any node request for specific data
item, it searches required data with itself. If node itself is not carrying that data item,
it searches in the neighbors, if it does not find this data in the neighbor within
limited time, it forwards that request to the RSU. Each RSU typically receives large
number of such requests and processes them by applying scheduling algorithms by
taking few parameters into account. Therefore, the objective is set to satisfy all the
vehicles requesting the data having fresh copies within the limited time frame.

3.1 Problem Formulation

There are set of vehicles Vr requesting for data items and set of vehicles Vc con-
taining required data that has been requested by vr ∈ Vr. When vehicle vc ∈ Vc is at
h hop away from the reach of the nearest requesting vehicle then it starts replication
process by selecting each vehicle encountering. When a Vehicle vLk ∈ VL is
encountered to vc ∈ Vc, it can receive data from vc to satisfy all requesting vehicles.
The objective function is formulated to distribute the required data in the neighbor
such each requesting vehicle get at least one copy of requested data within at most
h hop distance. The objective function is described using Mvr

q ðt1Þ which is defined
as data items requested by vehicle vr at time t1 containing unique data identity (Mq).
So, to satisfy requesting vehicles in the vehicular network the objective function is
set as max(X) s. t. requested message fMq : q=1, 2, . . . ,mg, which have been
requested by vehicles vri ∈ Vr of the target region. There are Ni

q destinations that
have requested message Mq. If message Mq has nd copies, it has to be distributed in
the target area in such a way that each requesting vehicle finds its requested data
within h hop distance. The vehicles vcj ∈ Vc contain reply message has

fM′vr
q : q=1, 2, . . . ,mg in such a way that max ⋃vi ∈VL

M′vi
q ðt1Þ

� �
. Subject to

⋃vj ∈Vr
Mvj

q ðt1Þ⊆⋃vi ∈VL
M′vi

q ðt1Þ and vri v
L
j

���
���
new

≤ DðhÞ. Where, D(h) is the distance

between requesting vehicle and vehicle this replicating data in its neighbor, and

vri v
L
j

���
���
new

is the current distance between vehicle carrying data and requesting

vehicle (as shown in Fig. 1). The condition-mentioned above shows that all the
required data is replicated in the vehicles near the target region and is distributed to
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the vehicles of the region in such a way that the requested data is maximum h hops
away.

4 Proposed Solution

The proposed solution follows following procedure to deal with requests send by
various requesting nodes.

4.1 Proposed Mechanism

In the paper, authors propose a mechanism which selects data required by vri ∈ Vr

to forward first. When data carrying vehicle vcj reaches in the h hop communication
range of vri ∈ Vr. The first vehicle found closest to h hop distance is given priority
to get served. Since, the vehicles requests for several items of different data size, the
number of data items requested is also different. For data Mq if Mq ≥ σ * τ, this
implies that total required data items cannot be transferred to a single vehicle and
vehicle waits for one more encounter with any other vehicle. If after receiving σ * τ,
data items vehicle disappears and later again encounters and successfully estab-
lishes communication then this encounter is treated as fresh encounter and the same
vehicle can contend for getting remaining data items. If any vehicle interacts then
the remaining items are transmitted to that vehicle. The number of data items
transmitted to this vehicle, again, depends upon contact duration. In this scenario
whenever any vehicle encounters, the data items are forwarded to it and the
remaining data items are forwarded to vehicle observed during next encounter. This
process is continued till all the data items are forwarded. Once all the data items are
transmitted to selected set of vehicles request vL, they are supposed to keep a copy
of data as replica and also, now it is checked that the distance from nearest
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O
d(AB)/2

A
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Fig. 1 Scenario of vehicles requesting for data
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requesting vehicle (for data d) is not more than h hop (The discussion of finding
number of hops is discussed later). If total number of hops is less than h, the same
process is repeated again for all next encounters till total number of hop reaches to
h. If the total number of hop reaches to h after few cycles of data forwarding, the
vehicle starts forwarding other requested data. When all the data of requesting
vehicle vri is completed, the data required by other vehicle vrj is forwarded using
same mechanism till all the data items are transmitted. This process is repeated till
vehicle vck containing required data transmits to the vehicles encountered and/or
reaches out of the h hop range of requesting vehicle. If total number of hop reaches
to h before completing a single cycle of forwarding all required data items then the
size of data transmitted on each encounter is increased by factor ς. Again if
ps ≤ σ * τ, the vehicle encountered receives all ps data items. The vehicle vri utilizes
remaining time in transmitting other data that are requested by same or other vehicle
depending upon availability.

If during encounter with any vehicles communication establishes between them,
the max data that can be transmitted is given by x. To reduce the complexity of
calculation, it is assumed that average contact duration between two vehicles is
given by τ. The maximum number of data items that can be transferred during
contact period is given by x= σ * τ. Since, more than one vehicle can arrive in the
communication range of vehicle vck, but data carrying vehicle can communicate
with only one vehicle at a time (see assumption 2). So, if p data items are required
to reply any query q. The time taken to contact one of these vehicle is given by 1 ρ̸.
Probability of encountering any vehicle vL in above time is given by time
ð1 ρ̸Þð1− e− ρÞ. Assume that probability of staying any vehicle for τ period of time
is PðAτ

vrÞ. Probability of transmitting σ * τ data items that can be transmitted to
vehicle encountered is represented by

PðEÞ= σ * τ
ρ

ð1− e− ρÞPðAτ
vrÞ. ð1Þ

4.2 Node Selection Policy for Replica Placement

Since, in VANETs several nodes arrive simultaneously in communication of each
other to receive as well as forward or replicate data. Also, typically in dense
networks several vehicles encounters to each other in wee hour and in that short
time it is challenging to communicate with each other. In this type of scenario, it is a
challenge to select vehicle for replicating copy of data. For this purpose, polling is
done among all encountered node to select find node to replicate selected data. If
two nodes have the same priority to get selected for placing replica, the node having
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relative speed closure to average speed is selected as replica. The proposed
mechanism is compared with EDCG scheme [7] and found that proposed schemes
results are satisfactory (as shown in Fig. 2).

5 Conclusion

Vehicular network has envisaged researchers to strengthen intelligent transportation
system. In the proposed protocol, we have discussed replication mechanism which
allows vehicles to keep replica of forwarded data items. Since, replica placement
problem is NP-hard and it is unrealistic to propose exact solution for it. The pro-
posed solution increases accessibility in the VANETs and it is good approximation
of replica selection. In future, we would like to optimize proposed solution and
work on finding methods to achieve closure approximation of number of nodes to
replicate data.
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Reinforcement Based Optimal Routing
Algorithm for Multiple Sink Based
Wireless Sensor Networks

Suraj Sharma, Azad Kumar Patel, Ratijit Mitra and Reeti Jauhari

Abstract Routing in wireless sensor networks has been a recent area of research

because of its increased use in diverse application environments. Sensor nodes are

energy constrained which possess a formidable challenge in designing efficient rout-

ing algorithms for them. Most of the scenarios where sensor networks are used such

as battle field surveillance, health monitoring are delay sensitive in nature. To mit-

igate these problems, we have proposed two routing algorithms in this paper: one

based on multiple static sink based scenario and the other based on multiple mobile

sink based scenario. Both of these protocols use reinforcement learning methodol-

ogy in order to solve the routing problem in an intelligent and efficient way.

Keywords Sensor ⋅ Reinforcement ⋅ Routing ⋅ Sink

1 Introduction

Wireless sensor networks consist of tiny nodes which can sense, compute, and com-

municate in wireless medium. The data is sensed and collected by these nodes and

are routed to the sink nodes. Wireless sensor network have become an important area

of research because of their use in diverse application areas like battle field surveil-

lance, environmental monitoring, disaster relief operations, home security systems,

forest fire monitoring, animal habitat monitoring, nuclear firm monitoring, and many
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more [1, 2]. They are generally operated by battery power which exhausts quickly

and is difficult to replace. Therefore, energy needs to be optimally used to enhance

network lifetime and overall functionality of the network. Moreover, the application

areas where they are used are delay sensitive in nature so end to end delay too, needs

to be minimized. To mitigate the above problems two intelligent routing algorithms

based on multiple static and multiple mobile sink have been proposed in this paper.

The rest of paper is organized as follows: Sect. 2 states the related work, Sect. 3

describes the network assumptions and data structures used, Sect. 4 describes the

first proposal that is multiple static sink-based routing protocol, Sect. 5 describes the

second proposal that is multiple mobile sink-based routing protocol, Sect. 6 gives a

theoretical analysis to the proposed works, and Sect. 7 concludes the paper.

2 Related Works

A number of routing protocols with varying network architectures have been pro-

posed in literature. Some of them are Grid based, Hierarchical, location based, flat,

and hybrid (consists of a combination of one or two of the above routing architec-

tures) [7]. In TTDD proposed by H. Luo et al. in [3] complexity in the construction

of grid structure is the major hindrance. In HExDD proposed by A.T. Erman et al.

in [6] center nodes become the major hot spot thereby decreasing network lifetime.

In HCDD proposed by C.J. Lin et al. in [4] Load balancing is not implemented. In

GBEER proposed by K. Kweon et al. in [5] the nodes in the quorum can become an

overhead and decrease network lifetime. In VGDD proposed by A.W. Khan et al. in

[8] end-to-end delay maybe more as the partial path is not likely to be optimal. In

FTIEE proposed by F. Kiani et al. in [9] mitigate above problems in an intelligent

and efficient way.

3 Network Assumptions and Data Structures

The deployment area is square and uniform in topology with all the nodes location

aware. Sensors and sink nodes are deployed in a random fashion. The topology is

represented by fully connected graph as shown in Figs. 1 and 2. The data structures

and terminologies used are enumerated below:

1. GN: Gateway nodes formed after routing and learning process for each of the

subregions. They are used to route data to the respective sink as shown in Fig. 5.

2. Q[Ni]: Q-value of a node according to which routing decision is taken.

3. n: Number of sensor nodes in the deployed region.

4. z: Number of neighbors of node Ni where 1 ≤ i ≤ n.

5. m: Number of sensor nodes in the sub-region space.
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Fig. 1 Static sink allocation

Fig. 2 Mobile sink allocation

m = (⌊n∕4⌋) (1)

6. SS.i: Denotes static sink nodes represented by ellipses.

7. MS.i: Denotes mobile sink nodes represented by ellipses.
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8. SINK: Denotes sink nodes (may be static or mobile) represented by ellipses as

shown in Figs. 1 and 2.

9. (S):Denotes source node.

10. B[Ni]: Denotes battery value of the sensor node where 1 ≤ i ≤ n.

11. 𝛽: Denotes the threshold value for Q-value calculation.

12. SR_ID[Ni]: Region to which the sensor nodes or sink nodes belong respectively,

where 1 ≤ i ≤ n.

13. LOC_ID[Ni]: Denotes the coordinate positions (ui, vi) of the sensor and the sink

nodes, where 1 ≤ i ≤ n.

14. C[Ni]: Denotes the cost value of each sensor node as calculated by Algorithm 2,

where 1 ≤ i <= n.

15. d[Ni]: Euclidean-Distance of sensor nodes from their respective sinks, where

1 ≤ i ≤ n.

16. V: Velocity of the sink moving in the direction as shown in Fig. 2.

17. D: Distance traveled by the sink moving in direction as shown in Fig. 2. Here

the distance is the length of the one side of the subregion as depicted in Eq. 2.

D = X∕2 (2)

18. M_T: Time taken by the sink to cover one round of motion during the motion

phase as depicted in Eq. 3.

M_T = D∕V (3)

19. S_T: Sojourn time of the sink nodes as depicted in Eq. 4.

S_T =
√
(X∕2)2 + (Y∕2)2

V
(4)

20. LOC_ID[Ni]: Denotes the coordinate positions (ui, vi) of the sensor and the sink

nodes, where 1 ≤ i ≤ n.

21. NBR_SRCH: Probe packets sent by the sensor nodes for neighbor detection.

Contains NBR_TAB[Ni] where i is the number of neighbor nodes.

22. NBR_SENT: a flag that is set to true when the NBR_SRCH (neighbor probe

packet) has been sent.

23. BRDCST_PCKT: This packet broadcasts the changed table of node to its other

neighbors.

24. NBR_SIG: A type of beacon send along with BRDCST_PCKT .

25. NBR_TAB[Ni]: The neighbor list maintained at each of the sensor nodes contains

battery value (B[Ni]), (LOC_ID[Ni]), (SR_ID[Ni]), (C[Ni]) where 1 ≤ i ≤ z.
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4 Proposed Approach I: Multiple Static Sink

An intelligent routing protocol based on reinforcement learning methodology, mul-

tiple static sink-based intelligent routing protocol (MSSIR) is described. It consists

of three phases subregion allocation phase, neighborhood detection phase, routing

phase. In the first phase, the entire region is divided into four equal sized quadrants.

Each of the sensor nodes and the sink nodes are allocated to the specific quadrants

by using subregion allocation algorithm as shown in Algorithm 1.

Then as all the nodes in the static sink-based frame work are acquainted with

their neighbors by neighborhood detection algorithm as discussed in Algorithm 5,

cost calculation as described in Algorithm 2 is executed and cost value for each node

is computed. At the end of this phase, all the nodes know their respective costs.

Then the routing phase starts. In this phase, first of all the nodes receive the cost

of their neighbors. After all the nodes are acquainted with their neighbor cost and

one of the nodes has some data to send, it calculates the Q-values as discussed in

Algorithm 3 and forwards the data along the path that has the maximum Q-value of

its nodes as described by Algorithm 4. The figures for the various phases are depicted

in Figs. 3, 4, and 5.

Fig. 3 Network topology before neighborhood detection
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Fig. 4 Network topology after neighborhood detection

Algorithm 1 Sub-Region Allocation

1: if (u ≥ 0 and u ≤ X∕2 and v ≥ 0 and v ≤ Y∕2) then
2: (SR_ID[Ni] = 1) ⊳ The first quadrant of the deployed area

3: end if
4: if (u ≥ X∕2 and u ≤ X and v ≥ 0 and v ≤ Y∕2) then
5: (SR_ID[Ni] = 2) ⊳ The second quadrant of the deployed area

6: end if
7: if (u ≥ X∕2 and u ≤ X and v ≥ Y∕2 and v ≤ Y) then
8: (SR_ID[Ni] = 3) ⊳ The third quadrant of the deployed area

9: end if
10: if (u ≥ 0 and u ≤ X∕2 and v ≥ Y∕2 and v ≤ Y) then
11: (SR_ID[Ni] = 4) ⊳ The fourth quadrant of the deployed area

12: end if

Algorithm 2 Cost Computation at Each Node

1: if (SR_ID[Ni] == 1 || SR_ID[Ni] == 2 || SR_ID[Ni] == 3 || SR_ID[Ni] == 4 ) then
2: For all nodes (Csink[i] = m) For each of the neighbors of sink[i] for instance x Cx is computed as:

Cx = Csink[i] ∗ (1 − (1∕(m − 1)) + (1∕dsink[i],x) (5)

sink[i] sends Cx to node x

Each neighbors such as p receives Cx for itself and then compute new Ci for each of its neighbors as follows:

Ci = Cp ∗ (1 − (1∕(m − 1)) + (1∕dp,i) (6)

Then it sends Ci to its neighbors and the process is repeated.

3: end if
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Fig. 5 Network topology after routing

Algorithm 3 Q-value Computation at Each Node

1: if (SR_ID[Ni] == 1 || SR_ID[Ni] == 2 || SR_ID[Ni] == 3 || SR_ID[Ni] == 4 ) then
2: For the neighbors of i for instance p Q[Ni] is computed as:

3: if (Bi ≥ 𝛽) then
Q[Ni] = 1∕3 ∗ Bp + 2∕3 ∗ Cp (7)

4: else
Q[Ni] = 2∕3 ∗ Bp + 1∕3 ∗ Cp (8)

5: end if
6: end if

Algorithm 4 Routing in the Static Sink-Based Topology

1: if (SR_ID[Ni] == 1 || SR_ID[Ni] == 2 || SR_ID[Ni] == 3 || SR_ID[Ni] == 4 ) then
2:

1. Each node in each sub region sends a message to its entire neighbor to receive their costs.

2. When the source node say s has a packet to send within its sub-region. And its neighbors are z[i]

3: if (SR_ID[s] == SR_ID(z[i]) and cost(z[i]) > cost[s]) then
4: (Compute Q-value of z[i] and send the packet to the one having highest Q-value.)

5: else(Send to any of the neighbors randomly)

6: end if
7: end if
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5 Proposed Approach II: Multiple Mobile Sink

Here the second variant Multiple Mobile Sink-based Intelligent Routing Protocol

(MMSIR) is described. The general structure of the sensor network topology with

multiple mobile sinks is depicted as in Fig. 2. Each of the mobile sinks are allocated

to the different subregions as in case of static sink. Then the sink trajectory is decided

as depicted in Fig. 2. The mobility of the sink makes the sink to acquire two states

during the entire protocol operation. One is motion state and the other is sojourn

state. The sojourn state is again divided into two time periods. In the motion state,

the sink nodes move along the predetermined trajectory as shown in Fig. 2. In the

sojourn state, during the first time period neighborhood detection is done and in the

second time period routing is done.

The entire protocol consists of three phases such as subregion allocation phase,

neighborhood detection phase, and routing phase. The subregion allocation phase

follows the similar procedures as for static sink case.

Then comes the neighborhood detection phase. In this as the sink is mobile so

the neighborhood of the sink changes frequently [10]. In this case we need to flood

the neighborhood matrix in the first half of the sojourn time-period as described in

Algorithm 5.

Routing phase generally begins in the second half of the sojourn time period of

the mobile sink. In this the nodes first of all receive the cost of their neighbors.

Whenever the node has some data to send it calculates the Q-values and forwards

the data along the path that has the maximum Q-value. The figures for the various

phases are depicted in Figs. 3, 4, and 5.

Algorithm 5 Neighbor-hood Detection in the Mobile Sink-Based Topology

1: if (SR_ID[Ni] == 1 || SR_ID[Ni] == 2 || SR_ID[Ni] == 3 || SR_ID[Ni] == 4 ) then
2: Suppose node a receives following packet from node b

3: NBR_SRCH ∶< b[NBR_SRCH,NBR_TAB(b)] >
4: if (LOC_ID(b) ∉ NBR_TAB(a)) then
5: NBR_TAB[a] = NBR_TAB(b) ∪ NBR_TAB[a]
6: if (NBR_SENT(a)) == false) then
7: (NBR_SENT(a)) == true) BRDCST_PCKT(NBR_SIG,NBR_TAB(a)) ⊳ Broadcast neighbor probe

packet

8: elseDrop the Packet

9: end if
10: elseDrop The Packet

11: end if
12: end if
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Algorithm 6 Routing in the Mobile-Sink based Topology

1: if (SR_ID[Ni] == 1 || SR_ID[Ni] == 2 || SR_ID[Ni] == 3 || SR_ID[Ni] == 4 ) then
2: For the first half of the sojourn time find the neighborhood by neighborhood detection algorithm

3: For the second half of the sojourn time

4: Each node in each sub region sends a message to its entire neighbor to receive their costs

5: When the source node say s has a packet to send within its sub-region. And its neighbors are z[i]

6: if (SR_ID[s] == SR_ID(z[i]) and cost(z[i] > cost[s]) then
7: (Compute Q-value of z[i] and send the packet to the one having highest Q-value.)

8: else(Send to any of the neighbors randomly)

9: end if
10: end if

6 Theoretical Analysis

In this paper, we have proposed two variants of an intelligent routing protocol in our

work. One consisting of a multiple static sink approach and the other considering a

multiple mobile sink approach. The first approach helps in reduction of end-to-end

delay as compared to the previous work consisting of single sink.

The second approach consisting of multiple mobile sinks helps in resolving the

energy-hole problem thereby enhancing network lifetime. Also, end-to-end delay is

minimized compared to the previous work consisting of single sink.

We have also eliminated the step of grid-construction from the previous work

which was an unnecessary overhead, thereby reducing the control packet length and

hence congestion in the network.

7 Conclusion

In this paper, we propose two routing protocols. The first work proposes multiple

static sink and helps in reduction of end-to-end delay in the network. The second

one uses a multiple mobile sink-based solution and helps improve network lifetime

by eliminating the energy-hole problem along with giving the benefits as in multiple

static sink case. We have proposed both the routing protocols by using reinforcement-

based learning approach. This approach uses the Q-value technique to optimally

resolve the above-sated problems.
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Study and Impact of Relay Selection
Schemes on Performance of an IEEE
802.16j Mobile Multihop Relay
(MMR) WiMAX Network

Chaudhuri Manoj Kumar Swain and Susmita Das

Abstract This paper investigates two efficient relay selection algorithms on the
performance of an IEEE 802.16j MMR WiMAX network. The relay selection
algorithms considered here are max-min relay selection and harmonic mean of
SNR relay selection. The WiMAX transmitter comprises of OFDMA transmission
technique and the receiver with maximum likelihood (ML) detection method is
adopted for reliable detection of transmitted bits. The relays used here are the
Amplify-Forward (AF) relay and Decode-Forward (DF) relay. Both selection
combining (SC) and maximal ratio combining (MRC) techniques are applied and
the performance metrics are symbol error rate (SER) and channel capacity. The
analysis of the network is performed using the MATLAB software. It is observed
that the DF relay along with MRC combination technique outperforms the other
relay-diversity combining techniques in terms of providing improved SER and
channel capacity. Again in providing less SER, the harmonic mean of SNR relay
selection algorithm is superior in comparison to max-min relay selection algorithm.
Further, the max-min based relay selection algorithm provides better channel
capacity about the harmonic mean of SNR relay selection algorithm for the con-
sidered MMR WiMAX network.

Keywords WiMAX ⋅ OFDMA ⋅ AF ⋅ DF ⋅ SC ⋅ MRC

1 Introduction

For improving the throughput, coverage and system capacity in a broadband
communication system, wireless relaying plays an important role [1]. IEEE 802.16j
is a promising wireless access technology for broadband data service. It is designed
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to deliver high data rate with network coverage of 15 km for fixed users and 5 km
for mobile users. To further enhance capacity, data rate for mobile stations at the
cell edge, cooperative relaying technology with WiMAX is suggested in [2]. In
cooperative communication, relay nodes are placed as intermediate nodes which
help in forwarding the data packets from transmitter to the receiver with diversity
gain. Although the relay nodes can increase system performance, use of single relay
station suffers from fading effects. So to combat the effect of fading, WiMAX can
use distributed space time code in which multiple relays are deployed and coor-
dinate with each other to provide higher spatial diversity gain [3]. Selection of
optimal relay station with the aim to maximize system capacity in IEEE 802.16j is
suggested in [4]. In [5] the path metrics like available link bandwidth, Signal to
noise ratio and hop count are used by each relay station in the 802.16j based MMR
network for selecting the optimal path. Relay selection process holds an important
role in acquiring high diversity order and providing optimum end to end channel
capacity is illustrated in [6]. In [7] max-min based relay selection scheme is ana-
lyzed considering Rayleigh fading channel for both AF and DF relay protocol.
Authors in [8], explore two algorithms with the aim of selecting a path for mobile
nodes and for newly entering relays so as to maintain proper QOS requirements,
link quality, and bandwidth availability. In [9], the authors propose two relay
selection schemes named max-min cooperative relay selection scheme and joint
cooperative relay-path selection scheme with the objective to achieve highest
diversity gain and system throughput respectively. The improvement in FER per-
formance and throughput using relay selection and power allocation algorithms are
demonstrated in [10].

The contributions of the paper are as follows. Study and impact of relay selection
algorithms using AF and DF relays with diversity combining techniques are
demonstrated for the considered WiMAX network. Both the performance measures
like SER and channel capacity are analyzed to prove the efficacy of relay selection
schemes.

The rest of the paper is organized as follows. In Sect. 2, a brief discussion of the
system model and its operation is provided. In Sect. 3, analytical description of the
considered communication network is presented. Section 4 describes the two relay
selection algorithms and the impact of these schemes on the performance metrics
are analyzed in Sect. 5. Finally, the conclusion and future work are provided in
Sect. 6.

2 System Model

In this paper, a point-to-point multi-relay based WiMAX network is considered
which consists of a WiMAX transmitter, a WiMAX receiver and four number of
relays. All the four relays are placed at an equal distance from the transmitter and
the receiver. Relay link and access link represents the path between the
transmitter-relay and relay-receiver respectively. The communication through
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relays is assumed as half-duplex and the information from the transmitter is
propagated to the receiver in two phases, i.e., broadcast phase and cooperate phase.
In the broadcast phase, the information is transmitted from the transmitter to the
relays and in the cooperate phase, the information is delivered from the relay to the
receiver. Figure 1 represents the system model of the multi-relay WiMAX network.
The channel responses in both the links follow Rayleigh distribution. The noise
contaminated with the information propagating in both the links is taken as
Additive White Gaussian noise (AWGN) with zero mean and unit variance. In the
relay node, two types of relays are taken for analysis purpose, AF and DF relay. At
the receiver, diversity combining techniques, i.e., SC and MRC are used for
combining the signals coming from the relays and the transmitter into the receiver.
An optimum receiver named maximum likelihood (ML) receiver is used at the
receiver for detecting the received signal in such a way to maximize the signal to
noise ratio (SNR).

3 Analytical Description of the System Model

The output signal from the transmitter can be expressed as

xðnÞ = 1 ̸
ffiffiffiffi
N

p
∑N − 1

n = 0 XðkÞ ej2πnk
N , ð1Þ

where ‘N’ corresponds to the number of subcarriers used in the OFDM transmission
technique, X[k] stands for the symbol to be transmitted on the ‘kth’ subcarrier.

Fig. 1 System model of point to point MMR WiMAX network
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For direct transmission, the received signal on the ‘kth’ subcarrier at the receiver
from the transmitter is expressed as

Ys, d kð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P kð Þ d − γ

s, d

� �r
Hs, d kð ÞX kð Þ + Ns, d kð Þ, ð2Þ

where Ys, d kð Þ indicates the signal received at the receiver on the ‘kth’ subcarrier,
P kð Þ corresponds the power transmitted from the transmitter on the ‘kth’ subcarrier,
ds, d refers the distance between the transmitter and receiver, Hs, dðkÞ denotes the
channel coefficient between the transmitter and receiver on the ‘kth’ subcarrier, γ
represents the path loss exponent, Ns, d kð Þ denotes the noise power contaminated on
the transmitted signal with variance N0.

So the total signal received at the receiver in direct transmission is represented as

Ys, d = ∑N − 1
n=0 Ys, d kð Þ ð3Þ

Similarly, during indirect transmission, the transmitted signal from the trans-
mitter is received at the receiver through relay nodes. So the signal received at the
relay on the ‘kth’ subcarrier from the transmitter is expressed as

Ys, r kð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðkÞ * ds, rð Þ− γ

q
Hs, r kð ÞX kð Þ + Ns, rðkÞ ð4Þ

So the total signal received at the relay from the transmitter is represented as

Ys, r = ∑N − 1
k =0 Ys, rðkÞ ð5Þ

Also, the signal received at the receiver from the relay on ‘kth’ subcarrier is
expressed as

Yr, d kð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðkÞ * dr, dð Þ− γ

q
Hr, d kð ÞX kð Þ + Nr, dðkÞ ð6Þ

So the total signal received at the receiver from the relays on all the subcarriers is
represented

Yr, d = ∑N − 1
k=0 Yr, dðkÞ ð7Þ

The ‘SNR’ between the transmitter and the receiver is calculated as

SNRs, d = ∑N − 1
k=0 PðkÞ Hs, d kð Þj j2 ̸Ns, d kð Þ ð8Þ

Similarly the ‘SNR’ between the transmitter and relay is calculated as

SNRs, r = ∑N − 1
k=0 PðkÞ Hs, r kð Þj j2 ̸Ns, r kð Þ ð9Þ
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The ‘SNR’ between the relay and receiver is calculated as

SNRr, d = ∑N − 1
k=0 PðkÞ Hr, d kð Þj j2 ̸Nr, d kð Þ ð10Þ

For amplify and Forward (AF) relay the amplification factor is expressed as

β = ∑N − 1
n=0 P kð Þ ̸

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N − 1

n = 0 P kð Þ Hs, rðkÞj j2 + N0

q
ð11Þ

The signal received at the receiver from the transmitter through the AF relay is
expressed as

YAF = β * Ys, r + Yr, d ð12Þ

The total SNR between transmitter and receiver through ‘AF’ relay is calculated
as

1 ̸SNRAF = 1 ̸SNRs, r + 1 ̸SNRr, d ð13Þ

So the channel capacity between the transmitter and receiver through AF relay is
calculated as

CapacityAF = ∑N − 1
n=0 ∑ B 2̸ð Þ 1 N̸ð Þlog 1 + SNRAFð Þ ð14Þ

Here ‘B’ represents the channel bandwidth of the considered network.
In case of DF relay, the total SNR between the transmitter and receiver through

relay is calculated as

SNRDF = argmin ðSNRs, r, SNRr, dÞ ð15Þ

So the channel capacity between transmitter and receiver through DF relay is
calculated as

CapacityDF = ∑N − 1
n=0 B 2̸ð Þ 1 N̸ð Þlog 1+ SNRDFð Þ ð16Þ

At the receiver, for selection combining (SC) technique, the combined signal is
expressed as

Y = argmax ðSNRs, d, SNRr, dÞ ð17Þ

For MRC combining technique, the combined signal is expressed as

Y =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N − 1

n=0 P kð Þ
q

̸N0

� �
Ys, dH*

s, d +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N − 1

n=0 P kð Þ
q

̸N0

� �
Yr, dH*

r, d ð18Þ
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4 Application of Relay Selection Algorithms
for Performance Enhancement of MMR
WiMAX Network

Multi-relay structure in a communication network is used to exploit the advantage
of improvement in diversity gain as a result of which the received SNR is improved.
To reduce the complexity and number of time slots taking for signal combining
process, various relay selection schemes are proposed. By adopting these schemes,
the more efficient relay path is selected which can improve the QOS parameters for
the cooperative WiMAX network [6]. Here, two types of relay selection algorithms
are applied for selecting the best relay path. These algorithms are (a) max_min
based relay selection [11] (b) Harmonic mean of SNR-based relay selection [12].
The details of these algorithms are presented in the following subsections.

4.1 Max_Min Based Relay Selection Algorithm

Step1. Initialise: No. of relay ‘R’ = 4
No. of subcarriers ‘N’ = 256

Step2. For j = 1: 4
Compute Sj = argmaxmin SNRS,Rj , SNRRj ,D

� �
using Eqs. (9) and (10).

Step3. Find out Poptimun which represents the path having maximum SNR value
from the vector ‘Sj’.

Step4. Estimate the values of SNRS,Rj , SNRRj ,D of the optimum path from step 3.
Step5. Calculate channel capacity through AF and DF relay for the network using

Eqs. (14) and (16) respectively.
End.

4.2 Harmonic Mean of SNR-Based Relay
Selection Algorithm

Step1. Initialise: No. of relay ‘R’ = 4
No. of subcarriers ‘N’ = 256

Step2. For j = 1: 4
Compute Sj = SNRS,Rj * SNRRj,D

� �
̸ SNRS,Rj + SNRRj,D
� �

using Eqs. (9)
and (10)
End
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Step3. Find out Poptimun which represents the path having maximum harmonic
mean of SNR value from the vector ‘Sj’.

Step4. Estimate the values of SNRS,Rj , SNRRj ,D of the optimum path from step 3.
Step5. Calculate the channel capacity through AF and DF relay for the network

using Eqs. (14) and (16) respectively.

5 Simulation Results and Discussion

In this section, the impact of two relay selection schemes on the performance
metrics, i.e., SER, channel capacity of the considered MMR WiMAX network are
discussed. The simulation parameters used for the simulation are shown in Table 1.
In Fig. 2a, b, the SER versus SNR performance comparison for various
relay-diversity combining techniques with max-min and harmonic mean of SNR
relay selection scheme has been demonstrated. From those figures, it is observed
that for both the algorithms, DF-MRC scheme provides better SER performance as
compared to other relay-diversity combining techniques. Again, considering
DF-MRC case, at an SER level of 10−3, the SNR requirement with max-min relay
selection scheme is 12.2 dB. For the same condition, the SNR requirement with
harmonic mean of SNR relay selection scheme is 8 dB. So with harmonic mean of
SNR scheme at an SER level of 10 −3, an SNR improvement of 4.2 dB is observed
as compared to max-min relay selection scheme. From Fig. 2c, it is observed that at
20 dB SNR, the channel capacities with harmonic mean of SNR relay selection
algorithm in case of AF and DF relays are 8 Mbps and 11 Mbps, respectively.
Similarly, for the same value of SNR in Fig. 2d, the channel capacities due to
max-min scheme considering both AF and DF relays are found as 10 Mbps and 12
Mbps, respectively. So, at 20 dB SNR level, max-min relay selection scheme is
superior to harmonic sum of SNR relay selection scheme by 2 Mbps and 1 Mbps
with AF and DF relay respectively.

Table 1 Simulation
parameters

Parameter Value

WiMAX transmitter power 43dBm
Channel bandwidth 5 MHz
Transmission technique OFDMA
Total no.of subcarriers 256
No.of data subcarriers 192
No.of pilot subcarriers 8
No.of guard band subcarriers 56
No.of subcarriers for cyclic prefix 64
Channel model Rayleigh

Path loss exponent 3
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6 Conclusion

In this paper, simulation-based investigations are carried out and the effect of
different relay selection algorithms on the performance of various QOS parameters
like SER, channel capacity on the considered MMR WiMAX network are studied.
It is observed that the SER performance of DF-MRC combination outperforms all
other relay protocol-diversity combining techniques using both the relay selection
schemes. Again comparing the two algorithms, the harmonic mean of SNR relay
selection algorithm outperforms max-min relay selection algorithm in providing
less SER. Again the max_min relay selection algorithm provides better channel
capacity as compared to harmonic mean of SNR algorithm for both AF and DF
relay case. The work carried out can be extended for point to multipoint
(PMP) MMR WiMAX network to resemble real-network scenario.

Fig. 2 a and b SER versus SNR characteristics curve of max-min and harmonic mean of SNR
based relay selection schemes respectively. Figure 2c and d Channel capacity due to harmonic
mean of SNR and max-min based relay selection schemes respectively
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Predicting Link Failure in Vehicular
Communication System Using Link
Existence Diagram (LED)

Sourav Kumar Bhoi, Munesh Singh and Pabitra Mohan Khilar

Abstract Link failure is a major problem in vehicular communication system

because of high mobility of vehicles in the network. By predicting the link failure

at an early stage the performance of the system can be improved. In this paper, we

proposed a data forwarding technique by predicting the link failure in a route by gen-

erating a Link Existence Diagram (LED). LED shows whether a link exist between

the vehicles or not. Second, we have calculated the Link Expiration Time (LET)

between the two vehicles in a route. Third, we have generated a Time-Link diagram

to synchronize LET with the data transmission time. Finally, by updating the LET

and checking the existence of LET, we generate the LED. Simulations are performed

to evaluate the performance of the proposed protocol.

Keywords VANET ⋅ Routing ⋅ LET ⋅ LED ⋅ Time-Link diagram ⋅ Vehicle-

Position diagram

1 Introduction

Link failure degrades the performance of the system by hindering the data commu-

nication process. In VANET, the main reason of link failure is speed of the vehicles

in the city areas, which disrupts the wireless connection between the vehicles [1–

3]. The main objective of implementing VANET is to provide safety and comfort

services to the drivers and passengers. To send the data through a route, an optimal
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routing protocol is required, however it suffers from link breakage problem. If link

breakage is encountered at the data forwarding phase then many protocols use carry

and forward mechanism. But in the proposed model, we predict the link failure at an

early stage and forward the data in that route which has less link breakage problems.

We have generated LED diagram to predict the link failures. Many works have been

proposed in prediction-based routing to deliver the data successfully to the destina-

tion. Schoch et al. [4] surveyed on the different communication patterns which helps

in VANET routing. Menouar et al. [5] proposed a Movement-Based Routing Proto-

col (MOPR) to predict the positions of the vehicles by considering static speed and

time. Namboodiri et al. [6] proposed a Prediction-Based Routing Protocol (PBR)

to predict the route lifetimes and select another route before the lifetime of a route

expires. Kong et al. [7] proposed a solution to estimate the traffic in urban roads using

GPS data. Xue et al. [8] proposed a Prediction-Based Soft Routing Protocol (PSR)

based on Vehicular Mobility Pattern (VMP) trace taken from Sanghai city.

The remaining portion of the paper is described as follows. Section 2 presents the

system model and functionality of the proposed protocol. Section 3 focuses on the

simulation and results. Section 4 presents a brief conclusion.

2 System Model and Functionality

In this system, we have considered many assumptions. The city is considered as

a graph with intersections (i) as vertices and roads connecting the intersections as

edges. Vehicles (V) are installed with GPS service and maps. Vehicle sends position

information to the neighbor vehicles at a particular interval. For routing, vehicles use

MFR (Most Forward within Radius) routing protocol [9]. Destination (D) position

is known to the source vehicle and it is updated by the Trusted Vehicles (TV) which

are fixed at the intersections (using location services). There is a less chance of link

breakage between the vehicles in the city area, but sometimes vehicles are far apart

to establish link. The positions of the vehicles generated in the Vehicle-Position dia-

gram are considered as the actual positions of the vehicles with a negligible error

rate. We have considered only transmission time (𝜏t) with negligible other times (𝜏o)

like processing time, queuing time, and propagation time. Therefore, the time to send

the data from one vehicle to other is denoted by (𝜏t + 𝜏o)V1V2
.

In this system, every intersection is set with fixed Trusted Vehicles (TV) to for-

ward the data in a selected direction. If there are p directions then there are p number

of TV . Vehicles with the data packets when reaches at the intersection, handovers the

data to TV . TV selects another vehicle in the calculated shortest path (SP) to send

the data to D. V2V (Vehicle-to-Vehicle) communication plays an important role in

forwarding the data to D. The vehicle which receives the data packet from TV is

unaware about the further link conditions. If TV is aware about the link conditions

ahead at an early stage then it forwards the data in that route which is resilient against

the link failure problems. TV stores many information like vehicle ID, Speed (S),

Average Speed (AS), Location (L), Vehicle Passing Time through the intersection
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Fig. 1 Generation of LED

(VPT), Direction (Dir), SP, Incoming Vehicles/Outgoing Vehicles (IV∕OV), LED

and Link Existence Status (LES). ID, S, AS, and L are provided by beaconing ser-

vice. The rest information is captured and calculated by TV using sensor data and

high computing systems. These data are updated by TV at a particular interval of

time for every neighboring intersection. Only LEDs are generated on demand for

a neighboring intersection. In Fig. 1a, we see that TVs are set at every intersection.

The nearest intersections to i1 are i2, i3 and i4. From Fig. 1a, after V4 initializes the

communication it transmits the data to TVi1 using MFR routing protocol in the path

V4-V5-V6-TVi1 . Now TVi1 calculates SP to D because D is moving and let the path be

TVi1 -V1-V2-V3-TVi3 -...-TVin -D where n = 1, 2, ..., n. After this TVi1 checks the LED

between i1 and i3 to confirm whether data transmission is possible.

To generate LED, TVi1 generates an approximate Vehicle − Position diagram. As

we know TVi1 awares about the average speed AS of a vehicle and it knows VPT
(time at which a vehicle crosses the intersection), it can calculate the approximate

positions of the vehicles at a particular instant of time. From Fig. 1b the distance

D1, D2 and D3 are calculated by (AS ∗ 𝛥t) where 𝛥t is the time difference (t2-t1).
By this TVi1 gets the approximate vehicles position at a particular instant of time.

After that TVi1 finds a route for reference (Rf ) and checks the link problem in this

route. Using theVehicle − Position diagram, TVi1 can find a route using MFR routing

protocol according to the range of the vehicles. Let the route calculated is found to be

Rf = TVi1 -V1-V2-V3-TVi3 . Now TVi1 checks the link existence of the whole route Rf
by calculating the LET. LET is calculated between the two vehicles to find the rest
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connection time between them. From Vehicle − Position diagram if we consider V1
and V2 and assume that V2 is faster than V1 then from Fig. 1c V2 is out of the range

after x distance and link breaks. LET is calculated to be:

LET = x
ASV2

− ASV1

(1)

The LET calculated in Eq. 1 is updated by updating Vehicle − Position diagram.

First, TVi1 calculates LET between itself and V1 and it is called as LET1. Then it cal-

culates LET2 between V1-V2, LET3 between V2-V3 and LET4 between V3-TVi3 . After

this TVi1 synchronizes the time of data transmission with LET timings between the

vehicles. This synchronization states that if we transmit the data to TVi3 then what

is the chance that after sending it to V1 from TVi1 link L2 (link between V1 and V2)

exists. This is analyzed from a Time − Link diagram. The Time − Link diagram is

created and shown in Fig. 1d. Let the transmission time from one vehicle to other

vehicle is considered to be
(
𝜏t + 𝜏o

)
V1V2

where 𝜏t is the approximate transmission

time (calculated by considering
Packet Size
Bandwidth

) from one vehicle to other vehicle and 𝜏o is

the negligible other delays (processing delay + propagation delay + queuing delay).

Steps for the generation of LED diagram is described as follows:

∙ Step 1: If data is send at t0 time then check if LET1 <
(
𝜏t + 𝜏o

)
TVi1

−V1
and if this

condition is true then L1 exists. Figure 1e shows the first step of LED diagram.

∙ Step 2: If data is send after t1 =
(
𝜏t + 𝜏o

)
TVi1

−V1
time, then check whether updated

LET2 exists (LET2 > 0) and if LET2 >
(
𝜏t + 𝜏o

)
V1−V2

then L2 exists. Figure 1e

shows the second step of LED diagram.

∙ Step 3: If data is send after t2 =
(
𝜏t + 𝜏o

)
TVi1

−V1
+
(
𝜏t + 𝜏o

)
V1−V2

time, then check

whether updated LET3 exists (LET3 > 0) and if LET3 >
(
𝜏t + 𝜏o

)
V2−V3

then L3
exists. Figure 1e shows the third step of LED diagram.

∙ Step 4: If data is send after t3 =
(
𝜏t + 𝜏o

)
TVi1

−V1
+
(
𝜏t + 𝜏o

)
V1−V2

+
(
𝜏t + 𝜏o

)
V2−V3

time, then check whether updated LET4 exists (LET4 > 0) and if LET4 >(
𝜏t + 𝜏o

)
V3−TVi3

then L4 exists. Figure 1e shows the fourth step of LED diagram.

The final LED diagram is generated after step four and from this TVi1 decides

whether link exists or not and assign LES = 1 (if link exists LES = 1 else LES = 0).

After getting the LES information TVi1 decides whether to calculate a new route to

forward the data or send the data in the same route. For a dynamic scenario (real-life

scenario) the link breakage occurs between the vehicles in each direction. By analyz-

ing the LED diagrams in each direction, if all directions have link breakage problem

then we send the data in that direction which has a less approximated transmission

time.
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3 Simulations and Results

MATLAB R2015a is used to simulate the performance of the scheme. The proposed

routing protocol is compared with the standard existing routing protocols. These

protocols work well in the city scenarios. End-to-End delay is the main parameter to

evaluate the performance. We have also considered parameters like communications

gaps and path length. The simulation environment is set to 3000 × 3000m
2
. The

road distance is 1000 m. The number of vehicles in the roads are generated using

Poisson distribution. The 2-D positions of the vehicles in both directions in a road

are generated using uniform random distribution. The positions are assumed to be

the current positions. The communication range is set to 200 m. The data rate is set

to 3 Mbps. 512 bytes packet size is used and the individual vehicle speed is randomly

generated between 30 to 50. The simulation is run 100 times to find the average of

the performance metrics. Source vehicle and destination are selected randomly. The

data is assumed to be received at the receiver end, if it is in the range. The Manhattan

mobility model is used for simulation.

Figure 2a shows that proposed method shows better results than other routing

protocols. When the density is low say 10 and 20, proposed method sends the data in

a minimum time than the other routing protocols because it sends the data through

that path which is highly connected. Figure 2b shows that proposed method shows

better results than other routing protocols. When the density is low say 10 and 20,

proposed method shows less gaps than the other routing protocols because it sends

the data through that path which is highly connected. Figure 2c shows that proposed

method shows better results than other routing protocols. When the density is low say

10 and 20, proposed method uses shows more hops than the other routing protocols

because it sends the data through that path which is highly connected.
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4 Conclusion

In this paper, the links between the junctions are predicted using the LED. This

increases the performance of the system by reducing the end-to-end delay. This strat-

egy will be a better routing solution for VANET applications. Simulations show that

proposed method overcomes the drawbacks of existing schemes.
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An M-Shaped Microstrip Antenna Array
for WLAN, WiMAX and Radar
Applications

Aastha Gupta, Vipin Choudhary and Malay Ranjan Tripathy

Abstract A compact multiband antenna, using HFSS, is designed on FR4_epoxy
substrate. The dimension of substrate are chosen to be 50 × 75 × 1.6 mm3 and
has a permittivity of 4.4. An M-shaped antenna with symmetrical slots is used to
form an array which is proposed in this paper. Inset feeding is made to make it
simple and compact. Multibands are obtained in S11 versus frequency plots. The
effects of forming an array of the antenna elements had been evaluated in order to
obtain an upgraded performance of the presented antenna in the WLAN, WiMAX
and Radar range. Lower bands were obtained with operating frequencies at 2.4, 3.6,
and 5 GHz suitable for WLAN and WiMAX applications. For the operations in
K-band Radar range, interesting results were obtained in 11.3–14.4 GHz band.

Keywords Antenna array ⋅ WLAN ⋅ WiMAX ⋅ Radar

1 Introduction

One of the fastest growing domain in present arena is the wireless communication
engineering and its use for simultaneous multiple activities. To support such
dynamic and high speed communications, multiband with high gain and wide band
systems are required. A lot of efforts are being made to design efficient and
high-gain planar antennas to facilitate such applications. Microstrip patch antennas
with its valuable advantages of being low profile, cheap, and of low weight have
given a boost to the wireless communication field such as Wireless Local Area
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Networks, Satellite, and radar communication, etc. With increase in long distance
wireless communication requirement, an important aspect concerning the fabrica-
tion of the antennas with high gain and high directivity is the need of the hour.
Antenna arrays of mircostrip patch antenna enhances the signal strength in the
desired direction, thus improving the antenna parameters.

The trends and applications of adaptive antenna are discussed in a paper [1]. For
beam forming applications Yoshida et al. [2] proposed array antenna based on 3-D
SiP structure in small wireless terminals. The conformal array antenna based on
millimeter-wave-shaped beam substrate integrated structure is reported in a paper
[3]. For different applications in WLAN, WiMAX, multiband, W band various
array antennas with unique designs are proposed in the literature [4–8, 11].
Near-field imaging application is proposed using array antenna in the paper [9].
Aguilar et.al. used array antenna for space application [10].

This paper provides an analysis of different array configurations of a single
M-shaped patch antenna. It was observed that on increasing the array elements,
better gain characteristics were obtained. An antenna array configuration was found
suitable for the WLAN, WiMAX, and K-band radar applications. Multibands
resulting with different values of return loss, along with different gains and impe-
dance bandwidth are obtained from different designs.

The paper is organized as follows. Section 2 illustrates the antenna design and its
characteristics. Results and discussion are depicted in the Sect. 3. Conclusion is
made in Sect. 4.

2 Paper Preparation

Based on the frequency at which we require our antenna to operate, the parametric
values were chosen. Figure 1a shows an M-shaped antenna with two symmetric
rectangular slots on the patch and triangular slots on the feed (Design A). The
substrate used has a thickness of h = 1.6 mm, permittivity Ɛr = 4.4 and dimensions
of 50 × 75 mm2. For a prime performance, circuit impedance changes must be
minimum, which require uniform isotropic dielectric constant. The dielectric con-
stant of the substrate should lie between 2.2–12 so as to have a larger bandwidth.

Fig. 1 a Design of single element monopole patch antenna, and b Return loss versus frequency
plot
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The parameters set for the patch are as follows: A = 30 mm, B = 35 mm,
C = 30.8 mm, D = 2 mm, E = 12 mm, F = 8 mm, G = 15 mm and
H = 17.5 mm. The feed provided to this design is an inset feed with a feed line
width (C) of 30.8 mm and a feed line inset distance (D) of 2 mm. This antenna
operated at frequency of 10 GHz, 12.5 GHz and 13 GHz with an application area
of X-band and Ku-band.

Further, in order to improve gain characteristics, a 2 × 1 array (Design B) of
M-shaped patch antenna was formed. Design B is proposed with a change in
dimensions of the two symmetric rectangular slots to 8 × 10 mm2. The feed given
is an inset feed. The resultant design is shown in Fig. 2 with feed dimensions set as
follows: L = 19.2 mm, L1 = 11.41 mm, L2 = 20.7 mm, W1 = 3.05 mm, and
W2 = 1.43 mm. The distance between the two elements in the 2 × 1 array is
10 mm. This multiband antenna design shows interesting results at 3 GHz,
5.8 GHz and 11.3 GHz, suitable for Wlan, WiMAX, and Radar applications.

Fig. 2 a 2 × 1 array antenna design (Design B) and, b 2 × 2 array antenna design (Design C)

Fig. 3 Current distribution for design C at 5 GHz
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Another step was taken, with an antenna Design C that is outlined by forming a
2 × 2 array of Design A, with a change in symmetric rectangular slots to 8 × 10
mm2. Figure 3 depicts Design C, which also is having an inset feed. The simulation
results shows that this design of 2 × 2 array radiates magnificently at 2.4, 3.6, 5,
and 12.5 GHz having wide application in WLAN, WiMAX, and K-band Radar.
Table 1 shows the various design parametric values for design B and design C.

Table 1 Dimensions of 2 × 1 and 2 × 2 array antenna

Parameters Design B Design C

Length of the patch (Single element) 35 mm 35 mm
Width of the patch (Single element) 30 mm 30 mm
Substrate material FR4_epoxy FR4_epoxy
Dielectric constant 4.4 4.4
Substrate thickness 1.6 mm 1.6 mm
Length of the ground 90 mm 150 mm
Width of the ground 90 mm 90 mm
Feeding Technique Inset Inset

Fig. 4 The Return loss versus frequency graph pf design B and design C

Table 2 Return loss, bandwidth and gain results for design A, B and C

Design S11 dB (at f GHz) Δf (Bandwidth) (MHz) Gain (Max)

A –24 dB(10 GHz) 900 2
–23.6 dB(12.5) 1300 7.9
–15.5 dB(13 GHz) 600 16.3

B –24.3 dB(3 GHz) 1400 4
–12.6 dB(5.8 GHz) 100 5.5
–23 dB(11.3 GHz) 400 13

C –27.5 dB(4.8 GHz) 3500 23.5
–18.6 dB(9.3 GHz) 500 4.1
–17.5 dB(11.3 GHz) 3500 20.6
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Fig. 5 E-plane and H-plane radiation pattern for design C at 2.4, 3.6 and 5 GHz
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In order to understand the performance of the proposed 2 × 1 and 2 × 2 array
antennas, with the help of HFSS, the current distribution for these designs was
analyzed. The current distribution helps to print the antennas on the substrate to
produce low-cost and repeatable antennas in low profile. The current distribution
for design C is depicted in Fig. 3.

3 Results and Discussion

In this section, various simulation results are discussed and studied upon. The return
loss versus frequency plot for the proposed 2 × 1 and 2 × 2 array antennas is
shown in Fig. 4. Design B and design C is found to be useful for WLAN, WiMAX,
and Radar operations. The return loss values for design B are –24.3 dB, –12. 6 dB,
and –23.1 dB obtained at 3 GHz, 5.8 GHz, and 11.3 GHz with respective band-
widths of 1400 MHz, 100 MHz and 400 MHz and band gain of 4 dB, 5.5 dB, and
13 dB. Also for design C, in the return loss versus frequency plot, the useful peaks
are obtained at 4.8 GHz, 9.3 GHz, and 11.3 GHz with return loss of –27.5 dB,
–18.6 dB, and –17.5 dB in the respective bandwidth of 3500 MHz, 500 MHz, and
3500 MHz. Table 2 depicts various result parametric values of design A, B, and C.

Shown in the Fig. 5 are the simulated results for E-plane and H-plane radiation
patterns for Design C (2 × 2 array) at frequencies 2.4, 3.6, 5, and 14.4 GHz. From
the omnidirectional E-plane radiation pattern at 2.4, 3.6, 5, and 14.4 GHz, it can be
inferred that Design C can be widely used for WLAN and WiMAX applications.
Also the radiation pattern in H-plane is stable enough.

Gain versus frequency plot of Design C shows interesting results that are widely
applicable in WLAN and WiMAX range. The gain values obtained are 6.5 dB,
5.5 dB, 10.5 dB, and 20.6 dB at 2.4 GHz, 3.6 GHz, 5 GHz, and 14.4 GHz with the
return loss of –12.9 dB, –11.4 dB, –27.5 dB, and –10.5 dB, respectively. Figure 6
shows the gain versus frequency plot of design B and design C.

Fig. 6 Gain versus Frequency plot of design C
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4 Conclusion

In this paper, a highly efficient design of antenna has been proposed. The antenna
array showed magnificent results in comparison with the single patch antenna. The
resultant characteristics of the proposed antenna made it suitable for WLAN
applications such as in-home networks, hotspots in hotels, campuses, etc., as well as
WiMAX and Radar applications. It worked on the resonant frequencies of 2.4, 3.6,
5, and 14.4 GHz.
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Abstract This paper presents the enhancement of the gain of an inset feed
microstrip slot antenna using H-shaped Defected Ground Structure (DGS). Reduced
higher order harmonics increases the gain of the antenna using DGS technology.
A critical comparative analysis is made between the antenna with and without DGS.
Simulation results reveal that there is a remarkable increase in gain. The proposed
design is applicable for commercial frequency band of 900 MHz–2.4 GHz.
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1 Introduction

1.1 Related Work

With the increasing technology, antennas have become an important part in that
they allow users to transmit and receive data to communicate with the
infrastructure.

Microstrip patch antennas are widely used in today’s world in microwave and
wireless communication system because of light weight, low-fabrication cost, low
profile, easy fabrication, and ability to conform to any shape. In this modernizing
era, people rely on the wireless Internet on a daily basis and thus here, a suitable
design for an antenna is chosen so as to work in the commercial range of 900 MHz–
2.4 GHz frequencies. This antenna is further modified to enhance gain by intro-
ducing the Defected Ground Structure.

Different techniques of enhancement of gain are reported such as array config-
uration [1], using EBG [2], use of parasitic elements technology [3], etc. In this
paper, DGS is introduced for gain enhancement of a microstrip slot antenna.

Defected Ground Structure (DGS) [4–6] refers to a configuration that can be an
etched periodic or cascaded nonperiodic configuration. It creates a defect in the
ground of transmission line. This transmission line maybe of any kind which
produces disturbance in the distribution of shield current in the ground plane. Some
characteristics changes of the transmission line can be seen because of the defect
such as capacitance and inductance. So, it can be said that these characteristics such
as effective capacitance and inductance can be increased due to the defect. DGS has
created a degree of freedom in microwave designing and has opened the door to
multiple applications. Also, it has become an interesting area of research because of
their extensive applicability. Introducing DGS in our antenna design has brought
significant change in the parameters of the design and the results have been ana-
lyzed. In our research, DGS helps in increasing the gain parameter of the designed
antenna.

1.2 Contribution

The research contribution of the paper is dedicated toward the study and simulation
of three different antenna designs. The design is modified by using a novel
H-shaped Defected Ground Structure. The design concept of the paper is based on
an inset feeding technique because of its ease of fabrication, simple matching
technique (because of the adjustment in its inset position). It is shown that the first
antenna designed without DGS has a lower gain and the gain increases by adding a
defect in the ground which further increases by addition of one more defect in the
ground.
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1.3 Organization of Paper

The paper is organized as follows. Section 2 and Sect. 3 presents the proposed
antenna designs and its simulation results, which validates the accuracy of the
analysis and demonstrates the strategy for different antenna designs with and
without DGS. Section 4 concludes the paper.

2 Antenna Design

The paper presents three new microstrip patch antenna designs. The software used
for designing of the antenna is CST (Computer Simulation Technology) [7] and the
chosen value of the frequency in the task for simulation is 2.45 GHz. First, an
antenna is crafted on a 1.6 mm thick FR-4 (lossy) substrate having a dielectric
constant of 4.3 which is generally taken high because it reduces the size of the
antenna and makes it compact. This design consists of a main patch and two slots
cut on the main patch. The second antenna employs Defected Ground Structure
using H-Shape for enhancing the gain of the antenna. The third antenna also
employs DGS with two more slots cut on the ground. The antenna designs are
obtained for various parameters and based on the results obtained, a comparison is
made among them.

2.1 Antenna Design A

Figure 1 shows a model of the antenna and named as design A with two slots and
does not contain DGS. The newly crafted model design is provided with an inset
feed [8, 9] in the centre of the patch and gain and return loss are measured at
2.45 GHz frequency.

Measurements of patch are determined using the antenna equations [10] which
are further optimized to obtain better results. The optimized parameters of design
model A are shown by Table 1.

2.2 Antenna Design B

For enhancing the gain of the antenna, the design has been modified and employed
with H-shaped Defected Ground Structure which is created at the transmission line
at the ground as shown in Fig. 2.
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The dimensions of the patch and slots of antenna are same as the previous
design. An H-shape slot is further cut at the transmission line on the antenna ground
whose measurements have been mentioned below in Table 2.

Fig. 1 Microstrip patch
antenna without DGS

Table 1 Antenna A
optimized parameters

Dimensions of Length (mm) Width (mm)

Main patch 71.6 87.2
Slot patch 1 20 10
Slot patch 2 20 10
Feed 35.41 4
Wave port 8 4.5

Fig. 2 Ground plane with
H-shaped slot
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2.3 Antenna Design C

Figure 3 shows the design with DGS and extra two slots cut near the H-slot at the
ground plane. This was done to improve the gain of the design. Gain improvement
is seen in the results mentioned later.

The dimensions of the patch and H-shape slot are same as the previous design.
Two more slots are further cut on the antenna ground whose measurements have
been mentioned below in Table 3.

Table 2 Optimized
parameters of antenna B

Dimension of Length (mm) Width (mm)

Main patch 71.6 87.2
Slot patch 1 20 10
Slot patch 2 20 10
Feed 35.41 4
Wave port 8 4.5
Ground H-slot

Part 1 40 5
Part 2 10 8
Part 3 40 5

Fig. 3 Ground plane with
H-shaped slot and two more
slots
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3 Results and Discussion

Three microstrip patch antennas with an inset feed have been designed. The first
antenna Design A does not provide a good gain. The return loss is found to be
good. The Design B was proposed provided with an H-shaped slot with a DGS and
this resulted in a good gain. The results show that with inclusion of DGS the
resonant frequency is shifted to the lower end because of the change in the current
distribution of the radiating patch. The return loss results show that the antenna can
be used for multiband. Another antenna Design C which is proposed increased the
gain value and the return loss graph shows that the antenna can be used for
multiband. Table 4 shows the comparison between the three antenna designs.

3.1 Results of Design A

(a) Return Loss

For the antenna without defect ground structure return loss is shown in Fig. 4. For
the resonant frequency 2.45 GHz, a resonant peak (RL = −36.95 dB) for the patch
antenna is obtained at 2.42 GHz which is below −10 dB.

Table 3 Optimized
parameters of antenna C

Dimension of Length (mm) Width (mm)

Main patch 71.6 87.2
Slot patch 1 20 10
Slot patch 2 20 10
Feed 35.41 4
Wave port 8 4.5
Ground H-slot

Part 1 40 5
Part 2 10 8
Part 3 40 5
Ground slot 1 20 10
Ground slot 2 20 10

Table 4 Parameters of
antenna for results and
discussion

Design Frequency Return loss Gain (dB)

A 2.42 −36.95 3.68
0.90 −17.02

B 2.16 −16.43 6.78
1.44 −11.42

C 2.03 −10.50 8.10
1.80 −12.50
0.90 −13.50

522 A. Rajawat et al.



(b) Radiation Pattern

The radiation pattern shown in Fig. 5 gives a gain of 3.68 dB.

3.2 Results of Design B

(a) Return Loss
For the patch antenna with H-shaped slot DGS is shown in Fig. 6 the return loss is
obtained at 2.16 GHz which is below −10 dB. (Frequency shifted at lower end
because of DGS).

(b) Radiation Pattern

The radiation pattern shown in Fig. 7 gives a gain of 6.788 dB.

Fig. 4 S11 of the antenna A

Fig. 5 Radiation pattern showing gain in dB

Gain Enhancement of Microstrip Patch Antenna … 523



3.3 Results of Design C

(a) Return Loss

For the patch antenna design C, return loss is obtained at 2.03 GHz which is below
−10 dB given in Fig. 8.

(b) Radiation Pattern

The radiation pattern shown in Fig. 9 gives an enhanced gain of 8.10 dB.

Fig. 6 S11 of the antenna B

Fig. 7 Radiation pattern showing gain in dB
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4 Conclusion

After analyzing the simulation results, we can see that with DGS the gain of the
antenna is found to increase up to 6.78 dB in comparison to the antenna without
DGS having a gain of 3.68 dB. Addition of one more DGS shows a further increase
of gain up to 8.10 dB. Increase in gain because of DGS is attributed to the dis-
tribution of power to the fundamental frequency. Thus, there is 74% increase in gain
when compared to the antenna without DGS. Multiband results show that the
antenna with DGS can be used for IoT applications as well as for GSM.

Fig. 8 S11 of the antenna C

Fig. 9 Radiation pattern showing gain in dB
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Robust Acoustic Echo Suppression
in Modulation Domain

P.V. Muhammed Shifas, E.P. Jayakumar and P.S. Sathidevi

Abstract The presence of acoustic echo deteriorates the quality of speech transmis-

sion in mobile communication systems. In conventional acoustic echo suppression

(AES) set-up, the echo path effect is modelled either in time domain or in frequency

domain, and to cancel the echo, a replica of the echo is created by estimating the echo

path response adaptively. Recently, the modulation domain analysis which captures

the human perceptual properties is widely being used in speech processing. Modula-

tion domain conveys the temporal variation of the acoustic magnitude spectra. In this

work, a novel method for modelling the echo path and estimating the echo in modu-

lation domain is developed and implemented. Echo cancellation is done effectively

using the modulation spectral manipulation. So far, no work on echo suppression in

modulation domain has been found as reported. The quality of output of the proposed

system is found to be better than conventional AES systems.

Keywords Acoustic echoes ⋅Echo path response ⋅Modulation domain ⋅Acoustic

echo suppression

1 Introduction

The acoustic echoes in hands free devices arise due to the reverberation of the incom-

ing far-end speech in the near-end environment, which will cause deterioration of the

quality of speech transmission. Hence, it is essential to have a set-up that can effec-

tively suppress this effect. There exist different acoustic echo cancellation (AEC)

methods in literature for handling the echoes. In the conventional echo cancellation
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the echo path is modelled as a filter with finite coefficients, and the filter coefficients

are adaptively estimated using conventional adaptive algorithms [1]. An estimate of

echo is computed and it is deducted from the microphone output.

In practice, the echo path cannot be modelled with finite coefficients since the

echo path is constantly changing due to the changes in the surrounding environment.

Thus the AEC will be effective only when the instantaneous changes are captured

by the adaptive filter. This will result in the presence of little uncancelled echo in the

signal that is transmitted back to the far-end side called as residual echo. Hence, in

all practical AEC there will be a module to handle this unwanted residual echo.

Recently the echo cancellation by exploring the spectral manipulation is stud-

ied and shown that the acoustic echo suppression (AES) gives a robust performance

when compared to AEC, especially under double-talk situations [2]. Since the human

ear is insensitive to the phase variations of the speech, the spectral manipulation is

bounded to the magnitude spectrum. In literature [3], Feller and Tournery had pro-

posed a new method of estimating echo by extracting the echo path features, without

estimating the complete echo path response. In this approach, the entire problem of

echo estimation is reduced into the estimation of the delay introduced by the echo

path and the coloration effect filter coefficient which captures the information about

the spectral modification by the echo path. The coloration filter coefficients are esti-

mated in acoustic domain as the correlation between the loud speaker and micro-

phone signals. Since this modelling is almost insensitive to echo path changes, it

will give robust performance with reduced computational complexity.

In the proposed method, AES is done in the modulation domain which captures

the temporal variation of the acoustic magnitude spectrum, where the linguistic infor-

mation is gathered. The echo path is modelled as a system which modifies the incom-

ing far-end signals modulation spectrum. The detailed discussion about modulation

domain analysis is given in the following sections. Section 2 explains modulation

domain analysis in detail. The proposed modulation domain acoustic echo suppres-

sion (MDAES) is explained in Sect. 3. The implementation results and discussion

are included in Sect. 4. Paper is concluded in Sect. 5.

2 Modulation Domain Analysis

Zadeh introduced a new dimension for speech analysis in the modulation domain [4].

He visualized the speech signal as a modulated signal, where the information carry-

ing low frequency modulating signal modulates a high frequency carrier. Unlike the

conventional modulation scheme, where the carrier frequency will be a pure tone,

here the carrier frequency is composed of multiple frequencies. This concept ends up

with a bi-frequency representation of the speech, which carries the linguistic infor-

mation of the speech [5].

The extended popularity of the modulation domain analysis lies in the perceptual

aspects of human auditory system. Bacon and Grantham [6] revealed the presence of

channels in the auditory system and how these channels are tuned for the detection
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Fig. 1 Modulation frequency extraction

of modulation frequencies. In addition, the low frequency modulation sounds have

been shown as fundamental information carrier in speech [7]. Drullman et al. [8, 9]

have investigated the significance of modulation frequencies for the speech intelligi-

bility by filtering the temporal envelopes of the acoustic frequency sub-bands. The

analysis showed that the frequency components between 4 and 16 Hz are significant

for intelligibility. The modulation spectrum measures the temporal variation of the

vocal tract by taking the Fourier transform of the acoustic magnitude spectrum and

becomes more robust towards the additive noises [10].

As specified in the above section, the modulation spectrum can be extracted

through the spectral analysis of time trajectories of the power spectrum of the

speech. The process of extracting the modulation spectrum from a speech segment

is depicted in Fig. 1.

3 Modulation Domain Acoustic Echo Suppression
(MDAES)

The modulation domain analysis of speech signal can be extended into the acoustic

echo suppression module by exploring the modulation domain spectral manipula-

tion techniques, which have been used in noise cancellation process and have shown

better results as compared to the conventional frequency domain analysis with less

annoying musical noises. In contrast to the conventional AES, where the echo path

effect is modelled in frequency domain, we are modelling the effect in the modula-

tion domain through the following formulations.
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Let x(n) and y(n) be the loud speaker and microphone signals respectively and s(n)

be the near-end speech. Let xd(n) is the delayed version of x(n) after estimating the

global delay parameter of the echo path. X(k, fr, l), Y(k, fr, l), Xd(k, fr, l) and S(k, fr, l)
are the corresponding modulation spectra. Then, the input to the microphone will be,

Y(k, fr, l) = Gc(k, fr, l)Xd(k, fr, l) + S(k, fr, l) (1)

where Gc(k, fr, l) is the response of the echo path in modulation domain, the echo

path modifies the modulation spectrum of the incoming speech. The symbols k, l
and fr represent the acoustic frequency index, modulation frequency index and the

frame index respectively.

Hence, the basic challenge of echo canceller is to estimate the gain effectively,

create the replica of the echo and cancel it. If we can estimate the effect of echoes in

the modulation spectra, we can effectively suppress these effects through the spectral

modification as in the conventional noise suppression algorithms.

Multiply both sides of the Eq. (1) with Xd
∗(k, fr, l) and take the expectation. Since

expectation is a linear operator, (1) becomes

E{Y(k, fr, l)Xd
∗(k, fr, l)} = E{Gc(k, fr, l)Xd(k, fr, l)Xd

∗(k, fr, l)}
+E{S(k, fr, l)Xd

∗(k, fr, l)} (2)

Since the near-end speech S(k, fr, l) and far-end speech Xd(k, fr, l) are linearly inde-

pendent to each other, the above expression becomes,

E{Y(k, fr, l)Xd
∗(k, fr, l)} = E{Gc(k, fr, l)Xd(k, fr, l)Xd

∗(k, fr, l)}
+E{S(k, fr, l)}E{Xd

∗(k, fr, l)} (3)

Under the assumption that the speech signal having the distribution with zero mean

and non-zero variance. i.e. E{S(k, fr, l)} = 0

E{Y(k, fr, l)Xd
∗(k, fr, l)} = E{Gc(k, fr, l)Xd(k, fr, l)Xd

∗(k, fr, l)} (4)

Since the echo path response Gc(k, fr, l) is a deterministic unknown, we can take it

out from the expectation as

E{Y(k, fr, l)Xd
∗(k, fr, l)} = Gc(k, fr, l)E{Xd(k, fr, l)Xd

∗(k, fr, l)} (5)

The final expression for the modulation domain coloration effect filter Gc(k, fr, l)
tracking the echo path will be a least square estimator as given in (6)

Gc(k, fr, l) =
E{Y(k, fr, l)Xd

∗(k, fr, l)}
E{Xd(k, fr, l)Xd

∗(k, fr, l)}
(6)
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Since the acoustic path changes continuously, it is better to estimate Gc(k, fr, l) iter-

atively using the recursive relations with recursion parameter 𝛼,

E{Xd
∗(k, fr, l)Y(k, fr, l)} = 𝛼E{Xd

∗(k, fr − 1, l)Y(k, fr − 1, l)}
+(1 − 𝛼)|Xd

∗(k, fr, l)Y(k, fr, l)| (7)

E{Xd
∗(k, fr, l)Xd(k, fr, l)} = 𝛼E{Xd

∗(k, fr − 1, l)Xd(k, fr − 1, l)}
+(1 − 𝛼)|Xd

∗(k, fr, l)Xd(k, fr, l)|
(8)

There exists two different situations in any echo cancellation set-up, namely single-

talk and double-talk conditions. The single talk arises when there is no near-end

speech such that the input to the microphone will only have the echo components

whereas in the double-talk situation the microphone input is composed of both near

end as well as the echo signals.

If we use the above least square estimator, the estimated filter coefficients would

have been diverged from the actual value and will affect the quality of near-end

speech transmission. To overcome this problem during the double talk, we should

pause the filter adaptation during the double-talk situation. This is achieved by

employing a double-talk detector (DTD) which detects the existence of double talk.

There exists different double-talk detection algorithms in both time and frequency

domain [11, 12]. Since our system is operating in the modulation domain, we

have proposed a correlation-based double-talk detector in the modulation domain

by exploring the correlation between the signals, similar to the frequency domain

method [11]. It is verified that the double-talk detector performs very well. The echo

estimate in the modulation domain can easily be obtained by filtering the incoming

far-end signal using the estimated coloration filter gain.

̂Y(k, fr, l) = Gc(k, fr, l)|Xd(k, fr, l)| (9)

These estimates can be used for the spectral manipulations in the modulation domain

spectral subtraction [13, 14]. Here the modification is being performed in the Fourier

space of the spectral envelope whereas in the conventional frequency domain it is

done in the magnitude spectral domain. The expression for the Wiener gain filter for

the modulation spectral subtraction is

G(k, fr, l) =

[
max(|Y(k, fr, l)|2 − 𝛽|̂Y(k, fr, l)|2, 0)

|Y(k, fr, l)|2

] 1
2

(10)

where the parameter 𝛽 represents the echo estimation efficiency. The parameter will

be chosen a value greater than one, when echo is under estimated and less than one,

when overestimated. As we are only considering the later reflections from the path

while modelling the echo path, it is an under estimation case.

After calculating the gain filter, the final echo cancelled output will be obtained

by filtering the microphone input using the estimated gain factor as,
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E(k, fr, l) = G(k, fr, l)|Y(k, fr, l)| (11)

The actual time domain expression of the echo cancelled signal that is transmitted

back to the far-end side is obtained by taking the inverse transformations of the above

expression

The perfection of echo cancellation depends on how well the echo component

can be estimated from the microphone input. In conventional AES this separation

is carried out in the usual Fourier domain, which captures the time variation of the

signal whereas in this analysis in modulation domain we are measuring how quickly

Fig. 2 Proposed MDAES algorithm



Robust Acoustic Echo Suppression in Modulation Domain 533

Fig. 3 Time domain representations of speech signals
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the spectral components are varying across time. The block diagram of the proposed

method is shown in Fig. 2.

The advantage of moving from the frequency domain to the modulation domain

is evaluated in the next section. The performance of the proposed MDAES algorithm

is compared with the existing frequency domain AES using objective as well as the

subjective measures.

4 Experimental Analysis and Discussion

The evaluation of the proposed method is done on the utterance from the NOISEX

data base with sampling frequency of 8 kHz [15]. The signal is processed as win-

dowed frames of length 20 ms using hamming window with 50% overlapping. The

160 point FFT is performed to get into the acoustic domain. To get the modulation

spectrum for a specific acoustic frequency, we took 160 point FFT of the consecutive

acoustic spectral points of length 30 ms in time domain after windowed by hamming

window of appropriate size.

The echo is created by filtering the far-end signal by a filter that models echo

path to fit with a room with dimension 5 × 4 × 3m
3

with reflection coefficient 0.6

Fig. 4 ERLE plot of the

above speech segment

Table 1 Quality measurement of the processed speech

Quality measure Feller and Tournery method Proposed MDAES method

MOS 2.87 3.11

SA in dB 2.47 1.35
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Fig. 5 Spectrogram of the above speech segments
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and having 1400 coefficients [16]. The dialogue sequence starts with echo signal

followed by the double-talk condition and ends with near end only utterance.

To compare the performance of the proposed method, we have implemented the

AES set-up specified in [3] with the same parameters as specified above. The objec-

tive comparison is done by plotting the echo return loss enhancement (ERLE) [17].

The subjective comparison is done by calculating the mean opinion score (MOS)

[18]. To calculate the MOS, we considered 10 dialogue sentences from the data

base and calculated the average MOS. The Speech Attenuation (SA) of the near-end

speech transmission is measured using the expression as in [17].

Further, to get visual differences between the two methods we have plotted the

time domain and spectral domain features of the microphone input and clean speech

along with the processed speech using both methods (Fig. 3).

From the above analysis, it is evident that the proposed MDAES method performs

better as compared to the conventional method in all aspects. Figure 4 and Table 1

clearly indicate that the echo is suppressed efficiently in the proposed method during

the single-talk case and gives less attenuation to the near-end speech signal during

double-talk situations. Hence it acts as an efficient echo canceller. Further, the quality

measurement table indicates the quality of the near-end speech processing through

the echo cancellation set-up. It can be seen that, our method gives less attenuation

to the near-end speech along with the improvement in perceptual quality (Fig. 5).

5 Conclusion

An efficient acoustic echo suppression system in modulation domain named as

MDAES is developed and implemented in this paper. Both subjective and objec-

tive measures show the advantage of modulation domain analysis over the usual

frequency domain echo cancellation. The performance of the proposed method is

compared with that of the conventional AES algorithm. The proposed algorithm

performs well in all aspects, providing better echo suppression without affecting

the near-end speech transmissions. This is because, the modulation domain cap-

tures more information about the echoes than the conventional frequency domain

and hence echo suppression is done very efficiently.
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FPGA-Based Equalizer Design Using
a Novel Adaptive Reward-Punishment
VSSLMS Algorithm for Rayleigh Fading
Channel

Sudipta Bose and Iti Saha Misra

Abstract In this paper, a new and novel Reward-Punishment-based Variable Step
Size Least Mean Square (RP-VSSLMS) algorithm has been proposed and a novel
methodology is used to construct a Rayleigh fading channel adaptive equalizer
employing the proposed algorithm in hardware domain. As the Rayleigh fading
channel reveals the property of real-time wireless communication environment, it is
chosen here. The Spartan 6 FPGA board is configured here to model the digital
circuitry of the proposed RP-VSSLMS algorithm using a novel “Hardware
Co-simulation” technique. The hardware co-simulation analysis showed that, the
proposed RP-VSSLMS algorithm has faster convergence speed, smaller
steady-state misadjustment, and lesser computational complexity than the existing
LMS and VSSLMS algorithms. The performance of the proposed algorithm is
observed by calculating the Bit Error Rate (BER) of different modulated signals
under Rayleigh Fading channel.

Keywords Adaptive equalizer ⋅ VSSLMS ⋅ RP-VSSLMS ⋅ LMS ⋅ Rayleigh
fading channel ⋅ Step size ⋅ BER ⋅ BPSK ⋅ QPSK ⋅ 8-QAM

1 Introduction

One of the most important problems in wireless communication is the execution of
errorless detection and correction process at the receiving end. The wireless com-
munication channel is time-varying in nature. Phenomenon like inter symbol
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interference (ISI) is one of the largest obstacles in efficient transmission of data. It
can be understood there is a need of establishment of reliable communication
system eliminating the effect of interference at the receiver end. This concept leads
to the formulation of channel equalization.

An adaptive equalizer can automatically adapt to the time-varying characteristics
of the communication channel. This signal processing technique is used to coun-
teract the effect of ISI [1]. To extract the error free desired signal from the corrupted
signal at the receiver section, mechanism involving large-scale computation is
required. Basically equalizer is classified into two types namely linear and non-
linear. As the linear equalizer has simple structure, it is used extensively in
hardware-based implementation purpose of adaptive equalizer [2].

The Least Mean Square (LMS) Algorithm [3] has the ability to minimize error
by adapting optimized tap weights in a tapped-delay-line equalizer. The weights of
the equalizer are changed in response to the input sequence. The LMS algorithm is
an example of adaptive signal processing. The LMS algorithm exhibits low com-
plexity and it is easy to implement in hardware domain because of its simple
structure. The importance of LMS algorithm is to update the tap weights recur-
sively. The step size is the most important parameter of this algorithm. Large value
of step size gives faster convergence speed and increased steady-state mean square
error (MSE). In case of smaller value of the step size, the steady-state MSE is small,
but the convergence rate is slow. It is possible to improve the performance of the
LMS algorithm by making the value of step size variable instead of fixed. At the
initial phase start with large step size for increased convergence rate and after
reaching steady-state small step size is used to minimize the MSE. This can be
implemented with variable step size LMS algorithm (VSSLMS). In [4], a VSSLMS
algorithm has been discussed. This is known as Kwong’s algorithm and it performs
well in most of the operating conditions. But for the adjustment of the time-varying
step size many parameters are needed which increases the computational com-
plexity in presence of noise. A modified VSSLMS algorithm is thus proposed here,
which is represented by Reward-Punishment based VSSLMS (RP-VSSLMS)
algorithm and it improves the immunity of the algorithm under Rayleigh fading
channel. The proposed algorithm gives great improvement in estimation speed and
accuracy over LMS algorithm. Even its speed of convergence is comparable with
Recursive Least Square (RLS) algorithm despite having lesser computational
complexity than RLS algorithm.

It is evident from the literature survey that there is limited number of research
works have been done on hardware-based implementation of adaptive equalizer.
Here, the primary objective is the implementation of the newly proposed adaptive
RP-VSSLMS algorithm in hardware platform considering real time wireless envi-
ronment and performance analysis of the designed algorithm to be compared its
performance with already existing adaptive algorithms. In Sect. 2, the proposed
RP-VSSLMS algorithm used in this work is discussed. Section 3 includes the
hardware co-simulation description. The performance analysis is represented in
Sects. 4 and 5 gives the conclusion that we have derived from the results.
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2 Proposed Algorithm

The basic flow of any VSSLMS algorithm closely follows the LMS algorithm
described in [3, 5]. In case of communication through Rayleigh fading channel [6,
7], complex valued computation is required for the newly proposed RP-VSSLMS
algorithm. Here an approach is made to derive a complex valued algorithm by
extending the real-valued algorithm to allow complex signal processing that is
widely used in real time wireless applications [8–10]. The input vector X’(r) and
weight vector W’(r) are represented here,

X′ðrÞ=XRðrÞ+ iXIðrÞ ð1Þ

W ′ðrÞ=WRðrÞ+ iWIðrÞ, ð2Þ

where R and I represent the real and imaginary part of any complex valued signal
respectively. The error response e’(r) and desired response s’(r) are represented by,

e′ðrÞ= eRðrÞ+ ieIðrÞ ð3Þ

s′ðnÞ= sRðrÞ+ isIðrÞ ð4Þ

Equalizer output

y′ðrÞ=w′TðrÞx′ðrÞ ð5Þ

Estimation error

e′ðrÞ= s′ðrÞ− y′ðrÞ ð6Þ

Tap weight adaptation

w′ðr+1Þ=w′ðrÞ+ μðrÞ . e′ðrÞx′ðrÞ, ð7Þ

where r = number of iteration, x’(n) = input response at the iteration r,
w’(r) = filter weight vector and µ(r) = the variable step size.

The required condition for stable operation is shown below,

0< μðrÞ<2 ̸3 tr ½A� ð8Þ

where A=E½xðrÞ xTðrÞ�, represents input autocorrelation matrix.
In this concept, if the result in one instance goes towards the converging value,

then the value of adapting parameters are being “rewarded” so that in next iteration
the result goes more near towards the converging value. Similarly, if the value
moves away from the converging value, the adapting parameters are being “pun-
ished” so that in next iteration on the obtained resultant value restriction is imposed
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from the tendency of moving away from converging value. The definition of reward
or punishment is generally subtraction or addition of a small positive valued
Reward-Punishment coefficient (Δ). By employing this concept, the updating rule
of the step size (µ(r)) is as follows:

If e′ðrÞ> e′ðr− 1Þ μðr+1Þ= μðrÞ+Δ ð9Þ

If e′ðrÞ< e′ðr− 1Þ μðr+1Þ= μðrÞ−Δ ð10Þ

If μðr+1Þ> μmax μðr+1Þ= μmax ð11Þ

If μðr+1Þ< μmin μðr+1Þ= μmin ð12Þ

Otherwise μðr+1Þ= μðr+1Þ ð13Þ

When e’(r) < e’(r−1), it is understood that the algorithm is moving towards
convergence, and it is already known that when going towards convergence, the
step size (µ(n)) decreases. Thus the step-size adaptation process is being rewarded
by decreasing the value by Δ. The mathematical operation is just reversed in case
when e’(r) > e’(r−1). Then it is concluded that the algorithm is moving away from
convergence. To restrict the dynamics, faster adaptation is required. Thus the
step-size value is punished by increasing the value by Δ. µ(r) is bounded by upper
value of µmax and lower value by µmin.

3 Designing FPGA Based System Model

To configure the FPGA board (Spartan-6 LX45) for implementing Rayleigh fading
channel equalizer which employs the proposed RP-VSSLMS algorithm in hardware
domain a new and novel approach known as “Hardware Co-simulation” is taken
instead of writing direct VHDL code and then compiling the code by Xilinx
compiler. In case of “Hardware Co-simulation”, combination of simulation-based
platform MATLAB/SIMULINK and VHDL compiler Xilinx System Generator ISE
design tool have been used. Here, Xilinx System Generator is a powerful tool that
enables the use of SIMULINK platform for Hardware design.

For better understanding of the methodology of hardware co-simulation method
an addition operation is shown in Fig. 1. This is a basic design to perform the
addition operation between two integer values. The “Gateway IN/Gateway out”
block is used to give input to the “Adder” (Xilinx-recognized special Simulink)
block and getting the calculated result from it. Here, the “Adder” block generically
contains the VHDL code to perform the addition operation. After compiling this
program, the VHDL code is being converted to bit file that is the only recognizable
entity by the hardware board. The results computed both in software and hardware
domain is observed in the display.
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Successful implementation of the proposed RP-VSSLMS algorithm for Rayleigh
fading channel in FPGA platform is done by performing rigorous study and
designing circuitry using Xilinx-Simulink Blocks avoiding the complexities of
VHDL coding. The advantage of this methodology is that it makes the practical
design simple, easy to implement, and cost-effective. The software–hardware
interface makes it possible to programmatically use the hardware objects. The
seamless interaction between the Simulink environment and FPGA board makes the
simulation and hardware design much more convenient and provides results with
high precision. Other advantages of hardware co-simulation are that it provides
faster simulation, flexible modeling, and friendly graphical interface than normal
software simulation, allowing the execution of large number of simulations with
high accuracy. The disadvantage of this is that it has higher hardware resource
utilization rate than HDL coding, but as the cost of additional hardware resources is
comparatively very less so this can be ignored. The hardware co-simulation design
of RP-VSSLMS algorithm consists of four major modules namely weight adapta-
tion, tapped filter, add tree, and step-size adaptation module and it is represented by
the following diagram shown in Fig. 2.

Fig. 1 An example of hardware co-simulation design of arithmetical operation
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Fig. 2 Steps of implementation of RP-VSSLMS algorithm under Rayleigh fading channel
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The Bernoulli binary generator is utilized to generate random binary bit stream
which acts as the training bits to configure the equalizer. The bit stream is then fed
to a block representing modulation (BPSK, QPSK, 8-QAM) and then the modu-
lated complex valued signal is fed through a Rayleigh fading channel with specific
value of Standard deviation, Doppler shift, and SNR. Here, the modulated binary
bit stream generation and its transmission through the Rayleigh fading channel is
done completely in software domain using Simulink blocks. Only the execution of
the RP-VSSLMS algorithm is done on the FPGA board. To perform this operation,
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the transmitted data is collected from the software section and the mathematical and
logical calculations involved in the algorithm are done in hardware domain. The
weight adapter module performs the tap-weight adaptation operation as stated in
Eq. (7) and generates complex weight coefficients which depend on time-varying
value of error. The tap filter module of 2 tap RP-VSSLMS executes the multipli-
cation operation between the input and its delayed version with appropriate tap
weight as stated in Eq. (5). The add tree module is used to perform the addition
operation and calculate the actual output. The Reward-Punishment step size adapter
module is the principle module that executes the mathematical and logical opera-
tions of the step size adaptation rules stated in Eqs. (9)–(13). Elementary blocks
like multiplexer, comparator, and adder are used to implement this module in
hardware domain as given in Fig. 3.

4 Results and Discussion

The performance of the implemented proposed RP-VSSLMS algorithm is evaluated
by comparing it with the existing LMS algorithm and traditional VSSLMS algo-
rithm under Rayleigh fading channel. The absolute error versus number of iteration
has been plotted in Fig. 4 in order to examine the convergence performance. Using
the Bernoulli binary generator 8 bits per symbol has been transmitted and the
simulation is run for 1600 iterations. The convergence rate decreases as the Stan-
dard deviation (σ) increases as shown in Fig. 5, here σ varies from 0.316 to 0.707.
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The Bit error Rate (BER) is an important parameter for measurement of quality of
the recovered data. In Fig. 6, the performance of the proposed algorithm is
observed by measuring BER of different modulated signals like BPSK, QPSK, and
8-QAM under Rayleigh Fading channel from SNR 0 to 25 dB and it can be seen
that for BPSK signal, the performance of RP-VSSLMS is better. In Fig. 7, the effect
of the proposed RP-VSSLMS with BPSK modulation is compared with traditional
LMS, VSSLMS algorithm in respect of BER. A comparative study has been per-
formed on the hardware resource requirement of RP-VSSLMS and traditional
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VSSLMS which reveals that the resource requirement of the proposed algorithm is
less than the traditional VSSLMS. It is therefore inferred that the proposed
RP-VSSLMS algorithm is superior and gives much better performance in com-
parison to the existing LMS and VSSLMS algorithms.

4.1 Improved Performance Analysis
of RP-VSSLMS Algorithm

The convergence rate of the proposed RP-VSSLMS algorithm for Rayleigh fading
channel with same SNR value (15 dB) and modulation type (BPSK) is compared
with the existing traditional LMS, VSSLMS to check the appropriateness of the
error estimation process and improved performance of the implemented equalizer.
Fixed value of step size 0.02 is used for the LMS algorithm and the parameter for
RP-VSSLMS hardware co-simulation are used as, Δ = 0.008, µmax = 0.92,
µmin = 0.002.

The convergence of the newly developed 2 tap RP-VSSLMS algorithm is much
faster than that the existing traditional 2 tap LMS and VSSLMS algorithm having
less steady-state misadjustment. It can be observed that the error estimation process
takes more than 1200 iterations for existing LMS algorithm and 800 iterations for
existing VSSLMS algorithm to converge for Rayleigh fading channel having SNR
15 dB but for the proposed RP-VSSLMS channel it takes only 200 iterations to
converge Fig. 4.
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Convergence speed of RP-VSSLMS algorithm for Rayleigh fading channel has
been measured for different values of standard deviation (σ) that is given in Fig. 5.
It is seen that lower value of σ = 0.316 reveals faster convergence speed than
higher value of σ = 0.707 because lower σ indicates the better channel condition
and less channel variation with low Doppler shift (5 Hz), low delay spread (0.0795
µsec) and larger coherence bandwidth 2500 kHz than the higher σ, resulting the
faster convergence.

The BER of BPSK, QPSK, and 8-QAM signals is calculated for Rayleigh fading
channel at 10 Hz Doppler shift over 0 to 25 dB SNR as given in Fig. 6. With the
increasing value of SNR, the BER will decrease in all of the three modulation
techniques. Here, using BPSK for Rayleigh Fading better BER performance is
obtained than both QPSK and 8-QAM. Similarly QPSK performs better than
8-QAM at higher SNR values. As, it can be seen from Fig. 6 that for BPSK mod-
ulation it takes nearly 13 dB SNR to maintain a BER of 10−3 but for QPSK it
requires 18 dB SNR and 8-QAM requires 20 dB SNR to achieve a BER of 10−3.
Figure 7 reveals that in a Rayleigh fading channel, for BPSK modulation, the pro-
posed RP-VSSLMS algorithm gives outstanding BER performance comparing with
the existing LMS and VSSLMS algorithm where RP-VSSLMS needs 13 dB SNR
but the existing VSSLMS needs 18 dB and LMS needs 24 dB SNR to maintain BER
of 10−3. The newly developed algorithm takes the performance to another level,
outperforming the existing LMS, VSSLMS algorithm by giving approximately 28%
better BER performance than VSSLMS and 45% better performance than LMS, thus
standing as best among all other competitors in lower SNR condition.

Table 1 Hardware utilization data for 2 tap adaptive equalizer under Rayleigh fading channel

Parameter Resources Available Utilized amount (2 tap
VSSLMS algorithm)

Utilized amount (2 tap
RP-VSSLMS
algorithm)

Slice logic
utilization

No. of slice registers 54576 1410 (1%) 1298 (1%)

No. of slice LUT 27288 10808 (39%) 7806 (29%)

No. of slice used as
memory

6408 118 (1%) 110 (1%)

Slice logic
distribution

No. of occupied slice 6822 1430 (20%) 1356 (20%)

No. of LUT pair
used

297 232

I/O
utilization

No. of bonded I/O 218 0 (0%) 0 (0%)

No. of LOCed I/O 1 0 (0%) 0 (0%)

Specific
feature
utilization

No. of
RAMB16BWER

116 2 (2%) 2 (2%)

No. of
BUFG/BUFGMUXS

16 2 (16%) 2 (16%)

No. BSCANS 4 1 (25%) 1 (25%)

No. of DSP48AI 58 52 (89.65%) 41 (70.68%)

Peak
memory

430 MB 390 MB

548 S. Bose and I.S. Misra



The analysis of the performance of the implemented equalizer from hardware
resources utilization point of view is done here. In the Table 1, detailed information
about the available resources on the Spartan 6 FPGA board and the amount utilized
by the existing VSSLMS and the proposed RP-VSSLMS algorithm is given.

In case of Rayleigh fading channel as complex valued signal need to be pro-
cessed so more resources are required for the implementation of 2 tap equalizer. As
a result of less computational complexity than traditional VSSLMS algorithm, the
proposed RP-VSSLMS algorithm requires less hardware resources than the tradi-
tional VSSLMS algorithm.

5 Conclusion

In this paper, a novel Reward-Punishment-based VSSLMS algorithm has been
proposed and implemented for adaptive equalizer design. The hardware design of
the 2 tap RP-VSSLMS algorithm is done successfully on the FPGA platform. The
hardware implementation of adaptive equalizer is highly complex but it is necessary
to design the equalizer considering real-time wireless environment. As a result
Rayleigh fading channel has been chosen for the implementation of the proposed
equalizer algorithm in the wireless communication system. The step-by-step design
is implemented on FPGA using hardware co-simulation method. Here, 2 tap
RP-VSSLMS has been implemented as the tap length could not be increased from 2
to further higher order due to hardware resource constraints. The advantage of
hardware co-simulation is that it provides faster simulation with high accuracy than
normal software simulation. Here, it can be seen that the implemented proposed
2-tap RP-VSSLMS offers faster convergence speed and smaller steady-state error
compared to the traditional LMS and VSSLMS algorithm. It has less computational
complexity and resource requirement than other available members of VSSLMS. It
performs better at low SNR value in respect of BER performance and reveals
drastic improvement in performance with respect to the existing LMS and
VSSLMS algorithm. In further study the order of tap length can be increased to get
a view about the change in performance. The advantage in the performance of error
convergence rate and BER performance of the 2 tap RP-VSSLMS algorithm could
be considered for use in wireless communications.
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Phase Reversal and Suppressed Carrier
Characteristics of Neo-Cortical
Electroencephalography Signals

Manikumar Tellamekala and Shaik Mohammad Rafi

Abstract Transmission networks of human nervous system carry both sensory and
motor neural signals simultaneously. For instance, median nerve carries sensory
information from middle, index, and thumb finger to primary motor cortex. In
communication engineering systems double-sideband suppressed carrier (DSB SC)
modulation is a prominent power efficient analog modulation technique. This paper
sheds some light on investigating the modulation technique that is followed by
neural networks of human nervous system. EEG signals from motor cortex are
applied as inputs to a narrow band pass filter with bandwidth 0.4 Hz. Character-
istics of output signals from the filter are similar to that of amplitude modulated
signals. In time domain, a 180° phase reversal is observed in case of all outputs.
Suppression of power at a particular frequency and boosting the powers of fre-
quencies which are at equidistant from the suppressed frequency value is the key
feature of the filters output signal. Results of this study are prima facie evidences
that allow one to think in the direction, human nervous system might be following
double-sideband suppressed carrier modulation which is the most power efficient
technique among available analog modulations, to avoid spectral overlapping.
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1 Introduction

Understanding the functioning of human brain is the most essential aspect to
address key challenges such as design and development of diagnostic and treatment
tools for people with severe neurological disorders, implementation of self-assisting
equipment for locked-in people, advancement of human–machine interaction
mechanisms, etc. All over the world, about forty million people are suffering from
Alzheimer’s disease. This number keeps on increasing in recent years. Several such
severe neural disorders are throwing brain teasing problems towards scientific and
engineering communities. Treatment at early stages of this disease is very effective
and critical to cure.

Electroencephalography became a popular brain imaging technology, for it
offers a great temporal resolution in studying electrical patterns of different brain
regions. Researchers have already demonstrated how one can employ modulation
content in electroencephalography (EEG) signals, (strength of modulation
(SOM) and phase of modulation (POM)), to develop semi-automated diagnosis of
Alzheimer’s disease [1, 2]. As shown in Fig. 1, sensory signals from index, middle
fingers, and thumb travel to primary motor cortex through median nerve [3–5].
Likewise Ulnar nerve is responsible for carrying sensory signals from little and
middle fingers [6–8]. What if both the little and middle fingers sensory signals have
common frequency components with significant amount of information? Simulta-
neous traversal of two message signals with common frequency components
through a single channel, results in spectrum overlapping or interference [9, 10].
Subsequently the entire communication process ends up with a huge loss of
information. Essence of frequency division multiplexing (FDM) comes at this point

Fig. 1 Schematic block level diagram of neural networks of hand
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[11–13]. In order to avoid the spectrum overlapping, one can shift the spectra of
two message signals to different frequency positions on spectrum. Thus interference
can be overcome without losing information.

2 Materials and Methods

To investigate the modulation technique that is being followed by biological neural
communication networks, noninvasive EEG is used to collect signals from primary
motor cortex. By using 10–20 international EEG electrode placement system, two
active EEG electrodes are positioned at C3 and C4 points. A 50 Hz notch filter is
employed to remove power line noise from EEG signals. Subjects are instructed to
make two different movements with their left thumbs and left index fingers
simultaneously.

Right hemispheres primary motor cortex transmits electrical patterns through the
median nerve to generate intended motions with left thumb and left index finger.
This is the same case with left hemispheres primary motor cortex and right thumb
and right index finger.

In general, during motor activities mu rhythm (8–15 Hz) frequency band of EEG
signals is dominant. EEG signals that are collected from both left and right
hemispheres are passed through a Butterworth band pass filter of order 5 with
bandwidth 0.5 Hz. Band limits of this filter are varied in between 8 and 15 Hz for
every 0.4 Hz.

Output signal from the filter in time domain is shown in Fig. 2. This output
signal looks like an amplitude modulated pattern. A 180° phase reversal can also be
observed in this signal. Power spectrum of this output signal, which is also shown
in Fig. 2, resembles that of double-sideband suppressed carrier modulation. Block
level representation of a DSB SC modulation system and frequency domain
characteristics of a DSB SC signal are displayed in Fig. 3.

Fig. 2 Output from a band pass filter with band limits 13.4 and 13.8 Hz when EEG signal from
motor cortex is applied as input and power spectrum of the filter’s output
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Now, the bandwidth of the filter is increased from 0.4 to 0.8 Hz. Spectrum of the
filters output for the same input EEG signal is displayed in Fig. 4. From this
spectrum, one can primarily infer that two sinusoids with different frequencies are
modulated with a single carrier signal whose power is suppressed.

Output signal from the filter when BCI IV competitions primary motor cortices
EEG signal is applied as input and corresponding frequency spectrum are as shown
in Fig. 5. In this case also amplitude modulation patterns, 180° phase reversals [14]
are observed in time domain and carrier power suppression is observed in frequency
domain. Experiments are performed on the signals that are collected from Broca’s
area, a language center in brain that is responsible for the production of speech and
from primary visual cortex region. The envelope of the modulated signal is
extracted from Hilbert’s envelope extraction method. All typical subbands (Delta,
Theta, Alpha, Beta, Gamma) and their corresponding envelopes (shown in red
color) of the signal collected from Broca’s area are shown in Fig. 6a. One of the
subbands of the signal and the signal’s Hilbert envelope are analyzed. Here Alpha
band is shown in Fig. 6b, the 180° phase shift is observed in time domain. The
spectrogram of the signal and the Hilbert envelope alone is plotted. Here the
spectral characteristics clearly indicate the feature of modulation, the shift of the
modulating signal, the Hilbert envelope, to the carrier frequencies. Hence same
modulation phenomenon is observed in both time and frequency domains in the
Broca’s and Visual cortex regions also.

Fig. 3 Block diagram of DSB SC modulation and power spectrum of a DSB SC modulated signal

Fig. 4 Power spectrum of
output from filter with band
limits 12.8 and 13.6 Hz
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3 Results and Analysis

After output signals from the filter, both in time and frequency domains, are
insinuating that the modulation technique that is being followed by communication
networks of human nervous system might be DSB SC modulation. As the carrier is
suppressed, DSB SC is the most power-efficient modulation mechanism among all
the available analog modulations. As nervous system consumes huge amount of
energy for its functioning, in order to optimize power consumption, evolution of
mammalians brain architecture might have chosen DSB SC modulation, for it offers
great power efficiency.

A clear understanding of modulation mechanism that is associated with bio-
logical neural networks unravels the underlying mechanisms of brain teasers in
neuroscience. For instance in bi manual interference two same geometric shapes

Fig. 5 Output from a band pass filter with band limits 13.4 and 13.8 Hz when motor EEG signal
of BCI IV competition is applied as input and corresponding power spectrum of the signal

Fig. 6 Subbands and their Hilbert envelopes of EEG signal and alpha band (8–12 Hz signal) and
spectrogram
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can be drawn simultaneously by using left and right hand but drawing two different
geometrical shapes, is highly impossible.

Accurately deciphering and classifying EEG signals of different cognitive
activities under different environmental conditions is a challenging task. If com-
munication networks in human nervous system are following modulation to do
frequency multiplexing of message signals, some groups of neurons might be acting
as blocks of a DSB SC modulator, as shown in Fig. 3, at transmitter side. At
receiver side also demodulating blocks might present. Subsequently frequency
range of a message signal purely depends upon the available spectrum after allo-
cating carrier frequencies for other message signals in that same channel. Future
steps in this direction may make us more knowledgeable about communication
architecture of human brain. This would be a helpful solution to overcome current
limitations of diagnostic and treatment tools of neurological disorders, brain
computer interfaces and real genuine artificial intelligence.

If neural systems have adopted DSB SC modulation then the immediate question
is about the process of demodulation. Phase locked loop, comprises of a multiplier,
low pass filter and a voltage controlled oscillator blocks, is a key system in a
squaring loop. In neo-cortical regions of human brain, it is observed that phase
locking phenomenon is taking place and this is the basis for Steady State Evoked
Potentials (SSVEP) experiments. Using squaring loop is one of the demodulation
techniques of DSB SC signals. Though computational complexity is high in the
process of DSB SC demodulation, nervous system might be using DSB SC because
of low power consumption.

Further studies in this direction may provide deeper insights into the commu-
nication network architectures of neural networks and subsequently significant
improvement in the performance of neural engineering applications. There is a
possibility that demodulated EEG signals may boost up classification accuracy rate
in Brain computer Interfaces. Frequency modeling of channel characteristics can be
done based on the discrepancy between spectra of two side bands of same message
frequency. This model may reduce the performance gap between noninvasive and
invasive EEG electrodes.
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Short-Range Frequency-Modulated
Continuous Wave (FMCW) Radar
Using Universal Software-Defined Radio
Peripheral (USRP)

Munesh Singh, Sourav Kumar Bhoi and Pabitra Mohan Khilar

Abstract In this paper, we design a prototype FMCW (Frequency Modulated-

Continuous Wave) radar for short distance using universal software defined radio

peripheral (USRP). USRP is an ideal platform for all type of telecommunication

research, until the bandwidth requirement is fulfilled by universal serial bus (USB).

The limited bandwidth of USB bus restricted to realize short distance radar on this

platform using GNU-RADIO signal processing block. To avoid the bandwidth lim-

itation, we build transmit section independently inside the FPGA, which free the

transmit section bandwidth to be fully utilized by receiving section. The prototype

performance test is carried out at the center frequency of 2.4 GHz with a bandwidth

of 15 MHz. To avoid the clutter of the environment, directional antenna is used for

better target detection at certain distances. The return target echo is further processed

using MATLAB.

Keywords Gnu radio ⋅ USRP ⋅ Software define radar ⋅ DDS ⋅ Fmcw radar

1 Introduction

Radar is used for remote sensing of target activity such as its speed, direction, and

location [1], [2], [3]. In this paper, we investigate the USRP internal working ver-

ilog modules for signal generation. The transmit section is reprogrammed inside the

FPGAto free the bandwidth of USB to motherboard of USPR [4], [5], [6], [7]. USRP
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is

primarily designed to implement the telecommunication application that is built in

GNU Radio. It takes the advantage of flexible digital technology of AD9860 DSP

chips and the Altera cyclone FPGA. These components perform the high speed sam-

pling, digital down-conversion, digital up-conversion, and capture large variety of

radio frequency signal. Our work is motivated with the merits of USRP and its flex-

ible FPGA with telecommunication capability. In this work, we have resolve the

issues related to the bandwidth limitation of USB-based USRP for high bandwidth

processing. The prototype platform use RFX2400 transceiver that work in full duplex

mode with 40 MHz of bandwidth, operate at the frequency of around (2.3–2.9 GHz),

and output power of 50 mW [4]. These frequencies are within the operating range of

S-band and C-band radars. The prototype radar is built by recompiling the internal

verilog module with transmit section logic for FMCW signal generation. The tool

used to recompile the internal verilog module is Quartus tool. Using Quartus tool, we

can change or design the inside core module logic according to our need. Various use-

ful module already build inside the FPGA written in hardware define language (ver-

ilog). The modules performs various function such as CORDIC (Coordinate Rotation

Digital Computer), low pass filtering, decimation, and interpolation. The flexibility

of FPGA realize the high bandwidth processing on this platform that is useful for

short distance FMCW radar. The entire transmit section is built inside the FPGA for

signal generation, modulation, and multiplier to generate the beat frequency data.

The acquired beat frequency data is transmitted from USB to host machine for fur-

ther processing. To avoiding the clutter, we use log periodic direction antenna work

at frequency range of 850 MHz–6.5 GHz.

The remaining part of this paper is organized as follows. Section 2 presents the

background of FMCW radar. Section 3 presents the realization of FMCW radar

using USRP platform. Section 4 presents the experimental setup and results, Sect. 5

presents the conclusion.

2 Background of FMCW Radar

2.1 Basic Principle of FMCW

The sawtooth (or ramp) waveform provides only positive frequency sweep, which

makes the control and electronic tuning uncomplicated. In FMCW radar, the trans-

mitted RF waveform is linearly swept in frequency. The received signal is then mixed

with the transmitted signal to generate the delay caused by time of flight of the

reflected signal. Mixing of transmitted signal and reflected signal generate the fre-

quency difference that corresponds to different target component frequency.

fTXOut = fSF0 + KI ∗ t, 0 ≤ t < T , (1)
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where fSF0 is the initializing frequency, T is the frequency sweet time, and KI is the

slope of frequency increment, which is calculated as

KI =
BW
T

, (2)

where BW is the bandwidth of frequency sweep. The round trip time taken from

transmitter to target is calculated as

𝛥t = 2d
c
, (3)

where d is the distance from antenna to the target and c is the speed of light. The

delay caused by the fight of the transmitted signal from source to the target and back

to source again is shown as follows:

fReceived = fSF0 + KI ∗ (t − 𝛥t), 𝛥t ≤ t < T + 𝛥t (4)

Due to the delay 𝛥t in frequency between fReceived and fSF0, the beat frequency 𝛥f is

calculated as follows:

𝛥f = BW
T

.2d
c

(5)

Different targets are distinguished by different echoes. Each target echo has a unique

intermediate frequency (IF) and this frequency component is extracted using Fast

Fourier Transform (FFT). The FFT of the sample signal generates different peaks

corresponding to the IF of the target standing at particular distances. The accuracy of

the target range depends on the sampling rate and sweep rate [5], [6], [7]. According

to nyquist, the sampling rate must be twice of the bandwidth to accurately extract

the information from the return signal. However, FMCW radar provides the ability

to detect the target even without considering the nyquist criterion. There are two ways

to define the sampling rate without going beyond the capacity of digital to analog

convertor.

∙ For a complex sampled signal, the sample rate can be set same as the bandwidth.

∙ Otherwise, sampling rate can be set to the twice of the maximum beat frequency.

The range resolution 𝛥R of the FMCW radar is given by the equation as follows:

𝛥R = c
2B

(6)

The frequency of beat signal is proportional to the range and its phase containing the

Doppler information. In this paper, we only determine the range of the target from

beat frequency data.
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3 Software Defined Radar

The prototype short-range FMCW radar is divided into three sections such as USB

bandwidth limitation, transmit chain section, and receiving chain section.

3.1 USB Bandwidth Limitation

USRP has USB 2.0 interface to host and it can support a maximum speed up-to

32 MB/s [4]. For the complex samples of 16 bit for real part I and 16 bit for imaginary

part Q, further divides the maximum bandwidth of USB to 8 MB/s. However, our

prototype FMCW radar transmit section is independent from USB link, hence the

entire bandwidth of USB is only utilized by the receiving section of the USRP. Now,

the maximum bandwidth of the USB is 16 MB/s, which is more than enough to

receive the data from USRP to host.

3.2 Transmit Section

The proposed technique uses the digital approach called direct digital synthesis

(DDS) to generate the chrip signal. DDS generates highly accurate harmonically pure

digital representation of the signal by accumulating phase change at much higher fre-

quency [4]. A digital phase accumulator increments a constant phase in each cycle

of the reference clock. In this system, the output frequency is the function of clock

frequency fclk, the length (in bits) of phase accumulator N and the phase increment

𝛥𝜙. The output of the phase accumulator is sawtooth waveform that signifies the

linearly changing phase of a sinusoidal signal.

The CORDIC architecture is defined inside the FPGA to perform the elementary

rotations, which only requires shift and add operations to generate the sine and cosine

waveform [4]. CORDIC generated waveform is directly fed into the digital to analog

convertor (DAC). Figure 1a shows the register transfer level (RTL) view of the radar

logic for signal generation and modulation, which is complied using the Quartus

tool. The transmit section logic is verified using GTKWAVE, as shown in Fig. 1b.

3.3 Receiver Section

The receiving chain of the USRP, down convert the reflected signal and multiplied

with the transmitted signal to generate the beat frequency data. The complex mul-

tiplier module is build inside the FPGA to multiply the transmitted signal with

received echo. From the receiving echo, target position is calculated by correlating

the beat frequency corresponding to the distances.
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Fig. 1 Radar build logic: a designed RTL view of transmit section built inside the FPGA. b Logic

verified using GTKWAVE

4 Experimental Setup and Results

The FMCW radar prototype specifications are shown in Table 1. To test the applica-

bility of USRP platform as a short range FMCW radar, an experimental setup is per-

formed. Test experiments are carried out on terrace environment of area 100× 50

m
2

approximately. The target is standing beyond the range resolution of the radar.

To avoid the clutter of the surrounding environment, the log periodic directional

antenna is used. In Fig. 2, we have shown the prototype experimental platform for

testing the functionality of FMCW radar build inside the USRP. In our experiment,

we stand a target at a distance of 20 m and estimate the beat frequency at this dis-

tance. To avoid the processing delay of internal circuitry of USRP, we skip the 1000

samples from the received beat frequency data. Later, the time domain data of beat

frequency shown in Fig. 3a is transformed into the frequency domain using FFT, as

shown in Fig. 3b. From Fig. 3b, it is observed that a peak is found at a same distance

of 20 m, which is corresponding to the beat frequency of distance 20 m where target

is placed.

Table 1 System design

parameters
Parameters Values

Center frequency 2.4 GHz

Bandwidth 15 MHz

Sampling rate 15 MHz

Sweep period 5µs

Sweep bandwidth 15 MHz

Range resolution 10 m

Maximum range 1.5 km
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Fig. 2 Experimental platform: a testing range of 100 m approximately. b Log periodic directional

antenna setup. c Entire setup for experimental analysis. d GUI for displaying the target distance

Fig. 3 Experimentally acquired data: a Beat frequency data in time domain. b Beat frequency data

in frequency domain

5 Conclusion

Software defined radar gives a high level of programmability and functionality rather

than the classical radar, therefore appearing as a ideal and low cost solution to con-

struct an effective ATR system. In this particular experiment, we demonstrate the

applicability of this platform for high bandwidth processing. The result shows the

ability of USRP platform to design the short distance FMCW radar.
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