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Abstract The development of computing system has always focused on perfor-
mance improvements driven by the demand of applications by customers, scientific
and business domain. Cloud computing has emanated as a new trend as well as
required domain for the efficient usage of computing systems. As the applications
operating in cloud environments are becoming popular, the load is also rising on the
servers and the traffic is increasing rapidly. In this paper, a new metaheuristic
algorithm has been discussed known as improvised Bat algorithm and the case
study of it is explained with proper example. The improvised Bat algorithm works
on Min-Min, Max-Min and Alpha-Beta pruning algorithm for population genera-
tion and then uses the Bat algorithm for determining the sequence of execution of
tasks to keep it minimum.
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1 Introduction

Cloud computing focuses on maximizing the capabilities of the shared resources.
Cloud resources are not only shared among multiple users but are also dynamically
reallocated as per demand. Load balancing distributes the workload among all the
computing resources. In cloud computing, task scheduling determines proper
sequencing of tasks to virtual machines for maximum utilization of the resources
and increasing throughput. It focuses on keeping the available resources equally
busy and avoids overloading any one of the machine or resource with many tasks.
Load balancing is done so that every virtual machine in cloud system does the same
amount of work, increase the throughput and minimize the response time. The
algorithm schedules the task in such a way that the load is balanced effectively. The
improvised Bat algorithm works using the Min-Min and Max-Min optimization
technique to allocate and reduce the execution time of the tasks requested to the
VMs. After the population is optimized, the Bat algorithm executes and determines
the sequence of execution of the allotted tasks keeping the execution time mini-
mum, thus reducing the load. Section 2.1 explains the proposed algorithm, and
Sect. 3 shows the case study of the algorithm with Sect. 4 detailing the result
obtained through case study. Section 5 gives the conclusion and limitations of the
proposed work and also suggests some future work.

2 Proposed Methodology

2.1 Improvised Bat Algorithm

a. The Proposed system is working on the new metaheuristic method called Bat
Algorithm.

b. The improvisation is also done with the method by utilizing the Min-Min and
Max-Min algorithm for generating an enhanced and optimized population of the
virtual bats.

c. Min-Min algorithm: It enumerates the minimum finishing time of the tasks and
then selects the minimum from them. It then schedules the resource taking
minimum execution time, and the available time is added to all other tasks.

d. Max-Min algorithm: It computes the maximum finishing time of the tasks and
then selects the minimum from them. It then schedules the resource having
minimum execution time, and the available time is added to all.

e. Population generation: It generates the population on the basis of scheduling
f. List keeping the processing time and availability time of each node.
g. By applying the Min-Min and Max-Min, a more preferable population is gen-

erated for a better optimized result. Now, pulse frequency (f) for each node
(Xi) is initialized; f lies in [0, fmax].
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h. Also, pulse rates (r) and loudness (Ai) are also initialized;

I. ‘r’ lies in [0,1]: 0—no pulse and 1—max pulse.
II. ‘Ai’ lies in A0—1 and Amin—0.

i. Now, the Bat algorithm is applied till it reaches an optimum result. The Bat
algorithm works on the property of echolocation and the frequency of the
ultrasonic waves which they produce.

j. It is the nature of bat that they compute their target as well as any obstacles in
the flying path with the rate of emission and waves produced by them for
guidance. They decrease the loudness or frequency of sound produced if they
reach their prey and stops temporarily the emission of the waves.

2.2 Pseudocode

Objective function:-f(x)= [x1,x2,……, xd]t 
Initialized population Xi; I = 1,2,……,n and velocity Vi
Apply Min-Min and Max-Min algorithm 

Reconsider the population for further process
The pulse rate ri and loudness Ai is initialized 
Initialize pulse frequency fi for each node Xi 
While(t<maximum no. of generation) 

Generate the solution by making adjustments in fre-
quency

Update the velocity, location/solution [fromequ–2&4] 
if(rand>ri)

opt for a solution from the best solution 
muster a local solution from the selected solution

end if
if(rad.<Ai & f(xi)<f(x*)) Acquire 

the new solution raiser
and reduce Ai.

End if
Order the bats and acquire the current best x* 

End while
Post process result ,visualization 
Virtual Bats movement:- 

Fi =  fmin+ (fmax-fmin)*b -------2] 
Vi(t) = Vi(t-1)+ (Xi(t)–X*)*fi-------[3]
Xi(t) = Xi(t-1)+ Vi(t)--------[4]
b= [0,1] 

New solution:- 
Xnew= Xold +  eA(t)
e = [-1,1] 
A(t) = <A(t)>-----------avg. loudness at time ‘t’ 
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3 Case Study

Phase I: The case study is drawn taking ‘10’ virtual machines and ‘5’ tasks having
different makespan on different VMs. The initial population for the algorithm was
taken from this matrix (ref. Table 1.), and then, the Min-Min, Max-Min and
Alpha-Beta pruning algorithm was applied which gave different result for different
conditions of allotment to the VMs.

Phase II: Now, for allotment the optimization algorithms are used. The results thus
we get for the allotment of the tasks for Min-Min and Max-Min were different and
are shown below:

In Min-Min and Max-Min scheduling technique, makespan means the largest
operating time of any machine on which the tasks are requested. In Fig. 1 and Fig. 2,
Y-axis denotes the operating times of the machines and X-axis denotes the different
machines. For Min-Min—‘240’ and Max-Min—‘230’, for ‘5’ tasks/cloudlets
allotted to ‘10’ VMs. One technique may outperform the other, and assignments of

Table 1 Execution times T1 T2 T3 T4 T5

VM1 160 110 200 110 230
VM2 180 130 210 190 290
VM3 200 150 190 120 240
VM4 210 170 220 180 280
VM5 250 190 180 130 250
VM6 280 210 230 170 270
VM7 170 230 170 140 260
VM8 150 250 240 160 210
VM9 220 270 160 150 200
VM10 240 290 250 100 190

Fig. 1 Min-Min algorithm assigning tasks
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tasks on VMs may change. Population generated for each method is compared
keeping the VMs fixed and varying the tasks.

Alternatively, we can do the combined assignment in a more computation reducing
method known as Alpha-Beta pruning. In this method, the search is done in a DFS
mode and the current best of the node traversed is taken either as alpha (if
encountered a maximizing node) and beta (if encountered a minimizing node). This
method generates an optimal maximized result. This method is used to do the
assignment of the tasks at each stage. In alpha-beta pruning, the maximum
makespan calculated was ‘250’ ms (Fig. 3).

Phase III: Execution of Bat Algorithm for each Allotment:

In phase III, the Bat algorithm is executed for each of the allotments done by the
Min-Min, Max-Min and Alpha-Beta to the VMs. In this phase, the execution times
or the processing time of each of the tasks in each allotment is compared. The
following tables discuss the processing times, and the comparative studies of the
tasks are displayed (Tables 2, 3 and 4).

Fig. 2 Max-Min algorithm assigning tasks
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The above shows all the processing times of the tasks which are allotted to the
VMs with different methods of optimization and with the application of Bat
algorithm the variation in their makespans.

4 Result Comparison and Discussion

The Bat algorithm is also a heuristic method of optimizing the problems, and it also
functions on multiple solution paths. It is a method which is used for generation of
an optimal solution.

Figure 4 shows that the red graph line which is Max-Min allotted tasks process
is the better one for the execution by the algorithm. The graph chart infers that for
the consideration of all the tasks allotment we have to consider the minimum
makespan algorithm to be executed by the Bat algorithm which can be seen in the
figure.

5 Conclusion, Limitations and Future Direction

In this paper, we discussed the allotment of different tasks on the virtual machines,
and their execution times are compared. In the result, we observed that the allot-
ment of tasks and minimum execution time is gained from Min-Min and Max-Min
algorithm, while in Alpha-Beta pruning method, the tasks execution is optimisti-
cally distributed, but the overall execution/processing time is greater than any other.
As part of future work, we would also like to explore some benefits from the
optimization methods used and other algorithms such as ACO, PSO.
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