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Abstract In intensity-based image registration methods, similarity measure plays a

vital role. Recently, mutual information and the variations of MI have gained popu-

larity for the registration of multimodal images. As multimodal images have contrast

changes, it is difficult to map them properly. To overcome this issue, phase congru-

ency of the images that gives the significant features of illumination changed images.

Also, the soft tissues present in the brain images have same intensity value in different

regions. Hence, another assumption is that different pixels have unique distribution

present in different regions for their proper characterization. For this challenge, util-

ity measure is incorporated into enhanced mutual information as a weighted infor-

mation to the joint histogram of the images. In this paper, spatial information along

with features of phase congruency is combined to enhance the registration accuracy

with less computational complexity. The proposed technique is validated with 6 sets

of simulated brain images with different sets of transformed parameters. Evaluation

parameters show the improvement of the proposed technique as compared to the

other existing state of the arts.
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1 Introduction

Nowadays, in medical imaging applications, high spatial and spectral information

from a single image is required to monitor and diagnose during treatment process.

These information can be achieved by multimodal image registration. Different

modalities of imaging techniques give several information about the tissues and

organ of human body. According to their application range, the imaging techniques

are CT, MRI, fMRI, SPECT and PET. A computed tomography (CT) image detects

the bone injuries, whereas MRI defines the soft tissues of an organ such as brain

and lungs. CT and MRI provide high-resolution image with biological information.

The functional imaging techniques such as PET, SPECT and fMRI give low spa-

tial resolution with basic information. To get the complete and detailed information

from single modality is challenging task, which necessitates the registration task

to combine multimodal images. The registered or fused image is more suitable for

radiologist for further image analysis task.

Image registration has numerous applications such as remote sensing and machine

vision. Several researchers discussed and proposed different image registration tech-

niques in the literature [1, 2]. Image registration technique can be divided into

intensity-based technique and feature-based technique [3]. Feature-based techniques

consider different features such as line, point and textures whereas intensity-based

techniques calculate the similarity metric between the images according to pixel cor-

respondences of the spatial information from neighbouring pixels. Different similar-

ity metrics generally used are maximum likelihood, cross-correlation and mutual

information. Recently, mutual information (MI) gains more interest, which matches

the data points based on mutual dependence among the images. MI is a powerful

approach for multimodal medical image registration. A tremendous survey of this

approach and their variations is discussed in [4, 5].

Several variations of MI have been proposed. Regional MI (RMI) technique has

been adopted with spline-based interpolation for nonrigid registration in [6]. Another

variation of MI, quantitative-qualitative mutual information (QMI), is proposed by

Zhang et. al. They experimented for deformed multimodal medical image registra-

tion combining phase congruency and QMI [7]. Ye et al. used minimum moment

of phase congruency for the selection of feature points of the floating images, and

determined the correspondences in the reference image using normalized cross-

correlation. They achieved the final set of correspondences of the images by projec-

tive transformation [8]. For phase congruency representations of multimodal images,

Xia et al. used scale-invariant feature transform. Afterwards, they obtain the putative

nearest neighbour matching on the SIFT descriptor space [9]. Also, SIFT has been

used as feature extraction for score-level fusion in [10].

In this paper, we proposed a novel registration technique for multimodal brain

MR image by incorporating the phase congruency into a new similarity measure-

enhanced mutual information. The detailed phase congruency and enhanced mutual

information are depicted in Sect. 2. In Sect. 3, proposed method is described. Perfor-

mance evaluation with experimental results is discussed in Sect. 4 with a conclusion

in Sect. 5.
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2 Materials and Methods

Let Ir and If be the input images such as reference and floating images, where the

floating image is transformed with affine transformation. For the alignment of the

transformed floating image I∗f relating to reference image Ir, the objective is to get

the transformation parameter p that optimizes the cost function SM(Ir, If ).

P∗ = arg max
p

SM(p; Ir, If ) (1)

2.1 Phase Congruency

According to physiological evidences, human visual system takes strong responses

towards the important points for feature detection with high phase congruency.

According to Peter, phase congruency (PC) is based on local energy model [11].

PC is a dimensionless quantity that acquires the vital aspects of texture, i.e. contrast,

scale and orientation, and has advantages over gradient-based techniques. It is nor-

malised by dividing the sum over all orientations and scales of the amplitudes of the

individual wavelet responses at the location 𝛼 in the image, it can be characterized as

PC(𝛼) =

∑

𝜃

∑

s
𝜔
𝜃

(𝛼)[𝛬
𝜃s(𝛼)𝛥𝛷𝜃s(𝛼) − 𝜂

𝜃

]

∑

𝜃

∑

s
𝛬

𝜃s(𝛼) + 𝜅

(2)

where 𝜔 defines the frequency spread weighting parameter, 𝛬
𝜃s is the amplitude at 𝜃

orientation and sth scale, 𝜂 is the noise compensation parameter achieved indepen-

dently in each orientation. 𝜅 is a constant factor.

𝛥𝛷
𝜃s(𝛼, 𝜃) = cos(𝜙s(𝛼, 𝜃)) − 𝜙(𝛼, 𝜃) − |

|
|
sin(𝜙s(𝛼, 𝜃) − 𝜙(𝛼, 𝜃))||

|
(3)

2.2 Enhanced Mutual Information

In an image, salient regions are visually pre-attentive distinct portions. Saliency can

be measured by entropy of local segments within an image. Some of salient key

points are detected and represented using speeded up robust feature (SURF) descrip-

tor [12]. Luan et al. measured the saliency or utility by entropy of the image and

proposed a new similarity measure, known as quantitative-qualitative mutual infor-

mation (QMI). QMI is calculated as
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QMI(Ir, If ) =
∑

r𝜖Ir

∑

f 𝜖If

W(Ir, If )P(Ir, If )log
P(Ir, If )
P(Ir)P(If )

(4)

Similarly, Pradhan et al. have adopted the weighted information as the utility to

mutual information measure and proposed enhanced mutual information (EMI) [13].

EMI can be defined as

EMI(Ir, If ) =
∑

r𝜖Ir

∑

f 𝜖If

P(Ir, If )log
P(Ir, If )
P(Ir)P(If )

+W(Ir, If )P(Ir, If ) (5)

where W(Ir, If ) is joint weighted information of Ir and If , which can be calculated

by saliency measure of both reference and floating images. Here, the self-similarity

measure, i.e. maximum entropy, is considered and multiplied with a dissimilarity

measure to get the saliency of each pixel. Then, the joint utility of each intensity pair

is calculated as

Wn(r, f ) =
∑

j,k𝜀𝛺
𝛿Ir (j).𝛿If (k) (6)

where 𝛺 is the overlap area of both images and 𝛿Ir (j) and 𝛿If (k) are the weighted

information of Ir and If , respectively. In the registration procedure, the joint utility

is upgraded progressively. The utility varies with the transformation step l with a

condition

Wn(r, f ) + 𝛼(l).(1 −Wn(r, f )) (7)

where 𝛼(l)0 ∶ 1.

3 Proposed Methodology

To incorporate the feature information into spatial information through higher

saliency value, a hybrid technique known as PC-EMI has been proposed. Figure 1

shows the block diagram of proposed algorithm.

In the first step, phase congruency features of both the reference image and trans-

formed floating image are extracted. Then, the marginal and joint entropies are calcu-

lated with the extracted phase congruency of the images. Those entropies are used

for the calculation of enhanced mutual information. Saliency or utility measure is

another important factor for the calculation of enhanced mutual information. The

utility or saliency of the images is evaluated from original images instead of phase

congruency mappings. Simultaneously, the joint utility is defined for every intensity

pair of the images. Then, it is utilized as the weight to the joint histogram from PC

features of the corresponding intensity pair. Then, for a set of transformation parame-

ters, the cost function is evaluated and optimized to get the higher value. For optimal

geometric transformation, quantum-behaved particle swarm optimization (QPSO)
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Fig. 1 Block diagram of proposed technique

technique is adopted for maximization of the similarity measure, i.e. enhanced

mutual information. The registration approach is summarized in Algorithm 1.

Algorithm 1: PC-EMI Algorithm

Input: Ir , T(If )
Output: P∗with high costfunction

1 Initialize geometric transformations

2 for each transformation − step = 1 to n do
3 Calculate the cost function as given by Eq. 5

4 repeat
5 Use QPSO technique to solve the optimization problem as in Eq. 1

6 Update the joint utility using Eq. 6

7 Recalculate the cost function

8 until ;

9 The difference of cost function in three consecutive transformation steps is ≤ 0.01

10 end
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4 Simulation and Results

To know the performance, the proposed PC-EMI algorithm is tested on 6 set of

multimodal brain image data sets. Here, only MR T1 and T2 weighted with trans-

formed images are shown for simulation and analysis. The images are translated,

rotated and scaled manually and validated with proposed technique. The proposed

algorithm is validated with each data set and compared using different performance

measure indices to proof the robustness and accuracy. The performance indices cal-

culated are normalized cross-correlation (NCC), peak signal-to-noise ratio (PSNR),

mean squared error (MSE) and normalized absolute error (NAE). The simulation is

done in MATLAB R 2013a with a system specification Intel (R) Core(TM) i5−2400

CPU @ 3.10GHz. The simulated brain MR images were taken from the database

(http://brainweb.bic.mni.mcgill.ca/brainweb/).

The images must be aligned with a particular transformation parameters that have

higher cost function. This is the only condition taken for the registration procedure

with minimization of MSE. The input images shown in Fig. 2a, b show MR T2

weighted and T1 weighted, respectively. The size of images is 182× 182 with slice

thickness of 3 mm. The cost function, i.e. similarity measure value, for EMI is cal-

culated and compared with existing similarity measures, i.e. qualitative-quantitative

mutual information (QMI) and mutual information (MI).

MR T2-T2 translated along y-axis image: The registration procedure is done with

a set of brain MR T2 weighted and translated T2 weighted along y-axis. The cost

function, i.e. the similarity measure value, for PC-EMI is 0.76, which is higher than

PC-QMI and PC-MI. To verify the performance of proposed algorithm visually,

checker board image (CBI) of registered image and the reference image is shown

in Fig. 2c. Figure 1d and e shows the CBI of PC-QMI and PC-MI, respectively. The

different performance measures are organized in Table 1. The computational time is

additionally arranged in Table 1.

MR T1-T2 translated along x-axis image: In this test, the T2 image is transformed

along x-axis manually. Then, the translated T2 image is registered with respect to

T1 image using PC-EMI algorithm. The final EMI value is higher whereas the MSE

value is lower than the other two methods. The checker board image of reference

image and registered image is shown in Fig. 2f–h for PC-EMI, PC-QMI and PC-MI,

respectively. Also, the NCC value of proposed technique is higher than that of other

methods. All other parameters are presented in Table 1.

MR T1-T2 rotated image: Finally, one set of rotated T2 image and T1 image are

registered. The alignment of rotated T2 image is tested within a range [−20, 20].

The fourth row of Fig. 2i–k shows the CBI using PC-EMI, PC-QMI and PC-MI,

respectively. The convergence plot for the three techniques is presented in Fig. 3.

From the plot, it is observed that EMI has higher value than that of QMI and MI.

The computational time with other performance measures is tabulated in Table 1.

It is also observed that the computational time for proposed technique is lower as

compared to PC-QMI technique. The lower MSE proves the efficiency of PC-EMI

algorithm.

http://brainweb.bic.mni.mcgill.ca/brainweb/
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Fig. 2 Checker board image for all techniques
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Table 1 Calculated cost value with different performance measures

Data Set Methods SM

value

MSE PSNR NCC NAE Time

(s)

T2-T2 translated along y-axis

Brain MR image

PC-EMI 0.88 1.42 × 103 16.58 0.83 0.34 644.18

PC-QMI 0.73 3.63 × 103 12.59 0.58 0.73 766.63

PC-MI 0.62 3.89 × 103 12.09 0.54 0.78 28.83

T1-T2 translated along x-axis

Brain MR image

PC- EMI 1.67 3.54 × 103 12.63 0.58 0.84 636.38

PC-QMI 1.55 4.34 × 103 11.75 0.50 0.93 780.86

PC-MI 0.51 4.61 × 103 11.49 0.47 0.96 29.53

T1-T2 rotated Brain MR

image

PC-EMI 0.92 3.15 × 103 14.97 0.36 0.77 436.38

PC-QMI 0.60 3.26 × 103 12.95 0.34 0.79 519.33

PC-MI 0.15 3.30 × 103 12.84 0.33 0.81 19.53

Fig. 3 Convergence plot for T1-T2 rotated image data set

5 Conclusion

The paper proposed a new registration technique, based on phase congruency into

enhanced mutual information with the ability of taking feature and structural infor-

mation. The proposed method is robust towards contrast and scale changes. The

method is also rotation invariant. The utility factor gives the weighted information,

and phase congruency gives feature information that gives an improvement in the

calculation of EMI-based similarity measure for higher registration accuracy than

that of other state of the arts. This work can be extended towards nonrigid registra-

tion.
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