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Spammer Classification Using Ensemble Methods
over Content-Based Features

Aaisha Makkar(✉) and Shivani Goel

Computer Science and Engineering Department,
Thapar University, Patiala, India

{aaisha.makkar,shivani}@thapar.edu

Abstract. As the web documents are raising at high scale, it is very difficult to
access useful information. Search engines play a major role in retrieval of relevant
information and knowledge. They deal with managing large amount of informa‐
tion with efficient page ranking algorithms. Still web spammers try to intrude the
search engine results by various web spamming techniques for their personal
benefit. According to the recent report from Internetlivestats in March (2016), an
Internet survey company, states that there are currently 3.4 billion Internet users
in the world. From this survey it can be judged that the search engines play a vital
role in retrieval of information. In this research, we have investigated fifteen
different machine learning classification algorithms over content based features
to classify the spam and non spam web pages. Ensemble approach is done by
using three algorithms which are computed as best on the basis of various param‐
eters. Ten Fold Cross-validation approach is also used.

Keywords: Web spamming · Machine learning · Boosting · Ensemble

1 Introduction

As the Internet grew, retrieving the relevant and appropriate information became more
difficult. Due to non-standard structure of web, complex styles of different Web data,
the exponential growth, dynamic nature of the Web, searching for relevant information
is a challenging task. The search engines are used to download, index and rank Web
pages according to keywords, and presented to the user as Search Engine Result Pages
(SERPs). Web spam can intrude in any kind of information system whether it is an e-
mail, advertisement or online business websites [1]. Web spamming is an activity on
the Web by spammers to gain a better ranking in the Search Engine result pages, try to
harm the search engine ranking algorithms [2]. There are two categories of Web spam
techniques: Boosting techniques and Hiding techniques and these are further explained
in Fig. 1.

© Springer Nature Singapore Pte Ltd. 2017
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Fig. 1. Web spamming techniques

Boosting Techniques: It is the process of increasing the score for the web page.
Boosting techniques can be further classified into Link spamming and Term spamming.
In link spamming, link farms try to alter the web sites link structure [3]. To harm the
ranking algorithm used by the search engine, link farm is created with the interconnected
web pages. Spam mass is the concept to measure the effect of link spamming on the rank
of the web page [4, 5]. In Term Spamming, the content of the Web pages is changed by
keyword insertion at numerous places on the web known as Keyword Stuffing [6]. There
are two types of Term Spamming namely Body spam which refers to excessive keywords
used in the body of the page and Title spam which refers to excessive keywords used in
the title of the page.

Hiding Techniques: Hiding techniques do not bother about the rank of web pages but
make use of boosting techniques. Manipulating the anchor text by changing its color is
one of the example. Cloaking is one such technique of presenting different contents to
the user irrespective of search engine results [7]. While loading URL in the SERP’s,
another URL is opened without the knowledge of user and this is known as redirection.
In content hiding, some content is hidden from the user in the webpage.

2 Related Work

This section gives a brief overview of different web spam detection algorithms and
techniques which exists in the literature.

Nikita Spirin et al. stated that the Web Spamming Detection approaches started with
Content-Based such as cloaking and later Link Based methods were introduced like trust
or badness methods along with the behavior of the user. Link based web spamming
detection techniques has given tremendous results; still web is growing at the rapid rate,
so it is the open research issue. 90% Spam is being detected by using the present algo‐
rithms [1].

2 A. Makkar and S. Goel



Hector Garcia et al. addressed boosting and hiding techniques of web spamming.
Firstly, detect the web pages containing spam, stop crawling and even don’t allow it to
enter into the indexer module. Secondly prevent spamming by specific spamming tech‐
niques and finally taking counter measures. This procedure is still followed by the anti-
web spamming teams [2].

Becchetti et al. proposed techniques based on link for web spam detection by
computing the probability of the web page against the graph of web and estimating the
rank propagation of the web page directing to it. To improve the accuracy of classifi‐
cation, algorithms of graph clustering and predicted labels propagation are used by the
authors. The methodology used has resulted in 80% spam pages [3].

Gyongyi et al. introduced techniques to evaluate the effect of link spamming on the
Ranking algorithm mainly PageRank known as mass spam. The pages that gets the home
from link spamming can be measured with the help of spam mass can identify pages
that benefit from link spamming. Two scores are taken into consideration, first is the
normal pagerank score and second is the score of good nodes which are visited randomly.
With the help of these two scores, mass spam is calculated. TrustRank resulted is not as
good as this technique which is able to handle irregular estimation of link structure for
web spam demotion [4].

Bin Zhou and Jian Pei proposed two page farm spam measures that are SpamRank
and SpamMass which can easily detect that whether the page is targeted by the spam or
not, by experimenting over WEBSPAM-2006 dataset. With the help of such measures
the Precision and Recall gives the better classification results. The dataset being used
here, has given tremendous results and also proved that this farm can be easily included
in our calculations [5].

Wu et al. introduced a technique to identify link farm spam pages, consisting of
mainly three steps: generating step, expansion step and ranking step. At first, this algo‐
rithm generates a spam seed set by its common incoming and outgoing links. Then Parent
Penalty is used to expand the seed set. The assumption made is that the page is bad if it
points to the large number of bad pages. Lastly, authors rank the web graph by down
weighting elements in the adjacency matrix [6].

Basavaraju et al. performed the experiment using the approach of Text Based Clus‐
tering which is the one of the Web Spam Detection developed in 1999. Vector space
model is used in this technique and able to detect spam effectively. He named that algo‐
rithm as BIRCH, by comparing it with the K-NNC method, it gave more accuracy. The
accuracy was high because of the working while processing the dataset, which is scanned
once [7].

3 Problem Formulation

Web spamming is an emerging influence in online websites that degrades the perform‐
ance of search engines. Due to the development of various web spamming techniques,
quality of search results by the search engine are getting inaccurate and leading to the
high cost incurred by searching time and bandwidth wastage. To detect web spam
occurring frequently in the web data, it is difficult to confine to the already developed

Spammer Classification Using Ensemble Methods 3



web detection techniques [8] as the spammers always try to intrude new spamming
techniques.

Table 1. Dataset features Description

Dataset Feature Description Dataset Feature Description
Anchor text Amount of anchor text in

the web page
Average length Average length of words

Meta character Number of meta characters
in meta element

Title word Number of characters in the
title element

Meta word Number of meta words
within the webpage

Comp_ratio Counted complexity factor

Unique word Number of unique words in
webpage

Img Number of images

Total word Number of total words in
webpage

Spam 0 for non-spam and −1 for
spam

Max length Maximum length of words

4 Proposed Methodology

In the proposed work various approaches have been used for detection of web spam
in online websites data [10]. In the proposed work UK-2011 web spam dataset has
been used for detection of spam websites. This dataset contains different Arabic
websites information about various web pages from April-2011 to August-2011.
Various features have been used for detection of web spam in datasets. These
features are available in the dataset and have different importance factor for detec‐
tion of web spam available in dataset. Table 1 defines various features that are avail‐
able in the dataset. On the basis of these features dataset has been preprocessed [13]
and evaluated for detection of spam data.

• Pre-processing: In the pre-processing of dataset, all the attributes have been
analyzed and used for processing by removing redundant information and null values
with dummy substitution technique in the dataset. Dataset character values have been
converted by applying filter of nominal to numeric conversion that convert all char‐
acter value to numeric segment.

• Feature Selection: Feature selection has been done by using random forest machine
learning approach. This approach utilizes decision tree based approach for selection
of best features available in the dataset. Random forest approach takes data as an
input and provides all tree based decision making steps on all the attributes for
computation of accuracy and assign calculated Gini to each feature. On the basis of
Gini, feature selection has been done so that optimal features can be utilized for
detection of web spam information available in the dataset.

• Machine Learning Models for classification: In the process of classification
various models have been developed in recent researches for detection of web spam
data available in the network. Some of these models are CART, KNN, MARS, Linear
model, Parallel Random Forest, Partial DSA and Tree Based Models. To detect spam
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more accurately we proposed various new machine learning models described in
Table 2. These different models have been utilized by using various prediction strat‐
egies for detection of spam information in the dataset.

Table 2. Machine learning models

Model Method argument
value

Packages Tuning parame‐
ters

Bagged CART Treebag ipred, plyr,
e1071

None

Bagged Model Bag Caret Vars
Bayesian Generalized Linear Model bayesglm Arm None
Boosted Linear Model BstLm bst, plyr mstop, nu
Conditional Inference Tree Ctree Party Mincriterion
Bagged MARS bagEarth Earth nprune, degree
eXtreme Gradient Boosting xgbLinear Xgboost nrounds, lambda,

alpha,
Generalized Linear Model with
Stepwise Feature Selection

glmStepAIC MASS None

k-Nearest Neighbors Kknn Kknn kmax, distance,
kernel

Least Angle Regression Lars Lars Fraction
Parallel Random Forest parRF e1071,

randomForest,
foreach

Mtry

partDSA partDSA partDSA cut.off.growth,
MPD

Partial Least Squares kernelpls Pls Ncomp
Partial Least Squares Generalized
Linear Models

plsRglm plsRglm nt,
alpha.pvals.expli

Tree-Based Ensembles nodeHarvest nodeHarvest maxinter, mode

During the training process, three best models named Bagged CART, eXtreme
Boosting Technique, and Parallel Random Forest out of 15 different classification
models have been utilized for Ensemble approach which are computed as best among
all after the evaluation of different parameters. Prediction strategies of these entire
models have been combined for evaluation of average stronger prediction strategy so
that malicious or spam information can be detected in efficient manner.

Spammer Classification Using Ensemble Methods 5



5 Results and Discussions

In the proposed work various models have been utilized for the detection of spam infor‐
mation available in the dataset so that search engines can be optimized to provide any
user query results [12]. After training all the models, the evaluated results are given in
Table 3.

Table 3. Evaluation results

Models H Gini AUC Precision Recall Accuracy Total time
Bagged_CART.R 0.601 0.851 0.926 0.526 1 84.93 14.64
Bagged_Model 0.312 0.598 0.799 0.515 1 71.44 386.594
Bayesglm 0.096 0.207 0.603 0.53 1 56.85 4.886
Boosted_Linear_Model 0.075 0.179 0.589 0.529 1 54.83 42.786
Conditional_inference_tree 0.512 0.776 0.888 0.517 1 81.33 10.821
Earth 0.27 0.539 0.769 0.513 1 68.95 300.626
eXtreme_Gradient_Boosting 0.735 0.921 0.96 0.53 1 89.86 162.355
Generalised_linear_model_with
_stepwise_feature_selection

0.091 0.192 0.596 0.53 0.999 56 12.364

kknnModel 0.57 0.828 0.914 0.532 1 83.6 24.879
Lars 0.102 0.203 0.601 0.541 1 58.33 7.098
Parallel_Random_Forest 0.73 0.93 0.965 0.534 1 88.91 233.327
partDSA 0.122 0.333 0.666 0.524 1 65.39 79.58
Partial_Least_Squares 0.057 0.15 0.575 0.523 1 55.1 5.348
Partial_Least_Squares_Generali
zed_Linear_Models

0.058 0.118 0.559 0.534 1 54.78 192.532

Tree-Based_Ensembles 0.365 0.654 0.827 0.535 1 73.78 1142.816

On the basis of accuracy, the Bagged CART, eXtreme Boosting Technique, and
Parallel Random Forest are the best three models examined. These three models are thus
ensemble and the simulation results are given below in Table 4:

Table 4. Ensemble results

H Gini AUC Precision Recall Accuracy Total time
0.682 0.799 0.899 0.528 1 89.17 356.53
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• Cross validation: In this methodology validation approach of cross validation is used,
in which data get shuffled on random basis. The goal of the cross validation is to
define a test dataset which is used for testing the system and it also reduces the
problem of over fitting. The dataset is shuffled ten times and the results are cross
validated. Cross validation results with respect to various evaluation parameters are
shown in the Table 5 and in Fig. 2.

Table 5. Cross validation

H Gini AUC Precision Recall Accuracy Total time
Round 1 0.687 0.802 0.901 0.54 1 89.86 363.907
Round 2 0.672 0.791 0.896 0.518 1 89.54 363.298
Round 3 0.655 0.781 0.891 0.531 1 89.17 363.914
Round 4 0.632 0.765 0.882 0.53 1 87.58 350.834
Round 5 0.675 0.794 0.897 0.524 1 89.54 355.089
Round 6 0.676 0.794 0.897 0.539 1 90.13 364.363
Round 7 0.636 0.767 0.884 0.529 1 88.11 357.27
Round 8 0.657 0.783 0.891 0.537 1 88.91 375.386
Round 9 0.634 0.766 0.883 0.52 1 88 350.354
Round 10 0.72 0.823 0.912 0.532 1 90.39 353.143

The above Table 5 contains the evaluated measures after the last round of Cross-
Validation.

Figure 2 show the graphs plotted with respect to prediction.

(a) ROC curve: It predicts how well the model is performing. Area under this curve
depicts the true positive values with respect to false positive values.

(b) H-measure: It is used to check the cost of the proposed model in the normalized
form.

(c) AUC (w): The cost incurred by different features which is affected by the weights
assigned to them with filter method.

(d) Smoothed score distribution: It depicts the score earned by both the classes with
proportion to each other.
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Fig. 2. Cross validation results

6 Conclusion

Web Spamming activities are increasing in this internet era [11]. Though it is not possible
to eliminate the spam pages in the web completely but the detection of spam pages is
also difficult task. In this paper, detection of spam pages is performed with the help of
machine learning classification models over UK-2011 web spam dataset. Numerous
machine learning approaches using content-based features have been used in literature
to detect spammed web pages. Ensemble learning approaches like bagging and eXtreme‐
boosting that aims to improve the performance of individual classifiers exist in literature,
but they have not been extensively evaluated for the spammer detection task. We have
build fifteen Machine learning Models and among them three models with the highest
accuracies (Bagged CART-84.93, eXtreme_Gradient_Boosting-89.86 and Parallel
Random Forest-88.91) are ensemble. After applying this approach the accuracy is raised
to 89.17. Cross-validation Validation set approach has resulted in 90.39% accuracy in
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10 rounds. In future, the spam pages can be detected using much larger dataset over link-
based features [9].
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Abstract. Image enhancement is an important image processing task that effec‐
tively improves the visual quality of an image. This image processing technique
performs the operations on the input image in order to get an enhanced image.
Histogram technique is a simple enhancement technique that leads to high degree
of enhancement and reduces unnatural artifacts. In this research article, a color
image enhancement algorithm for low resolution images is proposed. Also, a
comparison of performance of various existing histogram enhancement techni‐
ques with the proposed algorithm is assessed using three parameters i.e. Mean
Square Error (MSE), Peak Signal to Noise Ratio (PSNR), and Bit Error Rate
(BER). From these parameters, it has been observed that the proposed algorithm
well enhances the low resolution images by preserving original hue.

Keywords: Histogram equalization · Image enhancement · Image processing

1 Introduction

Image enhancement processes consist of number of algorithms/techniques that are
meant to enhance or improve the visual appearance of digital images and also these
methods tend to reconstruct the image in a suitable form for human and machine analysis.
This is basically the process of changing the intensity of pixels present in that image [1].
In the process of enhancement of a digital image, the various features of an image are
varied or filtered in order to reduce the noise contents present in that image and to make
it more pleasant for eyes. There are number of such methods for image contrast enhance‐
ment. Global Histogram Equalization is one of the basic methods for the image enhance‐
ment which makes the use of image histogram [2]. Histogram Equalization is a method
for image enhancement in accordance with the distribution of intensity over the entire
range of histogram.

A number of researchers and academicians have contributed their efforts in
improving the quality of the degraded images using various histogram modification
techniques [4–8]. In 1987, Adaptive Histogram Equalization (AHE) technique was
proposed in which the image was made to partition in several blocks and then these
blocks were enhanced independently to highlight the local region [4]. The Brightness
preserving Bi-Histogram Equalization (BBHE) was another algorithm in this chain
proposed by Kim in 1997. In this technique the mean value is calculated in order to
divide the histogram into smaller histograms [5]. Histogram technique was further
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extended by Ibrahim. The idea behind splitting the histogram into multiple sub-histo‐
grams is based on local maxima [6]. In this method, the loop holes of BBHE are removed
and it improves the mean brightness of the output image. The recursive mean separated
histogram considers the mean of the input image for sub-dividing the histogram into
parts [7]. The process of sub-division continues until each part gets equalized inde‐
pendently. The number of sub-divisions occurred are based on the parameter called
minimum mean square error (calculated between the input and output image). The
method has a disadvantage that it has very high computational cost that was resolved
by Dynamic Histogram Equalization (DHE) [8].

The complete paper is arranged as follows: Sect. 2 deals with the detailed study of
BPDHE algorithm. Section 3 briefs out the proposed algorithm. Section 4 shows the
results of the proposed algorithm and also comparison of the proposed method with the
various existing techniques. Finally, Sect. 5 deals with the conclusion based on PSNR,
MSE, and BER.

2 Related Work

The base of the proposed algorithm works on the theory of Brightness Preserving Dynamic
Histogram Equalization (BPDHE) and Discrete Wavelet Transformation (DWT).

2.1 Brightness Preserving Dynamic Histogram Equalization

The major steps of the BPDHE are as follows:
Step 1: The histogram is leveled up by using 1-D Gaussian filter. The Gaussian filter is
specified by the following equation:

G(x) = exp
(
−x2∕2𝜎2) (1)

where x represents the coordinate relative to the centre of the kernel, and σ represents
the standard deviation.
Step 2: The leveled histogram is used for the process of splitting original histogram into
sub-histogram and this process is based on local maxima. Here local maxima are used
for separating the pixel intensities instead of local minima.
Step 3: Now, assign each sub-divided histograms a new dynamic range using Eq. (2).

widthi = Lh − LI (2)

fi = widthi × log10 M (3)

where M represents the total number of pixels in a width.

Spani = Spani∕

n+1∑

k=1

fi (4)

The range Spani starts from P and ends at Q.
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Pi =

i−1∑

k=1

Spank+1 (5)

Qi =

i−1∑

k=1

Spank (6)

Step 4: The next processing step is to equalize each sub-divided histograms separately.
For sub-histogram with the range [Pi, Qi], the equalization is followed by the transfor‐
mation (Fig. 1).

a) Original image b) Enhanced using BPDHE

Fig. 1. Enhancement of an image using BPDHE.

Step 5: Finally, the reconstructed image is obtained using the Eq. (7), where Mi is the
mean brightness of the input image, Mo is the mean brightness of the output image and
f(x,y) is the original input image

g(x, y) = (Mi∕Mo) f (x, y) (7)

This technique of enhancement normalizes the intensity of the output image by
carrying out the mean intensity of the output image near to the mean intensity of the
input image. But the histogram in this technique is divided into too many histograms
that lead to the insignificant amount of improvement.

2.2 Discrete Wavelet Transformation

Output from the DWT has two components:

a) Approximate coefficients (from low pass filter).
b) Detailed coefficients (from high pass filter).

The pictorial representation is shown in the Fig. 2 where f(x, y) is an input image.
The input is processed using two different filters i.e. low pass filter (LPF) and high pass
filter (HPF). The LPF produces the approximate coefficient while HPF produces the
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detailed coefficients. The low-frequency component contains approximation informa‐
tion of the image. The high-frequency component contains most noises and all the detail
information of image [9]. The output of the LPF and HPF are down sampled by 2 (Fig. 3).

Low Pass Filtering 

High Pass Filtering

2

2f(x,y)

Approximate 
Coefficient

Detailed 
Coefficient

Fig. 2. Illustration of DWT [10].

a)                                                                      b) 

Fig. 3. Image obtained using DWT.

3 Work Methodology of Proposed Work

This section provides the complete steps of the proposed work for the image enhance‐
ment (Fig. 4).

The basic steps are given below:

Step I: Decompose the acquired image into low and high components in frequency
domain by single level DWT using Haar wavelet transformation. This wavelet
makes the hardware implementation easier as it is simple.

Step II: Enhance the lower coefficients using Brightness Preserved Dynamic Histo‐
gram Equalization.
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Step III: The high-frequency coefficients are filtered using Gaussian filter so as to
remove the noise.

Step IV: Reproduce the improved image by taking inverse DWT using modified coef‐
ficients.

Here, LF and HF represent the low and high frequency components respectively.

LF

Input image DWT

HF

BPDHE

Gaussian 
filtering

Inverse 
DWT

Output 
Enhanced

image

Fig. 4. A typical block diagram of the proposed algorithm.

Fig. 5. Flow chart of the proposed algorithm.

Detailed Steps of the proposed algorithm described in Fig. 5 are given under as:

1. Acquire the input image.
2. Check whether it is a colored or gray scale image.
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3. If gray scale image then follow steps 3(a)–(e)
a) Divide the image into low and high frequency components using wavelet trans‐

formation.
b) Apply Enhancement technique BPDHE on the lower frequency component to

enhance it.
c) Higher frequency components are then filtered using Gaussian filter.
d) Take inverse wavelet transform using modified low and high components.
e) Go to step 5.

4. If image is colored then follow steps 4(a)–(d)
a) Separate the image in Red, Green and Blue components.
b) Follow steps 3(a)–(d) for all the three components separately.
c) Reproduce the single colored image from three components.
d) Go to step 5

5. Output the final image as an enhanced image.

4 Results and Discussions

This research proposes a modified algorithm for color improvement of digital images.
The performance of proposed algorithm is compared with the four existing color
enhancement algorithms i.e. Global Histogram Equalization (GHE) (or simply Histo‐
gram Equalization) [1], Contrast Limited Adaptive Histogram Equalization (CLAHE)
[3], Brightness Preserved Dynamic Histogram Equalization (BPDHE) [6] and

Fig. 6. (a) Original input image 1, Enhanced using (b) Global Histogram Equalization (GHE),
(c) Contrast Limited Adaptive Histogram Equalization (CLAHE), (d) Combination of Contrast
Limited Adaptive Histogram Equalization and Discrete Wavelet Transformation (CLAHE-
DWT), (e) Brightness Preserved Dynamic Histogram Equalization (BPDHE), (f) Proposed algo‐
rithm.
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Combination of Contrast Limited Adaptive Histogram Equalization and Discrete
Wavelet Transformation (CLAHE-DWT) [9]. Figures 6, 7, 8 and 9 are colored images
of size 256 x 256. The evaluation of different techniques has been done on the basis of
MSE, PSNR and BER.

Figures 6, 7, 8 and 9 show the original and the image enhanced by the different
algorithms. It is clear from the figure that colors of the image are changed in case of
CLAHE and CLAHE-DWT techniques but the color has been preserved by BPDHE and
proposed method and at the same time image is better enhanced by the proposed algo‐
rithm with the better PSNR, MSE and BER. The different parameters are tabulated in
Table 1. It shows that the improvement in terms of PSNR is best in case of proposed
algorithm. The CLAHE has least PSNR and CLAHE-DWT has more PSNR value than
CLAHE but less than BPDHE and BPDHE has a less PSNR value than proposed tech‐
nique. The comparison of different parameters for the different images due to various
algorithms is shown in the Figs.  10, 11 and 12.

Fig. 7. (a) Original input image 2, Enhanced using (b) Global Histogram Equalization (GHE),
(c) Contrast Limited Adaptive Histogram Equalization (CLAHE), (d) Combination of Contrast
Limited Adaptive Histogram Equalization and Discrete Wavelet Transformation (CLAHE-
DWT), (e) Brightness Preserved Dynamic Histogram Equalization (BPDHE), (f) Proposed
algorithm.
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Fig. 8. (a) Original input image 3, Enhanced using (b) Global Histogram Equalization (GHE),
(c) Contrast Limited Adaptive Histogram Equalization (CLAHE), (d) Combination of Contrast
Limited Adaptive Histogram Equalization and Discrete Wavelet Transformation (CLAHE-
DWT), (e) Brightness Preserved Dynamic Histogram Equalization (BPDHE), (f) Proposed
algorithm.

Fig. 9. (a) Original input image 4, Enhanced using (b) Global Histogram Equalization (GHE),
(c) Contrast Limited Adaptive Histogram Equalization (CLAHE), (d) Combination of Contrast
Limited Adaptive Histogram Equalization and Discrete Wavelet Transformation (CLAHE-
DWT), (e) Brightness Preserved Dynamic Histogram Equalization (BPDHE), (f) Proposed
algorithm.
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Table 1. Comparison of different algorithms with the proposed algorithm for different images.

Image Method MSE PSNR BER
Image 1 GHE 0.0313 62.4165 0.0160

CLAHE 0.0198 65.1676 0.0153
CLAHE-
DWT

0.0177 65.6532 0.0152

BPDHE 0.0057 70.5497 0.0142
PROPOSED 0.0028 73.6144 0.0136

Image 2 GHE 0.1691 55.8498 0.0179
CLAHE 0.0159 66.1212 0.0151
CLAHE-
DWT

0.0059 70.4041 0.0142

BPDHE 0.0027 73.8727 0.0135
PROPOSED 0.0019 75.2985 0.0133

Image 3 GHE 0.0523 60.9499 0.0164
CLAHE 0.0401 62.1001 0.0161
CLAHE-
DWT

0.0369 62.4657 0.0160

BPDHE 0.0128 67.0734 0.0149
PROPOSED 0.0042 71.8707 0.0139

Image 4 GHE 0.0325 63.0153 0.0159
CLAHE 0.0259 64.0028 0.0156
CLAHE-
DWT

0.0232 64.4772 0.0155

BPDHE 0.0056 70.6865 0.0141
PROPOSED 0.0039 72.2671 0.0138

Fig. 10. Comparison of PSNR
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Fig. 11. Comparison of MSE

Fig. 12. Comparison of BER

5 Conclusion

This research article proposes a modified algorithm for the color enhancement of low
resolution digital images. As discussed in Sect. 2, the high-frequency component
contains most noises and all the detail information of image. Therefore, to limit the noise
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enhancement and protect the detail information from over-enhancement, only the low-
frequency component is enhanced and the high-frequency component is kept unchanged.
The enhancement of the lower components is only done and the higher components
which contain detailed components are only filtered using Gaussian filter. The division
into the lower and detailed components is done using DWT [9]. The enhancement of
the lower component is performed using the BPDHE algorithm for image enhancement.
The method is thus called as the modified BPDHE technique. In this, the comparison of
the proposed algorithm with the existing techniques is made on the basis of three param‐
eters called as Peak- Signal to Noise Ratio, Mean Square Error and Bit Error Rate. From
the results in Figs. 6, 7, 8 and 9, it has been observed that proposed method can very
efficiently preserves the original color of the image and capable of having higher PSNR
values than other histogram techniques as CLAHE, CLAHE-DWT and BPDHE. The
graphs of parameters PSNR, MSE and BER are shown in Figs. 10, 11 and 12 respec‐
tively. As shown in Fig. 10, higher PSNR is obtained for proposed technique compared
to the other equalization methods. It has been observed that the proposed algorithm
yields maximum PSNR, minimum MSE and BER. The comparison from visual appear‐
ance of Figs. 6, 7, 8 and 9, it has been observed that the proposed algorithm improves
the information contents present in that image while preserving the original hue.
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Abstract. With the advent of technology the past few years have seen the rise
in the field of data mining. Data mining generally considered as the process of
extracting the useful information by finding the hidden and the non-trivial
information out of large chunks of dataset. Now here comes the role of asso-
ciation rule mining which forms a crucial component of data mining. Many
recent applications like market basket analysis, text mining etc. are done using
this approach. In this paper we have discussed the novel approach to implement
the FP Growth method using the trie data structure. Tries provide a special
feature of merging the shared sets of data with the number of occurrences that
were already registered as count. So this paper widely gives an idea about how
the interesting patterns are generated from the large databases using association
rule mining methodologies.

Keywords: FP Growth � Trie � Association rule mining � Data mining

1 Introduction

Data mining refers to the extraction of predictive information that is in the hidden form
from huge databases. Association rule mining is intended for the purpose of identifying
the important rules that will be discovered inside the databases by performing some
techniques of data mining and after using measures of interestingness [1]. In this
paper we have designed an algorithm for FP Growth technique by taking into the
consideration of the repeating patterns (items) in the frequent item sets. Here, by
using trie data structure we can reduce the space and time complexity by efficiently
grouping the overlapping items and thus perform the techniques on the data in
this form.

Section 2 gives an overview of the work that has been done so far by the
researchers in the field of data mining and association rule mining. Section 3 briefly
describes the basic concepts related to the topic. Section 4 represents the fundamentals
of FP-Growth discussing the advantages of using TRIES for implementing the same.
Section 5 gives the actual implementation of the proposed approach. Then we discuss
the results in the following Sect. 6. Finally giving the conclusion and future scope in
Sect. 7.
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2 Related Work

In literature, FP growth algorithm has been implemented using the tries data structure
proposing new fundamentals for generating the association rules with the help of
frequent item sets. Taktak and Slimani [2] have proposed a multi-support variation in
the versions of FP Growth by handling two cases of increasing and decreasing the
minsup values. They have generated rare rules carrying out their work [2]. Hipp et al.
[3] have described the fundamentals of the association rule mining by deriving a
general framework for the same. They have identified the concerns for various
strategies to find out the support values frequents item sets [3]. Borgelt [4] has com-
pared the performance of the FP-Growth algorithm with the other three primary
approaches of association rule mining namely Eclat, Apriori and Relim [4]. Kumar and
Rukmani [5] have explained the research work of implementing all the phases of web
mining and study the associated pattern of usage [5]. Then Racz [6] has dealt with the
issues related to the implementation of the FP Growth approach along with the memory
layout and data structures for fast traversal. Liet et al. [7] in their work have proposed a
model to perform the parallelization of the FP Growth algorithm in a way that it can
work on the distributed machines.

3 What Is Data Mining?

With the help of data mining we can discover patterns based upon the computational
methods present in large datasets that involve the intersection of techniques pertaining
to subjects like machine learning, artificial intelligence, database systems and even the
statistics for mathematical and probabilistic calculations. Now the overall process of
applying data mining to any of the datasets apart from applying the basic raw analysis
involves the pre-processing of the data, later considering it on basis of model and
inference, calculating the interestingness of metrics and finally the post-processing of
the discovered visualization, structures, and also the online updating. Therefore the
Data mining is also known as the step of analysis in the “knowledge discovery in
databases” process, or shortly called as the KDD.

Also the prospective and automated analyses that is offered by data mining helps in
moving beyond analyses of the past events given by retrospective tools that were
typically belonging to the decision support systems. It predicts the information that also
the experts may miss by scrutinizing the huge databases because sometimes it may lie
beyond the human expectations [6].

3.1 Association Rule Mining

Association rule mining is the process meant to discover the interesting relations that
exist between the variables that form a part of large databases [7]. This type of
information is primarily used for the process of decision making in the marketing
sectors for the promotional activities and placement of the products. These decisions
also help to increase the sales of the consumer products in supermarkets etc.
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Now to note here the association rule mining does not take into account the order of the
items either within the transaction or across the transaction unlike the sequence mining.

3.2 Parameters of Association Rule Mining

Association rule learning finds out whether there exists any relation between the varied
products or any frequent patterns. Popularly-known two of the constraints are mini-
mum value of thresholds on two parameters are support and confidence to select
interesting rules form dataset. Support and confidence are the parameters that are
essentially used to conduct the association rule mining. Now here the term support
refers to how frequent a particular item has occurred in the database while the confi-
dence represents the count of the times the rule appeared to be true. Now for instance to
let there be an item W and number of transactions denoted by T. So here the support of
W will be the frequency of occurrence of item W in T as given in (1). It will be the
proportion of the transactions present in our database that contain the item-set W.

Support Wð Þ ¼ Frequency of item set Wð Þ =Total number of transactions T ð1Þ

And support for two items V and W occurring together is given by (2).

Support VWð Þ ¼ Frequency of item sets Vð Þ and Wð Þ occurring together

=Total no: of Transactions ð2Þ

The parameter confidence is used as an indication of how often the rule was found
to be true in our transaction database. Now here the confidence value associated with a
rule, V ) W, with respect to the set of transactions T will be the proportion of the
transactions in our dataset that include V and W both simultaneously. Confidence is
given by (3).

Confidence ðV ) WÞ ¼ Support VWð Þ = Support Vð Þ ð3Þ

4 FP-Growth

Algorithm of FP-Growth that was initially proposed by Han [8] has been an efficient
and scalable method to mine the complete set of frequent patterns with the process of
pattern fragment growth. Now major difference between the frequent pattern-growth
and other algorithms is found out to be that FP-growth does not essentially generate the
candidates, rather it just tests them. Whereas the Apriori algorithm not only just tests
the candidate item sets but beforehand generates them also [9].

The motivation behind FP-tree methods has been the following:

• Only frequent items are simply required to locate the association rules, hence it is
best for finding the frequent items while ignoring the others.
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• If in case of multiple transactions which share a particular set of frequent items, it
may be a possible case to allow merging of the shared sets along with number of
occurrences that are registered as count.

Advantages of FP Growth:

• FP Growth clearly avoids the scanning of database more than two times for finding
out the count of support.

• Eliminates the costly candidate generation that can prove to be an expensive
operation in reference to the Apriori algorithm for the candidate sets [10].

• Also proves to be better when the support count is low and transaction database is
huge enough, it would satisfy count of the support thus size of candidate sets for the
case of Apriori would be many and large.

4.1 TRIE Data Structure

In computer science as we know there exists plenty of data structures to represent
various forms of data depending upon the purpose of storage and retrieval of the data.
One of these largely used is Trie. Trie is basically an ordered tree data structure which
is primarily used for storing a dynamic form of associative array or set whereby the
keys form usually the strings of data. Now unlike a normal binary search tree where no
node in tree data structure stores any of the key associated with that node, here its
position in that tree will be defining the key with which it is being associated. Also to
note all the descendants of a particular node will have common prefix of data string
associated to that specific node, consequently the root will be associated with an empty
string. However the values may not necessarily be associated with every single node.
Instead of this values tend to be associated with just the leaves, and also with some of
the inner nodes corresponding to the keys of our interest.

4.2 Advantages of Tries Over Other Data Structures

Now here we shall discuss as to how the Tries are advantageous over the other tree data
structures. Due to their unique features they can even be used while replacing the
standard hash table. Now let us say k is the length of the string that needs to be
searched in our application. So the worst case complexity for doing so will be of the
order of O(k). As the imperfect hash table may have the key collisions (hash function
mapping of dissimilar keys to the one same position in the hash table). But instead
there would be no collisions for the case of different keys in a trie.

5 Implementation of the Proposed Approach

Here we describe the steps of the procedure that is used while implementing the
proposed approach of FP-Growth using TRIES.
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• Enter the number of transactions, number of Items, and support percentage.
• Calculation of Support = No. of transaction * Support Percentage.
• Input the transaction database in the form of Boolean 2-D array.
• All the Transaction items are assigned number ranging from 0 to number of items-1.
• For each transaction enter-

• 1: Item is present
• 0: Item is not present.

• Initialize the frequent item set array to 0.
• As the transaction database is stored in the horizontal representation, so by adding

the number of 1’s in each column find the frequency of each item.
• Initialize the Boolean bit vector array to 0.
• Now set the bit vector corresponding to each item as 1 if the frequency of that item

is greater than or even equal to the minimum support specified.
• Now modify the transaction table by putting 0 in each transaction for all

non-frequent items if it was originally 1.
• From the bit vector find the number of frequent items by adding the number of 1’s.
• Make header table showing the ranking of items w.r.t. the frequency of frequent

items.
• Now insert the items for each transaction from the modified transaction table in the

Trie in accordance to their ranking.
• Finally apply the data mining/association rule mining function on the Trie structure

formed after insertion.
• Print the frequent item pair set satisfying the minimum support condition.

5.1 Code for Insertion into the Trie

void insert(trieNode* iter, bool transactionArray[], int numOfFrequentItems, int rankArray[])
{

int digit;
int index;

for(digit=0;digit<numOfFrequentItems;digit++)
if(transactionArray[rankArray[digit]] == 1)
{

index = rankArray[digit];

if( (iter->children[index]) == NULL )     
iter->children[index] = createNode();                                 

iter = iter->children[index];
(iter->count)++;    
}

}
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5.2 Code for Finding Frequent Item Sets Pairs

int miningFunc(trieNode* iter, int miningArray[], int itemNum,int child)
{

if(iter == NULL) return 0;

if(child == itemNum)
{

miningArray[child] = miningArray[child] + iter->count; 
return iter->count; 

}

int val = 0;

for(int childNum=0; childNum<MAX _ITEMS; childNum++)
if(iter->children[childNum])

val = val + miningFunc(iter->children[childNum], miningArray, itemNum, childNum);     

if(val > 0)
miningArray[child] = miningArray[child] + val;  

return val;                       
}

Here, we have used an array (miningArray[ ]) to store the frequency of items that
occur together with the item that is to be associated. Each time the miningFunc() is
called, we are inserting the value of frequency (i.e. count) of items that are present in
the path to the final item (i.e. itemNum: the item that is selected to form association
rules.). After each call the miningArray[ ] is checked for the values where the fre-
quency of items satisfies the given support. And then all the supported items are
selected with corresponding itemNum. And thus the association rule for frequent items
is generated consisting of 2 item pairs.

6 Results and Discussions

Now let us take an example on which we have applied our algorithm. The transaction
database is as follows (Table 1):

Table 1. Transaction database

Transaction ID Items

1 Bread, Cheese, Eggs, Juice
2 Bread, Cheese, Juice
3 Bread, Milk, Yoghurt
4 Bread, Juice, Milk
5 Cheese, Juice, Milk
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Now, the first step is to find the frequency of each item set (Table 2). And then
remove the item sets that are less frequent than the minimum support required
(Table 3).

Then we have modified the transaction table by removing the non-frequent item
sets and ordering the items in non-increasing order of frequency (Table 4).

Now, we apply the algorithm to insert transaction items to form the trie structure
(Fig. 1).

Now, after applying the data mining function on the trie formed in above step, we
get three conditional trees as our frequent item count = 4. This has been depicted by
(Figs. 2, 3 and 4).

Figure 5 shows the input and output of the program. The output here shows that
there are 2 frequent item pairs i.e. (3,1) – (Juice, Cheese) and (0,3) – (Bread, Juice).

Table 4. Modified transaction table after removal of non-frequent items & ordered according to
frequency.

Transaction ID Items

1 Bread, Juice, Cheese
2 Bread, Juice, Cheese
3 Bread, Milk
4 Bread, Juice, Milk
5 Juice, Cheese, Milk

Table 3. Frequent items

Item Frequency

Bread 4
Juice 4
Cheese 3
Milk 3

Table 2. The frequency of items

Item Frequency

Bread 4
Cheese 3
Eggs 1
Juice 4
Milk 3
Yoghurt 1

Fig. 1. FP-Tree implementation using Trie
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7 Conclusion and Future Scope

In the field of data mining the association rule mining plays a crucial role to analyze
and predict the behavior of the customers. Implementing FP growth using the tries data
structure has thus increased the performance of association rule mining undoubtedly.
For now the given approach generates only the frequent two item pair sets. This can be
further improved by modifying it to generate the item sets containing more than two
item pair sets.

Fig. 2. Conditional tree for M Fig. 3. Conditional tree for C

Fig. 4. Conditional tree for J

Fig. 5. Program execution
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Abstract. In this paper, an optimization problem of 2-way ribbed slab or waffle
square slab has been solved using a hybrid variant of self organizing migrating
algorithm, C-SOMAQI. The main objective of this problem is to design a 2-way
ribbed waffled slab of dimension 10 m * 10 m with optimum cost of steel as well
as concrete. The design variables of 2-way ribbed waffled slab are taken as the
effective depth of the slab (j), ribs width (p), the spacing between ribs (b), effective
depth of ribs (d), and the area of reinforcement. Various population based tech‐
niques are available in literature to solve optimization problems. In this paper, a
low population based hybrid technique C-SOMAQI has been taken to solve this
problem that provides the solution at an optimum cost. To validate the claim, this
problem has also been solved theoretically and a comparative analysis between
these two solutions has been made. The study concludes that C-SOMAQI
provides better results as compare to theoretical method.

Keywords: Ribbed slab · Waffle slab · Optimization · Self organizing migrating
algorithm

1 Introduction

Waffle slab is typical concrete slab system in which the concrete joists/beams are laid
in both directions. These concrete joists are cast monolithically with slab hence, there
is a decrease in the dead load of the structure as the thickness of the structure also
decreases which enhances the load bearing capacity. In case of normal slabs, due to its
high weight there is limitation of span which is the main obstacle in the concrete
construction. Therefore, to overcome this problem development in the reinforced struc‐
ture have focused on enhancing the span which is done either by overcoming the
concrete’s natural weakness in tension or by reducing the weight. By utilizing the
approach for reducing the weight of normal slab, waffled slab is developed. It has drawn
the attention of various researchers. The need for optimum design of waffle slab is
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because of its various properties such as light weight & long spans, economical (when
reusable formwork pans are used), vertical penetrations between ribs is easy, profile may
be expressed architecturally, or used for heat transfer, it allows a considerable reduction
in dead load as compared to conventional flat slab construction since the slab thickness
can be minimized due to the short span between the joists.

Cost optimum design of reinforced concrete structures is receiving more and more
attention from the researchers. Pretzer et al. [8] investigated unusual applications of pre-
stressed waffle slabs and composite beams and concluded that waffle slabs are generally
employed in long-span constructions. Practical spans vary between (5 m and 15 m) for
R.C.C. under normal office or industrial loading. With the use of pre-stressing, longer
spans or higher loads are possible. Reiss et al. [9] designed a rectangular ribbed flat slab
and analyzed it as orthotropic plates with zero twisting rigidity. As a result of the missing
twisting rigidity, relatively large moment concentrations were found in the column
strips, which tend to act as supporting beams. Galeb et al. [4] carried out a research on
the optimization process using MATLAB of waffle slab, The result indicated that the
optimum value of the total cost is enhanced with the increase in population size. M.
Khalaf et al. [6] used a 3-D finite element method to carry out a study on influencing
parameters such as slab aspect ratio, slab boundary conditions, steel sheet depth, corru‐
gation cell aspect ratio and its orientation, to investigate the overall behavior of two-
way composite waffle slab under different conditions. The result showed that waffle
composite slabs is superior and is strongly recommended to manufacture new steel sheet.
Mohd. Shahezad et al. [5] presented the comparison of R.C.C Beam Slab, One-Way
Continuous Slab and Grid Slab and results revealed that a R.C.C. One-Way Continuous
slab is more economical than other two types of slabs for the considered span. Indrajit
et al. [7] proposed a semi analytical method for the analysis of waffle slab with any
arbitrary boundary conditions; fixed, free and simply supported and stated that it can be
adapted for analysis of waffle slab for generalized boundary conditions. Hatindera Singh
et al. [3] presented a paper on the cost optimization of one way slab and the result implies
that it is not always true that higher grade will always results in minimum cost.

Minimization of construction cost of waffle slab is one of the most important factors
for civil engineers without making any change in the value of its load bearing capacity.
Design optimization [2] of various structures is a vast topic of research in the field of
structure design. The motive of this work is to develop optimal solution for the structure
in terms of cost and for the better utilization of construction materials which is directly
related to the increase of the load bearing capacity of the structure. Optimization directly
lowers the cost of the structure without compromising in its functional capacity to serve
the various loads. The theoretical results are obtained by calculating serviceability loads
as per IS: 456-2000 (Plain and reinforced concrete design) and dimensioning has been
done as per BS: 8110 (design and construction of reinforced and pre-stressed concrete
structures).

In this paper, optimization of a square (10 m * 10 m) span, 2 way ribbed slab has
been done using SOMAQI which is a hybrid variant of Self Organizing Migrating
Algorithm (SOMA). The main objective of this paper is optimum design of reinforce‐
ment & concrete waffled (2-way ribbed) square slab of (10 * 10) m using M20 grade of
concrete and Fe415 grade of steel. The problem has also been solved theoretically and
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comparative analysis between these two solutions obtained theoretically and analytically
has been made. The rest of the paper has been organized as follows: In Sect. 1, Intro‐
duction of the problem with a brief summary of Literature has been given; in Sect. 2, 2-
Way Ribbed Slab or Waffle Slab Problem has been modeled; in Sect. 3, the methodology
of C-SOMAQI has been discussed; Sect. 4 discusses the results and analysis and conclu‐
sion is presented in Sect. 5.

2 2-Way Ribbed Slab or Waffle Slab Problem

Design [1] a 2-way ribbed slab (waffle slab) for interior span of (10 × 10) m as shown
in Fig. 1 considering that there is no shear reinforcement. Dimensioning of the compo‐
nents of waffle slab is done by using BS: 8110 and analysis is done by using IS: 456.
By taking grade of steel is Fe415 and for concrete is M20.

Fig. 1. 2 way ribbed slab (all dimensions are in mm).

2.1 Objective Function

2.1.1 Reinforcement
Optimization of reinforcement (m3) present in waffle slab.

For steel grade Fe415 cost (Rs 3, 53,250/m3).

Ast (m3) = ((30 ∗ j ∗ C1) + ((f1∕f2) ∗ ((b ∗ d)∕2) ∗ (1 − sqrt(1 − 4.6 ∗ m)/(f1 ∗ b ∗ d ∗ d)))
∗ 2 ∗ ((C1∕b) − 1) ∗ C1) + ((f1∕f2) ∗ ((b ∗ d)∕2) ∗ (1 − sqrt(1 − 4.6 ∗ n)/(f1 ∗ b ∗ d ∗ d)))
∗ 2 ∗ ((C1∕b) − 1) ∗ C1))∕(109) + (p ∗ 0)
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Where,
C1 = 10000 mm
j = Depth of the slab (mm)
f1 = characteristic strength of concrete (M20 = 20 N/mm2)
f2 = yield strength of steel (Fe415 = 415 N/mm2)
b = the spacing between ribs (mm)
d = Projection of rib downward from topping slab (mm)
m & n = moment for which area of steel is calculated (Nmm)
p = ribs width (mm)

2.1.2 Concrete
Optimization of concrete in (m3)
For M20 cost (Rs 4800/m3)

Concrete volume (m)3 = ((C2
1 ∗ (j + d) − ((C1∕b)2 ∗ (b − p)2 ∗ d))∕(109); Where,

C1 = 10000 mm
j = Depth of the slab (mm)
d = Projection of rib downward from topping slab (mm)
b = the spacing between ribs (mm)
p = ribs width (mm)

2.1.3 Total Cost
MIN(Cost) = (((((c ∗ j) + (x ∗ y ∗ z ∗ 2 ∗ u ∗ s) + (x ∗ y ∗ v ∗ 2 ∗ u ∗ s))∕(w)) + (p ∗ 0)) ∗ 353250)

+ ((((s ∗ s ∗ r) − ((s∕b) ∗ (s∕b) ∗ (b − p) ∗ (b − p) ∗ d))∕ (w)) ∗ 4800)

Where,
c = 300000
x = 0.0482
y = (b*d)/2
z = (1 − sqrt(1 − (4.6*m)/(f1*b*d*d)))
u = ((10000/b)−1)
v = (1 − sqrt(1 − (4.6*n)/(f1*b*d*d)))
w = 1000000000
r = (j + d)
s = 10000

2.1.4 Constraints
To control the geometric configuration as well as to maintain the load bearing capacity
of slab constraints have been formulated as per the basic rules of dimensioning of 2-way
ribbed or waffle slab given in BS:8110 and IS:456.

(1) depends upon the spacing between ribs (b) & width of ribs (p)

b − p − 750 =< 0
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(2) depends upon the depth of ribs (d) & width of ribs (p)

d − (3.5 ∗ p) =< 0

(3) depends upon width of ribs (p)

−p + 100 =< 0

(4) depends upon moment according to which reinforcement being designed, depth of
topping slab (j), spacing of ribs (b), depth of rib from topping (d)

jbd − 0.416bj2 − 15.5 ∗ 106 =< 0

2.1.5 Upper Bound and Lower Bounds
There are 6 variables and hence, the ranges of each variable is given below

45 =< j =< 75
240 =< d =< 700

60 ∗ 106 =< m =< 110 ∗ 106

46 ∗ 106 =< n =< 110 ∗ 106

100 =< p =< 200
350 =< d =< 700

3 Methodology of C-SOMAQI

A number of population based evolutionary algorithms (EAs) are available in literature
to solve engineering optimization problems. In this paper, a hybrid variant of SOMA
that is C-SOMAQI has been used to solve 2-way ribbed slab or waffle slab optimization
problem. C-SOMAQI combines the feature of SOMA and quadratic interpolation cross‐
over operator [10]. The computational step of this algorithm is as follows:

Step 1: generate the initial feasible population;
Step 2: evaluate all individuals in the population;
Step 3: generate PRT vector for all individuals;
Step 4: sort all of them;
Step 5: select the best fitness individual as leader and worst as active;
Step 6: for active individual a new population of size n is created. This population is

nothing but the new positions of the active individual towards the leader in n
steps of defined length. The movement of this individual is given as:

xMLnew

i,j = xML

i,j,start
+
(

xML

L,j − xML

i,j,start

)
.t. PRTVectorj

Where t ∈ < 0, by step to, PathLength > and ML is actual migration loop
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xMLnew

i,j is the new positions of an individual.

xML

i,j,start
is the positions of active individual.

xML
L,j is the positions of leader.

Step 7: sort new population with respect to fitness;
Step 8: for each individual in the sorted population, check feasibility criterion;
Step 9: if feasibility criterion is satisfied replace the active individual with the new

position, else move to next position in the sort order and go to step 8;
Step 10: create new point by quadratic interpolation crossover operator as follows:

Select three distinct points R1 (with best fitness value), R2 and R3

Then A new trial point of minima x′ =
(
x′1, x′2,… .., x′

n

)
 is given as

x′ =
1
2

[(
R2

2 − R2
3

)
∗ f

(
R1
)
+
(
R2

3 − R2
1

)
∗ f

(
R2
)
+
(
R2

1 − R2
2

)
∗ f

(
R3
)]

[
(R2 − R3 ∗ f

(
R1
)
+ (R3 − R1) ∗ f

(
R2
)
+ (R1 − R2) ∗ f

(
R3
)]

Where f(R1), f(R2) and f(R3) are the objective function values at R1, R2 and R3

respectively.
Step 11: if feasibility criterion is satisfied replace the active individual with the new

position, else go to step 9 until prescribed number of iterations are exhausted;
Step 12: if new point is better than active replace active with the new one;
Step 13: if termination criterion is satisfied stop else go to step 5;
Step 14: report the best individual as the final optimal solution;

The parameters used in C-SOMAQI are Population size: 20, PRT: 1, Step
Size: .85, Path Length: 3.

4 Results and Analysis

This section discusses the comparative study of the values obtained by C-SOMAQI and
theoretical study. The design variables obtained by theoretical calculations have been
used as pre-set values for comparative study. C-SOMAQI optimized the cost of steel
and also determined the optimum values of design variables. Comparison of the values
obtained theoretically and by C-SOMAQI has been shown in Table 1. From Table 1, it
is observed that the pre-set value of depth of slab which was taken as 60 mm has been
reduced to 45 mm by the optimization technique with projection of rib as 353 mm and
ribs width as 101 mm. With the optimized values of depth of slab, moment resisting
capacity is increasing by 20% as shown in Table 1. The most important parameter i.e.
cost of concrete and steel used is also reduced by 18% which is an appreciable amount.
The same results have been shown in graphically form in Figs. 2 and 3 .
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Fig. 2. Comparison of cost obtained by C-
SOMAQI and theoretical method.

Fig. 3. Comparison of different parameter
values obtained by C-SOMAQI and pre-set
theoretical values.

Table 1. Comparison between C-SOMAQI and theoretical study

Different variable with
their descriptions

Value obtained by C-
SOMAQI (obtained
values)

Theoretical
calculation (pre-set
values)

% increase or decrease

j = Depth of the slab
(mm)

45 60 25% decrease

b = the spacing
between ribs (mm)

750 750 No change

d = Projection of rib
downward from
topping slab (mm)

353 367 –

m = first moment for
which area of steel is
calculated (Nmm)

60000000 47520000 20% increase

n = second moment
for which area of steel
is calculated (Nmm)

46000000 35000000 23.9% increase

p = ribs width (mm) 101 220 –
Total cost of concrete
& steel

Rs 139683 Rs 171765 18.6% decrease

5 Conclusion

The following conclusions are drawn from the present study:

1. The parameters obtained from the C-SOMAQI are much more optimized then the
pre-set theoretical values. Hence, the results obtained from C-SOMAQI are more
appropriate in terms of cost of concrete and steel approximately by 18%.
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2. The value of depth of topping slab obtained by C-SOMAQI is 25% lesser than the
pre-set theoretical values which eventually enhance the load bearing capacity of 2-
way ribbed waffled slab by 20–23%. Thus, construction cost is minimized without
compromising with the load bearing capacity.

3. Theoretical analysis is much more time consuming than the optimization technique.
The optimization technique directly gives the better results on entering the desired
objective function.

4. In optimization technique, the results can directly be changed according to the
requirement. This technique is not only limited to cost optimization but can also be
used to obtain optimum quantity of concrete and steel reinforcement.

5. This study is limited only for a square waffle slab of 10 m * 10 m span.
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Abstract. In order to arm yourself and assess risk correctly in the cloud,
carrying out investigations are necessary. Though Cloud Computing is the
buzzing technology now a days, with the advent with which cloud computing is
developing and providing solutions to the upcoming technologies where on the
other side of it there also lies a down fall with respect to theft of data in the cloud,
loss of data in the cloud which are related to forensic, these things create an
distrustful relation between cloud user and cloud providers, during the past half
decade cloud forensic has emerged as a challenging point that has to be solved in
cloud computing, the prevailing existing solutions which were suggested at the
initial stage of Cloud Forensics were satisfied at that time but those solutions
cannot rule now also, due to which they are not up to the mark to give much
satisfaction which there by strengthen the faith of users in cloud, and makes
Cloud Service Providers to provide the services and make a path to be laid for the
coming technologies to utilize the flavors of cloud computing. This paper
inculcates the contents related to cloud forensic which are traced out which are
being known, to be known. In this paper we have traced out the major causes of
Cloud Forensics, and thrown a light on the causes and origins which are helpful
for laying a success ladder for Cloud Forensic concepts, and provided relevant
content which would be helpful to trace out the solutions which are causing
obstacles in the field of Cloud Forensics, utilizing which one can get an overview
of the challenges and if considered can definitely lead to a good solution methods
which if implemented in a proper way can lead to recovery of lost data as well as
to know the real cause of the effect and also in order to reduce their effect.

Keywords: Cloud computing � Cloud forensic � Cloud Service Providers �
Digital Forensic Readiness � Forensic Tool Kit (FTK)

1 Introduction

Cloud Forensic is a product of Cloud Computing and digital forensics. Many gov-
ernment organizations are implementing cloud solutions, Digital Forensic and analyze
huge collection of data, and converts them to meaningful information, NIST defines
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Digital Forensic as a branch of applied science which is used for identification, col-
lection examination and analysis of data, cloud forensic can also be considered as a
subset of network forensics, about 95% of entire information of world is generated and
stored in digital format, but only one third of the evidence taken in the form of print
outs. Cloud forensic also deals with registry history, file systems, process, and cash. For
the past decades with an advent revolutions in cloud computing various methods has
been revolutionized which are being used for the transmission, processing and storing
of digital data in the cloud. Forensic is one of the applications of branch of science used
in order to solve a problem legally; one can solve Computer Crime as a profitable thing
which grows continuously. For the past recent years the big challenge which has risen
in front of cloud is Cloud Forensics. Digital forensics or Computers forensics are the
synonyms for Cloud forensic, Cloud forensics is a fusion of cloud computing and
digital forensics. For the support in order to organize Cloud Forensic successfully these
challenges should be co related to some of the characteristics of the cloud computing.
Our everyday digital devices such as gaming consoles, cell phones and many more
consist of a treasure of evidence, but none of them are given importance until they are
being traced out during the crime scene. Some of the important issues in cloud
forensics are

• Difficulties in Acquisition of data.
• Co operation from the cloud providers is must.
• Lagging of forensic attributes in cloud data.
• More complex chain of custody.
• Present available Tools are not up to the mark.

2 Digital Forensic Process

The process in which digital forensic is carried out was described in step by step by
Ken Zatkyto in 2007 in Forensic Magazine, he traced out the eight phases which are
involved in this, deploying digital forensic services which are cloud dependent system.
They are

• Authority: It is the first step in any forensic process, evidence which is collected
without a proper searching authority is likely to be changed.

• Chain of Custody: This is carried out to maintain the evidence integrity for a well
documentation.

• Imaging/Hashing Function: A unique value is produced, by a mathematical
process this is unique for any file, such as finger print of DNA, and they are then
compared with the original evidence of the forensic image.

• Validated Tools: Tools may be either hardware or software related they should be
tested before using them for testing their accuracy of the results.

• Analysis: Experienced examiners use the available tools along with their skills to
trace out the artifacts in the forensics, sometimes these analysis depends on the
investigation circumstances and the available facts which are being traced out. This
analysis includes some of the following things
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• a specific users account is linked with an activity
• Events are arranged according to the timeline.
• Tracking out whether an USB is being connected to a storage device or not.
• break the encryption
• Identifying the websites which have been visited.

• Repeatability: It is related to quality assurance it’s a pain taking task to generate a
correct and accurate report, it may also be considered as the hallmark of the forensic
process. When all the steps are being repeated by a separate examiner with the same
evidences, with same tools he should also get the same results, this shows the
quality assurance to get the same report even when the process is carried out by
another person.

• Reporting: For every concept in digital forensic reports has to be generated some
of the reports are too long and some of them are too short so it depends on the client
and the organization in which they want there report to get generated.

• Presentation by and Expert: Explaining a technological concept of forensic to a
non technical person such as Judge is a challenge job, if it is not done properly then
all the hard work which has been carried out to achieve the result would be wasted,
a failure at this stage will result in high cost.

3 Categorization of Cloud Forensic Challenges

• Architecture: They deal with the variations in the architectures of cloud and their
providers; they also include proliferations of systems, endpoints in the locations
which are used to store the data, secure and accurate provenance for the preservation
of chain of custody, capturing of the cloud resources with disturbing other tenants.
Existing technologies does not highlight problems related to data segregations
(Fig. 1).

Fig. 1. Mind map of classification of categories and subcategories of cloud forensic challenges
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• Data collection: They include the successful location of artifacts of forensics,
dynamic and distributed systems, for the maintenances of integrity of data in a
multi-tenant environment where the data is being shared between computers which
are located in different locations for multiple parties, to access the data of one tenant
so that no disturbance occurs with respect to the confidentiality of other tenants,
recovering of deleted and damaged data in a distributed and shared virtual
environment.

• Analysis: They deal with the forensic co relation artifacts within and around the
cloud providers. They also deal with the events reconstructions and storage of
virtual images.

• Anti-forensics: These are the set of techniques which are used for the prevention of
forensic analysis; they also deal with data hiding, malware, and obfuscation.

• Incident First responders: They deal with the challenges related to competence,
confidence and trustworthiness within the cloud providers; they also act as first
responders and carry out the collection of data.

• Role management: They deal with identifying cloud account owner, showing the
separation of physical users and user credential, tracing out the secrecy of creating
variations in online identities, determining the exact data owners, they also helpful
in tracing out the access control authentication.

• Legal: They include legal challenges in order to address and identify the issues
which are related to jurisdictions of legal access of the data. They also deal with the
issuing of subpoenas respect of the location of the data.

• Standards: Due to lack of standard operating procedures, neither standard tool
exists which are being helpful in order to carry on test, validations and inter
operability.

• Training: These challenges include misusing of digital forensic training materials,
lack of experts in the area of cloud forensics in both the categories of instructors and
investigators so trainers should be well qualified and well certified.

4 Why the Clouds Does not Exhibit Friendly Forensic Nature

As cloud are associated with many characteristics this makes a little trouble for cloud
forensics, the data which the users store in the cloud are not local, a suspects computers
cannot be impound even though the digital evidence is accessed by the agents of law
enforcement, a cloud maintains several servers, separation of these servers from the
data center is not possible because it may scratch the remaining data even during the
cases where suspect has been identified. After a broad survey it has found that the
following reasons are considerable as cloud forensic challenging.

• Cloud Cartography: In traditional computing the system is owned by users, where
as cloud computing resembles a multitenant system, here a malicious user launches
his VM beside regular VM of a cloud users and he steals away the secret infor-
mation stored in regular users VM this is called as Cross VM side channel attacks.

• Providing false information: Investigators are completely dependent on CSP,
during the collection of the evidence they have to depend on the employee of CSP
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to get the logged information who are not a licensed investigator due to which there
are chances that the information provided by the employee is a false information,
even some time CSP may also give false information, even there are cases where if
the employee of CSP, and even when CSP provides the information there is a
chance that investigator may provide false information report these are the three
major ways where provided information is false.

• Control over the resources: In case of traditional forensics the investigators have
full control on the resources of the systems, where are sin cloud forensics as the
resources are not located at same place so it creates some difficulty for the inves-
tigators to have control over the resources of the cloud.

• Volatile nature of data: As the data stored in VM is volatile in nature, i.e. data is
lost when the power is off, a malicious user after completing his task can delete the
data in VM due to which it sometimes becomes difficult to trace out exact data, due
to this valuable data loss occurs and this makes impossible for the investigators to
move forward.

5 Digital Evidences Are Stored in Storage Networks

There are two main technologies which are being used for the storage of Digital
Evidence; they are Network Area Storage (NAS) and Storage Area Network (SAN).
Digital Investigators in UK follow the guidelines given by “Association of Chief Police
Officers (ACPO), Practice Guide for Electronic Evidence, Vacca defines that CF is
composed of reconstruction activities which lead to determination and event answer to
“what did they do”.

Fig. 2. Cloud Cartography
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• Network Area Storage: Here enormous quantities of data are stored in a centralized
position, it was an extension of file server and made fashionable by Microsoft’s
Windows NT and Netware server. The negligence of the Comprehensive operating
led a path for the creation of NAS storage devices; with the help of standard
protocols these networks are being accessed.

• Storage Area Network: The above Fig. 2 shows SAN Architecture, here fiber
switches are attached to RAID arrays of disk in the SAN, these are again connected
to fiber channel cards to the computers presents in the network. as the computers
and RAID arrays are connected to more fiber switches this makes the disk arrays
and SAN for generating redundant paths in order to accessing the data during the
failure of hardware.

• Combining NAS and SAN Technologies: The combined technologies give better
performance then when considered individually. With the help of a server a Logical
Unit Number (LUN) is shared by user workstations. In this combination only a part
of SAN is allocated to the server which then provides services to the clients? Here
data is transferred easily and quickly to many servers by reassigning LUNs. The
efficiency of SAN and NAS solutions was verified by FBI’s, (NT-RCFL).

• Digital Evidence Custodian: Architecture of DEC is dominant, it is designed to
support investigations in electronic crimes, digital evidences which are being col-
lected from multiple locations are streamlined and collaborative analysis is also
made using DEC, the architecture is helpful for the physical and logical separations
with respect to the forensic investigators. From the distribution of stored data in CC,
the evidence can be collected (Fig. 3).

Fig. 3. Digital Custodian Architecture
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6 Uses of Cloud Forensics

Cloud Forensic has number of uses, Security as a service is emerged in cloud com-
puting, there are advantages of anti-virus software which are cloud based, and forensic
computing platforms. In general most of the computer systems are being owned by a
trusting hosted company where the end users are leased these computer systems.
During a Subpoena the CSP locates the correct computer which is being requested
during the investigation.

• Investigations: Reconstruction of events in the cloud, to perform operations on
suspect transactions, provision and acquisition of evidence in the court, in resource
confiscation in collaborating law enforcement.

• Troubleshooting: It deals with security handling incidents in the cloud, monitoring
and tracing events in order to access the current state of an event, to resolve
operational and functional issued which are arising in the clouds, finding out the
root cause of both isolated incidents and trends.

• Log monitoring: Collecting, analyzing and correlating of log entries are gathered
across multiple systems which are being hosted in the cloud.

• Data and system Recovery: Data which is either deleted or modified accidentally or
intentionally is recovered, if the encryption key is lost then encrypted data is
decrypted., recovery and repair of the systems which are being damaged inten-
tionally or accidentally.

• Due Diligence/Regulatory Compliance: Different Organizations are exercised due
diligence and also in complying for the requirements for protection of the sensitive
information.

Compared to traditional forensics cloud forensic costs are bitter high, Forensic
Costs are afforded by large organizations but smaller one cannot. Some of the main
constraints which come across are:

• Forensics team has their limits to perform their task in the limited domain.
• At dissimilar geographical locations personnel resource allocation becomes a

challenge.
• Different countries have different legal issues regarding cloud forensics.
• Cost of forensics is high.
• Traditional forensics tools are ineffective

Table 1 shows the literature, further progress can be made in digital forensic by the
development of standard DF systems, a huge amount of work has to be done further to
standardize DF process which requires more attention by the researchers.
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7 Conclusion

Volatility and fragility nature of evidences are one of the classical problems in
forensics. The three main factors which are effecting digital Forensic investigations are
time, evidence and volume. As cloud is having a flexible nature this becomes a major
hurdle for the present forensic tool and methodology. The importance of Digital Evi-
dence is now recognized widely, these evidences which are being collected should be
authenticated, precise and admissible and accurate such that court also accepts them
without any litigation. The frontiers of Cloud Forensics are pushed by Cloud Com-
puting. The fragile nature of the digital evidences creates an importance for proper and
careful handling them, though there exists many such models in carrying out digital
forensics, but not all are supporting to the existing cloud computing architectures and
also they do not satisfy the elastic nature of the cloud these thing creates the importance
of a proper structure frame work this leads to rapid development of Cloud Forensic in
the area of Cloud Computing, with the present trend as the developments are carried
out in cloud computing in the same parallel way the cloud forensics should also be
carried out, multi-tenancy challenges and multi-jurisdictional challenges are observed
by professionals in traditional digital forensics, with the creation of any type of
imbalance may make the culprit to escape and create a space to carry the irreparable
damaging nature of works to the society, this imbalances should be overcome for an
unexpectedly created error in Cloud Forensic its solutions should also be traced out
maintaining high standards at the same time rather than waiting for another error
creation for the same existing faults. Beside many challenges which are faced by cloud
forensics at the same time for the advance forensic investigations opportunities are
leveraged, such as Cost Effectiveness, Data Abundance, Flexibility and Scalability,
Overall Robustness.
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Abstract. In optical networks the terminals are connected by higher
bandwidth fibers. For effective use of bandwidth the capacity of these
optical fibers is divided into several channels. Any damage to an optical
fiber will affect the data communication on the associated channels ulti-
mately results in data loss between the terminals. Therefore a survivable
virtual mapping is required over the physical topology which can still
connect the terminals in case of a link failure. Here popular ant colony
optimization is used to determine the optimal paths in a survivable vir-
tual topology. Simulation studies on a five node and a ten node network
reveal the determination of virtual optimal path between all the nodes
considering link-cost and hop-count. The computational time required to
establish communication between the nodes of these networks using the
real physical link and proposed virtual link are reported. It is observed
that though the virtual connection take either equal or more time than
the physical link, it can able to establish the connection even in case of
any physical link failure.

Keywords: Survivable virtual topology · Optical networks · Ant colony
optimization

1 Introduction

In today’s market, the most favorable technology is optical networking to fulfill
the requirement of high bandwidth. So different algorithms are proposed so far
to make faster and secure communication over a long distance. An evolutionary
approach is used to design a survivable network in order to minimize the resource
usage of the network in [1]. In optical domain the routing of lightpaths in a
survivable topology for a given traffic matrix is reported in [2]. This problem is
known as multilayer resilient layer-1 VPN design problem. This is a part of ILP
formulation.

In [3] new ant based algorithm is reported under the capacity constraint for
routing and wavelength assignment (RWA) problems in optical networks. Forag-
ing task was used for route selection by the cooperation of ants. The connection
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route is obtained by the constant update of routing table. It was reported that
the algorithm has better adaptability of traffic variations and performs for fixed
as well as for dynamic routing algorithms in case of blocking probabilities also. A
static RWA problem is solved in [4] by considering single objective optimization
problem in optical networks using evolutionary algorithm. Dynamic RWA prob-
lem is described in [5] and tried to reduce the blocking probability of a WDM
optical network.

Fault management techniques are proposed in [6] for single link failure in
the IP-over-WDM network to make the virtual topology survivable. As normal
communication happens in electrical domain, any failure will interrupt the whole
network. So to resolve this problem a modified integer linear programing (ILP)
formulation is reported in [7] by routing the lightpaths of given virtual topol-
ogy over the physical topology to avoid any disturbance of data in any optical
network. It results in lesser computational time and concludes it as a NP-hard
problem. ILP works effectively on small sized network.

To solve the problem of ILP a new methodology is reported in [8] by using a
local search and a Fastsurv algorithm which provides a feasible communication
in case of single or multiple nodes or links failure for large networks too. A
survivable mapping of virtual topology over a mesh of fibers in IP-over-WDM is
obtained in [9] for double link failure case.

In this manuscript an ACO technique is used along with survivability con-
straint. Thus the proposed virtual link remains connected in the case of single
or multiple link failure. Extensive simulation studies on 5 node and 10 node
networks establish the claim. The rest portion of paper is organized as follows.
Section 2 deals with the fundamental problem of designing a survivable mapped
network. The design using proposed ACO is dealt in Sect. 3. The simulation
studies using 5 node and 10 node optical networks are shown in Sect. 4. Analy-
sis of the obtained results is also given in this section. Section 5 concludes the
significant outcome of the experiment.

2 Basic Design of a Survivable Mapped Optical Network

The virtual topology becomes unsurvivable (Fig. 1(d)) if routing of the lightpath
a is routed in such a way that node four will become isolated (means the node
connected to a and e lightpaths will not find any way to connect to the remaining
nodes).

The objective here is to design a survivable virtual topology, which do not
disconnect even in case of a link failure. The physical topology consists of N
nodes and E number of edges, where (l, m) lies in E if any optical connection is
established between these two nodes l and m. The capacity of each link is fixed
i.e. W (no. of wavelengths). The virtual topology of the given network consists
of NL nodes where NL ∈ N and a set of wavelength links EL, where (j, k) ∈ EL

if there is an virtual optical connection exists.
The survivable mapping of a virtual topology over a given physical network

by ILP formulation is proposed in [3,4]. First objective of this formulation is to
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(a)
(b)

(c) (d)

Fig. 1. Representation of optical network: (a) physical topology (b) virtual topology
(c) survivable mapping (d) unsurvivable mapping

achieve a minimum number of physical links in the whole physical network and
another objective is to achieve the least possible number of lightpaths used in
the virtual topology. The illustration of this information of the network (which
is used in this paper) is 7 physical links and 9 lightpaths.

3 Proposed Optimal Path Determination of a Survivable
Virtual Topology Using ACO

The optimum routing of lightpaths are considered as a virtual topology mapping
problem. In which initially n number of possible shortest paths are evaluated.
The amount of pheromone deposited by an ant is

δk
lm =

{
1

Dk
if edge(l,m) ∈ Tk

0 otherwise
(1)

where Dk is the cost function and Tk built by the k-th ant.
The proposed design consists of two main stages:

Stage 1. Construction of graph:

(a) By considering capacity and survivability constraints.
(b) Pheromone trail and heuristic information i.e. lightpath pheromone trails

and the shortest path pheromone trail.

Stage 2. Determining the solution: The step associated are as follows:

1. Choose any random start node and shortest path.
2. Update the tabu list of unvisited nodes.
3. Update the lightpath pheromone information and probability below to select

the next node
τij ← (1 − ρ)τij (2)
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where τij-pheromone level and ρ is evaporation constant.

τij ← τij +
m∑

k=1

δτk
ij (3)

P k
ij =

⎧⎨
⎩

τα
ijηβ

ij
∑

i∈Nk
i

τα
ijηβ

ij

if j ∈ Nk
i ∈ Tk

0 otherwise
(4)

where ηij is heuristic information between components i and j, α, β are ACO
parameters.

4. Repeat step 2–3 till the tabu list becomes empty.

The main objective of the proposed algorithm is to achieve minimal cost
of resources used in the optical network. This can be calculated in two ways
(1) using link-cost, and (2) using hop-count by taking the survivability and the
capacity constraints into account. The survivability of any solution is tested in
such a way that one link is deleted from the given optical network at a time and
if all the nodes still able to communicate to the remaining network, then the
solution is considered as survivable.

4 Results and Discussions

Here the survivable virtual topology is designed for a five node and ten node
network using the proposed ACO algorithm. The design of both networks is
outlined below:

Case 1: Optimal path determination in a five node survivable optical
network
The design topology of a five node survivable optical network is given in Fig. 1.
Considering the shortest distance of all the nodes in Fig. 1(a), the link cost of
the physical topology is expressed in matrix form as follows:

M =

⎡
⎢⎢⎢⎢⎣

0 300 50 450 300
300 0 250 150 200
50 250 0 400 250
450 150 400 0 170
300 200 250 170 0

⎤
⎥⎥⎥⎥⎦

Using M the possible paths between all the nodes of Fig. 1(a) along with cor-
responding distance are presented in Table 1. The shortest path and it’s corre-
sponding minimal distance is highlighted in bold letters.

The results of optimal path and distance obtained using proposed ant colony
optimization are presented in Table 2. In this table the comparative analysis is
also carried out with the optimal result obtained from Table 1. From Table 2 it
is observed that though the results of column 1 are optimal they do not cover
all the nodes. These paths can be used in link failure condition. In all other
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Table 1. All possible paths between all the nodes of the five node network in Fig. 1(a)
along with corresponding distance

S-D pair p1 and dist p2 and dist p3 and dist p4 and dist p5 and dist p6 and dist p7 and dist

1-2 1-3-5-4-2 620 1-3-5-2 500 1-3-2 300 1-2 400 - - -

1-3 1-2-4-5-3 870 1-2-5-3 750 1-2-3 550 1-3 50 - - -

1-4 1-3-5-2-4 650 1-3-2-5-4 670 1-2-3-5-4 970 1-3-2-4 450 1-2-5-4 670 1-2-4 450 1-3-5-4 470

1-5 1-3-2-4-5 620 1-3-2-5 500 1-2-3-5 800 1-2-4-5 620 1-2-5 500 1-3-5 300 -

2-1 2-4-5-3-1 620 2-5-3-1 500 2-3-1 300 2-1 300 - - -

2-3 2-1-3 350 2-4-5-3 570 2-5-3 450 2-3 250 - - -

2-4 2-1-3-5-4 770 2-3-5-4 670 2-5-4 370 2-4 150 - - -

2-5 2-1-3-5 600 2-3-5 500 2-4-5 320 2-5 200 - - -

3-1 3-5-4-2-1 870 3-5-2-1 750 3-2-1 550 3-1 50 - - -

3-2 3-1-2 350 3-5-4-2 570 3-5-2 450 3-2 250 - - -

3-4 3-1-2-5-4 720 3-1-2-4 500 3-5-2-4 600 3-2-5-4 620 3-2-4 400 3-5-4 420 -

3-5 3-1-2-4-5 670 3-1-2-5 550 3-2-4-5 570 3-2-5 450 3-5 250 - -

4-1 4-5-3-2-1 970 4-5-2-3-1 670 4-2-5-3-1 650 4-2-3-1 450 4-5-2-1 670 4-2-1 450 4-5-3-1 470

4-2 4-5-3-1-2 770 4-5-3-2 670 4-5-2 370 4-2 150 - - -

4-3 4-5-2-1-3 720 4-2-1-3 500 4-5-2-3 620 4-2-5-3 600 4-2-3 400 4-5-3 420 -

4-5 4-2-1-3-5 750 4-2-3-5 650 4-2-5 350 4-5 170 - - -

5-1 5-4-2-3-1 620 5-3-2-1 800 5-2-3-1 500 5-4-2-1 620 5-2-1 500 5-3-1 300 -

5-2 5-3-1-2 600 5-3-2 500 5-4-2 320 5-2 200 - - -

5-3 5-4-2-1-3 670 5-2-1-3 550 5-4-2-3 570 5-2-3 450 5-3 250 - -

5-4 5-3-1-2-4 750 5-3-2-4 650 5-2-4 350 5-4 170 - - -

cases the optimal results with ant colony are to be used as they cover the entire
network. Among all the optimal paths derived between all the nodes by ACO
the 1-3-5-4-2 and 1-3-2-4-5 both are most appropriate for communication having
lowest link cost of 620.

The possible routs for each light path of virtual topology (shown in Fig. 1(b))
based on link-cost and hop count of network is given in Table 3. The link estab-
lishment time required for physical topology and survivable virtual topology are
computed based on link cost and speed of light in fiber (fiber is made up of
silica with refractive index 1.4) are presented in Table 4. It is observed that the
link establishment time for virtual topology is equal or greater than that of the
physical one. Even though the virtual topology takes slightly more time it is
helpful to establish the link in case of physical link failure.

Case 2. Optimal path determination in a ten node survivable optical
network:
The design topology of a ten node survivable optical network is given in Fig. 2.
Considering the shortest distance of all the nodes in Fig. 2(a), the link cost of
the physical topology is expressed in a matrix form as follows:
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M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 200 230 270 120 420 370 290 140 70
200 0 50 150 200 500 450 370 220 150
230 50 0 100 210 510 460 380 230 160
270 150 100 0 150 450 400 420 270 200
120 200 210 150 0 300 250 270 120 50
420 500 510 450 300 0 450 550 420 350
370 450 460 400 250 450 0 100 250 300
290 370 380 420 270 550 100 0 150 220
140 220 230 270 120 420 250 150 0 70
70 150 160 200 50 350 300 220 70 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Using M the possible paths between node ‘one’ to all the nodes of Fig. 2(a)
along with corresponding distance are presented in Tables 5 and 6. The possible
optimal paths between the rest nodes are calculated in similar manner. But due
to lack of space only ‘node one’ results are presented. The best results from node
1 to any node are highlighted in dark letters in Tables 5 and 6.

Table 2. Comparative results of optimal path and distance from Table 1 and achieved
with ant colony optimization (covering all the nodes)

S-D pair Optimal path from Table 1 Optimal path using ant colony

1-2 1-3-2 300 1-3-5-4-2 620

1-3 1-3 50 1-2-4-5-3 870

1-4 1-2-4 450 1-3-5-2-4 650

1-5 1-3-5 300 1-3-2-4-5 620

2-1 2-3-1 300 2-4-5-3-1 620

2-3 2-3 250 2-4-5-1-3 670

2-4 2-4 150 2-1-3-5-4 770

2-5 2-5 200 2-4-3-1-5 900

3-1 3-1 50 3-5-4-2-1 870

3-2 3-2 250 3-1-5-4-2 670

3-4 3-2-4 400 3-1-2-5-4 720

3-5 3-5 250 3-1-2-4-5 670

4-1 4-2-3-1 450 4-2-5-3-1 650

4-2 4-2 150 4-5-3-1-2 770

4-3 4-2-3 400 4-5-2-1-3 720

4-5 4-5 170 4-2-1-3-5 750

5-1 5-3-1 300 5-4-2-3-1 620

5-2 5-2 200 5-4-3-1-2 920

5-3 5-3 250 5-4-2-1-3 670

5-4 5-4 170 5-3-1-2-4 750
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Table 3. First three shortest paths calculated based on link-cost and hop count for a
five node network.

Lightpaths Paths based on link-cost Paths based on hop-count

lightpath sp1 sp2 sp3 sp1 sp2 sp3

1-3 (b) 1-3 1-2-3 1-2-5-3 1-3 1-2-3 1-2-5-3

3-5 (g) 3-5 3-2-5 3-2-4-5 3-5 3-2-5 3-2-4-5

4-5 (e) 4-5 4-2-5 4-2-3-5 4-5 4-2-5 4-2-3-5

2-5 (m) 2-5 2-4-5 2-3-5 2-5 2-3-5 2-4-5

2-3 (c) 2-3 2-5-3 2-1-3 2-3 2-1-3 2-5-3

1-5 (d) 1-3-5 1-3-2-5 1-3-2-4-5 1-3-5 1-2-5 1-2-3-5

1-4 (a) 1-3-2-4 1-2-4 1-3-2-5-4 1-2-4 1-3-2-4 1-3-5-4

Table 4. Link establishment time for physical and survivable virtual topology five
node network (refractive index of silica fiber is 1.4 at 1550 nm)

S-D pair of physical
topology

Time of PT (ms) Wavelength link of
virtual topology

Time of VT (ms)

1-2 0.1904 1-3-5-2 0.238

1-3 0.238 1-3 0.238

2-3 0.119 2-3 0.119

2-4 0.0714 2-5-4 0.176

2-5 0.0952 2-5 0.0952

4-5 0.0808 4-5 0.0808

3-5 0.119 3-5 0.119

The best optimal link cost computed using ACO algorithm for the 10 node
network is shown in Fig. 3. It is observed that the algorithm achieved convergence
on 12 iterations with optimal link cost covering all the nodes of the network as
1740 and the optimal path found to be ‘9-10-5-4-3-1-2-8-7-6’.

The possible routes for each lightpath of a virtual topology (shown in
Fig. 2(b)) using link cost are presented in Table 7. The optimal routes along
with link cost are highlighted in bold letters. In Fig. 2(c) if the routing of light-
path c (through 6-7-8) is changed to 6-7-5-10-9-8 (shown in Fig. 2(d)) it leads to
un-survivability of the network.

The comparison of link establishment time of physical and virtual topology of
ten node network is represented in Table 8. As observed in 5 node network here
also it is observed that the time taken by the virtual topology is greater or equal
to that of the physical network. Though virtual takes more link establishment
time but provides survivable solution.
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(a) (b)

(c)
(d)

Fig. 2. Representation of 10 node optical network: (a) physical topology (b) virtual
topology (c) survivable mapping (d) unsurvivable mapping

Fig. 3. Result of optimal link cost of entire network vs. number of iteration for ten
node network using ‘ACO’.
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Table 5. All possible paths along with corresponding distance between node one to
all rest nodes (sp1-sp5) of the network shown in Fig. 2(a)

S-D pair sp1 sp2 sp3 sp4

1-2 1-2 200 1-10-2 320 1-10-5-4-3-2 520 1-10-9-8-7-5-4-3-2 1040

1-3 1-2-10-5-4-3 650 1-2-10-3 510 1-2-3 250 -

1-4 1-2-3-4 350 1-10-5-4 370 1-10-2-3-4 470 1-10-9-8-7-4 890

1-5 1-10-5 220 1-2-10-5 570 1-2-3-4-5 500 1-10-9-8-7-5 740

1-6 1-10-5-6 520 1-2-10-5-6 700 1-2-3-4-5-6 800 1-10-9-8-7-6 940

1-7 1-10-5-7 470 1-10-5-6-7 870 1-10-9-8-7 490 1-2-10-9-8-7 670

1-8 1-10-9-8 390 1-2-10-9-8 570 1-10-5-7-8 570 1-10-5-6-7-8 1070

1-9 1-10-9 240 1-2-10-9 420 1-2-3-4-5-10-9-620 1-10-5-7-8-9 720

1-10 1-2-3-4-5-10 550 1-2-3-10 410 1-2-10 350 -

Table 6. Rest part of Table 5 representing sp5-sp8.

Lightpath sp5 sp6 sp7 sp8

1-2 - - - -

1-3 - - - -

1-4 1-10-9-8-7-6-5-4 1390 - - -

1-5 1-10-9-8-7-6-5 1240 - - -

1-6 1-10-9-8-7-5-6 1040 - - -

1-7 1-2-10-5-7 650 1-2-10-5-6-7 1150 1-2-3-4-5-7 750 1-2-3-4-5-6-7 1250

1-8 1-2-3-4-5-7-8 850 1-2-3-4-5-6-7-8 1350 - -

1-9 1-10-5-6-7-8-9 1220 1-2-3-4-5-7-8-9 1000 1-2-3-4-5-6-7-9 1500 -

1-10 - - - -

Table 7. All possible routes for each lightpath of a virtual topology shown in Fig. 2(b)
using link cost

Lightpath p1 and dist p2 and dist p3 and dist p4 and dist p5 and dist p6 and dist

1-2 (f) 1-2 200 1-10-2 320 1-10-5-4-3-2 520 - - -

1-10 (e) 1-2-3-4-5-10 550 1-2-3-10 410 1-2-10 350 - - -

2-3 (g) 2-10-5-4-3 450 2-10-3 310 2-3 50 - - -

2-10 (m) 2-3-4-5-10 350 2-3-10 210 2-10 150 - - -

3-4 (j) 3-2-10-5-4 400 3-10-5-4 360 3-4 100 - - -

3-10 (l) 3-2-10 200 3-4-5-10 300 3-10 160 - - -

4-5 (k) 4-3-2-10-5 350 4-3-10-5 310 4-5 150 - - -

5-6 (b) 5-7-6 700 5-6 300 - - - -

5-7 (a) 5-7 250 5-6-7 750 - - - -

6-7 (h) 6-7 450 6-5-7 550 - - - -

6-8(c) 6-7-5-4-3-2-10-9-

8 1370

6-7-5-4-3-2-10-9-

8 970

6-7-5-4-3-10-9-

8 1330

6-5-4-3-10-9-

8 930

6-7-5-10-9-8 970 6-5-10-9-

8 570

8-9 (d) 8-9 8-9 150 8-7-5-10-9 470 8-7-6-5-10-

9 970

- -

9-10 (i) 9-10 9-10 70 9-8-7-5-10 550 9-8-7-6-5-

10 1050

9-8-7-5-4-3-2-

10 1020

-
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Table 8. Link establishment time for physical and survivable virtual topology for ten
node network (refractive index of fiber is 1.4 at 1550 nm)

S-D pair of physical
topology

Time of PT (ms) Wavelength link of
virtual topology

Time of VT (ms)

1-2 0.0952 1-2 0.0952

1-10 0.0808 1-10 0.0808

2-3 0.0238 2-3 0.0238

3-4 0.0476 3-4 0.0476

4-5 0.0714 4-5 0.0714

5-6 0.1428 5-6 0.1428

5-7 0.119 5-7 0.119

6-7 2.142 6-7 2.142

7-8 0.0476 7-5-6-8 5.238

8-9 0.0714 8-9 0.0714

9-10 0.0332 9-10 0.0332

5-10 0.238 5-4-3-2-10 2.1428

5 Conclusion

In this manuscript a survivable virtual topology is designed which can able to
connect the nodes of an optical network in case of physical link failure. The
ant colony optimization is used to determine the optimal route in the network.
Simulation studies on 5 node and 10 node networks reveals that though the
virtual path take little more time for link establishment but it is effective in case
of physical damage of fiber. The optimal paths obtained with shortest lightpath
and optimal path obtained by covering all the nodes of the networks with ACO
are compared. For the given example of five node the optimal paths covering all
the nodes found with ACO are 1-3-5-4-2 and 1-3-2-4-5 with link cost 620. For
the given example of 10 node network with ACO the optimal path is 9-10-5-4-
3-1-2-8-7-6 with lowest link cost 1740.
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Abstract. Spectral clustering is playing a vital role in day-to-day technology in
different forms since recent past. Spectral Clustering techniques are developed
by using concepts of graph, algebra theories and conventional clustering methods.
The theories and experiments conducted in various areas like, pattern recognition
and image segmentation prove that it is having global reputation. This paper is to
provide a framework for spectral clustering in different phases and its advantages
when compared with traditional data clustering algorithms. In lieu of this paper,
it is upgraded by intervening the inputs such as to making the bounds of clustering
i.e., providing the issues through its relevance factors-produced by spectral clus‐
tering. On the other hand, some fundamental issues related to improving the
quality of the output clusters are also covered. Constructing a sound similarity
matrix is the most direct and efficient way to improve the quality of clusters. For
building the similarity matrix sometimes we may choose the distance measures
for measuring the similarity. This paper provides the issues related to improving
the quality of the clusters produced by spectral clustering. We implemented spec‐
tral clustering in WEKA tool and produced the results for different similarity
measures and observed how the quality of the clusters improved. For practical
purpose we have used the datasets available in UCI machine library.

Keywords: Spectral clustering · Eigen values · Eigen vectors · Similarity matrix ·
Laplacian matrix · Scaling factor

1 Introduction

Data clustering is one of the main concepts in data mining, it is used to discover and extract
patterns or rules hidden behind data. This concept is mainly based on statistical classifica‐
tion theories and its object is to divide datasets into clusters according to the principle that
data points in the cluster should be similar while those in different clusters should be
dissimilar. Since 1990s, this technology is already widely applied in business and scien‐
tific areas such as marketing, retailing and bioengineering, and gains great achievements.
The algorithms based on classification methods rely on greedy algorithms [1]. Meanwhile,
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spectral clustering is superior in dealing with graph partition problems as the main idea of
spectral clustering is to convert data clustering problems into graphic partitioning ones [2]
and then to solve this problem by means of matrix theory. Nowadays, spectral clustering
emerges as a matured and flexible data clustering method, through a series of discovery,
experiments, refine and extension. It also gains solid theoretical supports after involving
graph, algebra theories, and traditional clustering methods. Therefore, spectral clustering
can generate varied solutions to clustering problems in various areas. Spectral clustering,
normally, draws a similarity illustration from datasets when dealing with data clustering
problems. Admittedly, there are a number of partition approaches which can be utilized in
spectral clustering algorithms such as min-cut, ratio-cut and normalized-cut [13, 17]. In
fact, the computational complexity is huge when applying them on similarity graph
directly. Moreover, these partition approaches always fail to find a global and optimal
solution as these algorithms lead to NP-hard problems which cannot be solved within
polynomial time. Thus, spectral clustering needs to do a relaxation by converting the output
clusters from discrete ones to continuous ones.

This paper is organized as follows: Working of the spectral clustering algorithm is
introduced in next section. In Sect. 3, we briefly outline the framework for spectral
clustering [16] in different phases. Section 4 formulates the spectral clustering problem
to improve the quality of clusters. Experimental results with two well-known data sets,
namely, iris and birthday databases are reported in Sect. 5. Finally, Sect. 6 presents some
concluding remarks and suggestions for further work.

2 Spectral Clustering

Spectral clustering is a predominant branch of clustering. Tracing back to 1973, Donath
and Hoffman [4] firstly proposed to cast graph partition problems into calculating Eigen
structure of its corresponding adjacency matrix. In the same year, Fiedler [4] found a
relationship between the second-smallest Eigen value (zero is the smallest Eigen value)
of the Laplacian matrix and bi-partitions of that graph [6]. Nowadays, spectral clustering
emerges as a matured and flexible data clustering method, through a series of discovery,
experiments, refine and extension [5]. The Laplacian matrix is the method used to
conduct this relaxation. In fact, a Laplacian matrix [7] refers to a type of matrix with a
close relationship with graph partition approaches. According to the research [8], the
Laplacian matrix normally has m non-negative real-valued eigen values. The structure
of them is 0 = 𝜆1 < 𝜆2 < … < 𝜆m. It is a proper way to choose first k(k ≤ m) smallest
eigenvectors as clusters.

2.1 Spectral Clustering Algorithm

Now we would like to state the most common spectral clustering algorithm. We assume
that our data consists of n points x1,… , xn which can be arbitrary objects. We measure
their pairwise similarities sij = s

(
xi, xj

)
 by some similarity function which is symmetric

and non-negative, and we denote the corresponding similarity matrix by
S = (sij)i,j=1,…,n.
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Input: Similarity matrix S belongs Rn∗n, number k of clusters to construct.

1. Construct a similarity matrix using any one of the proximity measures and let W be
its weighted adjacency matrix.

2. Compute the Unnormalized Laplacian L.
3. Compute the first k eigenvectors u1,… , uk of L.
4. Let U belongs Rn∗k be the matrix containing the vectors u1,…,uk as columns.
5. For i = 1,… , n, let yi belongs Rk be the vector corresponding to the i-th row of U.
6. Cluster the points (yi)i=1,…,n in Rk with the k-means algorithm into clusters

C1,… , Ck.

Output: Clusters A1,… , Ak with Ai = {j | yj ∈ Ci}.
Currently, the majority of spectral clustering algorithms fall into two categories:

recursive spectral and multi-way spectral. In a recursive way, similarity graphs are
separated into two subgraphs and this separating process is repeated on subgraphs until
meeting your final conditions. On the other hand, the multi-way spectral, unlike the
recursive spectral, conducts a separation on similarity graph directly into the specified
number of clusters. Finally, spectral clustering has several notable benefits. In the first
place, spectral clustering lessens the requirement to datasets and it can deal with
complex, high-dimensional and non-convex data samples [3]. Meanwhile, it has a strong
ability to process large datasets because the computational complexity of spectral clus‐
tering mainly concentrates on matrix calculation. Thus, spectral clustering can be
deployed on distributed systems as to achieve parallel calculation [9]. Moreover, it
improves the quality of clustering as it achieves globally optimal solution. In addition,
spectral clustering is more like a clustering framework rather than a single and fixed
algorithm. After combining with varied theories and algorithms, spectral clustering has
a more broad application prospects.

3 Similarity Matrix Based on Distance Measures

Distance measures are flexible: Resemblance can be measured either as a distance
(dissimilarity) or a similarity. Most distance measures can readily be converted into
similarities and vice-versa. All of the distance measures described below can be applied
to either binary (presence-absence) or quantitative data. There are many distance meas‐
ures. A selection of the most commonly used and most effective measures are described
below. It is important to know the domain of acceptable data values for each distance
measure. Many distance measures are not compatible with negative numbers. Other
distance measures assume that the data are proportions ranging between zero and one,
inclusive.

Distance measures can be categorized as metric, semi-metric. or non-metric. A
metric distance measure must satisfy the following rules:

1. The minimum value is zero when two items are identical.
2. When two items differ, the distance is positive (negative distances are not allowed).

Major Issues in Spectral Clustering Algorithm 61



3. Symmetry: The distance from objects A to object B is the same as the distance from
B to A.

4. Triangle inequality axiom: With three objects the distance between two of these
objects cannot be larger than the sum of the two other distances. Seim-metrics are
extremely useful in community ecology but obey a non-Euclidean geometry
Nonmetric violate one or more of the other rules and are seldom used in ecology.

Distance is another way to calculate the similarity based on nodes and this occasion,
the attributes of vertices acquire a higher weight. The most common approach to calcu‐
lating distances, in this context, is Euclidean distance, also called squared distance. It is
normally used to calculate the similarity of quantitative valuable because data in this
type is continuous real-valued-numbers. Certainly, expect Euclidean distance, there are
some other distance functions [9] like Manhattan distance (absolute distance),
Minkowski distance and Gaussian distance. In most cases, different attributes contribute
differently to the distance. Here ak is the adjusted value and the sum of these adjusted
values is 1.

d(xi, xj) =
∑n

k=1 akd(xi−k, yj−k) (i = 1, 2,… , n, k = 1, 2,… , m) and
∑n

k=1 ak = 1 (1)

The rationale for our choice is primarily empirical: we should select measures that
have shown superior performance, based on the other criteria listed here One important
theoretical difference between Euclidean and city-block distance is, however, apparent.
Long Euclidean distances in species space are measured through an uninhabitable
portion of species space. in other words, the straight-line segments tend to pass through
areas of impossibly species-rich and overly full communities. In contrast, city-block
distances are measured along the edges of species space exactly where sample units lie
in the dust bunny distribution.

Minkowski Distance is a generalization of Euclidean Distance

dist = (

n∑

k=1

|pk − qk|r)
1
r (2)

where r is a parameter [11], n is the number of dimensions (attributes) and pk and qk are,
respectively, the kth attributes (components) or data objects p and q. If r = 1, the distance
measure is named as City block (Manhattan, taxicab, L1 norm) distance. A common
example of this is the Hamming distance, which is just the number of bits that are
different between two binary vectors. If r = 2, the distance measure is named as Eucli‐
dean distance. Similarly, if r → ∞, the distance measure is named as “supremum” (Lmax
norm, L∞ norm) distance. This is the maximum difference between any components of
the vectors. Do not confuse r with n, i.e., all these distances are defined for all numbers
of dimensions. Similarities can be measured by the concept of distance. The most
common similarity graphs are neighborhood graph and connected graph.

However, when calculating similarity matrices, it leads to several problems when
using neighbor graphs or fully connected graph. Firstly, both ε-neighborhood and K-
nearest neighbor fail to construct a similarity graph, if the points in a dataset cannot
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distribute evenly. Secondly, input parameter ε and K are always hard to choose. If they
are too small, the neighbor graph will only be connected in the local area while the
neighbor graph is overly connected if they are too large.

4 Improving the Quality of Output Clusters

After reviewing the spectral clustering, it is clear that the quality of clusters is closely
linked to two input parameters. The first one is similarity matrix, which is utilized to
represent the whole dataset and it is also the starting point of spectral clustering. The
Distance or Similarity Measure plays a key role in clustering. All clustering algorithms
group objects that are “close” together and it is important to measure closeness in an
appropriate way. Appropriate distance measures lead to more interesting results. A
proper similarity matrix is a precondition of finding “correct” clusters. Although
Sect. 3 provides some ways to build similarity matrices, it still highly connects to busi‐
ness background and experiences. Thus, constructing a sound similarity matrix is the
most direct and efficient way to improve the quality of clusters. Meanwhile, the other
input parameter, number of clusters, also has an influence on it. The similarity function
is given by

s(xi, xj) = exp(−||xi − xj||2∕(2𝜎2)) (3)

where xi and xj are two points and σ is a parameter [6] that adjusts the similarity.
However, there is a drawback associated with the Gaussian function [8]. This function
is very sensitive to the choice of σ. The significance of σ is that it controls the portion
of area that serves as the neighborhood of the points in a dataset. When σ is small, the
data needs to be closer to zero in order to have a higher similarity value. On the other
hand, a very large σ results in all of the similarity values being at or very near to one.

More importantly, unlike K-means, this idea is suitable to spectral clustering. K-
means is a typical example of this occasion as it is sensitive to the starting point but the
starting point changes after each time sampling [14]. Intuitively, getting more supports
from hardware level is also another way to achieve this purpose. For instance, spectral
clustering can achieve parallel calculation through deploying on distributed systems [9].
Furthermore, data clustering can gain parallel calculation in one computer through CPU
and GPU [15].

5 Experimental Results

The proposed algorithm has been applied to well-known data sets available in UCI
machine learning library. We have implemented this Spectral Clustering algorithm in
WEKA tool. The sample results have been reported in Figs. 1 and 2. For improving the
quality of the output clusters, similarity attribute performs a major role. In Spectral
Clustering algorithm the first and foremost step is to build the similarity matrix from the
given data set which is the key step for producing the good clusters. In building the
similarity matrix, all the researchers are using Euclidean distance measure as a similarity
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measure. But, all the attributes of the available data sets are not in a suitable format to
support the Euclidean distance measure. All data has a specific best geometry repre‐
sentation, which is application dependent, allowing for an accurate calculation of
distances between points of the data set. So, we applied Manhattan distance parameter
as an affinity object in building the affinity matrix. With this Manhattan distance
measure, we are getting the desired number of output clusters.

Fig. 1. Spectral Clustering result with Euclidean distance measure for birthday data set

Fig. 2. Spectral Clustering result with Manhattan distance measure for birthday dataset

From the Fig. 1, it is observed that for the case of birthday data set (which contains
7 clusters according to the day of the week) the spectral clustering algorithm
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implemented with Euclidean distance measure produces only one cluster which is not
correct. Whereas for the same dataset, our proposed spectral clustering algorithm
produces 7 output clusters which are the desired output as shown in the Fig. 2. Similar
results we can observe for other datasets like iris,contact-lens etc., are summarized in
Table 1. From this Table 1, we can compare the performance of Spectral Clustering
algorithm results with the use of Euclidean distance measure and Manhattan distance
measure. It is clearly observed from the values in this table, the spectral clustering algo‐
rithm results with Manhattan distance measure are optimized. For example, if we
consider the case of Iris dataset, the spectral clustering with Euclidean distance measure
performs only one cluster which is not correct. If we consider the Manhattan distance
measure for the same data set we are getting three clusters each cluster corresponds to
setosa, verginica and versicolor category which is the desired output.

Table 1. Comparison of spectral clustering results with Euclidean and Manhattan measures

S No. Name of the
Data set

Spectral clustering with
Euclidean distance measure

Spectral clustering with
Manhattan distance
measure

Number of
clusters

Number of
instances in
each cluster

Number of
clusters

Number of
instances in
each cluster

1 BIRTHDAY 1 360(100%) 7 52(14%)
52(14%)
52(14%)
52(14%)
52(14%)
52(14%)
53(15%)

2 AIDS 1 50(100%) 4 5(10%)
5(10%)
20(40%)
20(40%)

3 IRIS 1 360(100%) 3 50(33%)
50(33%)
50(33%)

4 CONTACT
LENS

1 24(100%) 4 2(8%)
13(54%)
4(17%)
5(21%)

From Table 1, we can conclude that the quality of the output clusters formed by the
spectral clustering are improved by varying the similarity measure which is used in the
process of building the similarity matrix. Table 2 shows the number of clusters and the
number of instances with percentage within each cluster corresponding to given σ value.
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Table 2. Spectral clustering results for different data sets corresponding to σ value

Dataset σ = 1.0 σ = 1.2 σ = 1.4 σ = 1.6
No. of
clusters

No. of
instances in
a cluster

No. of
clusters

No. of
instances in a
cluster

No. of
clusters

No. of
instances in a
cluster

No. of
clusters

No. of
instances in
a cluster

Diabetes 2 500(65%) 1 768(100%) 1 768(100%) 1 768(100%)
268(35%)

Glass 5 2(1%) 4 184(86%) 4 184(86%) 4 184(86%)
26(12%) 27(13%) 27(13%) 27(13%)
1(0%) 1(0%) 1(0%) 1(0%)
1(0%) 2(1%) 2(1%) 2(1%)
184(86%)

Iris 3 50(33%) 2 50(33%) 2 50(33%) 1 150(100%)
50(33%) 100(67%) 100(67%)
50(33%)

Contact-
lenses

4 2(8%) 3 15(63%) 3 15(63%) 3 15(63%)
13(54%) 4(17%) 4(17%) 4(17%)
4(17%) 5(21%) 5(21%) 5(21%)
5(21%)

From the below Table 2, we can clearly observe that the value of σ plays a significant
role on the performance of the spectral clustering. We observed the results for σ = 1,
σ = 1.2, σ = 1.4, σ = 1.6 and σ = 2.

6 Conclusion

The Spectral clustering algorithm is recently evolved clustering technique, which
obtained from the field of graph splitting. The input, in this case, is a similarity matrix,
constructed from the pair-wise affinity among data points. The algorithm uses the eigen‐
values and eigenvectors of a normalized affinity matrix to segment the data. The pair-
wise affinity among the data points is calculated from the proximity (e.g. similarity or
distance) measures. In any clustering task, the proximity measure generally performs a
crucial role. In fact, one of the early and fundamental steps in a clustering process is the
choice of a suitable affinity magnitude. A number of such measures may be used for this
task. However, the success of a clustering algorithm partially depends on the selection
of the proximity measure. In this paper, we perform a comparative and exploratory
analysis on several existing proximity measures to evaluate their performance when
applying the spectral clustering algorithm to a number of diverse data sets. Furthermore,
we experienced that the choice for σ might have significant impacts on the performance
of the spectral clustering algorithm. When performing the different experiments, the best
value for σ has been chosen from a visual perspective by trying out different values and
then selecting the one that produced the best clustering results.
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Abstract. In this paper, particle swarm optimization (PSO) algorithm is pre-
sented for determining the optimal gains for a proportional-integral-derivative
(PID) controller; which is implemented on a coupled tank control system to
maintain the liquid level. Coupled tank system is a non-linear system and finds a
wide application in industrial systems; and the quality of control directly affects
the quality of uniform products, safety and cost. Initially, Ziegler-Nichols
method has been used for the PID tuning but the method does not work perfectly
due to lack of precision, long run time and lack of stability. The simulation
results indicate that better performance has been obtained for the PSO tuned PID
controller as compared with those obtained from GA & ZN tuned controllers. As
per the results obtained in the paper, the proposed method is more effective in
improving the time domain characteristics such as rise time, settling time,
maximum overshoot and steady state error.

Keywords: PID controller tuning � Industrial systems � Robust time response �
Genetic algorithm � Particle swarm optimization

1 Introduction

Coupled tank liquid level system, the flow of liquid between tanks is controllers so that
the optimum levels are maintained in both of the tanks and such systems are widely
used in industries [1, 2]. The use of PID controllers ensures that the liquid level is
maintained at desired level and disturbance rejection. Ziegler Nichols classical PID
tuning rules has been used for initially tuning the controllers. Then time domain
performance index of ISE i.e. integral square error has been used for tuning the con-
trollers using genetic algorithms and particle swarm optimization. From the results
obtained, considerably better results have been obtained in case of Particle Swarm
Optimization Algorithm optimized PID controllers in step response on the system.
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2 Mathematical Modeling of Couple Tank Liquid Level
Control System

Considering the coupled tank system is in Fig. 1. The dynamic equations of the system,
by considering the flow balances for each tank, the equations for rate of change of fluid
volume in tanks are as [3, 10, 20]:
For tank 1:

Qi � Q1 ¼ A
dH1

dt
ð1Þ

For tank 2:

Q1 � Q0 ¼ A
dH2

dt
ð2Þ

where H1, H2 = Height of tank 1 & 2; A = Cross sectional area of tank 1 & 2;
Q1, Q2 = Flow rate of the fluid and Qi = Pump flow rate.

The transfer function of the coupled tank system can be given as:

GðsÞ ¼
1
k2

A2

k1k2

� �
:s2 þ Að2k1 þ k2Þ

k1k2

� �
� sþ 1

¼
1
k2

ðsT1 þ 1ÞðsT2 þ 1Þ ð3Þ

where:

T1T2 ¼ A2

k1k2

T1 þ T2 ¼ Að2k1 þ k2Þ
k1k2

k1 ¼ a

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H1 � H2

p & k2 ¼ a

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 � H3

p

Fig. 1. Schematic representation of coupled tank system.

Optimal Tuning of PID Controller 69



Using; H1 = 18 cm, H2 = 14 cm, H3 = 6 cm, a = 9.5 (constant for coefficient of
discharge), A = 32; the transfer function can be obtained in Eq. 4.

GðsÞ ¼ 0:002318
s2 þ 0:201:sþ 0:00389

ð4Þ

3 Design and Optimization of PID Controllers

PID controllers are the most widely used controllers in the industrial control processes
[4] and 90% of the controllers today used in industry are alone PIDs. The general
equation for a PID controller can be given by Eq. 5.

C sð Þ ¼ Kp:e tð ÞþKi:
Z
e tð Þ:dtþKd

deðtÞ
dt

ð5Þ

Where Kp, Ki and Kd are the controller gains, C(s) is output signal, R(s) is the
difference between the desired output and output obtained [5].

3.1 Tuning of PID Controller Using Ziegler Nichols

Ziegler Nichols is the most operative method for tuning the PID controllers. But this
method is limited for application since an oscillatory response is generated [3]. Initially,
unit step response is derived followed by the computation of the PID gains as suggested
by Ziegler-Nichols as in Table 1. Figure 2 shows the closed loop.

Table 1. PID parameters obtained by Ziegler Nichols

PID parameter Value

Kp 28.214
Ki 4.155
Kd 47.89

Fig. 2. Closed loop response of the ZN-PID Controllers.
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3.2 PID Tuning Using Genetic Algorithm

Genetic algorithms are one of the most robust optimization algorithms and can satisfy
any constraint thus boosting their wider applicability [7]. Optimization of the PID
controllers with deals with search of the three gain parameters [Kp, Ki, Kd] by min-
imizing the objective function [9]. For the optimal tuning of the controller, the mini-
mization of the ISE (integral square error) [8] has been carried out.

ISE ¼
Z T

0
e2 tð Þdt

The optimization a population of 40 and tournament-based selection has been consid-
ered. The PID gains obtained by optimal tuning using GA are represented in Table 2 and
Fig. 3 shows the closed loop response of the GA optimized controllers (Fig. 4).

3.3 PID Tuning Using PSO

Particle swarm optimization algorithm is meta-heuristic optimization algorithm that is
inspired by social behavior of bird flocking or fish schooling. The algorithm is based on
the social interaction, which by adjusting the trajectories of the “particles” in the space,
tries to minimize the objective. There is vast literature available on variants of PSO
algorithms exists [12–19]. The generic constrained PSO algorithm is given under as:
[Step 1]: Initialization of Swarm
[Step 2]: Evaluation of fitness of individual particles

Table 2. PID parameters obtained by genetic algorithm

PID parameter GA (ISE)

Kp 28.214
Ki 4.155
Kd 47.89

Fig. 3. Closed loop response of GA PID controllers.
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[Step 3]: Modifying gbest, pbest & velocity
[Step 4]: Modify the position of each particle
[Step 5]: Move to [Step 2] till the desired convergence is obtained.

In this paper, the optimization has been carried out using PSO with constrained factor
[13]; mathematically the velocity and position are given as;
Velocity update:

viðkÞ ¼ v viðkÞþ c1i � ðpi � xiðkÞÞþ c2i � ðG� xiðkÞÞ½ �

Position update:

xiðkþ 1Þ ¼ xiðkÞþ viðkþ 1Þ

Where:
v – Constriction factor; i– Particle index; k – Discrete time index; v – Velocity of ith

particle; x – Position of ith particle; p – Best position found by ith particle (personal
best); G – Best position found by swarm (global best, best of personal bests); c1,2 –

Random numbers on the interval [0, 1] applied to ith particle.
Table 3 gives the PID gains obtained by optimization using PSO with constrained

factor and Fig. 5 gives the plot for the closed loop response of the controller with PSO
optimized gains.

Fig. 4. Best and mean fitness values obtained by optimization using GA (ISE).

Table 3. PID parameters obtained by PSO

PID parameter PSO (ISE)

Kp 9.813
Ki 0.318
Kd 2.766
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4 Results and Discussion

In this paper, initially the gains of the PID have been estimated using Ziegler Nichols
rules which give an oscillatory response, followed by the optimization by genetic
algorithm and particle swarm optimization algorithm. The computed parameters are
implemented for obtaining the closed-loop response of the system. Figure 6 shows the
compared closed loop step response graph, clearly indicating that better results are
obtained in case of Particle Swarm Optimization algorithm optimized PID controller
with decreased over-shoot percentage, rise and settling time values. Table 4 represents
the numerical data of the results obtained.

Fig. 5. Closed loop response of PSO PID controllers.

Fig. 6. Compared closed loop response of ZN, GA & PSO optimized PID controllers.
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5 Conclusion

The use of Particle Swarm Optimization Algorithm for the optimization of PID con-
troller offers better results in terms of decreased overshoot percentage as compared to
Ziegler Nichols and Genetic Algorithm tuned PIDs; thus offering better operation for
the coupled tank liquid level control and better plant safety and performance.
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Abstract. In the category of swarm intelligence based algorithms, Par-
ticle Swarm Optimization (PSO) is an effective population-based meta-
heuristic used to solve complex optimization problems. In PSO, global
optima is searched with the help of individuals. For the efficient search
process, individuals have to explore whole search space as well as have
to exploit the identified search area. Researchers are continuously work-
ing to balance these two contradictory properties i.e. exploration and
exploitation and have been modified the PSO in many different ways to
improve its solution search capability in the search space. In this regard,
incorporation of inertia weight strategy in PSO is a significant modi-
fication and after that many researchers have been developed different
inertia weight strategies to improve the solution search capability of PSO.
This paper presents an analysis of the developed inertia weight strategies
in respect to problem-solving capability and their effect in the solution
search process of PSO. The effect of 30 recent inertia weight strategies
on PSO is measured while comparing over ten well known test functions
of having different degree of complexity and modularity.

Keywords: Soft computing · Optimisation · Inertia weight · Swarm
intelligence · Nature inspired algorithms

1 Introduction

Particle Swarm Optimization (PSO) algorithm was developed by Eberhart and
Kennedy in 1995 [1]. It is inspired by the intelligent behaviour of bird in search
of food. The PSO algorithm is used to solve the different complex optimization
problems including economics, engineering, complex real-world problems, biol-
ogy and industry [2]. PSO can be applied to non-linear, non-differentiable, huge
search space problems and gives better results with good accuracy [3].

For n-dimensional search space, the velocity and position of the ith particle
represents as: Vi = (vi1, vi2, ..., vid)T and Xi = (xi1, xi2, ..., xid)T respectively.
Where, vid and xid is the velocity and position of ith particle in d-dimension
respectively. The velocity of the swarm (particle) is defined as follows:

c© Springer Nature Singapore Pte Ltd. 2017
K. Deep et al. (eds.), Proceedings of Sixth International Conference on Soft Computing
for Problem Solving, Advances in Intelligent Systems and Computing 547,
DOI 10.1007/978-981-10-3325-4 9
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vid(new) = vid(old) + c1r1(pid − xid) + c2r2(pgd − xid) (1)

xid(new) = xid(old) + vid(new) (2)

where, d = 1, 2, ..., n presents the dimension and i = 1, 2, ..., N represents the
particle index, N is the size of the swarm, c1 and c2 are called social scaling and
cognitive parameters respectively that determines the magnitude of the random
force in the direction of particle′s previously best visited position (pid) and best
particle (pgd) and r1, r2 are the uniform random variable between [0, 1]. The
maximum velocity (Vmax) assists as a constraint to control the position of the
swarms within the solution search space.

Further, Shi and Eberhart [4] was developed the concept of an inertia weight
(IW) in 1998 to ensure an optimal tradeoff between exploration and exploitation
mechanisms of the swarm population. This inertia weight strategy was to be able
to eliminate the need of maximum velocity (Vmax). Inertia weight controls the
particles movement by maintaining its previous memory. The velocity update
equation is considered as follows:

vid(new) = w ∗ vid(old) + c1r1(pid − xid) + c2r2(pgd − xid) (3)

This paper discusses the 30 different inertia weight strategies on 10 bench-
mark functions for PSO algorithm. A comprehensive review on 30 inertia weight
strategies have been presented in next section.

2 A Review on Different Inertia Weight Strategies
for PSO

Inertia weight plays an important role in the process of providing a trade-off
between diversification and intensification skills of PSO algorithm. When the
inertia weight strategy is implemented to PSO algorithm, the particles move
around while adjusting their velocities and positions according to Eqs. (1) and
(2) in the search space.

In 1998, first time Shi and Eberhart [4] proposed the concept of constant
inertia weight. A small inertia weight helps in explore the search space while a
large inertia weight facilitates in exploit the search space. Eberhart and Shi [5]
proposed a random inertia weight strategy and enhances the performance and
efficiency of PSO algorithm.

The linearly decreasing strategy [6] increases the convergence speed of PSO
algorithm in early iterations of the search space. The inertia weight starts with
some large value and then linearly decreases to some smaller value. The inertia
weight provides the excellent results from 0.9 to 0.4. In global-local best inertia
weight [7], the inertia weight is based on the global best and local best of the
swarms in each generation. It increases the capabilities of PSO algorithm and
neither takes a linearly decreasing time-varying value nor a constant value.

Fayek et al. [8] introduced a particle swarm simulated annealing technique
(PSOSA). This inertia weight strategy is optimized by using simulated annealing
and improves its searching capability.
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Chen et al. [9] present two natural exponent inertia weight strategies as e1-
PSO and e2-PSO, which are based on the exponentially decreasing the inertia
weight. Experimentally, these strategies become a victim of premature conver-
gence, despite its quick convergence speed towards the optimal positions at the
early stage of the search process.

Using the merits of chaotic optimization, chaotic inertia weight has been
proposed by Feng et al. [10] and PSO algorithm becomes better global search
ability, convergence precision and quickly convergence velocity.

Malik et al. [11] presented a sigmoid increasing inertia weight (SIIW) and
sigmoid decreasing inertia weight (SDIW). These strategies provide better per-
formance with quick convergence ability and aggressive movement narrowing
towards the solution region.

Oscillating Inertia Weight [12] provides a balance between diversification and
intensification waves and concludes that this strategy looks to be competitive
and, in some cases, better performs in terms of consistency.

Gao et al. [13] proposed a logarithmic decreasing inertia weight with chaos
mutation operator. The chaos mutation operator can enhance the ability to jump
out the premature convergence and improve its convergence speed and accuracy.

To overcome the stagnation and premature convergence of the PSO algo-
rithm, Gao et al. [14] proposed an exponent decreasing inertia weight (EDIW)
with stochastic mutation (SM). The stochastic mutations (SM) is used to
enhance the diversity of the swarm while EDIW is used to improve the con-
vergence speed of the individuals (Table 1).

Linearly decreasing inertia weight have been proposed by Shi and Eberhart [4]
and greatly improved the accuracy and convergence speed. A large inertia weight
facilitates at the inceptive phase of search space while later linearly decreases to
a small inertia weight.

Adewumi et al. [25] proposed the swarm success rate random inertia weight
(SSRRIW) and swarm success rate descending inertia weight (SSRDIW). These
strategies use swarm success rates as a feedback parameter. Further, it enhances
the effectiveness of the algorithm regarding convergence speed and global search
ability.

Shen et al. [18] proposed the dynamic adaptive inertia weight and used to
solve the complex and multi-dimensional function optimization problems. This
strategy can timely adjust the particle speed, jump out of a locally optimal
solution and improve the convergence speed.

Ting et al. [24] proposed the exponent inertia weight. There exist two impor-
tant parameters as a local attractor (a) and global attractor (b). This method
controls the population diversity by adaptive adjustment of local attractor (a)
and global attractor (b).

Chatterjee and Siarry [22] proposed nonlinear decreasing inertia weight strat-
egy with nonlinear modulation index. This strategy is quite effective as well as
avoid premature issues. Lei et al. [17] proposed adaptive inertia weight. It fur-
nishes with automatically harmonize global and local search ability and obtained
the global optima.
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Table 1. Inertia weight strategies

S.no. Name of inertia weight Formula of inertia weight

1 Logarithm decreasing inertia weight [13] w = wmax + (wmin − wmax).log10(a + 10t
T )

2 Exponent decreasing inertia weight [14] w = (wmax − wmin − d1).exp( 1

1+
d2t
T

)

3 Natural exponent inertia weight

strategy(e2 -PSO) [9]

w = wmin + (wmax − wmin).e
−[ t

( T
4 )

]2

4 Natural exponent inertia weight

strategy(e1 -PSO) [9]

w = wend + (wstart − wend).e
[ −t

( T
10 )

]

5 Global-local best inertia weight [7] w = [1.1 − gbesti
pbesti

]

6 Simulated annealing inertia weight [8] w = wmin + (wmax − wmin).λk−1

7 Oscillating inertia weight [12] w = (
wmin+wmax

2 +
wmax−wmin

2 cos( 2Πt
T )),

where T =
2S1
3+2k

8 Chaotic random inertia weight [10] z = 4 ∗ z ∗ (1 − z), w = 0.5 ∗ rand + 0.5 ∗ z

9 The Chaotic inertia weight [10] w = (wmax − wmin) ∗ (T −t
T ) + wmin ∗ z,

where, z = 4 ∗ z ∗ (1 − z)

10 Linear decreasing inertia weight [6] w = wmax − (wmax − wmin)( t
T )

11 Sigmoid decreasing inertia weight [11] w=
(wmax−wmin)

(1+e−u(k−n∗gen))
+ wmin,

u=10log((gen)−2)

12 Sigmoid increasing inertia weight [11] w=
(wmax−wmin)

(1+eu(k−n∗gen))
+ wmin, u=10log((gen)−2)

13 Random inertia weight [5] w = 0.5 + 0.5 ∗ rand

14 Constant inertia weight [4] w =c, where c= 0.2 (considered for

experiments)

15 Chaotic adaptive inertia weights

(CAIWS-D) [15]

w=[(wmax − wmin)(T −t
T ) + wmin] ∗ z, where,

z=4*SR*(1-SR)

16 Chaotic adaptive inertia weights

(CAIWS-R) [15]

w =(0.5*SR+0.5)*z, where z= 4*SR*(1–SR)

17 Decreasing exponential function inertia

weight (DEFIW) [15]

w = t−( t√t)

18 Fixed inertia weight (FIW)[16] w = 1
2ln(2)

19 Adaptive inertia weight strategy [17] w=[
1−( t

T
)

(1+S t
T

)
]

20 Dynamic adaptive inertia weight [18] w = wmin + (wmax − wmin)F (t)Ψ(t),

Ψ(t) = exp(− t2

(2σ2)
) and σ = T/3

21 Decreasing inertia weight (DIW) [19] w = winit ∗ u−t

22 Inertia weight strategy [20] w =
(winit−0.4)(gsize−i)

(gsize+0.4)

23 Double exponential dynamic inertia weight

[2]

w = exp(−exp(−R)), where R =
(T −t)

T

24 Tangent decreasing inertia weight (TDIW)

[21]

w = (wmax − wmin) ∗ tan( 7
8 (1 − t

T )k)

25 Nonlinear decreasing inertia weight

(NDIW) [22]

w = (wmax − wmin)(T −t
T )n + wmin

26 Linear or non-linear decreasing inertia

weight [23]

w = ( 2
t )

0.3

27 Exponent inertia weight [24] w = w0e−a( t
T

)

28 Swarm success rate random inertia weight

(SSRRIW) [25]

w = 0.5 ∗ rand + 0.5 ∗ ssrt−1

29 Swarm success rate descending inertia

weight (SSRDIW) [25]

w = (wmax − wmin)(T −t
T ) + wmin ∗ ssrt−1

30 Descending inertia weight [25] w = wmin + (wmax − wmin)(T −t
T )
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J. asoc. [23] proposed the linear or non-linear decreasing inertia weight. This
strategy has global search ability and also helpful to find a better optimal solu-
tion. It overcomes the weakness of premature convergence and converges faster
at the early stage of the search process. Jiao et al. [19] proposed the decreasing
inertia weight (DIW). This strategy provides the algorithm with dynamic adapt-
ability and controls the population diversity by adaptive adjustment of inertia
weight.

Li et al. [21] proposed the tangent decreasing inertia weight (TDIW) based
on tangent function (TF). This strategy is to increase the diversity of swarm for
more exploration of the search space at initial iterations while later exploit the
search area. So that this approach provides better results with accuracy.

Chauhan et al. [2] proposed the double exponential dynamic inertia weight
(DEDIW). The inertia weight is calculated for whole swarm iteratively by using
gompertz function, and it is capable of providing a stagnation free environment
with better accuracy. Peram et al. [20] proposed a new inertia weight that pro-
vides the less susceptible to premature convergence and less likely to be stuck in
local optima. Sheng-Ta Hsieh et al. [16] introduced fixed inertia weight (FIW).
It provides better convergence speed and less computational efforts.

Table 2. Test problems, D: Dimension, AE: Acceptable Error

Test problem Objective function Search range Optimum value D AE

Sphere f1(x) =
∑D

i=1 x
2
i [–5.12 5.12] f(0) = 0 30 1.0E − 05

De Jong f4 f2(x) =
∑D

i=1 i.(xi)
4

[–5.12 5.12] f(0) = 0 30 1.0E − 05

Ackley f3(x) = −20 + e +

exp(− 0.2
D

√∑D
i=1 xi

3)

[–30, 30] f(0) = 0 30 1.0E − 05

Alpine f4(x) =∑D
i=1 |xisin xi + 0.1xi|

[–10, 10] f(0) = 0 30 1.0E − 05

Michalewicz f5(x) =

−∑D
i=1 sin xi(sin ( i.xi

2

π
)20)

[0, π] fmin = −9.66015 10 1.0E − 05

Cosine Mixture f6(x) =
∑D

i=1 xi
2 −

0.1(
∑D

i=1 cos5πxi) + 0.1D

[–1, 1] f(0) = −D × 0.1 30 1.0E − 05

Exponential f7(x) =
−(exp(−0.5

∑D
i=1 xi

2)) + 1

[–1, 1] f(0) = −1 30 1.0E − 05

brown3 f8(x) =
∑D−1

i=1

(xi
2(xi+1)

2+1
+ xi+1

2xi
2+1

)

[–1 4] f(0) = 0 30 1.0E − 05

Beale f9(x) = [1.5−x1(1−x2)]
2+

[2.25 − x1(1 − x2
2)]

2 +
[2.625 − x1(1 − x3

2)]
2

[–4.5,4.5] f(3, 0.5) = 0 2 1.0E − 05

Colville f10(x) = 100[x2 − x2
1]

2 +
(1 − x1)

2 + 90(x4 − x2
3)

2 +
(1− x3)

2 + 10.1[(x2 − 1)2 +
(x4 − 1)2] + 19.8(x2 − 1)
(x4 − 1)

[–10,10] f(1) = 0 4 1.0E − 05
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The decreasing exponential function inertia weight (DEFIW) [15] decreases
the value of inertia weight iteratively as the algorithm approaches equilibrium
state and furnishes the superiority to the competitors in fitness quality.

Arasomwan et al. [15] Proposed chaotic adaptive inertia weights as CAIWS-
D and CAIWS-R. These strategies simply combine chaotic mapping with the
swarm success rate as a feedback parameter to harness together chaotic and
adaptivity characteristics. These approaches provide more refine accuracy, faster
convergence speed as well as global search ability.

3 Experimental Results

To evaluate the performance of the inertia weight strategy, it is tested over 10
different benchmark functions (F1 to F10) as given in Table 2.

3.1 Parameter Settings

Following experimental settings are adopted:

– G0 = 100 and α = 20 [26],
– Number of runs = 30,

Table 3. Average number of function evaluations of different inertia weight strategies
for different benchmark functions

Inertia
Weight

Sphere De Jong
f4

Ackley Alpine Michalewicz Cosine
Mixture

Expone-
ntial

brown3 Beale Colville

1 09851.67 08540.00 15218.33 45575.00 49731.67 50100.00 9611.67 10270.00 2771.667 26260.00

2 22313.33 19670.00 32858.33 30181.67 50100.00 42166.67 22125.00 23351.67 6585.00 36578.33

3 25801.66 24028.33 35703.33 33166.67 48105.00 41483.33 25651.67 26728.33 09263.33 39870.00

4 18846.67 16835.00 29221.67 26516.67 48733.33 40691.67 18248.33 19665.00 06175.00 40780.00

5 50100.00 49196.67 50100.00 26536.67 48840.00 50100.00 50100.00 50100.00 00885.00 47108.33

6 13663.33 11920.00 23591.67 21495.00 50100.00 44928.33 13378.33 14915.00 3565.00 39290.00

7 29278.33 23780.00 50100.00 46190.00 47988.33 45698.33 26725.00 32083.333 3526.67 43920.00

8 39623.33 35648.33 50100.00 50100.00 47638.33 49888.33 35870.00 41895.00 3230.00 46575.00

9 32738.33 30196.67 42308.33 39525.00 48946.67 42490.00 31791.67 33640.00 04591.67 36876.67

10 44853.33 42535.00 50100.00 50096.67 48795.00 49615.00 43596.67 45206.67 10890.00 46073.33

11 13218.33 11451.67 23440.00 19735.00 49196.67 46841.67 12383.33 14135.00 02711.67 43118.33

12 25103.33 23176.67 34655.00 32036.67 46930.00 46618.33 24230.00 25821.67 12451.67 41675.00

13 15840.00 13016.67 29701.67 29538.33 49053.33 48191.67 15398.33 17851.67 03503.33 31575.00

14 8433.33 7330.00 18216.67 15083.33 49228.33 50100.00 07688.33 08975.00 02385.00 45735.00

15 26308.33 23300.00 47571.67 38541.67 48951.67 39000.00 24606.67 28170.00 2968.33 41273.33

16 26348.33 22995 47791.67 37485.00 49750.00 39408.33 24390.00 28135.00 4603.33 40158.33

17 11821.67 14613.33 28691.67 25045.00 50100.00 30740.00 11070.00 12343.33 4011.67 49971.67

18 11116.67 10255.00 20148.33 17286.67 49011.67 47786.67 10798.33 12016.67 01056.67 38490.00

19 21593.33 20201.67 28485.00 27230.00 49003.33 42706.67 21200.00 22236.67 07161.67 39731.67

20 13108.33 11238.33 44071.67 20541.67 46168.33 39801.67 36930.00 14003.33 1121.67 38113.33

21 10585.00 09818.33 17485.00 17256.67 47970.00 47661.67 10198.33 11496.67 03293.33 41001.67

22 18141.67 15730.00 26410.00 23940.00 50100.00 37963.33 17363.33 18841.67 06580.00 45256.67

23 32145 29100 44275.00 40775.00 49000.00 37770.00 31460.00 33501.67 03953.33 34638.33

24 17571.67 15713.33 26353.33 24056.67 49713.33 36716.67 16858.33 19021.67 06556.67 41691.67

25 42213.33 39358.33 50041.67 48980.00 49168.33 47785.00 41083.33 42838.33 10196.67 43158.33

26 10585.00 9818.33 17485.00 17256.67 47970.00 47661.67 10198.33 11496.67 03293.33 41131.67

27 24753.33 22180.00 35250.00 31966.67 49148.33 38595.00 23735.00 25720.00 07821.67 37138.33

28 23265.00 19488.33 40460.00 33003.33 49821.67 35823.33 21410.00 24258.33 02921.67 45111.67

29 26200.00 24011.67 36238.33 33400.00 47765.00 37798.33 25305.00 27360.00 07193.33 38271.67

30 45070.00 42221.67 50100.00 50085.00 49010.00 49023.33 43833.33 45480.00 08773.33 40638.33
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– Number of populations = 50,
– Maximum number of iterations (T) = 1000,
– Value of c1 and c2 are 2.0 [25].

3.2 Results and Discussion

In this section, 30 different inertia weight strategies are analyzed on 10 bench-
mark problems in terms of average number of function evaluations (AFE′s),
mean error (ME) and standard deviation (SD). The AFE′s, ME and SD are
presented in Tables 3, 4 and 5 respectively. Boxplot of AFE′s, ME and SD are
shown in Figs. 1, 2 and 3 respectively.

It is clear from the reported results that most of the Inertia weight strategies
produce poor results in case of michalewicz function (F5). It clear from Fig. 1
that constant inertia weight and linearly decreasing inertia weight (LDIW) is
best and worst strategy respectively in terms of AFE′s. It is observed from
Fig. 2 that the mean error taken by chaotic random inertia weight strategy and
global local best inertia weight strategy are minimum and maximum in terms of
mean error respectively compared to the other inertia weight strategies.

Table 4. Mean error value of different inertia weight strategies for different benchmark
functions

Inertia
Weight

Sphere De Jong
f4

Ackley Alpine Michalewicz Cosine
Mixture

Expone-
ntial

brown3 Beale Colville

1 8.90E-06 8.29E-06 5.03E-04 9.14E-04 8.79E-01 4.81E-01 8.40E-06 8.66E-06 4.09E-06 1.50E-03

2 9.15E-06 8.91E-06 9.59E-06 9.57E-06 4.52E-01 1.23E-01 9.23E-06 9.16E-06 3.99E-02 1.57E-03

3 9.32E-06 8.97E-06 9.55E-06 9.64E-06 4.47E-01 1.63E-01 9.17E-06 9.13E-06 3.99E-02 1.34E-03

4 9.28E-06 8.74E-06 9.50E-06 9.54E-06 4.48E-01 1.58E-01 9.28E-06 9.18E-06 3.99E-02 1.22E-03

5 4.54E-01 3.14E-01 5.21E-01 1.15E-04 8.86E-01 2.15E+00 2.19E-01 8.26E-01 5.55E-06 4.84E-03

6 9.08E-06 9.13E-06 9.52E-06 9.25E-06 8.45E-01 2.27E-01 9.15E-06 9.24E-06 2.00E-02 1.18E-03

7 9.04E-06 8.78E-06 3.96E-05 1.37E-05 4.07E-01 1.08E-02 8.77E-06 9.36E-06 2.00E-02 6.33E-03

8 9.44E-06 8.87E-06 4.51E-04 5.51E-05 2.67E-01 5.41E-03 9.33E-06 9.51E-06 2.00E-02 5.13E-03

9 9.25E-06 8.97E-06 9.61E-06 9.13E-06 3.92E-01 5.91E-02 9.28E-06 9.19E-06 2.00E-02 1.84E-03

10 9.26E-06 8.96E-06 1.78E-04 6.26E-05 4.00E-01 3.45E-02 9.30E-06 9.43E-06 3.99E-02 4.95E-03

11 9.15E-06 8.91E-06 9.67E-06 9.56E-06 4.90E-01 1.76E-01 9.20E-06 9.15E-06 2.00E-02 3.64E-03

12 9.22E-06 8.61E-06 9.58E-06 9.40E-06 4.26E-01 2.22E-01 9.11E-06 9.30E-06 4.57E-06 1.54E-03

13 9.17E-06 9.26E-06 9.58E-06 8.69E-06 6.41E-01 4.58E-01 9.13E-06 9.05E-06 2.00E-02 9.58E-04

14 8.96E-06 8.77E-06 1.00E-01 8.07E-06 9.71E-01 6.50E-01 9.23E-06 8.98E-06 2.00E-02 2.55E-03

15 9.13E-06 8.74E-06 1.27E-05 9.31E-06 3.52E-01 4.94E-03 9.14E-06 9.54E-06 2.00E-02 3.33E-03

16 9.43E-06 9.05E-06 1.39E-05 9.62E-06 3.55E-01 9.43E-06 9.26E-06 9.44E-06 3.99E-02 2.86E-03

17 8.52E-06 8.88E-06 8.69E-06 5.52E-04 9.13E-01 4.93E-03 8.08E-06 8.46E-06 3.99E-02 2.88E-01

18 9.06E-06 8.69E-06 9.59E-06 9.31E-06 8.54E-01 3.60E-01 8.94E-06 9.28E-06 5.66E-06 1.32E-03

19 9.12E-06 8.56E-06 9.46E-06 9.36E-06 5.09E-01 1.82E-01 8.96E-06 8.90E-06 2.00E-02 2.06E-03

20 9.32E-06 9.22E-06 9.61E-06 9.38E-06 3.54E-01 1.53E-01 9.18E-06 9.23E-06 4.88E-06 1.09E-03

21 8.84E-06 8.84E-06 9.54E-06 7.78E-06 6.34E-01 3.50E-01 8.64E-06 9.01E-06 2.00E-02 4.69E-03

22 8.98E-06 9.09E-06 9.62E-06 9.38E-06 6.00E-01 1.28E-01 9.12E-06 9.13E-06 5.99E-02 2.13E-03

23 9.32E-06 9.19E-06 9.68E-06 9.52E-06 4.05E-01 9.86E-03 9.26E-06 9.35E-06 2.00E-02 2.02E-03

24 9.24E-06 9.12E-06 9.61E-06 9.63E-06 4.94E-01 1.23E-01 9.19E-06 9.01E-06 5.99E-02 1.94E-03

25 9.11E-06 8.62E-06 3.85E-05 1.29E-05 4.16E-01 6.90E-02 9.33E-06 9.35E-06 3.99E-02 2.93E-03

26 8.84E-06 8.84E-06 9.54E-06 7.78E-06 6.34E-01 3.50E-01 8.64E-06 9.01E-06 2.00E-02 2.01E-03

27 9.17E-06 9.04E-06 9.54E-06 9.50E-06 6.36E-01 7.88E-02 9.49E-06 9.05E-06 5.99E-02 1.18E-03

28 9.26E-06 9.23E-06 9.61E-06 9.67E-06 3.73E-01 2.96E-02 9.43E-06 9.21E-06 2.00E-02 3.46E-03

29 9.27E-06 8.97E-06 9.49E-06 9.65E-06 2.95E-01 5.91E-02 9.27E-06 9.29E-06 5.99E-02 1.54E-03

30 9.31E-06 9.07E-06 1.93E-04 4.63E-05 4.02E-01 1.97E-02 9.52E-06 8.96E-06 2.00E-02 3.62E-03
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Table 5. Standard deviation value of different inertia weight strategies for different
benchmark functions

Inertia
Weight

Sphere De Jong
f4

Ackley Alpine Michalewicz Cosine
Mixture

Expone-
ntial

brown3 Beale Colville

1 1.54E-06 9.56E-07 2.66E-03 2.05E-03 6.06E-01 1.96E-01 1.86E-06 1.38E-06 2.38E-06 1.53E-03

2 8.26E-07 1.08E-06 3.58E-07 3.59E-07 3.24E-01 1.15E-01 6.84E-07 8.14E-07 1.49E-01 1.10E-03

3 6.19E-07 9.40E-07 3.49E-07 2.86E-07 3.96E-01 1.76E-01 7.40E-07 6.89E-07 1.49E-01 8.07E-04

4 6.45E-07 9.15E-07 4.10E-07 3.84E-07 3.13E-01 1.62E-01 5.22E-07 7.74E-07 1.49E-01 3.59E-04

5 4.34E-01 1.05E+00 5.36E-01 4.54E-04 6.88E-01 1.00E+00 1.64E-01 7.43E-01 3.02E-06 4.00E-03

6 8.16E-07 1.19E-06 3.28E-07 7.43E-07 5.70E-01 1.65E-01 5.50E-07 7.21E-07 1.07E-01 7.74E-04

7 7.26E-07 1.17E-06 2.10E-05 9.87E-06 3.15E-01 3.70E-02 1.09E-06 4.36E-07 1.07E-01 6.96E-03

8 5.53E-07 1.19E-06 2.74E-04 3.25E-05 2.29E-01 2.65E-02 6.58E-07 6.79E-07 1.07E-01 4.58E-03

9 6.61E-07 7.83E-07 3.54E-07 1.10E-06 2.92E-01 8.18E-02 4.59E-07 6.97E-07 1.07E-01 1.23E-03

10 6.61E-07 7.48E-07 1.23E-04 8.33E-05 3.60E-01 6.25E-02 6.82E-07 3.49E-07 1.49E-01 3.99E-03

11 7.83E-07 1.07E-06 4.02E-07 3.87E-07 4.01E-01 1.43E-01 5.79E-07 8.31E-07 1.07E-01 4.99E-03

12 5.26E-07 1.20E-06 4.27E-07 5.60E-07 3.77E-01 1.61E-01 6.72E-07 6.50E-07 3.30E-06 8.53E-04

13 8.54E-07 6.95E-07 4.37E-07 1.86E-06 5.43E-01 2.30E-01 8.55E-07 7.03E-07 1.07E-01 7.45E-05

14 1.02E-06 1.37E-06 3.75E-01 2.89E-06 5.38E-01 2.40E-01 4.98E-07 1.17E-06 1.07E-01 2.14E-03

15 8.31E-07 9.18E-07 5.80E-06 5.50E-07 2.90E-01 2.65E-02 5.92E-07 5.28E-07 1.07E-01 3.27E-03

16 6.17E-07 9.55E-07 1.22E-05 3.57E-07 2.81E-01 6.24E-07 6.58E-07 5.21E-07 1.49E-01 2.54E-03

17 1.74E-06 1.50E-06 1.63E-06 2.31E-03 5.80E-01 2.65E-02 2.04E-06 1.77E-06 1.49E-01 1.41E+00

18 9.20E-07 1.10E-06 5.99E-07 6.01E-07 6.15E-01 2.25E-01 8.30E-07 5.78E-07 2.85E-06 6.36E-04

19 7.09E-07 1.23E-06 5.04E-07 6.34E-07 4.16E-01 1.60E-01 9.73E-07 1.15E-06 1.07E-01 1.85E-03

20 6.24E-07 9.46E-07 3.94E-07 5.39E-07 2.94E-01 1.35E-01 5.31E-07 5.89E-07 2.98E-06 3.50E-04

21 8.07E-07 8.84E-07 3.55E-07 3.06E-06 5.18E-01 1.93E-01 1.36E-06 8.22E-07 1.07E-01 4.41E-03

22 7.53E-07 7.83E-07 4.40E-07 5.57E-07 4.41E-01 1.46E-01 8.90E-07 7.62E-07 1.80E-01 1.56E-03

23 6.08E-07 9.61E-07 3.55E-07 4.06E-07 3.60E-01 3.69E-02 6.05E-07 5.29E-07 1.07E-01 2.07E-03

24 6.71E-07 1.13E-06 3.58E-07 3.92E-07 3.38E-01 1.43E-01 6.37E-07 9.25E-07 1.80E-01 1.19E-03

25 9.37E-07 1.17E-06 2.93E-05 7.08E-06 3.60E-01 9.90E-02 4.63E-07 5.80E-07 1.49E-01 2.84E-03

26 8.07E-07 8.84E-07 3.55E-07 3.06E-06 5.18E-01 1.93E-01 1.36E-06 8.22E-07 1.07E-01 1.25E-03

27 6.81E-07 7.45E-07 4.11E-07 4.33E-07 5.58E-01 9.90E-02 4.22E-07 9.90E-02 1.80E-01 4.49E-04

28 6.41E-07 7.43E-07 3.61E-07 3.08E-07 3.01E-01 7.04E-02 5.76E-07 6.86E-07 1.07E-01 2.49E-03

29 6.65E-07 8.10E-07 3.12E-07 3.45E-07 2.30E-01 8.18E-02 5.80E-07 7.32E-07 1.80E-01 1.03E-03

30 5.71E-07 8.76E-07 9.32E-05 3.83E-05 3.18E-01 5.02E-02 3.12E-07 7.68E-07 1.07E-01 4.22E-03
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Fig. 1. Boxplots for average number of function evaluations of 30 different inertia
weight strategies on 10 benchmark functions as per Table 3
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Fig. 2. Mean error value of 30 different inertia weight strategies on 10 benchmark
functions as per Table 4
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Fig. 3. Standard deviation value of 30 different inertia weight strategies on 10 bench-
mark functions as per Table 5

Table 6. Summary results for inertia weight

Criterion Best inertia weight strategy Worst inertia weight strategy

Average function
evaluation

Constant inertia weight Linear decreasing inertia
weight

Mean error Chaotic random inertia
weight

Global-local best inertia
weight

Standard deviation Chaotic random inertia
weight

Global-local best inertia
weight

If the comparison is made through standard divisions (SD′s)the chaotic ran-
dom inertia weight produces near optimal solutions in comparison to other iner-
tia weight strategies as shown in Fig. 3. The summary results of inertia weight
strategies are shown in Table 6.



IWPSO 85

4 Conclusion

This paper presents the significance of inertia weight strategies in the solu-
tion search process of particle swarm optimization (PSO). Here, total 30 iner-
tia weight strategies in PSO are analyzed in terms of efficiency, reliability and
robustness while testing over 10 complex test functions. Through boxplots and
success rate, it is found that the chaotic random inertia weight is better in terms
of accuracy while constant inertia weight performs better in terms of efficiency
of PSO among the considered inertia weight strategies.
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Abstract. The exponential growth and dynamic nature of the world
wide web has created challenges for the traditional Information Retrieval
(IR) methods. Both issues are the imperative source of problems for
locating the information on web. The crawlers expedite web based infor-
mation retrieval systems by following hyperlinks in web pages to auto-
matically download new and updated content. The web crawlers system-
atically traverse the web pages, and fetch the information viz. nature
of the web content, hyper-links present on the web page, etc. This
paper reviews and compares the meta-heuristic approaches like popula-
tion based, evolutionary algorithms, and local search used for IR in web
crawling. This paper reviews how these techniques has been developed,
enhanced and applied.

Keywords: Web crawling · Meta-heuristics · Information Retrieval

1 Introduction

The Internet online service has become an indispensable part of our routine
life. Now, people are able to develop their own website or participate in various
other online web services provided by the host owner. Moreover, general public
can add new web contents or edit the available web content dynamically any
time and anywhere. These competencies expedite various web sites to transform
their web design from static to dynamic. The Web has undergone an exponential
growth in the past few years. It has been found from the survey that approxi-
mately 15–20 billion web pages are present on the Web and recently this count
exceeded to 1 trillion. The key causes of the success of the World Wide Web are
its rapid growth and its dynamic nature. The lack of a centralized control over
the web contents is also the main issue. In the World Wide Web, earlier Informa-
tion Retrieval systems are challenged to traverse the most relevant pages on the
web. Today, search engines are the main gateways of information access on the
WWW. Web search engines can take together and handle hundreds of millions of
queries everyday. They give responses to various user queries by accessing a local

c© Springer Nature Singapore Pte Ltd. 2017
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for Problem Solving, Advances in Intelligent Systems and Computing 547,
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repository that mirrors the Web. Crawlers facilitate this by following hyperlinks
in Web pages to download automatically latest and updated Web pages. While
some systems rely on spiders that crawl the Web exhaustively, others incorpo-
rate focus within their crawlers to yield application-specific collections or topic-
specific collections. Web crawling makes it easier for search engines to give the
most imperative results to users queries. The Crawlers traverse through a web-
site and index each web page accordingly. At each stage of the crawling process
a URL is removed from the pending queue and the analogous page is retrieved.
URLs are extracted from the retrieved page and some or all of these URLs are
pushed back into the pending queue for subsequent processing. For performance,
crawlers often use asynchronous input/output to allow more than one pages to
be downloaded simultaneously or can be structured as multi threaded programs
so that each thread executes the steps of the crawling process concurrently with
the others. The working model of a web crawler is shown in Fig. 1.

Fig. 1. Working model of web crawler

In order to optimize the web crawling process [1], several meta-heuristic tech-
niques such as population based, evolutionary algorithms, and local search has
been used. Their optimization would have a prominent effect on enhancing the
searching efficiency and crawling performance. The area of meta-heuristics [2]
has been expanded immensely in the last two decades as a panacea to real-
world optimisation problems. These techniques work well in certain situations
where exact optimisation methods fail to provide adequate results. For intri-
cate kind of problems (Nondeterministic polynomial time-hard problems), these
techniques are able to generate the best solution in relatively much lesser time
than traditional optimization techniques. Meta-heuristics [3] find applications
in a wide ambit of areas including finance, planning, scheduling and engineer-
ing design. This paper presents a review of various meta-heuristic techniques
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and their methodology. In this paper, web crawling using various meta-heuristic
techniques are reviewed and compared.

2 Crawling Using Meta-heuristics

Web crawlers [4] are programs that utilise the graph structure of the World Wide
Web to link one page to another. Crawling the world wide web is delusively easy:
the fundamental algorithm is (a) Fetch a page, (b) Parse the page to extract all
linked URLs, (c) For all the unseen URLs, repeat steps (a) to (c). The Internet
and web are becoming more dynamic as compared to earlier times in terms of
their content as well as their usage. Hence, the rapid growth of the web and
its increasing rate of change is moving from a trivial programming approach
to a significant algorithmic and system design challenge. Moreover, informa-
tion retrieval efforts also aim to match with this dynamic scenario by designing
intelligent systems. In the last 10–12 years or so, number of researchers from
various fields have been engaged in developing intelligent and adaptive systems
for web-based Information Retrieval. Meta-heuristics techniques [5] are emerg-
ing as typical examples for such systems. Meta-heuristics are formally defined as
an iterative generation process that guides a subordinate heuristic by combin-
ing intelligently different concepts for exploring and exploiting the search space.
Learning strategies are used to structure information in order to find efficiently
near-optimal solutions (Osman & Laporte, 1996). Metaheuristics developed an
equilibrium between intensification and diversification of the search space. In the
past 1–2 decades, several meta-heuristic techniques have been proposed such as
genetic algorithm, genetic programming, simulated annealing, ant colony opti-
misation, particle swarm optimisation, and differential evolution. This paper
reviews how these techniques has been used in crawling the web content.

3 Population Based Techniques

3.1 Web Crawling Using Evolutionary Techniques

This section outlines the work related to evolutionary algorithms [6] as a tool
for enhancing the capabilities of crawlers as an optimizer or learner. According
to the latest trends many researchers are using Genetic Algorithm (GA) both to
solve IR problems and to optimise web crawling (Fig. 2).

Using Genetic Algorithms. Until 1980 there were no significant attempts in
the field of applying genetic algorithms in web crawling and information retrieval.
Raghavan et al. were the first ones who initiated the topic by trying to optimize
document clustering using genetic algorithms [7]. Then, Gordon et al. enhanced
the document descriptors by proposing a new approach [8]. The fashion was
then followed by Yang et al. who improved the weights of keywords related
to the specific document topic [9]. Petry et al. also used genetic algorithms to
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Fig. 2. Metaheuristic techniques

Table 1. Various metaheuristic techniques explored

Metaheuristics Sub-techniques Related research paper

Evolutionary algorithms Genetic Algorithm [7–28]

Genetic Programming [29–38]

Differential evolution [39,40]

Evolutionary programming [41–48]

Evolutionary strategy [49,50]

Implicit Particle Swarm Optimization [51–57]

Ant Colony Optimization [58–61]

Direct Simulated Annealing [62–64]

Local Search - [65–74]

boost the process of retrieving content from a collection of weighted indexed
documents, by changing the weights of queries [10]. Genetic algorithm (GA) has
been used by Chen, et al. [11] to develop a global and personal spider. A set of
standard experiments are performed to compare the performance and efficiency
of the Best first search (BFS) and GA algorithms based spiders. Jaccard’s func-
tion has been used to calculate score function for the web pages. Mutation is a
process used in GA to find the relevant pages. Author examined the final Jac-
cards scores of homepage suggestions and noted their CPU times and system
times. High Jaccard’s score shows high relevance of user’s query. A metasearch
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engine is developed by Z.N. Zacharis et al. [12] that post queries and collects
the results from different search engines. An intelligent agent is proposed using
metagenetic algorithm which gathers and suggests web pages according to users
interest (Table 1).

Using metagenetic algorithm is an easy to learn and adaptive approach. Judy
Johnson et al. [13] used genetic algorithm in emerging scenarios by evaluating
the previous search queries made by the user. The resultant queries are crit-
icized on the basis of rank function that combines text contents and hyper-
links of the query. This results in better performance compared to earlier used
best first strategies. An Intelligent crawler with online processing facility is pro-
posed by Milad shokouhi et al. [14]. He introduced an intelligent agent that uses
genetic algorithm named Gcrawler. Gcrawler finds the best path for crawling
and expands the keyword by using genetic algorithm. Superiority of this algo-
rithm is there is no need to interact with users. Ibrahim Kushchu et al. [15]
presented applications of Evolutionary and Adaptive Systems (EAS) in Web-
based (IR). Research is done in two phases: In first phase, researchers often use
GA or GP as an optimizer in the contexts of clustering, query improvement, or
keyword selection. In second phase, adaptive intelligent agents are employed and
evolutionary methods are used as learning mechanisms. EAS approach is more
domain independent and flexible to create dynamic web.

Jialun Qin et al. [16] used a genetic algorithm with focused crawling for improv-
ing its crawling performance. An advanced crawling technique is proposed to build
domain-specific collections for web search engines that consolidate a global search
algorithm. The proposed work apply a genetic algorithm to the focused crawl-
ing process to find more relevant Web pages in order to overcome the drawbacks
of traditional focused crawlers. Web site clustering consists in finding meaning-
ful groups of related web sites. Esteban Meneses et al. [17] analyzed two mod-
els and four associated algorithms: vector models are analyzed with k-means and
self-organizing maps (SOM), graphs are analyzed with simulated annealing and
genetic algorithms and these algorithms are tested by clustering some web sites.
The results for clustering this web site collection using both models are compared
and show what kind of clusters each one produces. An improved search engine
has been proposed by M. Koorangi et al. [18] to increase the efficiency of the web
searches. Stationary and mobile agents have been used collectively to enhance
the performance. The meta search engine gives required documents needed by
user and collects the results obtained by search engine which results in more rel-
evant documents and reduced network traffic. Efficiency has been improved by
expunging traffic from the network. In focussed crawling, semantic instances in
a web space are given to multiple crawlers to access them and further send these
instances to a centralized meta-crawler for integration.

Huilian Fan et al. [19] worked on a strategy to improve the search efficiency
of focused web crawler. Taking the combination of advantages of hyperlink struc-
ture and web content strategies, he has derived a new strategy which uses hyper-
links as genetic individuals and Vector Space Model (VSM) to calculate indi-
vidual fitness. To apply crossover and mutation, new URLs are imported. URLs
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having same prefix are considered as vocation. Gives higher precision and recall
as compared to BFS and HITS algorithms. Yuan Xu et al. [20] used Standard
TF-IDF for weighting method. Only the average of parents with higher fitness
has been used to generate offsprings. The chromosomes discarded are half of the
total chromosomes in a generation. Nguyen Quoc Nhan et al. [21] used focused
crawler to traverse the web by selecting relevant pages. They proposed a crawl-
ing system in order to improve the performance of crawler. Along with searching
the best path to follow, the system also traverses its initial keywords using GA.
A hybrid approach (consists automata and POS tagging techniques) is used to
crawl Vietnamese web pages. Approach used here gives better performance than
BFS crawler.

Hui Ning et al. [22] analyzed URL analysis models used in existing focused
crawler and proposed a new model using improved GA to collect topic pages.
Two existing models has been considered: URL Analysis Model based on con-
tent analysis and URL Analysis Model based on link analysis. A vector space
model has been introduced for formal representation of words and the count of
their occurrences. The proposed algorithm improves accuracy rate, recall rate
and other quotas effectively and handles problems of getting into the local opti-
mal solution. Focused crawler intends to explore the Web conform to a specific
topic. Banu Wirawan Yohanes et al. [23] discussed the problems caused by local
searching algorithms. Crawler can be trapped within a limited Web commu-
nity and overlook suitable web pages outside its track. A genetic algorithm as
a global searching algorithm is modified to address the problems. The genetic
algorithm is used to optimize web crawling and to select more suitable web pages
to be fetched by the crawler. The utilization of genetic algorithm had empowered
focused crawler to traverse the Web comprehensively, despite it relatively small
collections. It brought up a great potential for building an exemplary collections
compared to traditional focused crawling methods.

Somya Ravi et al. [24] shows how search engines work and evolutionary Algo-
rithm (EA) is used to improve the searching technique by considering the previ-
ous searches. Genetic algorithm is a heuristic technique used to search web pages
and indexing them. Here EA use previous results and computes new results based
on it has learnt from previous searches. Colin G. Johnson et al. [13] explored
the idea of applying evolutionary algorithms to search spaces that are defined
rationally (i.e. by listing every item in the space). Metaphors of mutation and
crossover are defined when the search spaces are within a function that returns
similar elements as the given key. Huynh Thi Thanh Binh et al. [25] used Genetic
algorithm to create one child from multiple parents. Given a set of keywords
and the crawler crawls the set and extract the suitable keywords using genetic
algorithm. Different approaches are used to select parents (i.e. roulette wheel
selection, rank selection, random selection, levenshtein distance). GA includes
five components: chromosome representation, fitness function formation, parent
selection, crossover operator and mutation operator. In order to enhance crawler
performance, author has used different recombination approaches to select mul-
tiple parents and to create child.
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Vikas Thada et al. [26] used same set of documents for performance analy-
sis of different similarity coefficients and hence selects the best combination of
probability of Crossover (proC) and probability of Mutation (proM) to achieve
highest relevancy amongst the similarity coefficients, searching becomes easier
using RT and BUB. Use of focused crawlers improves the crawling performance.
Pathak et al. [27] used internet service engine for web information retrieval sys-
tem. It explores new techniques of web information retrieval system and deals
with the large size and dynamic nature of web and finds the effective techniques
of information retrieval system. Pranali Kale et al. [28] proposed a technique to
choose the most promising links in order and tried to maximize the relevancy of
a new, unvisited URL. By applying GA for focused web search, optimal results
are obtained. Result obtained by this algorithm is more precise than previously
used techniques and more relevant links can be searched in less time using genetic
algorithm.

Using Genetic Programming. The enlargement in the number of Web pages
has led to the advancement and rectification of several search engines. Walker,
Reginald L. [29] used search strategies behind the current search engines for
the World Wide Web to determine the application of Genetic Programming
(GP) to explore the Web documents. This appraisal is applied to the fusion
of Web content that have not yet been developed. Results in this approach
can be optimized by repeating the search over period of time. Same technique
is used by Reginald L. Walker after some period to enhance the performance
of system. Search strategies followed by current search engines for the web to
determine the application of genetic programming model which results in parallel
implementation of pseudo search engine simulator.

Weiguo Fan et al. [30] proposed an information retrieval approach to rank the
web pages using GP. Taking into consideration a huge corpus of web links, fitness
functions has been discovered that results in better performance. Order-based
fitness function based on utility theory is compared with existing order-based
fitness functions to find the ranking function. This task has been performed by
using GP resulting in upgraded performance. Weiguo Fan et al. [31] generated
ranking function using genetic programming in which search engine’s perfor-
mance is calculated by ranking functions. He discovered a ranking function for
structural information that works on group of queries. Two experiments are per-
formed to test ranking function: first experiment takes queries from user and
the second uses queries relevant to previous searches constructed automatically.
Ranking function is working on not only unstructured and semi structured infor-
mation but also on structural information.

De Almeida, Humberto Mossri, et al. [32] performed experiments with the
TREC-8 and WBR99 collections. Results indicate that the use of meaningful
components in a GP-based structure leads to elective ranking functions that
notably defeat the baselines (standard TF-IDF, BM25 and another GP-based
approach). CCA improves the retrieval performance compared to standard TF-
IDF, BM25 and other GP-based approaches. It eliminates the overfitted data.
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Li Piji et al. [33] has introduced a ranking model, WIRank-Web Image Rank,
GP is used to automatically generate ranking function, combining together dif-
ferent types of features of web images. Important element is temporal infor-
mation (imgFileDate and imgPageDate here), which strongly affects ranking.
Comparison is done between ranking results obtained by WIRank with the clas-
sical ranking strategy PageRank and other strategies such as VisualRank and
ImageRank. Layered implementation of GP (LAGEP) model provided signifi-
cant improvement in relevancy. Mahdi Bazarganigilani et al. [34] proposed an
efficient technique to search relevant pages on web by using GP. GP results in
the best possible relevancy among the search engines overcoming accuracy of
simple SVM and combination based SVM. Decay methods have been used to
score pages on the web and it provides constraint to crawler for searching only
relevant pages. To check the strength of GP, DMOZ resources have been used
by taking 30% and 10% of resources from it. The performance of GP has been
compared with simple SVM and combinatorial SVM resulting best accuracy
and efficiency. Aecio S.R. Santos et al. [35] designed a Genetic programming for
Crawling (GP4C) framework that has been used to find score function that is
used by scheduler to rank the pages crawled by web crawler. GP4C works in
two phases: training and validation. In training phase, a set of web pages are
trained and in validation phase, the distinct pages so obtained are validated.
The best resultant function GP4C is flexible to all the baselines in download
cycle. 5-fold cross validation technique has been used by considering four folds
for training and validating sets and one fold for testing phase. It seems to be
flexible framework to work into and the final score function can be derived by
applying new features.

Amir Hosein Keyhanipour, Behzad Moshiri [36] introduced a Layered Multi-
Population genetic programming model to the problem of web spam classifica-
tion. Experiment is done in two phases: first phase is feature selection and second
phase is for comparison. Web spam degrades the performance of rank function in
search engines. Feature selection is done on data set based on crawls of the UK
Web domain and initial population of classifiers has been provided. Two tasks
have been accomplished: Computation of evaluation metrics and comparison
of the performance of the proposed method with existing algorithms. Genetic
programming framework provides a parallel and extensive search to find the
near-global optimum results. Genetic Programming framework has been used
in order to find freshness and coverage of the content collected by web crawler.
Aecio S. R. Santos et al. [37] generated a score function to rank the web pages
taking in account the probabilities of being modified. GP4C is evaluated using
the ChangeRate and Normalized Discounted Cumulative Gain (NDCG) factors.
NDCG is used to maximize the objective function. A GP framework is imple-
mented to automatically generate score function which helps web scheduler to
rank web pages. NDCG has been used as fitness function which makes result
more robust. GP is used for learning the desired ranking functions. Keyhanipour,
Amir Hosein, et al. [38] introduced a new symbolic feature to represent images:
secular Information, which is hardly ever exploited in the current information
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retrieval system. The experimental results show that the proposed algorithms are
efficient in acquiring active ranking functions for web image retrieval. Significant
enhancement in relevancy is obtained in comparison to some other well-known
ranking techniques. GP techniques used in the approach is to find arbitrary
target functions. MGP-Rank can utilize such information effectively and out-
perform other ranking systems.

Using Differential Evolution. Danushka Bollegala et al. [39] proposed a Rank
DE method which uses DE algorithm to rank the pages received by search engine.
It is an approach to learn ranking function for information retrieval on LETOR
data set. The ranking function is analyzed by taking weights into account. DE
performs better than other evolutionary algorithms. A document summarization
model has been presented by Rasim M. Alguliev et al. [40] which extracts pri-
mary sentences from given corpus while reducing information in the summary.
The model is represented as a discrete optimization problem. To solve this dis-
crete optimization problem a self-adaptive DE algorithm has been created. The
model is implemented on multi-document summarization function. Experiments
performed shows that the proposed model is preferred over summarization sys-
tems. The resulting summarization system based on the proposed approach is
competing on the DUC2002 and DUC2004 data sets.

Using Evolutionary Programming. Reynolds et al. [41] proposed an algo-
rithm for solving problems and knowledge extraction. Population and space com-
ponents are implemented as agents that interact with web pages, web services
and user. Cultural algorithm has been used for search queries and extracting use-
ful information. Belief space components act on the data returned by queries,
consisting of URLs. It handles additional constraint criteria and retrieve signif-
icant and relevant information. Mahdavi et al. [42] has done clustering of web
content for searching and extracting knowledge from the web. A novel hybrid
harmony search (HS) algorithm has been proposed for clustering the web content
that finds a globally ideal partitions of them into a specified number of clusters.

Zhang et al. [43] worked on search engines using topical crawlers [44] by deter-
mining seed URLs and downloading the web Pages from the internet. It increased
the crawling performance and focuses on semantics but not on keywords. Cec-
chini Roco L., et al. [45] considered the problem of context based search as a
multi-objective optimization problem and discussed EA-based strategies to search
queries. An automated technique is proposed to work on training corpus. The sys-
tem attempts to increase the potential of the system to redeem relevant pages
while also keeping non-relevant ones. A novel Binary Ant System Harmony Search
algorithm (BASHS) has been proposed by Wang, Ling, et al. [46] to extend HS
to tackle the binary-coded optimization problems efficiently and effectively. The
proposed algorithm is an effective boosted tool in terms of search accuracy and
convergence speed and it enhance the global search ability. BASHS has excellent
optimization ability and achieves the best performance. Johnson Colin G. [47] pro-
posed the methods of integrating evolutionary algorithms to search spaces that are
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defined by listing data in the search space. Gao et al. [48] introduced the modeling
on dynamic web evolution and incremental crawling strategy and concerns about
the refresh interval with minimum waiting time.

Using Evolutionary Strategy. Jason J. Jung [49] used meta-crawler to handle
the relevant semantic instances and access updated instances in the web space.
Meta-crawler used four functions: Knitting, merging, translating and comparing.
Evolution strategy is used to efficiently build large web spaces (i.e. local ontolo-
gies) with similar structure. Conflicts between the semantic instances obtained
from multiple crawlers have been minimized. Rana Forsati et al. [50] presented
novel document clustering algorithms based on the Harmony Search (HS) opti-
mization method. An evolution based clustering algorithm has been proposed
that finds near-optimal clusters within a reasonable time. Harmony clustering
is then integrated with the K-means algorithm in three ways to achieve better
results by combining the fundamental power of HS with the refining power of
the K-means.

3.2 Web Crawling Using Implicit Metaheuristics

Using Particle Swarm Optimization. Particle Swarm Optimization (PSO)
is an estimation method that upgrades a problem by repeatedly trying to
enhance a candidate key with observance to a given quality measure. Informa-
tion Retrieval (IR) techniques are selected to extract interesting documents from
large corpus built by high-performance crawlers. Fabio Gasparetti and Alessan-
dro Micarelli [51] presented a robust and modular web search system, which is
inspired from ant foraging behavior. Its target is to search autonomous infor-
mation about distinct topics, in a huge corpus, such as the Web. The algorithm
has proven to be vigorous and flexible to users information. Tao Peng et al. [52]
discussed an approach to build classifier based on PSO to evaluate the weights of
all classifiers generated as PSO finds the best weight combinations. Author has
built a focused crawler based on link-contexts supervised by different classifiers
to criticize the method using multiple crawls over 37 topics covering hundreds of
thousands of pages. In harvest rate and target recall, focused web crawler guided
by PSO-based classifier outperforms other several classifiers.

Anna Bou Ezzeddine [53] used a bee hive model for information retrieval. The
model implemented shows a multi agent system that uses a bee as a confined
agent for retrieving information from Web. An adapted model has been used
to trace the searches that are input on the web representing a new approach
to information retrieving. Proposed solution using particle swarm method as
compared to conventional searching is more flexible and more effective source
searching. In search engines, Information retrieval (IR) is one of the most vital
components. Due to dynamic nature of web, optimization of IR would have a
great effect in improving the efficiency of search engine. Priya I. Borkar and Leena
H. Patil [54] presented a model using hybrid Genetic Algorithm-Particle Swarm
Optimization (HGAPSO) for retrieving information from the web. HGAPSO
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works by expanding the search query to expand the new keywords that are
related to the user search and also it helps to revolute a user query to improve
the results of the corresponding search. Sumathi Ganesan et al. [55] used PSO to
identify users with similar interest on the basis of previous searches and cluster
them in one cluster. Using PSO technique, clustering of web content is done on
the basis of ranks given to search queries. This technique performed better than
other techniques like DBSCAN and KMeans.

Shafiq Alam et al. [56] performed four different experiments: (1) detect out-
liers based on average intra-cluster distance, (2) detect outliers based on max-
imum intra-cluster distance, (3) detect outliers using the intersection of maxi-
mum and average intra-cluster distance, and lastly, (4) identify the synthetically
injected web bots and evaluate using traditional precision and recall measures.
Proposed approach has successfully identified outliers. The avg. intra-cluster dis-
tance, max intra-cluster distance is close to 100% and search space is reduced.
In order to solve global optimization problems, James J.Q. Yu and Victor O.K.
Li [57] proposed a novel Social Spider Algorithm (SSA). A new social animal
foraging strategy model to solve optimization problems has been introduced.
Swarm intelligence algorithms which uses Ant Colony Optimization (ACO) and
Particle Swarm Optimization (PSO) has been used to find optimal solution. Pro-
posed algorithm has superior performance compared with other state-of-the-art
meta-heuristics.

Using Ant Colony Optimization. For hypertext graph crawling, Piotr Dzi-
winski and Danuta Rutkowska [58] presented a new algorithm based on ants
behavior to crawl web. An ant has been used as an agent to extract significant
number of irrelevant hypertext documents to extract a given relevant document.
During crawling, artificial ants need not to follow a queue to central control
crawling process. Proposed algorithm i.e. Focused Ant Crawling Algorithm, for
hypertext graph crawling, is better than the conventional crawling algorithm
and the best-first search strategy that utilizes a queue for the central control
of the crawling process. In order to attain accessibility and performance infor-
mation Ekachai Jinhirunkul et al. [59] utilized Ant Colony Optimization (ACO)
algorithm to analyze an unexplored web site, alignment of its structure and voy-
age routing. As a sequence, all reachable nodes within the denominated web
site can be covered, along with prerequisite performance statistics to emulate
near optimal accessible paths to any given node in the web site. By virtue of
the simplicity of the Ant Colony Optimization algorithm, some candid mapping
techniques were signed to bring about strategic degradation of the proposed
algorithm.

Zhen Zhang et al. [60] introduced the computational architecture of Ants,
and explained the mechanism of communication and cooperation among them.
AntCrawlers architecture consists of a search engine that uses a certain number
of crawling agents (called Ants) to search the web for some requested content.
These Ants traverse the web by starting from a page and continue by following
links to other pages. Ants present a new point of view for further development in
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the field of focused search. An ACO based algorithm to predict web usage pat-
terns is presented by Trapti Agrawal et al. [61]. It consolidates content, structure
as well as web usage data. Taking leverage of ant based optimizing principle, the
web users are considered as artificial ants, and use the ant theory as an analogy
to model users choice in the website. The proposed algorithm fares amazingly
well, provided that a few parameters are suitably tuned. Most of the ants reach
to the uppermost threshold most of the time which directly turns into increased
prediction correct rate. So it results in increasing the overall efficiency of the
learning algorithm.

3.3 Web Crawling Using Direct Metaheuristics

Using Simulated Annealing. C. Yang et al. [62] proposed an approach based
on automatic analysis of searches and search agents based on hybrid simulated
annealing supporting global search on internet. Comparison is made between the
performance of the simulated annealing spider and best-first search spiders. It is
operated without human supervision resulting in higher fitness score, higher pre-
cision and recall values. Lam et al. [63] used Web information discovery (WID)
to discover the relevant pages. Information retrieval techniques to find the rele-
vancy between search query with the content in resulted links. Result depends
on relevance score of the web pages. It is an intelligent, fast and automatic
web traversal method. Relevance feedback is taken by users to modify the tech-
nique. Meneses et al. analyzed two models and four associated algorithms: vector
models are analyzed with k-means and self-organizing maps (SOM), graphs are
analyzed with simulated annealing and genetic algorithms. These algorithms are
tested by clustering some web sites. The results for clustering this web site col-
lection using both models are compared and show what kind of clusters each one
produces. Yuan Xu et al. used Standard TF-IDF for weighting method. Only
the average of parents with higher fitness are used are generate offspring. The
chromosomes discarded are half of the total chromosomes in a generation. Luokai
Hu et al. [64] handles the issues with large scale data optimization. It combines
the advantages of both simulated annealing and map-reduce. High performance
parallel platform outperforms its traditional genetic rivals.

4 Web Crawling Using Local Search

A local Search is Dynamic and memory less algorithm. These modify their objec-
tive function during the search process and make the use of information that is
collected during the iterative process. Crawling web using local search, Angelac-
cio et al. [65], described visualization of web that has been used for browsing
and viewing search engine results. Local search tool combines the browsing and
searching models. Given a prototype description of query model and the corre-
sponding agent architecture for a generic local search tool that includes a sys-
tem implemented via user interface scripts. It is viewed as a structure useful for
many public domain local search tools whose visualisation is often incomplete.
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The problems in traditional focused crawler due to local search algorithms were
explored by Qin, Jialun et al. [66] and a new domain-specific collection building
approach is proposed to address these problems. The approach is used to collect
web pages with high precision and high variance. By local search algorithm, best-
first search can only traverse the search space by penetrating its neighbour nodes
that are already visited. Lovic et al. [67] proposed an expert system to compile
expert knowledge and use it in resolving search issues. Performance issues of
local search engine has been analyzed and identified by exploring search logs. A
set of rules has been derived to fix these search problems resulting in boosted
and boomed performances.

Mundluru et al. [68] discussed about crawling and extracting large amount
of local data from deep web resources. The challenges faced are extracting local
structured data and allocating address to them. Extracted data has been inte-
grated into a local search engine. Deep web crawlers are flexible to extract data
from any number of levels forging it mere to be used by local searches. A new
hybrid approach to focused crawling is represented by Sun, Yixue, Peiquan Jin,
and Lihua Yue. [69] which is based on meta-search and VIPS (VIsion based
Page Segmentation) algorithm. In order to obtain better recall and precision,
VIPS-based algorithm is used for to compute relevance of a Web page. As local
search is increasingly becoming a major focus point of research interest. It is a
widely-recognized specialty search with a large application area. Its data is usu-
ally aggregated from a variety of sources. Ahlers, Dirk, and Susanne Boll. [70]
Examined the application of focused Web crawling to the geo-spatial domain.
The approach is described for a geo-aware focused crawling of urban regions with
a high building frequency. Focused crawler is able to maintain a spatial focus
effectively for long crawl duration.

Redwan et al. [71] presented local search techniques used for designing and
implementation of a search engine system for web documents in Amharic lan-
guage. The proposed search engine allows indexing and searching of documents
written in encoding multiple illustrations. A local search engine is a vertical
search engine whose subject moves around a certain geographical area. Huitema,
et al. [72] described their experiences of developing a crawler for a local search
engine for a city in USA. They focused on crawling and indexing a huge number
of highly relevant Web pages, and then demonstrated ways in which the search
engine is capable to exceed an technical search engine. Using web pages, a large
collection of documents in local search engine have been built. Lu, Yiyao, et al.
[73] presented an automatic remarking approach that first adjusts the data seg-
ments on a result page into different groups such that the data in the same
group presents same data. An annotation for the search site is automatically
designed and can be used to remark new result pages from the web database.
Neunerdt et al. [74] introduced a new type of specific focused crawler using local
search techniques, which uses a segregator based on HTML Meta information.
A classification component is proposed which leads to high precision and recall
values.
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5 Conclusion

After going through the procedure of thorough observations, ample overviews,
and the extensive literature survey of the web crawling using various metaheuris-
tics, this can be formulated that precision and recall may be used to compare
the performance of the algorithms. As scientific research fields and the web are
fast evolving, it is really very difficult to develop web collections with both high
precision and high diversity by using traditional techniques. By exploring various
metaheuristic approaches to optimize the traditional web crawling methods, it is
found that the intelligent systems give better performance. There is still a lot of
work to do for improving the efficiency of the algorithms. Although the results
by applying metaheuristics to web crawling are encouraging, there is still a long
way to achieve the outstanding crawling efficiency. Through extensive studies
it is found that genetic algorithm is the fastest technique to find relevant web
pages.

As future work, exploring metaheuristic techniques for crawling focused web
is a broad area to find the relevant pages by prioritizing the crawl frontier and
exploring the hyperlinks.
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GA-EDA: hybrid evolutionary algorithm using genetic and estimation of dis-
tribution algorithms. In: Orchard, B., Yang, C., Ali, M. (eds.) IEA/AIE 2004.
LNCS (LNAI), vol. 3029, pp. 361–371. Springer, Heidelberg (2004). doi:10.1007/
978-3-540-24677-0 38

7. Raghavan, V.V., Agarwal, B.: Optimal determination of user-oriented clusters: an
application for the reproductive plan. In: Genetic Algorithms and Their Applica-
tions: Proceedings of the Second International Conference on Genetic Algorithms,
28–31 July 1987, at the Massachusetts Institute of Technology, Cambridge, MA.
L. Erlhaum Associates, Hillsdale (1987)

8. Gordon, M.: Probabilistic and genetic algorithms in document retrieval. Commun.
ACM 31(10), 1208–1218 (1988)

9. Yang, J., Korfhage, R.R., Rasmussen, E.: Query improvement in information
retrieval using genetic algorithms: a report on the experiments of the trec project.
In: Proceedings of the 1st Text Retrieval Conference, pp. 31–58 (1993)

http://dx.doi.org/10.1007/978-3-540-24677-0_38
http://dx.doi.org/10.1007/978-3-540-24677-0_38


Information Retrieval in Web Crawling 101

10. Petry, F.E., et al.: Fuzzy information retrieval using genetic algorithms and rele-
vance feedback. In: Proceedings of the ASIS Annual Meeting, vol. 30, pp. 122–125.
ERIC (1993)

11. Hsinchun, C., Yi-Ming, C., Ramsey, M., Yang, C.C.: An intelligent personal spider
(agent) for dynamic internet/intranet searching. Decis. Support Syst. 23(1), 41–58
(1998)

12. Zacharis, Z.N., Panayiotopoulos, T.: A metagenetic algorithm for information fil-
tering and collection from the world wide web. Expert Syst. 18(2), 99–108 (2001)

13. Johnson, J., Tsioutsiouliklis, K., Lee Giles, C.: Evolving strategies for focused web
crawling. In: ICML, pp. 298–305 (2003)

14. Shokouhi, M., Chubak, P., Raeesy, Z.: Enhancing focused crawling with genetic
algorithms. In: International Conference on Information Technology: Coding and
Computing, ITCC 2005, vol. 2, pp. 503–508. IEEE (2005)

15. Kushchu, I.: Web-based evolutionary and adaptive information retrieval. IEEE
Trans. Evol. Comput. 9(2), 117–125 (2005)

16. Qin, J., Chen, H.: Using genetic algorithm in building domain-specific collections:
an experiment in the nanotechnology domain. In: Proceedings of the 38th Annual
Hawaii International Conference on System Sciences, HICSS 2005, p. 102b. IEEE
(2005)

17. Meneses, E.: Vectors and graphs: two representations to cluster web sites using
hyperstructure. In: Fourth Latin American Web Congress, LA-Web 2006, pp. 172–
178. IEEE (2006)

18. Koorangi, M., Zamanifar, K.: A distributed agent based web search using a genetic
algorithm. Int. J. Comput. Sci. Netw. Secur. 7(1), 65–76 (2007)

19. Fan, H., Zeng, G., Li, X.: Crawling strategy of focused crawler based on niche
genetic algorithm. In: Eighth IEEE International Conference on Dependable, Auto-
nomic and Secure Computing, DASC 2009, pp. 591–594. IEEE (2009)

20. Xu, Y., Deli, Y., Yu, L.: Efficient annealing-inspired genetic algorithm for infor-
mation retrieval from web-document. In: Proceedings of the First ACM/SIGEVO
Summit on Genetic and Evolutionary Computation, pp. 1017–1020. ACM (2009)

21. Nhan, N.Q., Son, V.T., Binh, H.T.T., Khanh, T.D.: Crawl topical vietnamese
web pages using genetic algorithm. In: 2010 Second International Conference on
Knowledge and Systems Engineering (KSE), pp. 217–223. IEEE (2010)

22. Ning, H., Wu, H., He, Z., Tan, Y.: Focused crawler url analysis model based on
improved genetic algorithm. In: 2011 International Conference on Mechatronics
and Automation (ICMA), pp. 2159–2164. IEEE (2011)

23. Yohanes, B.W., Handoko, H., Wardana, H.K.: Focused crawler optimization using
genetic algorithm. TELKOMNIKA (Telecommun. Comput. Electron. Control)
9(3), 403–410 (2013)

24. Ravi, S., Ganesan, N., Raju, V.: Search engines using evolutionary algorithms. Int.
J. Commun. Netw. Secur., ISSN: 2231-1882

25. Binh, H.T.T., Long, H.M., Khanh, T.D.: Recombination operators in genetic
algorithm–based crawler: study and experimental appraisal. In: Nguyen, N.,
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Abstract. High Efficiency Video Coding (H.265/HEVC) is the latest
technology standard proposed by Joint Collaborative Team on Video
Coding (JCT-VC). There are quite a few parameters for this encoder
required to accomplish this goal. If a single standard configuration file is
used for all genres of videos that may not maintain the optimal quality
in all encoded videos. This is because every video has objects with unlike
speeds of movement. Therefore, encoding factors must be customized in
the most favorable way for each video separately. The work propose here
is to use NSGA II for multi-objective optimization in order to find out
the respective personalized encoding parameters to obtain higher Com-
pression Ratio and Peak Signal-to-Noise Ratio (PSNR). Experiments on
six QCIF videos with resolution 176×144 and different configuration files
have been performed. Results demonstrate that the proposed technique
gives enhanced video compression quality. Test videos and code used in
the research is available as supplement at http://bit.ly/HEVC-NSGA-II.

Keywords: H.265/HEVC parameter · NSGA II · H.265/HEVC config-
uration file · Video compression

1 Introduction

H.265/HEVC is the latest video compression standard set by Joint Collabora-
tive Team on Video Coding (JCT-VC) in January 2013 [1–3]. It delivers 50%
superior coding efficiency as compared to H.264/AVC [4]. Its standard has been
designed to address essentially all the existing applications of H.264/MPEG-
4 AVC developed during 1999–2003 and extended in 2003–2009 [5]. The first
edition of H.265/HEVC was officially release in January 2013. Final aligned
specification was approved by ITU-T as H.265 and MPEG-4 Part 2 by ISO/IEC
[6] respectively. H.265 compression standard is extensively used for a wide range
of applications such as broadcasting of High Definition TV signals over cable,
internet, satellite/terrestrial transmission systems, and video transmission over
mobile network to name a few [5]. As compared with previous conventional
standards, it provides better compression ratio. This encoder requires tuning
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of several parameters that are fluctuating in nature over the domain of a fixed
range of discrete values. Parameter tuning is the key phase to find best possible
video compression.

For optimal encoding we seek the lowest possible bit rate without compromis-
ing subjective video quality for human perception. Thus the objective function
is to compress video, subjected to constraints on benchmark subjective video
quality. In H.265/HEVC encoder, a single standard configuration file is used
for all videos which may be a primitive assumption about the characteristics of
underlying data. In contrast to this static model an agile line of attack to gauge
diverse movement attributes and correspondingly set the encoding factors for
configuration files are required. Video encoding can provide a power economical
architecture which would be of key interest to the battery operated mobile appli-
cations. Thus by achieving high resolution and lower resource requirements, we
can make best of both worlds [7].

A configuration file of an encoder must attain the parameter values dynami-
cally for each video sequence to achieve high PSNR and low RMSE for encoded
video sequence. This thought motivates us to find out the optimal encoder para-
meters for each testing video sequence. So there is a need to scrutinize the
encoder parameters for each video separately. We have proposed an organized
and sophisticated approach to solve this parameter optimization problem. The
algorithm can trade off encoding delay, compression rate, computational effi-
ciency and robustness while supporting competitive parallel processing tech-
niques with elevated video resolution.

Underlying proposed approach is to use NSGA II for multi-objective opti-
mization and compute optimum parameters for encoder which can provide higher
compression ratio and higher PSNR values.

This paper is organized as follow: Section 2 discusses the fundamentals of
H.265/HEVC encoder along with its parameters and quantitative metrics. NSGA
II is concisely explained in Sect. 3. Section 4 talks about parameter optimization
using NSGA II. Final results, conclusion and future projections are discussed in
Sect. 5.

2 H.265/HEVC Encoder

2.1 Basics of H.265/HEVC Encoder

H.265/HEVC makes use of a complex course for video encoding and is designed
for several purposes such as mobile friendly, data loss resilience, parallel process-
ing architecture. A basic encoder block diagram is describe in Fig. 1.

Hanhart et al. [8] proposed that size of group of pictures (GOP) is set to 8
and for videos having 24, 30, 50, and 60 frames per seconds. The corresponding
intra period was taken as 24, 32, 56 and 64 respectively. Kim et al. [9] have
proposed HM reference encoder based upon random access configuration. This
improves the coding efficiency of low delay configuration encoders anticipated
by Horowitz et al. [10]. The coding order is set to 0, 8, 4, 2, 1, 3, 6, 5, 7 and test
conditions are selected as in [6]. Additional encoder parameters are taken from
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Fig. 1. H.265/HEVC encoder block diagram.

“CFG 16” configuration file, which is presented by Correa et al. [6]. This file
was confirmed to be optimal from computational complexity as well as coding
efficiency point of view. Table 1 shows the mentioned HM reference software
encoder [9] configuration parameters.

2.2 H.265/HEVC Encoder Parameters

There are a number of encoding parameters for H.265/HEVC regarding video
compression. These are quantization parameter factor, coding unit’s height and
width, file I/O, source parameters, profile and level parameters, coding struc-
ture parameters, motion estimation parameters, mode decision parameters, slice
coding parameters and de-blocking filter parameters. These factors being highly
effective for the encoded video quality are described in Table 1 along with their
parameter range [5].

– Maximum and Minimum Coding Unit for Width and Height : A prediction unit
structure depends upon coding unit level. Luma and chroma coding blocks are
further subdivided on the basis of prediction type decision. Core of the coding
layer in H.265/HEVC is called coding tree unit (CTU). Its size can be larger
than traditional macro block, selected by the encoder [5]. The coding tree
unit consists of a luma and corresponding chroma coding tree block (CTB)
along with syntax elements. Size (L) of luma CTB may be taken as L = 16,
32 or 64 samples. So maximum coding unit (CU) size is selected as L × L
(Width × Height) of a luma CTBs having larger size that enables better
compression [4].

– Log2 of Max/Min Size of Quad Tree Transform Unit: This unit is represented
as a quad tree having the coding unit positioned at root. The luma and chroma
sample arrays that exists in a CU are given as coding blocks (CB). Subdivision
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Table 1. Configuration parameters of H.265/HEVC.

SN Parameters Values

1 Encoder version HM 15.0

2 Profile Main

3 RD optimization Enabled

4 Motion estimation TZ Search

5 Transform skip Enabled

6 Intra period 1 S

7 Rate control Disabled

8 Maximum coding unit Width {16, 32, 64}
9 Maximum coding unit Height {16, 32, 64}
10 Quad tree TU Log2 min/max size {2, 3, 4, 5}
11 Quantization parameter (QP) [0–51]

12 Quantization parameter factor (QPf) [0–1]

13 Search range [2–6]

14 Maximum partition depth [1–4]

of chroma CTBs of a CTU is always aligned with that of a luma CTB as shown
in the Fig. 2 [1]. Luma CB residual can be split into smaller luma Transform
Blocks (TB) or same as luma TB, which are then applied to the chroma
TBs afterwards [5]. QuadTreeTULog2MaxSize is log of base 2 of luma CTB
chosen and QuadTreeTULog2MinSize is log of base 2 of minimum luma CTB.
It is generally set to 2 [1].

– Quantization Parameter (QP) and Quantization Parameter Factor (QPf): It
is used to determine the quantization of transformed coefficients. Values of QP
range from 0 to 51. Upon incrementing QP by 1, the step size increases ≈12%
because mapping of QP values to step size is a logarithmic change by 12%. It
means the percentage reduction is observed in bit rate i.e. range of QP taken
in HM reference software is 20 to 51. Quantization Parameter Factor is the
weight assigned during rate distortion optimization. Low value signifies high
quality and additional number of bits taken. Its value typically ranges from
0.3 to 1 [1].

– Search Range: In motion vector signaling, a motion vector predictor is pre-
pared by using Advanced Motion Vector Prediction (AMVP) scheme. It is
based upon motion compensation scheme that exploits both spatial and tem-
poral motion vectors. This is done by creating a candidate set of best predic-
tors from the PU neighbors [11]. To select a motion vector predictor (MVP), a
merge scheme is used among a merge candidate set that contains one temporal
MVP and four spatial MVPs’. Henceforth, the Search Range is used for motion
estimation and is defined around the predictor. Motion vector may acquire
values outside the search range. Search Range for QCIF video sequences,
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Fig. 2. Coding tree structure.

have maximum coding unit width/height up to 64 ∈ {8, 16, 32, 64}. In HM,
the reference software search range is set to 8 [1].

– Maximum Partition Depth: It defines the depth of coding unit tree and ranges
from 1 to 4. In HM reference software, its value is assumed to be 4 [1].

2.3 Quality Assessment Metrics

The quality of digital video is measured on a basis of subjective perception as
experienced by humans. Subjective analysis is essential because PSNR may not
correlate with the viewers’ ratings. So it may be used as a ground truth to
develop innovative techniques [12]. Subjective and objective measures are two
vital advocates to decide about digital video quality.

2.4 Objective Metrics

Objective assessment provides numerical estimations of the video performance by
mathematical models. This calculation is essential because human perception is
limited and varies among different viewer for the same video. Moreover objective
metrics enable automation and comparison of the output in a consistent manner.

Lately, several objective metrics have been proposed. Among most common
ones are Peak Signal-to-Noise Ratio (PSNR) and Mean Squared Error (MSE)
between the input versus output video frames as described below:

1. PSNR: Peak signal to noise ratio (PSNR) is a measure of signal quality
which is computed on logarithm scale. It is defined in terms of MSE between
the original picture and distorted picture. In video’s context, it is calculated
on the picture basis as a weighted sum of PSNR of individual components (Y-
PSNR, U-PSNR and V-PSNR) [13]. Generally, Y-PSNR (luma component)
is used since it is close to human perception and defined by Eq. 1.

PSNRdB = 10Log10

(
MAX2

I

MSE

)
(1)

Here MAXI represents the maximum possible pixel value of an image rep-
resented using 8 bits per sample. Thus MAXI = 255. As far as video com-
pression is concerned to the human perception, values of PSNR typically lie
between 30 dB and 50 dB.
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2. RMSE: It is defined as root of mean of squared differences between luminance
values of the source and reconstructed video frames

RMSE =

√∑X−1
i=0

∑Y −1
i=0 (Fm(x, y) − fm(x, y))2

XY
(2)

where Fm(x, y) and fm(x, y) are luminance (Y-component) values of source
and encoded pixel of the video frame m, at point (x, y) in 2-dimensional space.
X and Y are resolution variables in terms of pixels which may vary according
to the size of image (set to 256 for our research).

2.5 Subjective Metrics

Subjective quality measures are time consuming, costly and require human
experts sometimes with equipments. It could be a slow and expensive proce-
dure. Nevertheless, it is a crucial ritual for quality assurance and users’ satisfac-
tion. PSNR does not consider the saturation effect of human eyes, so underlying
nature of artifacts is not fully captured. Subjective quality measure can be cal-
culated using two metrics, Mean Opinion Score (MOS) and Structural Similarity
Index as described below:

Mean Opinion Square (MOS): It measures the human quality impression between
1 and 5. This rating is then correlated with PSNR values [12], computed frame by
frame basis. Relation between PSNR and MOS is defined in Table 2 [12].

Table 2. Relationship between MOS and PSNR.

Scale Quality Impairment PSNR(dB)

5 Excellent Imperceptible >37

4 Good Perceptible, but not annoying 31–37

3 Fair Slightly annoying 25–31

2 Poor Annoying 20–25

1 Bad Very annoying <20

Structural Similarity Index : Human preferences towards evaluating visual quality
are measured by Structural Similarity Index (SSI) [14]. It depends upon Human
Visual system (HVS) and is suitable to extract the structural information from
observed scene. Therefore, distortion or structural similarity thoroughly mea-
sures the perceptual image quality. In other worlds, SSIM attempts to classify
the distortions which have negligible effect on image structure. Sampat et al. [14]
have shown that SSIM provides better prediction of image quality for a range of
distortions associated with images. Maximum value of SSIM index is 1 if both
original and encoded image are identical.
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In this work PSNR, RMSE and MOS have been used to quantify the video
quality. The computation of encoder parameters may not be represented in terms
of single objective function that needs to be optimized. So, the classical opti-
mization technique is not appropriate for computing optimum values of encoder
parameters. An alternative modern approach for parameter estimation is soft
computing. Non-dominated sorting genetic algorithm - II (NSGA II) has been
utilized for this rationale, details of which are given in Sect. 3.

3 Non-dominated Sorting Genetic Algorithm II
(NSGA II)

Non-dominated sorting genetic algorithm II (NSGA II) [15] searches a secondary
set of solutions using a population for potential solutions, known as chromo-
somes. Chromosomes are represented by a D-dimensional vector [ti1, ti2, ..., tiD]
where i = 1, 2, ...,NP is the population size (number of chromosomes). Each deci-
sion variable tij for j = 1, 2, ...,D in ith chromosome represents jth threshold
value. The population is initialized randomly and corresponding objective func-
tion values are calculated using Eqs. 3 and 4. Before applying the selection,
crossover and mutation operator to generate a new offspring, given population
is sorted using a fast non-dominated sorting technique and crowding distance.
Fast non-dominated sorting approach assigns the rank to each individual with
O(FNP 2) computational complexity, where F signifies number of objectives.
Crowding distance is a measure of closeness of an individual relative to its neigh-
bors i.e. the density of solutions. It is calculated using the average of distances
from its immediate neighbors along same front in each dimension. Selection of
parents from the population is done using binary tournament election method
which is based two factors, crowding distance and rank. Now from these parents,
offsprings are generated using crossover and mutation operators. This process is
repeated until the termination condition is satisfied which is known as number

Algorithm 1. Non-dominated sorting genetic algorithm II (NSGA II).
Input: Population size (NP) and number of generations.
Output: A set of best individuals known as pareto-front

1. Initialize the population PP of size NP randomly.
2. Calculate the objective values using equation 3 and equation 4.
3. Arrange the population using non-dominated sorting

technique and crowding distance.
4. Select the parents using a binary tournament selection.
5. Apply crossover and Mutation operator on the selected parents
6. Perform selection from the parents and their offsprings.
7. Replace unfit individuals with the fit ones

to maintain a constant population size.
8. Repeat the steps 2−7 until termination condition is

satisfied.
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of generations. In this work, binary tournament [16], single point crossover [17],
and single point mutation operator [17] are used for NSGA II implementation.

4 Parameter Optimization for H.265/HEVC Using
NSGA II

There are several parameters used by H.265/HEVC encoder in which some
remain constant while others vary within a specified range. The literature reveals
that there are total six parameters that affect the video quality and compression
ratio. These parameters are described in Table 1 along with their range of values.
There are two objectives for video encoding. First is to maximize the Y-PSNR
(YPSNR(x)) and second is to minimize the file size (FileSize(x)) for a given set
of parameters. Both the objective functions are defined as:

Objective Function1 = maximum(Y PSNR(x)) (3)
Objective Function2 = minimum(FileSize(x)) (4)

The parameters set is represented as x = (x1, x2, x3, x4, x5, x6) where, x1 →
maximum coding unit width, x2 → maximum coding unit height, x3, → quad tree
TU log2 maximum size, x4 → quad tree TU log2 minimum size, x5 → Maximum
partition depth, x6 → QP. The detailed steps for estimating above parameters
are given in Algorithm 1. This algorithm returns a set of best individuals known
as pareto-optimal front. Initial population is generated randomly and sample of
the population is shown below:

x1 x2 x3 x4 x5 x6

32 32 4 2 3 33

In this work, the target quality is set to 35 dB as it comes under ‘good’ quality
range indicated in Table 2.

5 Results and Discussion

This section discuses about environment setup, NSGA II implementation,
its parameter setting, test video sequence files, reference parameters for
H.265/HEVC encoder and results.

5.1 Environment Setup

Simulation were carried out by using HM (version 15.0) software for H.265/HEVC
encoder, which uses a GOP structure of IBBBBBBB with Hierarchical-B struc-
ture enabled. Details about machine configuration and software used are listed in
the Table 3.
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Table 3. Environment used for simulation.

Category Model/Configuration

Motherboard DV-6000 AMD

Processor Intel� CoreTM i5-M370, 3.2 GHz

Graphics card ATI Radeon Fire Pro V8800

RAM 2 × 4GB PC3-10700

HDD (Storage) Western Digital 2 × 2 TB

Operating system Linux (Ubuntu 14.10)

Video player VLC/Media Player Classic 64 bit

HM Version 16.0

NSGA II implementation Octave 3.6.4

5.2 Parameter Setting for NSGA II

NSGA II is implemented in Octave (Version 16.0), an open source software
licensed under GNU GPL. Parameters are set with Crossover Rate (CR) = 0.9,
Mutation Rate (MR) = 0.01, binary tournament selection [16], single point
crossover [17], and single point mutation operator [17]. The population size is
set to 50 and the maximum number of generation is set to 200. Code is available
in the supplement information.

5.3 Test Video Sequences

Videos composed of less than 10 frames per seconds are sometimes used for low
bit rate (<64 kbps) video communication. Typically, 10 to 20 frames per seconds
are considered for low bit rate video communication. Standard television signals
are generally sampled at 25 to 30 frame per seconds, while 50 to 60 frames per
seconds exhibit smooth apparent motion [18]. RGB format is used to capture
and display colored images while YCbCr format is more efficient for compression.
Here, Y represents pixel brightness (luminance), Cb and Cr are chrominance
components of the pixel. A standard video supports several sampling patterns for
Y, Cb, Cr format. Some typical patterns are 4:4:4, 4:2:2 and 4:2:0. The number
in ratio N1:N2:N3 represents relative sampling rate in horizontal direction. Here
N1 = number of Y samples in both odd and even rows, N2 = number of Cb and
Cr samples in odd rows and N3 = number of Cb and Cr samples in even rows.
Also Cb = U and Cr = V represent color components of YUV color space. On
the basis of resolution, some commonly used 4:2:0 YUV formats are specified
below according to the number of pixels [12]:

In this work, six QCIF format videos with resolution of the order 176 × 144
have been used and corresponding details are specified in the Table 4. Test videos
under consideration have diverse speeds of the moving objects. For example,
very fast, moderately paced, slow and sluggish. We recommend to use different
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Video format Resolution

Sub Quarter Common Intermediate Format (SQCIF) 128 × 96 pixels

Quarter Common Intermediate Format (QCIF) 176 × 144 pixels

Common Intermediate Format (CIF) 352 × 288 pixels

Source Intermediate Format (SIF) 352 × 240 pixels

Table 4. Sample test sequences [18,19]

Test video Resolution Total no. of frames No. of frames to be encoded

AkiyoQcif.yuv 176 × 144 75 30

SuzieQcif.yuv 176 × 144 75 30

ForemanQcif.yuv 176 × 144 75 30

FootballQcif.yuv 176 × 144 75 30

CoastguardQcif.yuv 176 × 144 75 30

BusQcif.yuv 176 × 144 75 30

configuration files for video encoding in order to get the optimal results. All the
test videos are made available as a supplement information to this paper.

5.4 Results and Discussion

The above mentioned videos are implemented on the HM 15.0. Experiment was
carried out for the parameters through which encoder has some default setting.
Subsequently, the optimal values of parameters are computed through proposed
technique. List of default reference parameters are given below:

x1 x2 x3 x4 x5 x6

64 64 5 2 4 32

Table 5 shows the performance comparison of various encoded test video
sequences using reference and optimized parameters. It has been observed that
by using reference parameters, Y-PSNR of the test videos demonstrates unreli-
able quality. For BusQcif and FootballQcif, Y-PSNR goes down to 28.97 dB and

Table 5. Performance comparison of encoded test video sequences using optimized
parameters and reference parameters.
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(a) AkiyoQcif (b) SuzieQcif (c) ForemanQcif

(d) FootballQcif (e) CoastguardQcif (f) BusQcif

Fig. 3. Pareto optimal graph between encoded file size and Y-PSNR for test video
sequences.

(a) Box Plot for Y-PSNR (b) Box Plot for Compression Ratio

Fig. 4. Box plots for Y-PSNR and compression ratio for test video sequences.

28.64 dB respectively while having somewhat annoying quality. In both videos,
most of the objects are movable. Therefore, motion estimation takes large size
and the quality is reduced. It is evident from Table 5 that PSNR value is main-
tained approximately at 35 dB. This ensures that the quality of videos encoded is
promising when our proposed technique is employed. For AkiyoQcif and SuzieQ-
cif, Y-PSNR is obtained to 36.477 dB and 34.418 dB respectively. Thus, it pro-
vides a good quality reference model as well within the proposed model. Most
of the frames contained in these videos are sluggish in movement. Therefore it
is established that the proposed technique behaves quite effectively for videos
having variety of movement related activities. Figure 3 shows the pareto opti-
mal graphs that are generated for each test video. Here, x-axis represents Y-
PSNR (dB) and y-axis represents compression ratio. It is observed that for
the video sequences SuzieQcif, ForemanQcif, FootballQcif, CoastguardQcif and
BusQcif, Y-PSNR is maintained high with reasonably good compression ratio.
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Table 6. Change in encoded test video sequences using optimized parameters and
reference parameters.

Test video Percentage change in Y-PSNR Percentage change in compression
ratio

AkiyoQcif −3.99 +31.37

SuzieQcif +2.02 −5.51

ForemanQcif +6.60 −18.03

FootballQcif +22.18 −63.36

CoastguardQcif +12.54 −60.99

BusQcif +20.29 −64.14

This is the case especially when videos are processed by involving optimized
encoding parameters as compared to reference encoding parameters.

Table 6 shows the percentage change in PSNR and compression ratio after
using proposed algorithm. It has been observed that for all videos under testing,
Y-PSNR increases within a range between [2%, 20%] with reasonably good com-
pression ratio, except AkiyoQcif video. Above results justify the need to have
different video encoding parameters for smart encoding. To validate the perfor-
mance of proposed methodology, 30 simulations are carried out for each video
sequence. Figure 4(a) and (b) present the box-plot for Y-PSNR and compres-
sion ratio. It is found that for all the test videos (Fig. 4(a)) Y-PSNR is main-
tained near to 35 dB with ±2 error. Likewise, another reflection is that (Fig. 4(b))
BusQcif and FootballQcif have extremely low compression ratio because these
videos contain fast moving objects. In support of AkiyoQcif and SuzieQcif, the
compression ratio is incredibly high because videos having awfully slow moving
objects. These quantitative results substantiate the fact that different videos
require encoding parameters based upon their inherent characteristics.

6 Conclusion

In this work, we have carried out the parameter optimization of H.265/HEVC
encoder using NSGA II algorithm. It maintains the proper balance between
Y-PSNR and compression ratio while encoding a video. Two objectives are for-
mulated for video encoding: first is to maximize Y-PSNR and second is to min-
imize encoded file size for the set of parameters. At this point, six parameters
are chosen for optimization. These are, maximum coding unit width, maximum
coding unit height, quad tree TU Log2 min/max size, quantization parameter
(QP), quantization parameter factor (QPf) and search range. NSGA II is used
for multi-objective optimization to find out the optimal parameters for encoder
which can provide sound quality compressed video file. For testing, six YUV
videos files have been used with 176 × 144 resolutions and comprising of 30
frames. Results show that the unlike videos entail distinct configuration profiles
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for fine quality and compression ratio. Test operations included range of videos
from extremely swift to leisurely moving objects, which demanded unique treat-
ment for compression. To authenticate the performance of proposed methodol-
ogy, 30 simulations were performed for each video sequences. It was found that
(i) Y-PSNR ≈35 dB ±2 error for each video (ii) Compression Ratio ∝1/(Object
Movements) i.e. if the video has lethargic movements then it can be compressed
to a greater ratio.

Lastly, reference parameters cannot maintain Y-PSNR at a good level for
all the videos because they possess varying speed objects. So there arises a
need to develop some new self dependable approach which can implicitly opti-
mize H.265/HEVC video encoder parameters according to the picture’s motion.
Although, NSGA II is time-consuming for video encoding, yet it can be imple-
mented in parallel to speedup the encoding process.

Supplement Information

The test videos and code used in the study is available as supplement at http://
bit.ly/HEVC-NSGA-II.
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Abstract. Low temperature industrial thermal applications like process heating
involving solar thermal technology renders the usage of inexpensive air filled
annuli receivers despite they are below par in thermal performance. This work is
cantered around the air filled receiver system and more importantly try to assess
both conventional and modified air filled annulus system using computational
fluid dynamics (CFD) in terms of their performance parameters. For modifica-
tion purpose, conventional receiver was fitted with thermal insulation in
non-concentrating half section of receiver which is actually short of concen-
trated sun’s radiation. Finally it was simulated for significantly reduced cir-
cumferential temperature distribution (CTD) around the absorber and was
compared with conventional air filled annulus receiver. This comparison could
be supposed to serve as a means of advancement for the development of small
scale solar thermal based heat producing plants.

Keywords: Parabolic trough collectors � Air filled annulus receiver �
Computational fluid dynamics

1 Introduction

Linear concentration technology has taken concentrated solar power (CSP) by storm:
there is no definitive focusing point, rather a line. Serious development and evolution
of this technology, in fact, came into existence when researchers analyzed step by step
and wrap by wrap, the existing forefront point focusing technology and suddenly
stumbled upon a common notion―why, point concentrate the heat, when it will be
redistributed anyways, in line circuitry of the heat transfer fluid. Parabolic trough based
concentrated solar thermal power plants, for the most part consists of parabolic trough
solar fields, heat generation system or absorber/receiver system, power block powered
with Rankine steam turbine and a temporary or optional power storage system.
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As far as thermal performance of parabolic trough collector is concerned,
thermo-physical parameters i.e. solar irradiance, wind velocity, mass flow rate and inlet
temperature of heat transfer fluid (HTF) holds paramount importance. Presently, most
eminent technology used in CSP is vacuumed annulus receiver. These receivers ensure
curtailment of all the unfavourable convection losses which are quite a conspicuous
problem in high temperature CSP applications. In addition, with regards to their high
thermal performance, they are very expensive amounting to not less than 20% of cost
of the whole solar parabolic trough collector (PTC) field.

Furthermore, relatively inexpensive i.e. air filled annulus receivers are very much
suited for low temperature applications like process heating and industrial water
heating. A great many of the work on low temperature industrial usage employing CSP
could be referred in [1, 2]. As an illustration of simple inclusive design restraint of
receivers viz. de fecto, only the part that faces the parabolic trough receives the con-
centrated solar irradiance while the other half is starved of it. This is highly dependent
on collector design or more specifically rim angle of the trough. Let’s put it this way,
due to inhomogeneous heating of conventional and commercially available receivers
which is essentially due to its part facing towards and part facing away of the con-
centrating trough, the whole system is eventually disposed up to the net loss of gained
heat by radiation and convection from the non-concentrated side of the receiver.

One of the solutions for the above mentioned problem could be application of
thermal insulation material in the upper portion of absorber which would not only serve
as to restrain the heat draining from non-concentrating side but also reduce the con-
vection currents instigated by buoyancy effects of confined air. This leads to better
homogeneity in absorber tube temperature contrary to conventional receiver resulting
in reduced glass tube temperature as well which is followed by reduction in convection
losses from ambient air. Further to this, stratification of air is eventually ensued as its
consequence i.e. hot air is kept in vicinage of absorber while cold air is retained near
glass tube. This was not the case with conventional receiver due to practically huge
temperature difference in absorber and glass casing which ultimately resulted in
recurrent movements of convection currents. Also, these stratified currents are
restricted in the lower portion of receiver which also serves as the source of dramatic
reduction in convection current losses.

Accordingly, for effective and efficient heat transfer process it is predominantly
important that heat transfer fluid (HTF) is subjected to a better temperature distribution.
Yet varying the physical parameters such as DNI, HTF velocity and temperature at inlet
could possibly affect the CTD to some extent however, biased solar influx impact is
most dominant and unfavourable. The result of this sporadic heating is the intermittent
temperature rise of HTF i.e. higher at bottom while lower at upper portion. In other
words, this happens due to non-symmetrical heating up of receiver for the reason of
high intensity solar radiation focusing near the bottom. This is explicitly shown in
Fig. 2(a) in which practical working conditions of DNI, wind speed, inlet temperature,
and velocity of HTF are imitated for typical industrial receiver. Accordingly, This is
clear that HTF is non-uniformly heated up due to inhomogeneous solar heating and is
in perfect agreement with He et al. [3].

With this intention, this work is dedicated to find the above mentioned glitches of
conventional air filled receiver viz. irregular heating of absorber and would put forward
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through numerical simulation approach, the results of modified receiver in the form of
more favourable and uniform temperature distribution around absorber. In other words,
this paper serves to mitigate heat flux localization with added benefit of decline in
convection currents instigated by buoyancy effects of air trapped in annulus [4]. This is
actually achieved by application of single side thermal insulation which has the
property to withhold the gainful heat getting drained out from non-concentrating region
of conventional receiver.

As a matter of fact, glass wool was used for the purpose of thermal insulation and
was modelled in ANSYS – Fluent design modeller having perfect simpatico agreement
with commercial receivers of PTC.

2 Description of Modified Receiver

Physical parameters and its description are described in Fig. 1 and Table 1. It is
designed in ANSYS – Fluent modeller according to the working data given in Table 1.
Thermal exchange phenomenon of the model is defined in Fig. 3(a), (b) and (c) in
which front and isometric view of current geometry are illustrated. Geometry is
modelled having steel as absorber material encapsulated with glass envelope. While
sun facing side is fitted with glass wool as insulation, lower trough facing annulus is
filled with air at pressure greater than 1 Torr.

Figure 3(a) depicts the thermal exchange phenomena in the receiver accommo-
dating TherminolVp-1 as heat transfer fluid (HTF). As an illustration to the heat
exchange phenomena, trough focuses solar irradiance equivalent to (qsol) onto receiver,
solar irradiance transmitted by radiation to absorber through glass casing (qsol-abs),

Region of non-
concentrated solar 
radiation 

Thermal 
insulation

Region of concentrated 
radiation

Fig. 1. Insulated receiver to stamp down convection and adverse radiation losses.
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convective heat transfer from absorber to HTF (qa, f-conv.), convection heat transfer
instigated by buoyancy effect in entrapped air (qa-conv.), radiation thermal exchange
from glass casing and absorber to ambient depicted as (qg-rad.) and (qa-rad.) respectively,
conduction heat loss from absorber to insulating material (qa-cond.) and lastly, con-
vection losses from glass tube to environment (qg-conv.).

2.1 Governing Equations

• Radiation heat transfer falling in infrared zone equates to zero.
• Overall dimension of receiver is large enough to render any error associated with

the idea that solar thermal exchange is defined in terms of heat flux at any level
amounts to zero [5, 6].

• Steady sate and incompressible fluid flow is assumed on the grounds of insignificant
negative pressure gradient.

Fig. 2. Temperature distribution in heat transfer fluid.

Table 1. Physical specification of solar field.

Aperture width 5.57 m
Aperture length 12.5 m
Outer diameter of absorber 0.0720 m
Inner diameter of absorber 0.0705 m
Outer diameter of glass envelop 0.1205 m
Inner diameter of glass envelop 0.1115 m
Absorber steel material 321-H stainless steel
Absorber glass material Silicate glass
Rim angle 70°
Concentration ratio 70
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• End losses are assumed to be minimal with adiabatic edge profile of geometry [7].
• Due to finitely long longitudinal span of receiver, flow is assumed to be two

dimensional.

Continuity equation, energy equation and momentum equation as given in Eqs. (2),
(3) and (4) are among the partial differential equations (PDEs) governing the fluid
flow [8]. K-e turbulence model as used by Wilcox [8] was used in reference to high
Reynolds number to define the fluid flow in turbulent region.

Equation for steady state condition and incompressible flow:

@p
@t

¼ @p
@x

¼ @p
@y

¼ @p
@z

¼ 0 ð1Þ

Continuity equation:

r:ui ¼ @u
@x

þ @v
@y

þ @w
@z

¼ 0 ð2Þ

(a) 

(b) (c)

Insulated upper half
annulus

Air filled bottom half annulusBuoyancy induced 
convection losses

Radiation and 
conduction losses

Convection 
losses to 
environment 

Mitigated conduction, 
convection and radiation 
losses from upper 
portion

g convq −

g radq −

a radq −

a convq −

,a f convq −

a condq −

solq

sol absq −

Fig. 3. (a) Heat transfer model of receiver (b) Font view of modified receiver (c) Isometric view
of modified receiver.
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Energy equation
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Where kT, kf and µt represents respectively turbulent conductivity, thermal conductivity
and eddy viscosity as given by Wilcox [8].

2.2 Boundary Conditions

• Inlet and outlet flow boundary conditions:
Vin = uavg = w = (V/Across sectional);
u = v = 0; T = Tin

Turbulent viscosity (kin) as calculated by Wilcox [8] is purely based on hydraulic
diameter of absorber.

• Pressure outlet boundary conditions:
At outlet, flow is assumed to be in fully grown viscous conditions [9].

• Wall boundary conditions:
Walls are strictly assumed hydro – dynamically smooth with no slip conditions.

• Receiver tube is subjected to concentrated solar irradiance and is simulated as heat
flux around the absorber this implies that absorber tube is exposed to non – zero
heat flux conditions [10]. Direct normal irradiance (DNI) around absorber is pre-
sumed to be constant.

2.3 Numerical Method

Table 1 precisely illustrates the data used for geometric modelling. ANSYS academic
version 15.0 was used for the whole modelling. After geometric modelling, domains of
the current model were assigned and fixed as solid or fluid depending to the inherent
nature of subsystem of receiver. Afterwards, meshing operation was performed on the
geometry which involves discretization of model into number of smaller finite elements
and nodes. This is depicted in Fig. 4(a) and (b) which shows front and isometric views
of model under consideration adopting quadrilateral mesh systems. Meshing grids have
higher compactness in the interior domain of model due to the complexity of geometry
this suggests why it is not spread evenly in the full computational zone.

At first, Energy is enabled in ANSYS workbench for solving heat transfer equa-
tions, afterwards k-e model is initiated to take into account the turbulent nature of fluid
flow. Finally all the previously mentioned boundary conditions are invoked and applied
to the respective named selection of the geometry and surface to surface (S2S) model is
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turned on to simulate heat transfer problem. Table 2 illustrates thermo – physical
properties of utilised material while assigning the subsystem of the geometry in
respective cell zone conditions.

3 Results and Discussions

An explicit explanation in the form of graphical and simulation representation of the
simulated model is proposed to demonstrate circumferential temperature distribution
(CTD) in both receivers. Part of this is elucidated in Fig. 5 which shows the isothermal
zones or temperature profiles of both conventional and modified air filled receiver
system. Again, modified receiver sustains glass wool as thermal insulation in its
non-concentrating side of half annulus. Figure 5 explains two temperature counters
namely temperature contour – 1 and temperature contour – 2. Temperature contour – 1
defines isotherm for conventional receiver while temperature contour – 2 defines it for
modified receiver. Also, respective steady state temperature difference and time taken
by boundary conditions to achieve this state for both receivers are shown here. In other
words, both the receivers along with the fluid inside are assessed on the basis of
circumferential temperature distribution (CTD) along with steady state temperature
difference and time taken for aforementioned boundary conditions to achieve the same.

(a)                                                                                             (b)

Fig. 4. Grid generation for numerical simulation (a) front view and (b) isometric view of
receiver tube

Table 2. Thermo physical properties of material used

Material k (W/m-k) q (kg/m3) Cp (J/kg-k) µ (kg/m-s)

TherminolVp1 0.117 1068 2270 0.000457
Air 0.0242 1.125 1006.43 0.00001789
Glass wool 0.04 18 670 ―

Silicate glass 1.4 2.5 840 ―

Stainless steel 16 7920 444 ―

Circumferential Temperature Analysis 125



To illustrate, it is apparently clear from Fig. 5 that temperature gain accounting to
modified receiver is higher in contrast to conventional one.

By preliminary analysis it can be assured that concentrating side of both receivers has
high temperature influence in contrast to non-concentrating side, (though this influence is
significantly reduced and distributed in case of modified half side insulated receiver)
producing a substantial circumferential temperature distribution (CTD) around the
periphery of absorber. The reason for this being inhomogeneous heating of receivers as
explained in previous sections. The results have already shown that a maximum
temperature difference amounting to nearly 110 K might be reached due to this

Fig. 5. CTD profile of both absorbers along with isothermal zones in HTF.
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inhomogeneous heating. This huge temperature difference is highly unfavourable and
affects thermal performance very severely in terms of net temperature gain and unwanted
fluid stratification. Furthermore, it is apparently evident from the temperature profiles,
that isotherms ofmodified receivers aremore uniform and symmetrical across absorber as
compared to conventional one. This leads to improved thermal performance and an
increase in temperature gain of HTF. This is further corroborated by the upsurge in
temperature of the non-concentrating side of modified receiver’s absorber which is due to
the fact of mitigated conduction and convection losses. Correspondingly, increase in
temperature of non-concentrating side of absorber of thermally insulated receiver results
in improved temperature distribution around the absorber thus achieving enhanced heat
transfer mechanism.

As a matter of fact, simulated boundary conditions have shown that heat flux
around the conventional receiver could vary from a lowest value of few W/m2 to the
highest value of 45 W/m2 in circumferential direction. This is however not the case
with one side insulated receiver which is subjected to substantially reduced heat flux
difference as compared to conventional one (refer Fig. 5). More specifically, Fig. 6(a)
and (b) compares the circumferential temperature distribution (CTD) around the
absorber tube for both receivers. Graphical representation suggests that temperature at
locations u = 0° and u = 360° is comparatively lower than the temperature at
u = 180° for both the receivers. The reason again belongs to the fact that positions
u = 0° and u = 360° belongs to the non-concentrating side of receiver while u = 180°
belongs to concentrating side thus receiving only sparse value of sunlight. To quantify,
it can be most significantly deduced that surface temperature variation or circumfer-
ential temperature distribution (CTD) profile of both receivers is not similar in any case
of physical size or magnitude. In other words, inhomogeneous heating of conventional
receiver caused steeper temperature profile while it is dispersed comparatively low.
This can be easily evaluated by the sudden change in temperature in radial location
u = 90° to u = 180° (refer Fig. 6(a)). Consequently, conventional receiver distributes
temperature spanning for the full range of 420–550 K. On the other hand, reasonably
more gradual increase in temperature from 460 to 510 K took place in case of half
insulated modified receiver (refer Fig. 6(b)). In conclusion, both receivers are

 (a)  (b)

Fig. 6. Circumferential temperature distribution (CTD) profile of (a) conventional receiver, and
(b) modified receiver.
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compared on the basis of circumferential temperature distribution (CTD) at different
longitudinal location and it was inferred that one side insulated receiver renders more
favourable CTD and increased heat transfer contrary to conventional one.

Furthermore, CTD becomes more intense as longitudinal distance is approached, In
other words CTD has substantially higher value at Z = 4 m then at Z = 0.45 m. Fig-
ure 7(a) and (b) illustrates the difference in longitudinal variation of CTD for both the
receivers at various locations of receiver i.e. at z = 0.45 m, z = 4 m and z = 8 m.
Contrasting feature of both figures suggest that CTD is mitigated quite significantly
even in longitudinal direction in case of modified receiver.

4 Conclusion

In order to calculate and assess the impact of inhomogeneous heating of parabolic
trough collector’s conventional air filled annuli receiver system, numerical simulation
approach of computational fluid dynamics (CFD) is used. Modified receiver in the form
of one side insulation is also modelled in ANSYS – Fluent and compared with con-
ventional one. Comparison was made on the grounds of circumferential temperature
distribution (CTD) around the absorber. CTD in conventional receiver was found
tremendously and unfavourably high. However, off-limit design of modified receiver in
the form of Sun facing half annulus thermal insulation instilled an improved, more
dispersed and consistent angular temperature distribution in absorber tube which
clearly rendered an enhanced thermal exchange in HTF. This is also evident from the
fact that CTD in conventional receiver varied in the full range of 420–550 K while, it
varied in comparatively lower range i.e. 460–510 K in case of modified receiver.

Acknowledgement. All the authors bestow a profound gratitude to Mr. Ram Chandra for his
invaluable feedback and suggestions. Along with this, work of all the authors used in references
is highly appreciated.

(a) (b)

Fig. 7. Temperature distribution profile along the length of the absorber for different
circumferential location of (a) conventional receiver (b) modified receiver.
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Nomenclature

Symbols

A Area (m2)
Cp Specific heat at constant pressure (kJ/kg K)
D Diameter (m)
k Thermal conductivity (kW/m K)
kin Turbulent intensity (%)
kT Turbulent conductivity (kW/m K)
_m Mass flow rate (kg/s)
P Pressure (N/m2)
q Heat flux (W/m2)
T Temperature (K)
t Time (s)
u, v, w Velocities in x, y, z direction
V Velocity (m/s)
x, y, z Cartesian coordinates

Greek

e Turbulent energy dissipation or emissivity
q Density (kg/m3)
µ Dynamic viscosity (Pa s)
µt Turbulent eddy viscosity (Pa s)
D Increment value
u Circumferential angle

Subscripts

a Absorber interaction point
a-cond Conduction losses from absorber
a-conv Buoyancy induced convective heat transfer
a-f, conv Heat transfer from absorber to fluid via. convection
a-rad Radiation losses from absorber
avg Average
f Heat transfer fluid
g-conv Convection losses from glass to ambient
g Condition pertaining to glass envelope
g-rad Radiation losses from glass envelope
in Condition at inlet
i, j Pertaining to nodes i, j
o Condition at outlet
sol Solar incidence
sol-abs Solar radiation transmitted through glass envelop to absorber via. radiation from

absorber to trapped air in annulus
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Abstract. In this paper some of the optimized wind turbine layouts in a wind‐
farm, as presented by many authors, have been chosen as basis for further eval‐
uation and study. The objective of most of earlier studies was to minimize cost
per kW of power produced. This paper focuses from different perspective of
optimization of turbine rotor diameters and hub heights to improve overall wind‐
farm efficiency at a reduced cost. Differential Evolution (DE) algorithm is
employed to optimize rotor diameters and hub heights of turbines in a wind‐
farm.

Keywords: Windfarm layout · Wind turbine rotor diameter · Hub height ·
Differential evolution (DE) algorithm · Efficiency · Cost function

1 Introduction

Windfarm layout is highly complex and several factors are involved in optimizing the
layout in order to achieve maximum power at minimum cost. After Mosetti et al. [3]
publication on wind turbine layout optimization in a windfarm, many papers have been
published by various authors in pursuit of improving the results. Among various publi‐
cations, layouts proposed by Grady et al. [4] and Mosetti et al. [3] are considered here
for further examination. The total power produced and published with the layouts
proposed in these papers will be achieved, however with a better efficiency of the wind‐
farm with optimized turbine rotor diameters and hub heights.

By optimizing wind turbine rotor diameters and hub heights in a staggered manner,
we are practically considering effect of wakes in downstream of a row of wind turbines.
Due to effect of several wakes by upstream turbines, capacity of rotors at downstream
is not fully utilized. The concept presented in this paper is – get maximum out of the
wind energy by the upstream turbine row and install turbine of smaller dimension at the
under-utilized downstream row. This optimization in turn increases the overall efficiency
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of the wind farm and overall cost of installation is reduced. In a closely spaced layout
of upstream row, the optimization is more effective.

Rotor blades and Tower are major components for wind turbine contributing part of
total cost. A comparative study on overall installation cost has been presented in the
subsequent sections of this paper.

2 Windfarm Modelling

As in most of the other papers Jensen wake decay model [1, 2] is employed for consid‐
eration of the wind velocity inside the wake region. In the equations below for clarity
k-th turbine is considered under the influence of single turbine at m-th location (Fig. 1).
Assuming that the momentum is conserved in the wake, the wind speed in the wake
region is calculated by–

uk = u0k

⎡
⎢
⎢
⎢
⎢⎣

1 −
2a(

1 + 𝛼m

xmk

rm1

)

⎤
⎥
⎥
⎥
⎥⎦

(1)

a =
1 −

√
1 − CT

2
(2)

rm1 = rm

√
1 − a

1 − 2a
(3)

𝛼m =
0.5

ln
(

hm

z0

)
(4)

Where,

u0k is the local wind speed at k-th turbine without considering the wake effect
xmk is the distance between m-th & k-th turbine
rm is the radius m-th turbine rotor
rm1 is the downstream rotor radius of m-thturbine
hm is the hub height of the m-thturbine
𝛼m is the entrainment constant pertaining to m-thturbine
a is the axial induction factor
CT is the thrust coefficient of the wind turbine, which represents the thrust exerted on
the wind rotor by air. CT is considered same for all turbines.
z0 is the surface roughness of windfarm.

The wake region is conical for the linear wake model and radius of the wake region
is represented by wake influence radius defined as
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Rwm = 𝛼mxmk + rm1 (5)

Local wind speed at k-th turbine is dependent upon the hub height of the turbine as
velocity of wind changes with height from ground. Logarithmic law has been used here
to represent the local wind speed.

Fig. 1. Linear Wake Model - k-th turbine under the influence of single m-th turbine

u0k = uref log
(

hk

z0

)/
log

(
href

z0

)
(6)

For comparison with earlier studies performed in [3, 4], reference height and wind
speed at reference height are considered as, href = 60 m & uref = 12 m/s respectively;
and z0 as 0.3.

When one area is inside multiple wake flows, the velocity deficit will be enhanced.
If we consider i-th turbine under the influence of multiple wakes, taking into account
the wake flow superimposed effect, the wind speed at the position of i-th turbine can be
written as [5, 6]

ui = u0i

⎡
⎢
⎢⎣
1 −

√
∑NT

j=1

(
1 −

uij

u0j

)2⎤
⎥
⎥⎦

(7)

Where,

Optimization of Wind Turbine Rotor Diameters and Hub Heights 133



u0i & u0j are the local wind speeds (free stream velocity) at i-th & j-th turbine respec‐
tively without considering the wake effect
uij is the wind velocity at i-th turbine under the influence of j-th turbine
NT is the number of turbines affecting the i-th turbine with wake effects.

It is to be noted here that the variation in rotor diameters and hub heights are not of
wide range and the turbine downstream are far enough to consider full wake effect
instead of partial wake effect induced by the upstream turbine.

3 Previous Studies

Currently in this paper layouts of [3, 4] for Case-1 i.e. Constant Wind Speed and Fixed
Wind Direction has been revisited. For power calculation both Mosetti et al. & Grady
et al. made some approximation. Total Power equation for each turbine has been used
as Pi = 0.3u3 for rotor radius of 20 m. As rotor radius in this paper has been used as
variable the constant factor in power equation cannot be approximated. Without approx‐
imation the power equation becomes–

Pi = 0.5 ∗ 𝜌 ∗ 𝜋 ∗ r2 ∗ u3 ∗ CP∕1000 kW (8)

For air density ρ = 1.2254 kg/m3, rotor radius r = 20 m & rotor efficiency Cp = 0.4
Pi = 0.307976611*u3 kW with wind velocity u in m/s.

Turbine thrust coefficient, as in other papers, is considered as CT =
8
9

 i.e. approx.

0.8888.
Table 1 summarizes the results obtained in previous studies with approximation and

without approximation for Case-1: Constant Wind Speed and Fixed Wind Direction.
In this paper the same calculated power or higher will be achieved with optimization

of rotor diameter and hub height at a better overall efficiency of the wind farm.

4 Differential Evolution

Differential Evolution (DE), introduced by Storn and Price in 1996, is stochastic, popu‐
lation based optimization algorithm where the individuals in the population evolve and
improve their fitness through probabilistic operators like recombination and mutation.
These individuals are evaluated and those that perform better are selected to compose
the population in the next generation. More details of recent updates can be found in
paper [8]. Following are the steps involved in Differential Evolution algorithm.

4.1 Initialization

The first step in the DE optimization process is to create an initial population of candidate
solutions by assigning random values to each decision vector of the population. Such
values must lie inside the feasible bounds (between maximum & minimum) of the deci‐
sion vector. We may initialize j-th component of the i-th decision vector as
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x
(0)
i,j = xmin,j + randij[0, 1]

(
xmax,j − xmin,j

)

Where randij[0, 1] is a uniformly distributed random number lying between 0 and 1.

4.2 Mutation

After initialization, DE creates a donor/mutant vector v(t)
i

 corresponding to each popu‐
lation member or target vector x(t)

i
 in the current iteration through mutation (the super‐

script ‘t’ denotes parameter at t-th iteration). There are quite a few strategies for muta‐
tion. The one used here is:

v
(t)

i
= x

(t)

Ri
1
+ F

(
x
(t)

Ri
2
− x

(t)

Ri
3

)

The indices Ri
1, Ri

2 & Ri
3 are mutually exclusive integers randomly chosen from the

population range. The scaling factor F is a positive control parameter for scaling the
difference vectors

4.3 Crossover

Through crossover the donor vector mixes its components with the target vector x(t)
i

 to
form the trial/offspring vector u(t)

i
= (u

(t)

i,1, u
(t)

i,2, … , u
(t)

i,d). Binomial crossover, which is
adopted here, operates on each variable whenever a randomly generated number
between 0 and 1 is less than or equal to a pre-fixed parameter Cr, the crossover rate. The
scheme is expressed as:

u
(t)

i,1 =

{
v
(t)

i,j if j = K or randi,j[0, 1] ≤ Cr,
x
(t)

i,j otherwise

Where K is any randomly chosen natural number in {1,2,….,d}, d being the dimen‐
sion of real-valued decision vectors.

4.4 Selection

Selection determines whether the target (parent) or the trial (offspring) vector survives
to the next iteration i.e. at t = t+1. The selection operation is described as:

x
(t+1)
i

=

{
u(t) if f

(
u(t)

)
≤ f

(
x
(t)

i

)
,

x
(t)

i
otherwise

Where f(.) is the objective function to be minimized.
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5 Application and Approach Using DE

For all practical purposes it is not possible to have as many variants of rotor diameters
and hub heights as the number of turbines. The layouts considered for further evaluation
in this paper have 30 & 26 turbines in a 2 km x 2 km windfarm area consisting of many
200 m x 200 m grids.

3 different values of both rotor diameters and hub heights are randomly selected from
a defined range of these parameters. The selected values are then evenly distributed and
assigned to all the wind turbines in the windfarm. Range of rotor diameter is input in
DE as 36 to 44 m, while that of hub height is 54 to 62 m. It may be noted here that the
selected values in DE are rounded off to calculate the objective function defined below.
Power from each turbine inside wake is calculated using Eqs. (1) to (8) above.

Efficiency of the windfarm is described as,

𝜂 =

∑N

i=1 Pi

∑N

i=1 Pi,max
(9)

Where, Pi, max is the maximum output from i-th turbine had there been no wake effect.
The objective of the optimization: Maximize ‘η’ subject to

∑N

i=1
Pi = Pdesired + 𝜀 (10)

Where, Pdesired is the total calculated power output as detailed in Table 1. ε is a positive
error arbitrarily chosen in the range of 0 < 𝜀 ≤ 30 to facilitate the iteration process.

Table 1. Recalculated power of previous layouts [3, 4]

Parameter Grady et al. Mosetti et al.
Reported Calculated

(without approx.)
Reported Calculated

(without approx.)
No. of Turbines
(N)

30 30 26 26

Total Power 14310 14667 12352 12654
Efficiency (%) 92.015 91.867 91.645 91.452

6 Results and Discussion

The DE optimization for 30 turbine layout proposed by Grady et al. gives following
output for Case 1: Constant Wind Speed and Fixed Wind Direction.

Figures 2 and 3 below specify the selected rotor diameters and hub heights for the
windfarm. Do take note of wind direction indicated by arrow in the figures.
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Fig. 2. Layout indicating Optimized Rotor Diameters

Fig. 3. Layout indicating Optimized Hub Heights

The DE optimization for 26 turbine layout proposed by Mosetti et al. gives following
output for Case 1: Constant Wind Speed and Fixed Wind Direction.

Figures 4 and 5 below specify the selected rotor diameters and hub heights for the
wind farm proposed by Mosetti et al.
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Fig. 4. Layout indicating Optimized Rotor Diameters

Fig. 5. Layout indicating Optimized Hub Heights

It is obvious from the optimized layout is that the turbines with larger diameter and
higher hub height tend to align in a row facing the oncoming wind. This helps to extract
maximum power out of the wind. The turbines at the last row (farthest from oncoming
wind) experience the least wind speed. Hence to recover power out of the wind, these
turbines assume intermediate diameter and hub heights. The turbines in the middle have
smallest rotor diameter and shortest hub height.
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Adopting different rotor diameters and hub heights essentially increases the overall
efficiency of the windfarm as can be seen from Tables 2 and 3. Though some of the rotor
radii and hub heights have increased from earlier studies considering fixed rotor radius
of 20 m and hub height of 60 m, many have decreased as well to bring down the overall
investment cost which has been discussed in subsequent clause here. It is to be noted
here that the above solutions are not unique and different combinations of variable radii
and hub heights can be obtained by running the optimization program several times.

Table 2. Present layout vs Grady et al. layout [4]

Parameter Grady et al. Optimized layout
(using differential
evolution)

Reported Calculated (without
approx.)

No. of turbines (N) 30 30 30
Total power 14310 14667 14692
Efficiency (%) 92.015 91.867 93.064

Table 3. Present layout vs Mosetti et al. layout [3]

Parameter Mosetti et al. Optimized layout
(using differential
evolution)

Reported Calculated (without
approx.)

No. of turbines (N) 26 26 26
Total power 12352 12654 12680
Efficiency (%) 91.645 91.452 92.612

7 Cost Model

The cost model introduced by Mosetti et al. accounts for only one variable, number of
wind turbines. The cost for a windfarm having N turbines can be expressed as –

Costbase = N
(2

3
+

1
3

e−0.00174N2
)

(11)

In a wind turbine, Turbine Blades and Tower account for 17.7% & 21.9% cost
respectively [11]. Wind turbine costs about 75% of total installation cost of a windfarm
setup [10]. For rotor radius change in the range of ± 10% from base radius of 20 m, 1%
change in rotor radius affects the blade cost by about 3% [9]. Tower cost varies propor‐
tional to its height [7].

Considering variations in rotor diameters and hub heights, and to compare the cost
with previous studies the modified cost model, taking into account the weight age of
rotor cost and tower cost w.r.t. total installation cost, can be represented as:

Cost = Costbase

[
1 +

1
N

∑v1

i=1
0.0039825xiNi +

1
N

∑v2

j=1
0.0016425xjNj

]
(12)
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Where,

Costbase = Calculated cost using Eq. (11) above
xi = % change in rotor radius for i-th variant of turbines from Rbase = 20 m, ‘−ve’ for
reduction, ‘+ve’ for increase in radius
xj = % change in hub height for j-th variant of turbines from Hbase = 60 m, ‘−ve’ for
reduction, ‘+ve’ for increase in height
Rbase = Rotor radius of turbine used in previous study = 20 m
Hbase = Hub height of turbine used in previous study = 60 m
v1 = Number of variants of turbines having rotor radii different from Rbase

v2 = Number of variants of turbines having hub heights different from Hbase

Ni = Number of turbines of i-th variant, turbine rotor radius different from Rbase

Nj = Number of turbines of j-th variant, turbine hub height different from Hbase.

Using Eq. (12) above the Cost/kW of power generation is calculated and tabulated
below (Tables 4 and 5).

Table 4. Cost per kW comparison (for layout proposed by Grady et al.)

Parameter Grady et al. Optimized layout
(with different turbine
rotor diameters & hub
heights)

Reported Calculated (without
approx.)

Total power 14310 14667 14692
Cost/kW 1.5436 × 10−3 1.506 × 10−3 1.4939 × 10−3

Table 5. Cost per kW comparison (for layout proposed by Mosetti et al.)

Parameter Mosetti et al. Optimized layout
(with different turbine
rotor diameters & hub
heights)

Reported Calculated (without
approx.)

Total power 12352 12654 12680
Cost/kW 1.6197 × 10−3 1.5810 × 10−3 1.5678 × 10−3

8 Conclusion

The selection of hub heights and rotor diameters in a staggered manner helps improve
overall efficiency of the windfarm; also offers an economical advantage when wind
speed and direction are mostly fixed. A supposition made in the study is of constant
thrust co-efficient for different rotor diameters and this can be achieved with proper
design of rotor. Similar to earlier studies wind speed at respective hub height is consid‐
ered as local wind speed contributing to the power output from that wind turbine. An
optimized layout found using Genetic or Greedy or any other algorithms can further be
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reviewed in terms of selection of rotor diameters and hub heights. The effectiveness of
different hub heights and rotor diameters for more practical cases when wind speed and
direction are variable, remain topic for further studies.
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Abstract. The increasing number of services/offers in telecom domain offers
more choices to the consumers. But on the other side, these large number of offers
cannot be completely looked by the customer. Hence, some offers may pass
unobserved even if they are useful for the particular kind of customers. To solve
this issue, the usage of recommender systems in telecom sector is growing. So,
there is need to notify the customer about the offers which are made on the basis
of customer interests. The recommender system is based on demand or interest
of consumer. In this paper we proposed a Big Data Analytics based Recommender
System for Value Added Services (VAS) in case of telecom organizations so that
they could gain profitability in the market by generating customer specific offers.

Keywords: Analytics · Recommendation · Big data · Telecom · Segmentation ·
Hybrid model

1 Introduction

In recent years, wireless data traffic has been increasing exponentially. This traffic is
mainly driven by the usage of smart phones and increasing penetration of Internet serv‐
ices in the world. Nano and Pico cells have become a reality [1] due to increase in demand
of smart phones and decrease in size of them. Thus resulting in a rapid increase not only
in number and type of smart phones but also in the services needed to track and admin‐
ister to provide high quality services to the customers. As most of data in the world is
now generated by the smart phones and as telecom network is the carrier of this data,
so telecom operators are experiencing the explosion of data making it difficult for them
to decide about data needed for predicting customer behaviour.

Recommender systems are used to predict the liking that a customer will have for a
particular item [2]. They are subclass of information filtering systems i.e. systems which
remove unwanted data from the data stream. A recommendation produced by the recom‐
mender system is the output of analysis performed on data sets of customer’s prefer‐
ences. Recommendations in case of web services are difficult because of unavailability
of customer’s exact location and also service history of customer cannot be easily
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defined. But in the case of telecom, this problem can be pacified as smart phone becomes
main access point for customer and its usage can be stored and analysed by the company
to get ingenious insights about customer behaviour. The availability of customer data
in case of telecom domain makes easier for performing different analysis which results
in suggesting more worthy services to a target customer.

Using recommendation engines, giving customers the services of their choice and
not loading them with the unnecessary services, companies can easily gain customer’s
confidence and improve customer experience [15, 16]. There are different ways that can
be put to use in a recommendation system namely Collaborative filtering, Content Based
filtering, and also hybrid approaches. The most commonly used, Collaborative filtering
technique makes a prediction for the target customer based on gathering information of
(older) customer’s with similar interests and activities. Finding likeness between
customers effectively is the pivotal part of Collaborative Filtering technique. The chal‐
lenge occurs when there is only minuscule data available of older customer’s or custom‐
er’s with identical interests leading to cold starting problem [17, 18]. On the other hand,
Content based technique uses the distinct characteristics of the product/item that the
customer had earlier bought or had shown a liking, so as to give recommendations to
the customer of the products with identical characteristics. The combination of the above
two leads to hybrid approach that can be executed in several ways like making Content
based and collaborative filtering predictions individually and then utilizing results of
both the techniques to give final recommendation to the customer. Also this approach
can also be used to eliminate cold start problem [19].

The main things playing roles behind the popularity of big data analytics are people
skilled in analytics, efficient analytical tools, robust data infrastructure, fact-based deci‐
sion-making strategy, association between IT approaches, durable committed sponsor‐
ship and clear business requirement [15, 16]. An efficient way of analysing and retrieve
data in analytics makes it as popular decision oriented data management. In traditional
data warehouses and databases, business value cannot produced from stored data. With
the help of this new technology, data can create incredible value after storing it efficiently
[17, 18]. A new products, techniques and technologies are emerged for data analysis
which can be easily used for big data analytics, such as appliances, in-database analytics
and in-memory analytics [19].

In this paper, we are giving two recommendation engine models. One, which gener‐
ates the recommendations on the basis of customer segmentation and metadata details;
and other which generates the recommendations on the basis of customer segmentation
and service comparison. Former model is used for services like ringtone, games recom‐
mendation etc. While the latter is used for services like astrology, cricket, jokes etc.

2 Related Work

Data generated from smart phones is very complex due to which it poses difficulty in
analysis. It has problems like heterogeneity and noisiness associated with it. In [3],
authors have made a mobile recommender system that helps in providing profitable
routes for taxis. It takes present location of taxi, time status and operational status i.e.
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with or without passengers. While in [4], authors give example of a recommendation
system which suggests appropriate information depending on the customer’s situation
and interests. Recommendation systems are now utilized in different areas like: In [5],
authors discusses about news recommender system that pushes news articles to smart
phone customers based on customer’s contextual information as well as news content.
Where customer’s information needs are estimated by the use of Bayesian network
technique. While in [14], author has proposed a real-time location-tagged contents
recommender system based on smart phone social network. This system locates a
customer with the use of GPS (Global Positioning System), and then applies filtering
methods. In addition to the use of GPS, the correct location of the customer can also be
found with the help of Wi-Fi positioning system (WPS) to get high precision [6]. In [7],
authors have developed a smart phone recommender system for indoor shopping based
on positioning approach by using received signal patterns of smart phones. It eliminates
the disadvantages of existing positioning technologies. Apart from these, there are also
recommender systems for movies [8], personalized blog content [9], experts [10],
collaborators [11], financial services [12] and Twitter pages [13].

3 Various Types of Data Needed

To generate recommendations, recommendation engine needs certain sets of data.
Depending on what type of recommendation needs to be generated, recommendation
engine will use specific set. In this paper, we will be discussing about the recommen‐
dation engines which will be used for recommending Ringtones and Value added Serv‐
ices (VAS). Consumer application form details are the details that consumer fills while
registering for a particular service or set of services provided by the telecom company.
It contains details about the consumer’s basic information. The set of CAF details which
the company has is mentioned in below Table 1.

Table 1. Customer application form (CAF) details

CAF details 
S. no Data Purpose of data
1 Name Basic Information
2 Age Differentiate customer on the basis of Age
3 Sex Differentiate customer on the basis of sex
4 Marital Status Finding whether the customer is Single/Married
5 Address Get the customer’s home address
6 City To know about the customer’s home city

Company level details are the details of consumer transactions which the company
stores in their databases (Table 2). Based on these details and metadata of ringtone,
recommendation engine generates the ringtone recommendations for the customer. In
case of other VAS (Value Added Services), recommendations generated are based on
the segment to which consumer profile belongs rather than on the basis of metadata as
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metadata details are not associated for these kind of services. The set of company level
details which the company maintains in their databases is given below in the table.

Table 2. Company level details

Company level details
S. no Data Purpose of data
1 Talk time Value Total Duration of calls used for generating

recommendations on the basis of call plan
2 Data Usage Details of data used for generating recommendations on

basis of data packs
3 No. of SMS Sent/Receive Details of messages sent/received for generating

recommendations on basis of messages packs
4 Customer Location To know about the customer’s present location
5 Most Frequently Called

Numbers
To give customer customized calling plans

6 Handset Type Various types of services supported by customer’s handset
7 Metadata of VAS Services Generate recommendations on the basis of customer’s

VAS profile
8 Metadata of Customer

Ringtone
Generate recommendations on the basis of customer’s
ringtone

Metadata details of ringtone as shown in Table 3, is used in case of recommending
caller tones to the customers. In this case, metadata of customer’s past and present caller
tones is used to know to which segment the customer belongs, and on the basis of that
segment, recommendation is generated for the customer.

Table 3. Metadata details

Metadata details
S. no Data Purpose of data
1 Type Type of Ringtone e.g. pop, jazz etc.
2 Film/Album Film/Album to which Ringtone belongs
3 Composer To generate recommendations on basis of

composer
4 Singer To give recommendations on basis of

singer
5 Director To generate recommendations on basis of

music director
6 Language Language of the ringtone

4 Model

Figure 1 Represents the architecture of the recommendation engine which works on the
basis of customer segmentation and metadata comparison.
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Fig. 1. Architecture of model based on customer segmentation and metadata comparison

4.1 Customer Profile

A new customer profile gets created when the customer registers himself/herself for the
services of the telecom company. Customer profile contains basic details about the
customer like name, age, gender etc. and these are the details which the customer gives
himself by filling consumer application form (CAF). Then, it is checked whether the
customer is first time customer or he/she wants to change the caller tone of smartphone.
In case of former, recommendation engine generates the recommendations on the basis
of customer segmentation i.e. the segment to which the customer’s profile belongs. But
in case of lateral, recommendations are generated on the basis of metadata and customer
profile details.

4.2 Recommendation on Basis of Customer Segment

When the customer register himself for the first time, then there are no metadata details
present for that customer, then the recommendations are generated on the basis of
matching the customer profile parameters to the profiles of already existing customers
in the repository. The profile which matches maximally is used to know the segment to
which the customer profile belongs and on basis of that segment, the recommendation
is generated.
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4.3 Updating Profile and Metadata

If the already registered customer wants to change the caller tone of his/her smartphone,
then firstly the metadata details of the customer’s record is changed accordingly. So,
customer’s profile gets updated whenever customer wants to change the caller tone.

4.4 Metadata Comparison

In this step, recommendation engine will compare the metadata details of customer
profile with the metadata of the other profiles i.e. we will be calculating the similarity
index of the customer metadata details with other customer’s metadata details and the
profile corresponding to the maximum similarity index will be then looked up to see to
which segment it belongs on basis of which recommendations will be made.

The similarity index between two customer’s profiles is represented by a number
between −1.0 and 1.0. The possibility of customer liking/selecting particular ringtone
will be between −1.0 and 1.0. Similarly, in case of not liking/selecting the number will
be between −1.0 and 1.0. For finding similarity index, we will have two sets corre‐
sponding to each customer. One corresponding to the customer liking/selecting the caller
tune and other for not selecting/liking the ringtone. According to Jaccard’s formula [20],
the similarity index is calculated as follows

J(X, Y) = |X ∩ Y| ÷ |X ∪ Y|

The calculation involves the division of the total number of common elements in
both sets by the total number of the elements in both sets (only counted once). The
Jaccard index of two similar sets will always be 1, while for two sets with no common
elements will always yield 0. Jaccard index for two profiles on the basis of liking of each
parameter is,

J(X, Y) = |S1 ∩ S2 | ÷ |S1 ∪ S2|

Now as two customers selecting same ringtone is similar, then two customers not
selecting the same ringtone are also similar. So, by changing above equation we get,

J(X, Y) = (|S1 ∩ S2 | + |NS1 ∩ NS2|) ÷ (|S1 ∪ S2 ∪ NS1 ∪ NS2|)

I.e. instead of considering same selection we also have taken into the account the
deselection. In denominator, we have taken the total number of selection/deselection
that customer has made. Here, we have considered the customer selection or deselection
in independent sort of way. But what if customer likes ringtone but other customer
doesn’t and vice-versa. To take this thing into account we again have to modify the
equation as,

J(X, Y) = (|S1 ∩ S2 | + |NS1 ∩ NS2 | − |S1 ∩ NS2 | − |NS1 ∩ S2 |) ÷ (|S1 ∪ S2 ∪ NS1 ∪ NS2|)

Now this equation will give 1.0 if two customer’s profiles have same selection/liking
for caller tones and −1.0 if two customers have deselection/disliking for caller tones.
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4.5 Recommendation on Basis of Customer Segmentation and Meta-data
Comparison

RFM analysis of customer transaction information plus the metadata of profile that matched
with the customer’s profile gives us the segment to which the customer profile belongs.
RFM is method for analysis of market which is used to examine which customers are best
ones by examining how recent the customer has made purchase (Recency), how often
he/she purchases (Frequency) and how much the customer spends on the purchase (Mone‐
tary). It is based on the fact that “80% of business comes from 20% of the customers”.
Customers are then given ratings on the basis of these three input parameters by the telecom
organisation. The RFM score and metadata details matched profile gives the segment to
which the customer profile belongs. On the basis of which the recommendations are gener‐
ated for the customers i.e. Hybrid recommendation systems [21].

4.6 Content Provider

Content providers belonging to different partners are responsible for uploading the content
to the telecom company’s central repository on which RFM analysis is performed and
output is stored on the central cloud storage, so that results can be accessible anytime and
from anywhere. Based on these results, customer segmentation is done.

Fig. 2. Architecture of model based on customer segmentation and service comparison
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The similar type of model can be used in case of Games i.e. based on customer profile,
recommendations can be given whether one likes action, racing, puzzles, sports games etc.
While new customer are given recommendations based on similar CAF details of other
customers who have already subscribed to games, old customers get recommendations based
on metadata of games that they have subscribed along with the segment of customer profile
to which they belong. Figure 2 represents the architecture of the recommendation engine
which works on the basis of customer segmentation and Service comparison.

In case of other VAS related services, if a new customer wants to subscribe to any
service like Astrology, Cricket, Jokes etc., he/she is recommended based on customer
profile segmentation of other customers with similar CAF details as we have no idea
about the interests of the new customer. Also there is no meta-data related to these type
of services. On the other hand, old customers are given recommendations based on their
updated profile and RFM analysis of transaction information of the customer which
gives the segment to which the customer profile belongs.

5 Conclusion

This paper discussed the approach that how recommendation engine could collect the
data, analyse it and generate recommendations on basis of it. In it we have explained
two types of recommendation engine. One, which uses the metadata details and customer
segmentation to generate recommendations and other which uses services comparison
along with customer segmentation. Recommendation not only helps telecom companies
to target their customers effectively, but also help the customers in showing the content
which is relevant to them.

6 Future Scope

The presented recommendation engines can be used to help the telecom companies in
recommending appropriate services to the customer. Hence, gaining competitive edge
in the market. Some open issues that need special attention in future research are,

• Approach to integrate above recommendation engine with the systems already used
without increasing workload of them.

• To have more input parameters on basis of which recommendation could be given.
• To give real time recommendations to the customer on the basis of location, time etc.
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Abstract. Image segmentation is the area of research to study the num-
ber of homogenous regions present in the image and to analyze the objects
present in the image. The set of pixels belong to each object present in the
image can be assigned same gray level to visualize certain characteristics.
In this article, Particle Swarm Optimizer(PSO) based context sensitive
thresholding technique has been presented to detect optimal thresholds
present in the image automatically. The main objective behind utilization
of the PSO is to demonstrate its effectiveness when applied to context
sensitive thresholding technique to determine optimal thresholds of the
image to be segmented. Further the results are compared with the two
state-of-art thresholding techniques for image segmentation cited in liter-
ature. The achieved improvements are validated in terms of quantitative
and qualitative parameters on the large dataset of images.

1 Introduction

Image segmentation partitions the image into different regions and each pixel of
the image is assigned the region to which it belongs. Each region represents the
different real world object [1]. It can be broadly classified into four categories [2]
based on: (a) texture, (b) thresholding, (c) clustering and (d) region. Threshold-
ing is one of the effective technique for image segmentation and widely used in
image processing applications such as Optical character recognition(OCR), auto-
matic visual inspection of defects, video change detection, moving object seg-
mentation, medical imaging and so on. In literature, there exist many thresh-
olding techniques [3,4] like histogram based [5–15], biologically inspired [16–20].
The mentioned techniques either do not consider the spatial contextual infor-
mation or unable to detect the number of objects present in the image auto-
matically. The two major challenges for thresholding techniques are: (i) To con-
sider spatial contextual information of the image. (ii) Automatic detection of
number of objects present in the image. Recently, one-dimensional energy curve
has been proposed [21] which maintains the characteristics of 1D-histogram of
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the image and also includes the spatial contextual information of the image.
Another GA based context sensitive technique based on energy curve has been
proposed recently [22] which detects the number of objects present in the image
automatically.

In this article, both the energy curve and PSO has been employed, to deter-
mine the optimal thresholds for automatic image segmentation. To assess the
effectiveness of the proposed methodology the results have been compared with
two state-of-art techniques: (i) recently developed Genetic algorithm(GA) based
context sensitive [22], and (ii) traditional context insensitive [8] thresholding
techniques. The image data set considered for experiment consist of images with
different number of objects present in it. Experimental results obtained for those
images confirmed the effectiveness of the proposed technique.

The rest of this paper is organized as follows: A brief overview of PSO algo-
rithm is presented in Sect. 2. The proposed PSO based technique for image seg-
mentation is presented in Sect. 3. For the considered image dataset, the experi-
mental settings and result analysis has been presented in Sect. 4. Finally, Sect. 5
draws the conclusion of the proposed work and the ways ahead in future.

2 PSO Overview

PSO is a swarm-intelligence based algorithm proposed by kennedy and Eber-
hart in 1995 [23]. This algorithm simultaneously examines different solutions
in different regions of the solution space to find the global optimum solution
skipping local optimum traps. PSO algorithm can be employed as GA to solve
many same kind of problems [24]. Initially, PSO algorithm has no definition of
inertia weight constant but later introduced by Shi and Eberhart [25]. They
proposed that small inertia weight favours local search where as larger helps in
global search. It is applied to set of particles, where each particle has assigned
a randomized velocity. Further each particle is allowed to move towards prob-
lem space and has to remember its personal best position/fitness it has passed
before and the best solution of its neighbouring particles i.e. global fitness. The
personal fitness is known as “p-best” and the global fitness value is known as
“g-best”. The movement method of particle is presented in the Eq. 1.

V eli,t = α ∗ V eli,t + M1 ∗ Rand() ∗ (p besti − CPi) + M2 ∗ Rand() ∗ (g bestid − CPi) (1)

The position of new particle is determined by the Eq. 2 as follows:

CPi,t = CP
i,t

+ V el
i,t

(2)

where V eli denotes the velocity of ith particle within the range
[−V elMax, V elMax] which is predefined by the user. α denotes the inertial weight
coefficient that lies in the interval [0.4, 1.4]. M1 and M2 denote the self confi-
dence and social confidence coefficients respectively. These learning factors of
stochastic process determine the impact of the personal best and global best
respectively. The Rand() is a random number generator which can generate a
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random real number between 0 and 1 under normal distribution. CPi represents
the current position of a particle i. The maximum number of iterations for which
the PSO is run is given by Maxiter. The algorithm 1 presents the pseudocode
of PSO.

Algorithm 1. Standard PSO algorithm
Input:

Maximum Number of iterations (Maxiter)
Acceleration constants (M1,M2)
Velocity constant (V elMax)
inertial weight (α)

Output:
Global best particle (gbest )

Begin:
Initialize position and velocity of all particle.
itr ← 1
while itr �= Maxiter do

for all swarm particles do
Calculate fitness value
if new fitness value is better than pbest then

pbest ← new calculated fitness value
end if

end for
Choose the particle as gbest among all pbest.
for all swarm particles do

Calculate particle velocity according to eq.(1).
Update particle position according to eq.(2).

end for
itr = itr + 1

end while

3 Proposed Technique

In this study, we focussed on PSO based context sensitive thresholding technique
for automatic image segmentation. The methodology used in the proposed tech-
nique is presented graphically in the Fig. 1.

1. Read the Image

2. Generate Energy Curve

4. Detect No. of objects present 

5. Apply PSO algorithm

6. Segment the Image

7. Result Analysis

Fig. 1. Methodology
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The major steps of proposed technique are explained below:

Step 1: Read the image I of size M*N such that I = {lij , 1 ≤ i ≤ M, 1 ≤ j ≤ N}.
lij is the gray value of the image I at pixel position (i, j). L is the maximum
gray value of the image I.

Step 2: Determine the Energy value at each gray level of the image I using
energy function [21] given in Eq. 3.

El = −
M∑
i=1

N∑
j=1

∑
pq∈S2

ij

bij .bpq +
M∑
i=1

N∑
j=1

∑
pq∈S2

ij

cij .cpq (3)

where Bl is the matrix given as Bl = {bij , 1 ≤ i ≤ m, 1 ≤ j ≤ n} such
that bij = 1 if lij > l; else bij = −1 and C is another matrix defined as
C = {cij , 1 ≤ i ≤ m, 1 ≤ j ≤ n} such that cij = 1∀(i, j). And S2

ij represents
the second-order neighbor pixels of the pixel at spatial position (i, j).

Step 3: The energy curve obtained in the step 2 contain number of peaks and
valleys. There may exist potential threshold in every region of two consecutive
peaks. The middle points of line joining the consecutive peaks are considered
as initial candidate thresholds. Let there exist n initial potential thresholds
th1, th2, ...., thn, then there exist initially n + 1 clusters that represent non-
overlapping homogenous regions of the image. The cluster validity measure
called Davies Boulding(DB) index [26] is used to calculate DB-index of the
initial clusters set say Tn = [0 − th1], [th1 + 1, th2], ...., [thn + 1, L] obtained
for the gray levels [0, L] of the image. DB-index defined as the ratio of the
sum of within-object scatter to between object separations. Let ω1, ω2, ...., ωk,
be the k objects defined by thresholds t1 < t2 < t3 < .... < tk. Then the DB
index is defined as:

Rij =
σ2

i + σ2
j

d2ij

Ri = maxj=1....k
i�=j

{Rij}

DB =
1
k

k∑
i=1

Ri

(4)

where σ2
i and σ2

j are the variances of object ωi, and ωj , respectively, and d2ij
is the distance of object centers ωi and ωj . Smaller the DB value, better is
the segmentation.

The number of regions obtained initially may be greater than the actual
number of regions present in the image. Now iteratively clusters are merged
one by one till the number of clusters reduced to two by eliminating thresholds
th1, th2 and so on. For each combination of clusters DB-index is calculated
and the threshold combination for which DB-index is minimum is selected as
potential clusters that identifies the object present in the image. The elimi-
nation of threshold is a two step process and hence very effective. In the first
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Fig. 2. Initial threshold Region where initial positions are generated for all particles.

step say, from the set of thresholds present in Tn each threshold is eliminated
one by one and DB-index for the remaining n − 1 thresholds is calculated.
Initially the number of such combinations for n+1 clusters will be n. Among
those n combinations, the tuple with minimum DB-index is selected. Now the
number potential thresholds in the set Tn−1 will be n − 1. Again the same
process is applied to obtain the set Tn−2 containing n − 2 thresholds. The
process is repeated till the set T1 with only one threshold is obtained. In the
second step, the set from Tn, Tn−1, ...T1 for which the DB-index is minimum
is selected. Let Tk be the set of thresholds for which the DB-index is mini-
mum. The number of thresholds present in Tk is k ensures that the number
of non-overlapping regions present in the image are k + 1.

Step 4: The potential thresholds obtained in the step 3 may not be optimal as
it is based on the mid-point assumption. To detect the near optimal threshold
values for the image segmentation, the potential thresholds set Tk obtained
in the step 3 is assumed as the initial best particle to be fed to the PSO algo-
rithm described in 1. The consecutive modes of the energy curve in which the
initial threshold/s exist is taken as the region to generate initial positions of
all particles. Like for the image Ash, the region where the initial threshold
exist is represented using circle in the energy curve as shown in Fig. 2.

Each particle uses k different elements as decision variables with in opti-
mization algorithm. In the proposed technique, a particle is an array con-
sisting of thresholds in the interval of consecutive modes where the potential
threshold exists. Randomly generated initial positions of all particles of the
image Ash are shown in the Table 1 along with the DB-indices. The veloc-
ities of all the particles initialized randomly for the image Ash are shown
in the Table 2. For multiple thresholds there will be multiple regions where
the initial threshold exist. The swarm size may vary from image to image
depending on the size of region in which the initial threshold exists. The pro-
posed technique allows the particles to move to other positions based on the
Eqs. 1 and 2, and repeat the steps until the stopping criterion is satisfied. If
the stopping criterion is satisfied, then obtain the global best position(g-best)
among all the personal best positions(p-best) of all the particles. This global
best position gives the near optimal thresholds to segment the image under
consideration.
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Table 1. Randomly generated initial positions and corresponding DB-indices for each
position of all particles for the image Ash.

Particle x1 DB-index x2 DB-index x3 DB-index

1 67 0.1411 68 0.1393 69 0.1375

2 69 0.1375 71 0.1340 73 0.1307

3 70 0.1358 73 0.1307 76 0.1260

4 71 0.1340 75 0.1276 79 0.1215

5 67 0.1411 66 0.1429 65 0.1449

6 65 0.1449 63 0.1488 61 0.1532

7 64 0.1468 61 0.1532 58 0.1605

8 63 0.1488 59 0.1580 55 0.1685

Table 2. Randomly generated initial velocities of all particles for the image Ash.

Particle x1 x2 x3

1 −1.1071 2.7172 3.0903

2 −1.4888 0.2856 3.6092

3 2.3472 −4.8275 1.2752

4 −4.9255 1.5028 4.8832

5 −4.9438 2.7228 −2.7145

6 −0.4777 −0.6815 −4.9095

7 −4.0936 3.3148 2.0589

8 −1.4173 −0.0898 1.9454

Step 5: Segment the image to analyse the results qualitatively. Let t1, t2, ....tk be
the optimal thresholds obtained in the step 4. Then all the pixels of the image
with gray level between [0, t1] will be assigned gray level 0, pixels of the image
with gray level between [ti−1, ti] will be assigned gray level (i−1)×(256/k−1)
and the pixels with gray level greater than tk will be assigned gray level 255.

4 Implementation

4.1 Description of Experiment

The data set of six gray images with varied number of homogeneous regions
has been considered for the experiment as shown in Fig. 3. Images of Ash and
Crow shown in Fig. 3(a) and (b) consist of two homogenous regions, image of
Peppers shown in Fig. 3(c) consist of three homogenous regions, the image of
Lena shown in Fig. 3(d) consist of four, House image shown in Fig. 3(e) of five,
and the Flinstones image shown in Fig. 3(f) consist of six homogenous regions
respectively. The energy curves of the respective images shown in Fig. 4 consist
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(a) Ash (b) Crow (c) Peppers

(d) Lena (e) House (f) Flinstones

Fig. 3. Original image data set

of peaks and valleys hence discriminate the different homogenous regions present
in the image.

To confirm the effectiveness of the proposed technique cluster validity mea-
sure DB-index of each image is compared with the GA based context sensitive
technique developed recently [22] and the traditional non-meta heuristic Kapur’s
thresholding technique [8]. As DB-index is involved in the methodology used,
for fair comparison another cluster validity measure S Dbw [27] is taken into
account. It is defined on the basis of the cluster compactness in terms of intra-
cluster variance and inter-cluster density. For C number of clusters, S Dbw(C)
is defined as:

S Dbw(C) = Scat(C) + Den(C) (5)

where Scat(C) and Den(C) represent the intra-cluster variance and inter-
cluster density, respectively.

The algorithms have been implemented in Matlab(R2012a). For the proposed
PSO based technique, the inertial weight coefficient α is taken as 1.4. Both the
self confidence M1 and social confidence M2 is given 1.5 value. The velocity
constant is taken as 5. In case of GA based technique, the population size is
taken as 20. Stochastic selection strategy is used to select fittest chromosomes
from the mating pool. The crossover and mutation probability is set as 0.8 and
0.01 respectively.

4.2 Results Analysis

Table 3 shows the optimal thresholds, DB-index and S Dbw index obtained by
proposed PSO based and existing GA based context sensitive thresholding tech-
nique along with the histogram based Kapur’s technique. It has been observed
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(a) Ash (b) Crow (c) Peppers

(d) Lena (e) House (f) Flinstones

Fig. 4. Energy curves of the image data set

that for the proposed technique the cluster validity measures DB-index and
S Dbw has been reduced significantly for all the images except for the images
Lena and Flinstones, hence produced better segmentation results.

Table 3. Optimal thresholds, DB-index and S Dbw obtained from the proposed PSO
based, existing GA based and Kapur’s thresholding technique for considered image
dataset.

Images Using PSO Using genetic Kapur’s method

Threshold DB-index S Dbw Threshold DB-index S Dbw Threshold DB-index S Dbw

Ash 98 0.0995 0.3584 80 0.1200 0.4097 154 0.1187 0.3880

Crow 98 0.0540 0.2079 118 0.0673 0.2353 148 0.1182 0.3380

Peppers 52, 130 0.1264 0.2382 51, 122 0.1294 0.2510 79, 149 0.1891 0.3730

Lena 76, 116,

180

0.1479 0.2198 80, 115,

179

0.1492 0.2291 81, 125,

179

0.1559 0.2313

House 15, 88,

158, 220

0.0722 0.0609 17, 88,

158, 219

0.0862 0.0675 58, 87,

114, 193

0.2711 1.0891

Flinstones 57, 151,

236, 249,

252

0.1280 0.1701 48, 147,

230, 241,

249

0.1293 0.1893 0, 54, 93,

134, 188

0.1440 0.1589

The segmented images of the proposed, recently developed GA based, and
traditional Kapur’s thresholding technique are shown in Figs. 5, 6 and 7. It can
be observed from the segmented images that the proposed technique have better
visualization as compared to the segmented results of existing one which is more
clearly visible for the images of Ash and Crow. The tabular results in Table 3
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also shows that cluster validity measures has been reduced significantly for the
images Ash and Crow.

To validate the consistency of the proposed approach another experiment was
performed where 20 simulations of the meta heuristic thresholding techniques
have been compared. Figure 8(a) and (b) present the boxplots of the DB-index
for considered images. It can be observed from the figures of boxplot that the
variations are very less with the proposed PSO based approach when compared

(a) Ash (b) Crow (c) Peppers

(d) Lena (e) House (f) Flinstones

Fig. 5. Segmented images using proposed PSO based context-sensitive thresholding
technique.

(a) Ash (b) Crow (c) Peppers

(d) Lena (e) House (f) Flinstones

Fig. 6. Segmented images using GA based existing thresholding technique.
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(a) Ash (b) Crow (c) Peppers

(d) Lena (e) House (f) Flinstones

Fig. 7. Segmented images using Kapur’s thresholding technique.

(a) For proposed PSO based technique (b) For existing GA based technique

Fig. 8. BoxPlot of the image data set

with the GA based approach even if the number of thresholds present in the
images increases.

5 Conclusion

PSO has been popular technique used to solve optimization problems due to
its high quality of solution and insignificant computational burden. It is based
on random numbers and global communication among swarm particles rather
than mutation or crossover or pheromone, thus easier to implement as there is
no encoding/decoding of parameters into binary strings. This article presents an
approach combining context-sensitive thresholding technique with the PSO to
detect the optimal thresholds for image segmentation automatically. The main
characteristics of this article can be summarized as follows:
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First the authors exploit the recently defined energy curve of the image which
preserve the features of histogram of the image that is lesser storage space low
computational burden.

Second the authors demonstrate the robustness of PSO-model in the area of
image segmentation by comparing its accuracy with GA-based model for image
segmentation. The authors also presents the flexibility of PSO-model that can
be applied to variety of different images irrespective of the number of modes
present in the image. The main objective of this article is not to devise a superior
thresholding technique to beat all the currently available methods but to exhibit
PSO algorithm as an alternative in the area of automatic image segmentation.

Still, there are scopes to explore the following:
1. To study the variants of PSO-model to improve the results of image seg-

mentation. 2. To study various Bio-inspired algorithms to achieve more optimal
thresholds for the image segmentation.
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Abstract. Brain performs the task of homeostasis, control and coordination.
Many times normal functioning of brain is hampered due to blockage, tumors etc.
Neurologists generally recommend MRI technique for the detection of any type
of abnormality in the brain. The optimization algorithms can be used for extrac‐
tion of the abnormal portion of the brain. This paper discusses about extraction
of abnormal part of brain using the Jaya algorithm after preprocessing of the MRI
images.

Keywords: Magnetic Resonance Imaging (MRI) · Segmentation · Central
Nervous System (CNS) · Optimization · Jaya algorithm

1 Introduction

Central Nervous system involves the most sensitive organs of the human body, brain
and spinal cord. Brain performs the task of control and coordination of the body. It stores
the responses of previous stimuli and reminiscence them later to guide the human in
future. These responses are known as memory. It receives the instructions about any
change that occur inside the body and then, coordinates the activities of those organs,
so as to help in maintaining the balance in internal environment of the body. Many
diseases related to the brain hampers the normal functioning of the brain such as
blockage, tumors etc. The statistics from the American Society of Clinical Oncology
(ANCO), in August 2015 showed that in United States about 22,850 people will be
diagnosed of having the primary cancerous tumors of the brain and spinal cord. It is
approximated that 15,320 people are going to die from this disease in the coming year.
It is estimated that approximately 4,300 youngsters will be diagnosed with a CNS tumor
in the following year [1, 2]. Brain tumor occurs because of the abnormal and uncon‐
trolled division of the cells. Generally, the cells in the human body die with age and are
replaced with the new cells. But, this cycle gets disturbed in tumors. Tumor can damage
the normal cells of the brain directly as well as indirectly [3, 4]. The damage to brain is
caused with the increase of pressure in the brain, shifting the brain or pushing across
skull, damaging nerves. Brain tumor is classified into primary as well as metastatic
tumors. Primary tumor commences in the brain while metastatic tumor is the one present
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in other parts of body and then, spread to the brain via blood or through adjacent tissues.
Primary tumor is further classified into benign and malignant tumor. Benign tumor is
less harmful as compared to the malignant tumor, which grows faster [5].

The various techniques that can be used for detection of abnormalities in brain
are Magnetic Resonance Imaging (MRI), Magnetic Resonance Spectroscopy (MRS),
Computed Tomography (CT), Positron Emission Tomography (PET), Biopsy and
Electroencephalogram (EEG). MRI is the standard imaging technique used for iden‐
tifying the abnormalities in brain. It uses the magnetic field along with the
computers to acquire brain images by capturing the signals emitted from normal and
abnormal tissues present in the brain. MRS is also a type of MRI which estimates
level of metabolite present in the body. The presence of amount of metabolites in
abnormalities is different from that of the normal tissues. It helps in diagnosis by
studying the pattern of activity. The various types of metabolites that are commonly
used in MRS are choline, lactate, and N-Acetyl- Aspartate (NAA) etc. CT uses both
x-ray and computer technology for the diagnosis of the abnormality. It has the ability
to show a combination of soft tissues of the body as well as bones and blood vessels.
They are able to decide about some types of tumors that may be present, as well as
aid in identifying the swelling and bleeding. The contrast agent used in a CT scan is
Iodine. PET is the auxiliary test that can be used for obtaining the further informa‐
tion after an MRI. It provides an image of the brain’s activity, by calculating the rate
at which the glucose is consumed by the tissues. This scan measures the activities
occurring in the brain and uses this data to create a live image. After performing
above mentioned scans, sometimes, biopsy is done to check out the type of the
tumor. To access the tumor site and obtain sample tissue from the brain, either small
hole in the brain is drilled or skull portion is removed. Then, the tissue is examined
under the microscope by the pathologist. EEG records the electrical activity of the
brain with the aid of electrodes placed on the head and also connected to the
computer. It is used for diagnosis of unconsciousness, dementia, epilepsy etc. Some‐
times, MRA is used to find the location of the blood vessels that lead to the tumor.
It is generally used before performing surgery, so as to remove the tumor located in
area having large number of the blood vessels [6].

The paper involves: Sect. 2 confers about the preprocessing. Section 3 explains
segmentation process. Section 4 shows results while Sect. 5 presents conclusion.

2 Preprocessing

Preprocessing is done in order to enhance the MRI images. The images are resized to a
specific size. The colored images are converted to gray scale images. The various noises
such as Gaussian noise, shot noise, white noise, salt and pepper noise etc. get added to
MRI images resulting in the distortion because of the noise added to it. Noise removal
is done at the same stage in order to improve the quality of the images. The noise can
be removed using median filter, high pass filter, adaptive filter etc. [3, 4]. The noise
should be removed in such a way that the edges should be preserved. The original image
shown in Fig. 1 is obtained from the BRATS [7].
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Fig. 1. Original MRI image (Source: MICCAI BRATS 2012 [7])

Here, Fig. 2 shows preprocessed image of the original MRI image shown in Fig. 1.

Fig. 2. MRI image after preprocessing

3 Segmentation

Image segmentation is generally used to analyze the image. In this, MRI images are
divided into the multiple segments so as to extract the details about the each part of the
brain. The various segmentation techniques normally used are sobel edge detection,
adaptive thresholding, prewitt edge detection, canny edge detection, Fuzzy c-means,
watershed thresholding etc. [8–11]. Segmentation can also be done using the optimiza‐
tion algorithms such as Ant Colony Optimization, Particle Swarm Optimization, Genetic
Algorithm etc. [3, 4]. The Jaya algorithm proposed by Venkata Rao [12] is used for
constrained as well as unconstrained problems. The result attained for the problem
approaches to best solution while preventing the worst solution. These algorithms need
an objective function for extraction of abnormal portion of the image. The objective
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function f(x) needs to be minimized or maximized. There can be m number of design
variables and n number of contestant solutions for each i iterations. Best values of f(x)
are obtained by the best contestant while the worst values of f(x) are obtained by the
worst contestant. The equation that is used in this algorithm is:

Z′
b,c,a = Zb,c,a + r1,b,a

(
Zb,best,a −

||Zb,c,a
||
)
− r2,b,a

(
Zb,worst,a −

||Z,b,c,a
||
)

(1)

where Zb,c,a is value of bth variable for cth contestant during ath iteration. Z’b,c,a is the
modified value of Zb,c,a. Zb,best,a is value of b variable for best contestant while Zj,worst,i is
value of b variable for worst contestant. r1,b,a and r2,b,a are random numbers lying between
0 and 1 for b variable during a iteration. The second term in Eq. 1 shows the chances of
solution to move nearer to best solution whereas third term shows the possibility of
solution to prevent worst solution. Modified value is accepted only if the solution is
better as compared to the previous one.

4 Proposed Method

The MRI images obtained from the BRATS-2012 are used for the extraction of the
abnormal portion. The MRI images are converted to grayscale image after being resized
to 256 × 256. The noise is removed using the median filter. The procedure of using Jaya
algorithm for the segmentation as well as extraction of the abnormal part of brain is
proposed in the following flowchart (Fig. 3):

Jaya algorithm is applied on preprocessed images. It tends to choose the best solution
while preventing the worst solution. The equation is used to find the updated value of
best solution. If the updated value is better as compared to previous value, the best
solution is updated otherwise the earlier value is preserved. When the termination criteria
are reached, the mean of the best solutions found is then used as a thresholding value to
extract the abnormal part of the brain. The thresholding technique is applied to the MRI
image. In this, a parameter θ is defined for the brightness threshold, which is found by
the Jaya algorithm [8]. Here, the values above θ will appear as the abnormal portion of
the brain.

5 Results

The algorithm is accomplished using the MATLAB software. The extracted abnormal
part appears to be white. It can also appear black if the background is of white color.
The results of the applied algorithm are presented in Fig. 4 which incorporates original
MRI images, preprocessed images and the extracted images from the preprocessed
images.

The performance of Jaya Algorithm is measured in terms of detection rate, positional
accuracy as well as execution time. The Jaya algorithm is applied on the 25 images, and
the abnormal portion is extracted in each image, thus having the detection rate of hundred
percent in the available database whereas the positional accuracy of abnormal portion
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varies. The position of the extracted abnormal portion is compared with the position of
truth images. In this work, if there is overlap of 60% and above in extracted abnormal
portion and truth image, then it is considered to be accurate. Earlier in the work done
by Gopal and Karnan, 50% overlap is considered as accurate [3]. Table 1 shows the

Yes      No

No       

Yes 

Read the preprocessed image

Start

Apply Jaya Algorithm

Initialize parameters as population size, design variables 

as well as stopping conditions

Identify the best and worst solutions

Update solution based on best and worst solutions

Is solution corresponding 

to Zíb,c,a better than Z b,c,a?

Accept and change earlier solution Keep earlier solutions

Report the optimal solution

Are stopping conditions 

fulfilled?

Extract the abnormal portion based on optimal solution

Stop

Fig. 3. Flowchart of proposed algorithm
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performance parameters of the Jaya Algorithm. Table 2 compares the performance of
Jaya Algorithm with the Particle Swarm Optimization (PSO) and Genetic Algorithm
(GA) with FCM [3].

Table 1. Performance of Jaya algorithm

Sr. no. Parameters Values
1. Detection Rate 100%
2. Positional Accuracy 92%
3. Execution Time 18.8 s

Original Mri Image Preprocessed Image Extracted Image

Fig. 4. Results of the proposed algorithm
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Table 2. Comparison of Jaya algorithm with other algorithms

Sr. no. Optimization algorithm Detection rate
(%)

Positional
accuracy (%)

Execution time
(seconds)

1. Genetic Algorithm with
FCM

89.6 74.6 93.39

2. Particle Swarm
Optimization with FCM

98.87 92.3 100.03

3. Jaya Algorithm 100 92.0 18.8

6 Conclusion

The proposed system helps in easy extraction of the abnormal portion present in the
MRI images of brain. It proves to be accurate for available database. The location of the
abnormal portion can also be estimated that further helps doctors in treatment. The
execution time for Jaya algorithm is less as compared to others.
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Abstract. Script identification in multi-lingual text images will help in
improving the efficiency of many real life applications, such as sorting, transcrip‐
tion of multilingual documents and OCR. In this paper, we have presented a
technique for identification of three scripts, namely, Devanagari, Gurmukhi and
Roman. We have identified the script of text based on statistical features, namely,
zoning features; diagonal features; intersection and open end points based
features; peak extent based features and combinations of these features. For clas‐
sification, we have used multiple classification techniques, namely, Support
Vector Machine (SVM), k-Nearest Neighbour (k-NN), and Convolutional Neural
Network (CNN). The proposed strategy using CNN attains an average identifi‐
cation rate of 93.64%, with 5-fold cross-validation, for these three scripts when
isolated offline handwritten characters of these scripts were considered.

Keywords: Feature extraction · Classification · Script identification · k-NN ·
SVM · LeNet-CNN · Cross-validation

1 Introduction

Optical Character Recognition (OCR) is a key area in the field of document analysis and
recognition, which is generally defined as the process of text recognition of printed or
handwritten document images and converting these into digital format. Nowadays, many
techniques have been presented in the literature for an OCR of a particular script; however,
such OCR will not work for multiscript text recognition. So, script identification system is
essential to build successful multilingual text recognition systems. In this field, most of the
available work on script identification of Indian scripts compacts with printed documents
and a very few articles were found for handwritten script identification. For Indian scripts,
paragraph level script identification work has been discussed in [1, 2] and line level work
has been discussed in [1–3]. Spitz [4] examined the upward concavities of connected
components. He proposed a technique where one could separate Asian and European
languages. Similarly, texture analysis was used for automatic script and language identifi‐
cation from document images by Tan et al. [5]. They used multiple channel (Gabor), filters
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and Gray level co-occurrence matrices to study seven languages: Chinese, English, Greek,
Korean, Malayalam, Persian and Russian. Hochberg et al. [6, 7] described a technique for
automatic script identification of document images. They have also presented a technique
for script and language identification using statistical feature extraction techniques. Wood
et al. [8] provided a technique for identification of Roman, Russian, Arabic, Korean and
Chinese characters using the projection profiles method. Pal et al. [9] proposed a tech‐
nique for text line separation from 12 Indian scripts. Dhanya et al. [10] have used spatial
spread features and Gabor filters for automatic script identification of Roman and Tamil
words present in a bilingual document. Pal et al. [11] have presented conventional and
water reservoir features for word-wise script identification from a document containing
English, Devanagari, and Telugu text. Basavaraj et al. [12] have used neural network for
script identification of Kannada, Devanagari and Roman scripts.

A technique for script identification of pre-segmented characters is proposed in this
paper. The scripts considered in this paper are Devanagari, Gurmukhi and Roman.
Devanagari character set of 36 basic characters (Fig. 1), Gurmukhi character set of 35
basic characters (Fig. 2) and Roman character set of 52 characters (26 upper case letters
and 26 lower case letters) are considered in this work. In this paper, comparative study
of four different types of features for script identification using different classifiers has
been presented. The organization of the paper is as follows: the algorithms to extract
features considered in this work are explained in Sect. 2. Classification techniques are
discussed in Sect. 3. The details on dataset used are given in Sect. 4 and experimental
results are depicted in Sect. 5. Section 6 concludes the paper with some future directions.

2 Feature Extraction

The relevant shape contained in a character is best described by its features. As such,
employing the best suitable feature extraction technique becomes a very pertinent factor in
any classification problem. The extracted features play an important role in the perform‐
ance of the recognition/identification system. In this paper, we have considered zoning;
diagonal; intersection and open end points; and peak extent based features for the identifi‐
cation of three scripts. We have also considered several combinations of these features.

Fig. 1. Basic character set of Gurmukhi script
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Zoning feature extraction
In this technique, we divide the thinned image of a character into an n (= 100, as used
in the present work) number of equal sized zones as shown in Fig. 3. The ratio of fore‐
ground pixels to background pixels is considered as a feature and we thus have a feature
set with n elements.

Diagonal feature extraction
To achieve higher accuracy for the script identification system, diagonal features have
found to be helpful. Here also, the thinned image of a character is divided into n (= 100)
zones. Now, diagonal features are extracted from the pixels of each zone by moving
along its diagonals.

Fig. 2. Basic character set of Devanagari script
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Fig. 3. Zones of an input character
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The steps that have been used to extract these features are:

Step I: Thinned image of the character is divided into n (= 100) number of zones.
Step II: In order to get a single sub-feature, foreground pixels along each diagonal are

summed up.
Step III: These sub-feature values are averaged to form a single value which is then

placed in the relevant zone as its feature.
Step IV: Corresponding to the zones whose diagonals do not have a foreground pixel,

the feature value is taken as zero.

These steps will give a feature set with n elements.

Intersection and open end point feature extraction
A pixel is called intersection point if it has more than one pixel in its neighborhood and
open end point if it has only one pixel in its neighborhood.

The following steps have been implemented for extracting these features.

Step I: Thinned image of the character is divided into n (= 100) number of zones.
Step II: We calculated the number of intersections and open end points for each zone.

This will give 2n features for a character image.

Peak extent based feature extraction
In peak extent features, we consider the sum of the peak extents that fit successive black
pixels horizontally in each row of a zone.

Following steps have been used to extract peak extent based features:

Step I: Divide the bitmap image into an n (= 100) number of zones, each of size
10 × 10 pixels.

Step II: Find the peak extent as the sum of successive foreground pixels in each row
of a zone.

Step III: Replace the values of successive foreground pixels by peak extent value, in
each row of a zone.

Step IV: Find the largest value of peak extent in each row. As such, each zone has 10
horizontal peak extent features.

Step V: Obtain the sum of these 10 peak extent sub-feature values for each zone and
consider this as a feature for corresponding zone.

Step VI: For the zones that do not have a foreground pixel, take the feature value as
zero.

Step VII: Normalize the feature vector.

These steps will give a feature set with n elements.
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3 Classification

Classification phase is the phase of an identification system wherein one makes the
decisions. It uses the features extracted in the feature extraction stage, for making class
membership in the identification system. The preliminary aim of the classification phase
of an identification system is to develop a constraint that can help to reduce the misclas‐
sification relevant to feature extraction. The effectiveness of any script identification
system is highly dependent on the capability of identifying the unique features of a script
and the capability of the classifier to relate features of a script to its class. In this work,
we have considered Linear-SVM, k-NN and CNN classifiers for script identification
work. SVM is a very useful technique for classification in the pattern recognition field.
SVM classifier has been considered with linear kernel in the present work. For SVM
classification, we have used C-SVC tool.

We have computed the Euclidean distances from candidate vector to a stored vector
in the k-NN classifier. This distance is given by,

d =

√√√√
N∑

k=1

(xk − yk)
2

The total number of features in the feature set is denoted by N while xk is the library
stored feature vector and yk is the candidate feature vector. The input character has been
assigned the class of the library stored feature vector which produces the smallest Eucli‐
dean distance.

For classification, we have also considered multilayer Convolutional Neural
Network (CNN). CNN is among the most suitable classifier in the field of pattern recog‐
nition. Recent CNN work is focused on pattern recognition and computer vision prob‐
lems such as object recognition, natural images and traffic signs. In this paper, we have
used LeNet (First successful application of Convolution Networks) of CNN for script
classification (the parameters have been fixed as dropout rate = 0.2, patch size = 3 × 3,
pool width and height = 2).

4 Data Set

This is worth mentioning here that we do not have a database for our problem that is
available in public domain. As such, a dataset of 4,920 characters has been collected as
described in Table 1. This dataset consists of 1,400 Gurmukhi script characters, 1,440
Devanagari script characters, and 2,080 Roman script characters (1,040 upper case and
1,040 lower case characters).

5 Experimental Results

As mentioned above, we have performed experiments using zoning features (F1); diag‐
onal features (F2); intersection and open end point features (F3); and peak extent based
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features (F4) and combinations of these feature extraction techniques for script identi‐
fication. Experiments are carried out with Linear-SVM, k-NN, and Convolutional Neural
Network (CNN) classifiers. To evaluate the classifier performance and validate the
effectiveness of the proposed techniques, whole dataset is randomly divided into five
groups and a 5-fold cross validation was done to get optimum results. A maximum
accuracy of 93.64% has been achieved for the classification of these three scripts using
CNN classifier. The feature that participated in this accuracy is a combination of zoning;
diagonal; and intersection and open end points based features, as depicted in Table 2.
Script identification accuracies achieved with different features and classifiers are graph‐
ically depicted in Fig.  4.

Table 1. Data set details

Script Number of
characters

Number of
writers involved

Total number of
characters

Devanagari 36 (basic
characters)

40 1,440

Gurmukhi 35 (basic
characters

40 1,400

Roman 26 (upper case
basic characters)

40 1,040

Roman 26 (lower case
basic characters)

40 1,040

Table 2. Average identification accuracy using 5-fold cross validation

Feature extraction
technique

Classification technique
L-SVM k-NN CNN

Zoning (F1) 74.79% 85.17% 85.52%
Diagonal (F2) 74.77% 85.42% 83.69%
Intersection (F3) 80.79% 85.40% 85.00%
Peak extent (F4) 73.25% 76.84% 79.91%
F1 + F2 78.21% 87.52% 87.98%
F1 + F3 84.53% 89.22% 91.09%
F1 + F4 79.18% 85.71% 87.58%
F2 + F3 82.88% 86.68% 89.43%
F2 + F4 77.62% 85.56% 86.72%
F3 + F4 84.14% 85.56% 89.59%
F1 + F2 + F3 84.41% 88.86% 93.64%
F2 + F3 + F4 85.18% 87.03% 92.74%
F1 + F3 + F4 86.28% 89.22% 91.68%
F1 + F2 + F3 + F4 86.09% 89.04% 93.02%
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Fig. 4. Classifier wise average accuracy using 5-fold cross validation

6 Conclusion and Future Scope

We have seen that most of the existing techniques for script identification of Indian
scripts are based on the whole document, block, line or word level. We focused our
research on single character script identification and have got promising results. Prom‐
ising results have been achieved by focusing the attention on single character script
identification. In this paper, we have proposed a very simple method for offline hand‐
written script identification of three scripts: Devanagari, Gurmukhi and Roman. The
primary focus of the paper is to help improving the efficiency of script based retrieval
of offline handwritten document and also to facilitate the retrieval of multilingual offline
handwritten OCR systems. By using 4,920 characters of three scripts (Devanagari,
Gurmukhi and Roman), we have achieved maximum identification accuracy of 93.64%
using CNN classifier and a combination of zoning; diagonal; and intersection and open
end points based features. We have seen that LeNet-CNN performs better than the other
classifiers for script identification task. This work can be extended for other Indian and
non-Indian scripts.
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Abstract. Method noise is the residual image containing significant structural
information lost during the process of denoising and can be effectively used for
image restoration. In this paper, we propose an efficient two stage filtering
approach using nonlocal means and method noise for the reduction of Gaussian
noise from the images. In first stage, the block-based NLM is applied to obtain
the denoised image and in second stage, the nonlocal similarities present in the
method noise and the denoised image are used for the computation of effective
weights for weighted NLM denoising. Experimental results demonstrate sig-
nificant improvements in the denoising performance of the proposed approach
as compared to the classical and block-based NLM approaches.

Keywords: Nonlocal means (NLM) � Image denoising � Method noise �
Gaussian noise

1 Introduction

Gaussian noise reduction has been considered highly desirable for various image
processing applications including image analysis, pattern recognition and computer
vision. Over the period, numerous approaches have been developed for attenuating the
Gaussian noise while preserving the essential structural details of the image. Tradi-
tionally, linear and standard denoising filters like Gaussian filter [1], Wiener filter [2]
and median filter [3] have been effectively used for the reduction of Gaussian noise.
However, linear filtering results in the substantial loss of edge information and other
details of the image. Therefore, the use of non-linear filters such as anisotropic diffusion
(AD) [4], total variation (TV) [5], bilateral filter (BF) [6] and non-local means (NLM)
filter [7, 8] have been proposed as they preserve edges and other finer details of the
image using pixel of local neighbourhood. Among non-linear approaches, NLM filter
given by Baudes et al. [7, 8] has set a new trend due to its simplicity and efficiency in
utilizing pattern redundancy in the input image. The NLM approach locates a set of
target patches that are similar to the patch of interest (or reference patch) in the given
search window and the centre pixel of the reference patch is denoised by a weighted
average of the centre pixels of each target patch. The weighted averaging of all selected
patches is thus used to reduce the effect of noise. However, one of the major drawbacks
of the approach is the computational load associated with search operation required for
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locating the similar patch within the search window. In order to reduce this compu-
tational load and improve the speed, a number of fast implementations of NLM
approach have been proposed by various authors [8–12]. Mahmoudi and Sapiro [9]
proposed an algorithm that eliminates the unrelated neighbourhoods from the averaging
process on the basis of local average gray values and gradients and hence lowering the
complexity of NLM filter. In another approach proposed by Orchard and Ebrahmi et al.
[10], fast Fourier transform is used to compute mean squared deviation (MSD) in order
to enhance the speed of NLM while Taisden [11] proposed the use of principal
neighborhood dictionary to accelerate the classical NLM filter. Only few researchers
attempted to enhance the performance of NLM and reduce the loss of information
occurred due to the averaging process. Method noise is the residual image obtained
after denoising and contains significant structural information lost during the denoising
process [12, 13]. Brunet et al. [12] analysed the usefulness of method noise in image
denoising. Later, Zhong et al. [13] successfully enhanced the performance of NLM
based denoising approach by first pre-filtering the image using classical NLM filter and
then exploiting the nonlocal similarities of both the pre-denoised image and method
noise to compute new weights for NLM filtering in the second stage. The proposed
approach improves the performance of NLM effectively especially for large noise
variance, but failed to exploit the residual image with weaker energy. The block wise
nonlocal means BNLM [8] approach divides the image into overlapping blocks and
apply nonlocal means restoration technique for image denoising. The approach
enhances the performance of classical NLM and has reduced computational load.

In this paper, we propose a two stage filtering approach using block based NLM
filter and method noise for the reduction of Gaussian noise. In the first stage,
block-based NLM is applied to obtain the pre-filtered denoised image and in the second
stage, the nonlocal similarities present in the method noise and the pre-filtered denoised
image are used for the computation of effective weights for weighted NLM denoising.
The rest of paper is organized as follows. Section 2 presents a brief introduction about
the classical NLM and the block wise nonlocal means filter ðBNLMÞ. The proposed
two stage denoising approach is explained in Sect. 3. Experimental analysis and
conclusions are given in Sects. 4 and 5, respectively.

2 Nonlocal Means-Based Approaches

Non-local means (NLM)-based approaches have been widely used to denoise the
Gaussian noise effectively. Thus, the following subsections represent the mathematical
formulation of classical NLM and its blockwise implementation. Given the additive
noise model for image signal zi in a mathematical form as:

yi ¼ zi þ ni; i ¼ 1; 2; 3; . . .;M ð1Þ

where, ni is assumed to be as identically and independent distributed ði:i:dÞ random
variables and M is the total number of pixels in the image.
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2.1 Classical NLM

The NLM approach is provided by Baudes et al. [7] which are based upon the
assumption that images contain repeated structure (the redundancy property of periodic
images, textured images or natural images) and averaging them will reduce the random
noise. Then, the NLM estimation of denoised signal ẑi is defined as follows [7].

ẑi ¼
P

j2Si wi;jyjP
j2Si wi;j

ð2Þ

wi;j ¼ exp � yi � yj
�� ��2

2

h2

 !
ð3Þ

where, i is the pixel being filtered, j represents each one of pixels in the search window
Si, wði; jÞ is the similarity between the pixel i and j, satisfying the conditions
0�wði; jÞ� 1 and

P
j2Si wi;j ¼ 1, Si is search window around pixel i and h is the

smoothing factor. Here, :k k22 denotes square of L2- norm to measure patch similarities.

2.2 Block Wise Nonlocal Means (BNLM) Filter

Let i1; i2; . . .; inf g be a subset of I, where I is noisy image. For each ik , consider Bk as
neighbourhood in yk , such that Wk ¼ ik þBk, where, Wk � I is a neighbourhood
centred at yk. Here, each Wk is a connected subset of I, such that I ¼
W1 [ W2 [ . . .[ Wn and intersection between neighbourhood is non-empty. The size
of NL Wkð Þ is a vector of the same size as Wk. To estimate the denoised pixel at
location i, considering all Wk containing the pixel i, the block wise NLM filter [8] is
defined as follows.

NL Wkð Þ ¼ 1
Ck

X
j2Si

z jþBkð Þ exp � dik ;j
�� ��2

2

h2

 !
ð4Þ

Ck ¼
P
j2Si

exp � dik ;jk k2

2
h2

� �

where, dik ;j ¼ z ik þBkð Þ � z jþBkð Þð Þ
ð5Þ

where, h is a filtering parameter which is expressed in terms of noise variance r2 as
h2 ¼ 2ar2 Pj j [13, 14] where P is the size of the patch, a is a parameter to be deter-
mined empirically. Normally, it is between 0:7 and 1:0. The restored pixel at i, we
considered all Wk containing the pixel i. Thus, restored pixel at i is defined as follows.

NL ið Þ = 1
Aij j
X

k2Ai
NL Wk ið Þð Þ and Ai = k i 2 Wkjf g ð6Þ
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3 Proposed Approach

Method noise is the difference between the noisy image and the corresponding
denoised estimate and contains useful information lost due to some inadequacies of
denoising process. In NLM-based approaches such inadequacies arise because of in
appropriate computation of weights required for the averaging process. The proposed
approach use the method noise for computing the reweights and enhance the perfor-
mance of BNLM. The proposed approach consists of two stages. In the first stage,
block wise NLM is applied to obtain the pre-filtered denoised image and the residual
image. We propose the use of BNLM as in provide better performance with reduced
computational load as compared to classical NLM. In the second stage, NLM-reweight
[13] is applied with the new weights computed using the Euclidean distance to
approximate the nonlocal similarity between the pre-denoised image and the residual
image as follows.

wi;j ¼ exp � zi � zj
�� ��2

2

r2

 !
ð7Þ

zi � zj
�� ��2

2¼ ẑi � ẑj
�� ��2

2 þ Dzi � Dzj
�� ��2

2 þ 2
X
k

ẑki � ẑkj
� �

Dzki � Dzkj
� �

ð8Þ

where, Dzi ¼ yi � ẑi represent method noise after applying 3� 3 mean filter to provide
better smoothing to essential details left in the residual image and r denotes the
smoothing parameter used at second stage. To demonstrate the advantage of the new
weight scheme, larger weight values are assigned to those pixels which have similar
edges or textural structures and hence improved denoising performance is obtained.
The reasoning behind the improved performance of the approach is attributed to the
fact that it exploits the joint nonlocal similarities between method noise and
pre-denoised image. The similarities between noise free patches can be robustly
measured with higher accuracy by utilizing the above weight scheme as mentioned by
Eq. (7).

4 Experiment Results

In this section, we empirically investigate the performances of classical NLM, BNLM,
NLM-reweight [13] and the proposed two stage denoising approaches using various
quantitative and qualitative measures. All approaches are implemented using Visual C+
+ 6.0 under Microsoft Windows environment on a PC with 2.13 GHz CPU and 4 GB
RAM. All experiments are conducted on the set of nine different test images as shown
in Fig. 1 with standard size of 512� 512 pixels corrupted with white Gaussian noise
with zero mean and standard deviation (r ¼ 10; 20; 30; 40; and 50) at five different
noise levels.

Figure 2 shows the sample noised Boat image of with r ¼ 20 and the denoised
images obtained after applying different approaches for a quick comparison. We chose
Boat image as it contain high structural details. The size of search window and local
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windows is 15� 15 and 7� 7 pixels, respectively. The values of ‘h’ in Eq. (5) and ‘r’
in Eq. (7) are set empirically and are approximately 5r and 4r, respectively.

4.1 Comparative Performance Analysis Using Peak-Signal-to
Noise Ratio (PSNR)

PSNR is used to measure the quality of the denoised image, x̂ with respect to the
original noise free image, x. It computed as function of MSE as follows:

PSNR ¼ 10� log10
255� 255

MSE

� �
ð9Þ

where; MSE ¼ 1
MN

XM

i¼1

XN

J¼1
xij � x̂ij
� �2 ð10Þ

We analyzed the denoising performance of classical NLM, BNLM, NLM-reweight
and the proposed approaches using all the nine test images by computing PSNR under
five different noise levels. The PSNR values obtained for each approach with different
noise levels are presented in Table 1. As evident from the table, BNLM provides better

Fig. 1. Test images: Lena, Jetplane, Mandril, House, Boat, Lake, Barbara, Peppers and Pirate
each of size 512 � 512 pixels.

182 K. Singh et al.



performance than the classical NLM and NLM-reweight approach at the lower noise
levels and is comparable with the proposed approach. However, at higher noise the
proposed approach outperforms all the other approaches with the gain of PSNR above
þ 1 dB. This significant improvement in the PSNR is attributed to the efficient use of
pre-filtered and method noise image.

4.2 Comparative Performance Analysis Using Mean Structured
Similarity Index Measurement (MSSIM)

MSSIM is used to measure the structural and perceptual closeness between the original
(x) and denoised image (x̂) [15] and is computed as follows.

MSSIMðx; x̂Þ ¼ 1
n1

Xn1
j¼1

SSIMðx; x̂Þj ð11Þ

where; SSIM x; x̂ð Þ ¼ 2lxlx̂ þC1ð Þ 2rxx̂ þC2ð Þ
l2x þ l2x̂ þC1
	 


r2x þ r2x̂ þC2
	 
 ð12Þ

where lx and lx̂ are the average gray values while r
2
x and r

2
x̂ are the variance of patches

x and x̂, respectively. rxx̂ is the covariance of x and x̂ and C1 ¼ K1 � 255ð Þ2, C2 ¼
K2 � 255ð Þ2 are two constants to stabilize the division with default values of K1 ¼ 0:01
and K2 ¼ 0:03 [11]. The value of MSSIM lies in the interval ½0; 1� where a larger value
of MSSIM represents higher structural match between the input noise-free and
denoised images. We analyzed the denoising performance of classical NLM, BNLM,

(a)

(b) (c) (d) - (e) -( )
Fig. 2. (a) Boat image with noise level r = 20 (b)–(e) denoised image after applying various
approaches.
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Table 1. PSNR comparison between NLM, NLM-reweight, BNLM and proposed scheme

Noise (r) NLM BNLM NLM-reweight BNLM-reweighted (proposed)

LEENA 10 34.76 35.23 34.87 34.86
20 31.61 32.03 32.41 32.51
30 29.73 29.82 30.64 30.73
40 28.24 28.24 29.36 29.43
50 27.03 26.95 28.18 28.23

HOUSE 10 37.65 37.96 38.32 38.36
20 34.53 34.81 35.41 35.69
30 32.46 32.56 33.46 33.85
40 30.74 30.68 31.78 32.14
50 29.13 28.93 30.14 30.39

JETPLANE 10 34.08 34.72 34.33 34.32
20 31.17 31.51 31.65 31.79
30 29.16 29.33 29.98 30.15
40 27.58 27.65 28.71 28.78
50 26.19 26.19 27.41 27.43

MANDRIL 10 30.71 31.02 30.91 30.94
20 27.22 27.81 28.08 28.09
30 25.02 25.56 26.35 26.37
40 23.68 24.04 25.07 25.13
50 22.78 23.01 24.09 24.17

PEPPER 10 33.30 33.54 33.12 33.16
20 31.34 31.51 31.53 31.64
30 29.76 29.76 30.23 30.37
40 28.24 28.18 28.97 29.09
50 27.04 26.92 27.91 27.98

BARBARA 10 33.18 33.59 33.07 33.18
20 30.16 30.57 30.36 30.53

30 28.16 28.34 28.56 28.66
40 26.46 28.64 27.14 27.18
50 24.92 25.02 25.62 25.64

LAKE 10 31.25 31.73 31.36 31.28
20 28.68 29.23 29.26 29.34
30 27.03 27.29 27.82 27.88
40 25.59 25.81 26.69 26.71
50 24.36 24.53 25.62 25.68

PIRATE 10 30.31 31.02 32.56 32.94
20 28.45 28.81 30.01 30.08
30 26.56 26.64 28.29 28.35
40 24.03 24.35 27.17 27.23
50 23.01 23.37 26.31 26.37

BOAT 10 32.44 32.84 32.51 32.48
20 29.53 29.86 30.04 30.07
30 27.53 27.75 28.39 28.42
40 26.06 26.22 27.33 27.42
50 24.85 24.93 26.05 26.06
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NLM-reweight and the proposed approaches using all the nine test images by com-
puting PSNR under five different noise levels. The MSSIM values obtained for each
approach with different chosen noise level r ¼ 20 for Boat and House images are
presented in Table 2. As evident from the table, the proposed approach outperforms at
noise levels indicating better preservance of the structural details during denoising.

4.3 Comparative Performance Analysis Using Method Noise

Method noise is used to evaluate the loss of structural or edge information after
denoising and is defined as the difference between noisy observation and the denoised
image [7, 8] as follows.

mnoise ¼ y� x̂

where, mnoise is method noise, y is noisy image and x̂ is denoised image. A denoising
algorithm must produce the difference or residual image that looks like a noisy image
which should contain minimum structural information. Figure 3 shows the method
noise obtained after applying various approaches for the sample image Boat with noise
level r ¼ 20. As seen from the figure the proposed two-stage approach based on
BNLM and method noise, does not present any noticeable structures in the method
noise image.

Table 2. MSSIM comparison between NLM, NLM-reweight, BNLM and proposed scheme

Image NLM BNLM NLM-reweight Proposed method

LEENA 0.809 0.843 0.854 0.865
HOUSE 0.893 0.899 0.912 0.918
JETPLANE 0.850 0.864 0.879 0.883
MANDRIL 0.799 0.856 0.877 0.885
PEPPER 0.791 0.824 0.856 0.877
BARBARA 0.852 0.872 0.867 0.879
LAKE 0.796 0.799 0.805 0.813
PIRATE 0.783 0.798 0.812 0.824
BOAT 0.778 0.785 0.791 0.798

(a) (b) (c) - (d) -

Fig. 3. Method noise image of Boat at r = 20 after applying various approaches
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4.4 Comparative Performance Analysis Using Edge Map

We also performed the qualitative comparative analysis using edge map for various
approaches under investigation. Figure 4 shows the images obtained after edge
restoration of the noise free sample Boat image and that of the denoised image after
applying the classical NLM, BNLM, NLM-reweight and the proposed approach. As
observed from the figure the edge restoration by the proposed approach is similar to
that of the original noise free image and far better than the classical LM, BNLM and
NLM-reweight apporaches. Thus, the proposed approach more efficiently preserves the
essential structural or edge details in the denoised image than all the other approaches.

5 Conclusion and Future Scope

Based on the comparative analysis we can conclude that the proposed two stage
approach outperforms all the existing approaches under investigation. These significant
improvements in the proposed approach are attributed to the efficient use of pre-filtered
and method noise image for the computation of new weights during the second stage of
denoising. In future, speed optimization can be obtained by developing a single stage
denoising algorithm that include edge map for the computation of weights for the better
preservance of the finer details.
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(a)

(b) (c) (e) - (e) -

Fig. 4. Edge map of Boat image for (a) noise free (b)–(e) denoised images obtained after
applying various approaches

186 K. Singh et al.



References

1. Aurich, V., Weule, J.: Non-linear Gaussian filters performing edge preserving diffusion. In:
Sagerer G., Posch S., Kummert F. (eds.) Mustererkennung 1995. Informatik aktuell,
pp. 538–545. Springer, Heidelberg (1995)

2. Lee, J.S.: Digital image enhancement and noise filtering by use of local statistics. IEEE
Trans. Pattern Anal. Mach. Intell. 2, 165–168 (1980)

3. Huang, T.S., Yang, G.J., Tang, G.Y.: A fast two-dimensional median filtering algorithm.
IEEE Trans. Acoust. Speech Signal Process. 27, 13–18 (1979)

4. Perona, P., Malik, J.: Scale-space and edge detection using anisotropic diffusion. IEEE
Trans. Pattern Anal. Mach. Intell. 12, 629–639 (1990)

5. Rudin, L.I., Osher, S., Fatemi, E.: Non-linear total variation based noise removal algorithms.
Physica D 60, 259–268 (1992)

6. Tomasi, C., Manduchi, R.: Bilateral filtering for gray and color images. In: 1998 Proceedings
of the Sixth International Conference on Computer Vision, pp. 839–846 (1998)

7. Buades, A., Coll, B., Morel, J.: A nonlocal algorithm for image denoising. In: 2005
Proceedings of CVPR, vol. 2, no. 7, pp. 60–65. IEEE Computer Society Conference on
Computer Vision and Pattern Recognition (2005)

8. Buades, A., Coll, B., Morel, J.: A review of image denoising algorithms, with a new one.
Soc. Ind. Appl. Math. (SIAM) 4, 490–530 (2005)

9. Mahmoudi, M., Sapiro, G.: Fast image and video denoising via nonlocal means of similar
neighborhoods. IEEE Sig. Process. Lett. 12, 839–842 (2005)

10. Orchard, J., Ebrahimi, M., Wong, A.: Faster nonlocal means image denoising using the FFT.
IEEE Trans. Image Process., 1–6 (2007)

11. Tasdizen, T.: Principal neighborhood dictionaries for nonlocal mean image denoising. IEEE
Trans. Image Process. 18, 2649–2660 (2009)

12. Brunet, D., Vrscay, E.R., Wang, Z.: The use of residuals in image denoising. In: Kamel, M.,
Campilho, A. (eds.) ICIAR 2009. LNCS, vol. 5627, pp. 1–12. Springer, Heidelberg (2009).
doi:10.1007/978-3-642-02611-9_1

13. Zhong, H., Yang, C., Zhang, X.: A new weight for nonlocal means denoising using method
noise. IEEE Sig. Process. Lett. 19, 535–538 (2012)

14. Coupé, P., Yger, P., Prima, S., Hellier, P., Kervrann, C., Barillot, C.: An optimized
blockwise non local means denoising filter for 3D magnetic resonance images. IEEE Trans.
Med. Imaging 27, 425–441 (2008)

15. Wang, Z., Bovik, A.C., Skeikh, H.R., Simoncelli, E.P.: Image quality assessment: from error
visibility to structural similarity. IEEE Trans. Image Process. 13, 600–612 (2008)

16. Herrera, J.V.M., Baudes, A.: NLmeans filter. http://www.mi.parisdescartes.fr\*baudes
\recerca.html

17. Gonzalez, R.C., Woods, R.E.: Digital image processing, 3rd edn. Pearson Education, India
(2008)

Method Noise Based Two Stage NLM Filtering Approach 187

http://dx.doi.org/10.1007/978-3-642-02611-9_1
http://www.mi.parisdescartes.fr
http://www.mi.parisdescartes.fr


Solving Multi-objective Two Dimensional
Rectangle Packing Problem

Amandeep Kaur Virk1(&) and Kawaljeet Singh2

1 Sri Guru Granth Sahib World University, Fatehgarh Sahib, India
anu_virk10@yahoo.co.in

2 University Computer Centre, Punjabi University, Patiala, India

Abstract. The work presented here solves rectangular packing problem in
which rectangular items are packed on a rectangular stock sheet. Multiple
objectives have been considered which are optimized using rectangle packing
algorithm with different heuristics. A mathematical formulation has been pre-
sented to solve the problem. Computational experiments have been conducted to
find the best packing layout for the problem.

Keywords: Nesting problem � Multi-objective optimization � Non-guillotine
cutting

1 Introduction

Nesting problems are two-dimensional cutting and packing problems which select the
best possible arrangement for two-dimensional regular or irregular shapes on a larger
stock sheet such that minimum stock sheet material is wasted. These problems have
been a classic subject in computer science research. Nesting problems find wide
applicability in many industries ranging from small scale industries like leather[1],
paper [2, 3], glass, wood, sheet metal cutting to large scale industries related to ship
building, automobiles and VLSI design. The two-dimensional nesting problems belong
to the class of NP-complete problems [4–6] where finding exhaustive solutions
becomes difficult as the size of the problem increases. Thus, heuristic techniques are
used to find optimum arrangement for pieces on a stock sheet.

In this paper, a special variation of nesting problem, two-dimensional
non-guillotine rectangular stock cutting problem with multiple objectives is consid-
ered. The rectangle packing algorithm used by Singh and Jain in 2009 [7] has been
redrafted to generate 60 feasible patterns using heuristics.

The remainder of the paper is organized as follows: Sect. 2 discusses the problem
definition, Sect. 3 covers the multiobjective nature of the problem, Sect. 4 describes the
mathematical formulation, Sect. 5 discusses the results and conclusion and future scope
is covered in Sect. 6.
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2 Problem Definition

The two-dimensional non-guillotine rectangle packing problem consists of a large
rectangular stock sheet of given length L and width W and an order list of small
rectangular items i of specified length li and width wi, i = 1,2,3…n, to be cut from
stock sheet such that no two items overlap each other. The items are allowed to rotate
by 90◦. The cuts are non-guillotine which means that the cuts may not go from one end
of the stock sheet to another end [8] (Fig. 1). The primary objective of this problem is
to find a layout of items on stock sheet which maximizes the utilization of stock sheet.
Wascher et al. in 2007 [9] gave a typology of cutting and packing problems. They have
classified two-dimensional rectangle packing problem as two-dimensional rectangular
single large object placement problem (2D-SLOPP).

The heuristic used for placing rectangular pieces on the stock sheets has been given
by Singh and Jain in 2009 [7]. Brief description of the heuristic is as follows:

• The rectangles are first sorted in decreasing order according to the aspects related to
rectangle. The sequencing done in this paper is on the basis of length, area, aspect
ratio, profit and maximum allowed lateness of rectangles.

• The item first picked is placed horizontally and then vertically on the left bottom
corner of the stock sheet. The item placed gives rise to two pivot points-top left and
bottom right corners of the item placed. Pivot points are probable positions where
the next item can be placed. The next item to be placed is placed both length-wise
and breadth-wise at the two pivot points. The position which gives minimum
wastage is selected. New pivot points are defined and used ones are deleted. The
pivot points are sequenced according to:
– minimum radial distance (PPD)
– minimum x-distance, in case of tie, point with minimum y-distance is taken as

next pivot point (PPL)
– minimum y-distance, in case of tie, point with minimum x-distance is taken as

next pivot point (PPB)
• The process is repeated until all items are placed.
• The stock sheet is also oriented in both directions-horizontally and vertically.

Thus the total patterns possible for a problem are 60 which is the product of probable
orientation of stock sheet, probable orientation of first item placed on the stock sheet,
probable sequencing patterns, different basis for sequencing of items considered, dif-
ferent sequencings of pivot points (along) considered = 2 � 2 � 1 � 5 � 3 = 60.

Fig. 1. Non-guillotine cuts
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Thus OL-IL-D-SL-PPD stands for a pattern obtained, when object is oriented
length-wise; first-item placed on the reference point is also oriented length-wise; items
are sorted in decreasing order and are sequenced on the basis of length; pivot points are
arranged in increasing order along the diagonal of the object (Fig. 2).

3 Multi-objective Nature of the Problem

The principal aim of the rectangle packing problem is to attain maximum utilization of
the stock sheet. Due to many real world applications of the cutting stock problem,
multiple, often conflicting objectives arise naturally. Researchers are of the view that
cutting stock problem with single objective does not consider all the aspects of the
production process. This study takes into account number of cuts, maximum lateness of
rectangles and total profit as additional objectives along with utilization factor
maximization.

1. Utilization factor

Utilization factor is defined as the amount of stock sheet space used to place
rectangular items. Our aim is to place rectangles in an optimum arrangement so that
maximum space is utilized. The items are placed according to all the possible 60
orientations stated above and the values are noted.

2. Number of cuts

Optimization or efficient usage of cutting equipment can be achieved by mini-
mizing the number of independent cuts required by a packing arrangement. Cuts are
simply defined as the number of distinct edges within a packing arrangement. We take
into account non-guillotine cuts.

The required number of cuts is counted using the following procedure [10]. The
total number of cuts required by a single rectangle is four as it has four edges. For each
rectangle, all edges of the rectangle are checked whether they lie on the edge of mother
sheet or not. If an edge lies on mother sheet edge, then the number of cuts for each such
occurrence is reduced by one as sheet edge does not require a cut. The figure below
shows a rectangle with two edges lying on the boundary of the sheet. So, the number of
cuts required to cut this rectangle is reduced to two (Fig. 3).

Possible Orientation of Object Length-wise Breadth- wise
OL OB

Possible Orientation of First 
item placed on Object 

Length-wise Breadth- wise
IL IB

Sequencing Pattern Decreasing
D

Different Basis Sequencing of 
Items Considered 

Length Area Aspect Ratio Value Due Date
SL SA SAR VA DD

Sequencing of Pivot Points 
Considered 

Length Diagonal/ Radial Breadth
PPL PPD PPB

Fig. 2. Heuristics for rectangle packing
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Next we check the alignment of each rectangle with all other rectangles placed on
the stock sheet. A rectangle can share a common edge with other rectangles horizon-
tally or vertically. There are two possible cases:

Case1: When rectangles are aligned sidewise (fully or partially).
Case 2: When rectangles are aligned one above the other (fully or partially).
For both cases, if rectangles touch each other, then the number of cuts is decreased

by one (Fig. 4).

3. Maximum lateness of rectangles

This objective deals with time by which a rectangle should be available to the
customer. Each rectangle has an associated due date di, for i = 1,2,…..n, that specifies
the time by which it should ideally be cut and available to the customer. Each stock
sheet has a fixed processing time/cutting time T. The goal is to minimize the maximum
lateness of the rectangles with respect to their due dates (DD). The due date of a stock
sheet dj will the minimum due date of all the rectangles packed on that stock sheet [11].
Therefore, ideally a stock sheet should be cut before the due date of the sheet. Thus

dj ¼ mini2 j di 0� i� n; 0� j�N ð1Þ

Fig. 3. Rectangle with edges on the stock sheet boundary

(a) (b)

(c) (d)

Fig. 4. (a) Fully sidewise aligned rectangles (b) Partially sidewise aligned rectangles (c) Fully
top wise aligned rectangles (d) partially top wise aligned rectangles
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Further the completion time of a stock sheet is T which is kept constant. Thus,
maximum lateness of rectangles packed is given by:

XN

j¼1
T � dj 0� j�N ð2Þ

4. Total profit

Each rectangle is assigned a value and the objective is to maximize the total profit
by cutting the pieces with higher value first.

Maximize
XN

j¼1

Xn

i¼1
viXj 0� i� n; 0� j�N ð3Þ

4 Mathematical Modelling

Let
n Total number of items to be packed
N Total Number of stock sheets available in reserve
li Length of ith item
wi Width of ith item
L Length of stock sheet
W Width of stock sheet
qi Requirement of ith shape item
di Due date of ith item
ci Number of cuts required to cut ith item
vi Value assigned to ith item
Pij Number of pieces of ith shape on jth stock sheet
Xj Number of times jth stock sheet enters into an optimal solution
Sj Cost of jth stock sheet
T Processing time of single stock sheet
dj Minimum due date of jth stock sheet

Objective function is defined as:

1. Utilization Factor

Maximize
XN

j¼1

Xn

i¼1

liwi

N LjWj
� � 0� i� n; 0� j�N ð4Þ
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2. Number of Cuts

Minimize
XN

j¼1

Xn

i¼1
CiPij 0� i� n; 0� j�N ð5Þ

3. Maximum Lateness of Rectangles

Minimize
XN

j¼1
T � dj 0� j�N ð6Þ

4. Total Profit

Maximize
XN

j¼1

Xn

i¼1
viXj 0� i� n; 0� j�N ð7Þ

Subject to following constraints:

5. Requirement of each object in the order list

XN

j¼1

Xn

i¼1
PijXj � qi 0� i� n; 0� j�N ð8Þ

6. Reserve of stock sheets

XN

j¼1
Xj � 1 0� j�N ð9Þ

5 Experimental Setup and Results

The algorithm was implemented on MATLAB 7.3. A test data set, consisting of the
objects of different sizes and the items required to be placed on these objects, was
considered as given in Table 1 below.

For the given data set, a total of 60 feasible patterns were generated using the given
heuristics. In total 30 different layouts were observed and they have been tabulated in
the Table 2 given below along with values for total number of pieces placed (TPP),
utilization factor (UF), total number of cuts, total value/profit and maximum lateness.

Table 1. Data Set

Stock sheets: 2
Length = 70 Width = 40 Quantity: 5
Length = 40 Width = 40 Quantity: 4

Requirement

S.No 1 2 3 4 5 6 7 8 9 10
Length 22 31 35 24 30 13 14 14 12 13
Width 21 13 9 9 7 11 10 8 8 7
Qty 7 9 4 9 12 4 11 3 12 14
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Mathematical formulation for the result obtained above for the given dataset is
stated below. x1 represents pattern 1, x2 represents pattern 2 and so on.

• Maximize (Utilization factor)
88.07 x1 + 96.1 x2 + 86.85 x3 + 79.17 x4 + 76.2 x5 + 88.7 x6 + 80.03 x7 + 91.3
x8 + 95.5 x9 + 90 x10 + 77.1 x11 + 85.6 x12 + 86.9 x13 + 94 x14 + 87.3
x15 + 88.2 x16 + 93.85 x17 + 85.2 x18 + 75.6 x19 + 82.5 x20 + 80.9 x21 + 95.5
x22 + 88.7 x23 + 89 x24 + 67.75 x25 + 71.6 x26 + 84 x27 + 88.07 x28 + 74.3
x29 + 76.7 x30

• Minimize (number of cuts)
12 x1 + 16 x2 + 45 x3 + 11 x4 + 14 x5 +11 x6 + 13 x7 + 13 x8 +21 x9 + 22
x10 + 10 x11 + 19 x12 + 12 x13 +18 x14 + 19 x15 + 16 x16 + 12 x17 + 10
x18 + 13 x19 + 18 x20 + 20 x21 + 13 x22 + 15 x23 + 19 x24 + 11 x25 + 9
x26 + 16 x27 + 23 x28 + 18 x29 + 17 x30

• Maximize (Profit)
2963.1 x1 + 3112.2 x2 + 3693.4 x3 + 2379.8 x4 + 2251.1 x5 + 2630.8
x6 + 2329.3 x7 + 3070 x8 + 5046.2 x9 + 2803.2 x10 + 2763.3 x11 + 2325.6
x12 + 2676.6 x13 + 2731.2 x14 + 4774.1 x15 + 2896 x16 + 2942 x17 + 2493.1
x18 + 2059.2 x19 + 2569.6 x20 + 4558.6 x21 + 3114.4 x22 + 2630.8
x23 + 2577.8 x24 + 2269.6 x25 + 1831.8 x26 + 4306.4 x27 + 3170.8
x28 + 2000.6 x29 + 4289.2 x30

• Minimize (Maximum Lateness)
51.09 x1 + 44.84 x2 + 45.7 x3 + 45.7 x4 + 45.7 x5 + 51.09 x6 + 51.09 x7 + 44.8
x8 + 36.8 x9 + 41.64 x10 + 51.09 x11 + 56.1 x12 + 56.1 x13 + 56.1 x14 + 51.09
x15 + 44.8 x16 + 56.1 x17 + 51.09 x18 + 7.39 x19 + 41.04 x20 + 56.1
x21 + 51.09 x22 + 51.09 x23 + 56.1 x24 + 51.09 x25 + 4.07 x26 + 51.09
x27 + 51.09 x28 + 56.1 x29 + 51.09 x30

The solution is selected by exhaustively searching for the layout pattern that best
satisfies all the objectives. The result is tabulated below in Table 3.

Table 3. Results obtained

Sheet type UF Cuts Value Lateness TPP Heuristic

70 � 40 96.1 16 3112.2 44.84 9 OL_IL_D_SA_PPL
70 � 40 95.3 13 3070 44.8 8 OB_IB_D_SA_PPL
70 � 40 91.5 21 5046.2 36.8 12 OL_IB_D_VA_PPL
70 � 40 86.85 45 3693.4 45.7 22 OL_IL_D_SAR_PPD
70 � 40 88.07 12 2963.1 51.09 8 OL_IL_D_SL_PPL
40 � 40 95.5 13 3114.4 51.09 8 OL_IB_D_DD_PPL
40 � 40 89 19 2577.8 56.1 10 OL_IL_D_SA_PPL
40 � 40 88.07 23 3170.8 51.09 12 OL_IL_D_VA_PPL
40 � 40 93.85 12 2942 56.1 7 OL_IL_D_SA_PPL
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6 Conclusion and Future Scope

This paper investigates the two-dimensional rectangle packing problem where rect-
angular items are to be arranged on a stock sheet to maximize the profit. The single
objective problem has been converted into a multi-objective problem to meet the real
world scenarios. The new multi-objective rectangle packing problem has been solved
using various heuristics and the results obtained have been exhaustively searched to
look for the best solution. More objectives and heuristics can be considered to satisfy
the real world industrial requirements.
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Abstract. In this paper, the implementation of the binary-coded Genetic Algo‐
rithm (GA) for multi-parameter retrieval through inverse analysis is demon‐
strated. A porous rectangular fin with constant thermo-physical parameters is
investigated. The porous fin involves Fourier law of heat conduction along with
natural convection and surface radiation phenomena. Due highly nonlinear
phenomenon owing to the radiative effect and because of the associated
complexity in the gradient evaluation, gradient-free method based on the GA has
been used for unknown parameter retrieval. The analysis is done for satisfying a
given temperature distribution on the fin surface generated using a well-validated
forward solver based on the Runge-Kutta method. It is observed from the simu‐
lated experiments that for simultaneous multi-parameter retrieval, the GA yields
multiple combinations of unknown parameters satisfying a particular distribution
of temperature.

Keywords: Porous fin · Inverse problem · Optimization · Parameter retrieval

1 Introduction

Fins are one of the passive methods of enhancing the rate of heat transfer from a primarily
surface [1, 2]. The rate of heat transfer through fins primarily depends on the temperature
gradient, the available surface area, the surface heat transfer coefficient along with other
thermal parameters [3]. Fins are widely used in various applications, such as air condi‐
tioning and refrigeration, electronic equipments, space radiators and many more [4–6].
Among different types of fins, porous fins increase the effective surface area of heat
convection to the surrounding fluid medium. For the heat transfer analysis of porous
fins, the local temperature is considered to distinctly change along the longitudinal
direction, whereas, the fluid-solid interaction is taken to obey the Darcy’s law and the
surface convection effect is normally ignored [7, 8]. In order to analyze a system’s
response to a known set of input and operating conditions, a forward/direct analysis is
made [9]. Alternatively, when some of the pertinent conditions are required to be either
predicted or retrieved, then an inverse analysis is required to be accomplished [10]. Many
studies have been undertaken addressing the application of porous fins which include
both the forward and the inverse analyses. For example, Bhanja and Kundu [11]
performed a closed form forward analysis on a T-shaped porous fin using the Adomain
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decomposition method. Gorla and Bakier [12] implemented the fourth order accurate
Runge-Kutta method to obtain a forward numerical solution for local temperature distri‐
bution in a rectangular porous fin problem. Das and Ooi demonstrated an inverse solution
methodology based on the simulated annealing algorithm for simultaneously retrieving
five unknown parameters satisfying a given temperature distribution [13]. Hatami and
Ganji [14] studied the heat transfer phenomenon of ceramic porous fins. They solved
the forward problem using the least squares method along with the Runge-Kutta method.
Moradi et al. [15] adopted a forward solver based on the differential transformation
method to investigate a triangular porous fin involving variable heat diffusion parameter.
Das [16] demonstrated the application of the Runge-Kutta method as a forward algo‐
rithm along with the hybrid combination of nonlinear programming and the Differential
Evolution (DE) algorithm-based inverse procedure for parameter retrieval. Das and
Prasad [17] reported an inverse algorithm incorporating the DE in a porous fin to simul‐
taneously predict the porosity and thermal diffusivity.

The available literature on porous fins in particular reveals that very few studies deal
with the application of the binary-coded GA for multi-parameter retrievals using inverse
analysis [18]. Furthermore, it is well-known that the evolutionary methods of optimi‐
zation are preferable for performing an intelligent searching and they are suitable where
gradients are not easily computed due to associated difficulties such as nonlinearity,
discontinuity, non-convexity, etc. [19, 20]. Due to this reason, the motivation in the
present paper is to apply the binary-coded GA for solving an inverse heat transfer
problem in a rectangular porous fin.

2 Formulation and Solution Methodology

A rectangular porous fin geometry operating under environment temperature, Ta as
shown in Fig. 1 has been studied. The fin involves porosity, ϕ along with the thermal
conductivity of solid and fluid as, ks and kf, respectively. The fin is attached to the base
involving temperature, Tb with its tip being adiabatic. The local temperature, T changes
along the axial (i.e., x) direction, the fluid-solid interaction follows Darcy’s law [21] and
the surface convection effect has been neglected [7, 8]. Performing an energy balance
between any two locations (x and x + Δx) along the fin length, L, the relevant heat transfer
rate, Q under steady-state can be stated as,

Q(x) − Q(x + Δx) = ṁcp

(
T − Ta

)
(1)

where, cp is the specific heat capacity of the fluid medium and the mass flow rate, ṁ can
be computed in the following way [8],

ṁ = 𝜌 vwΔxW (2)

where, ρ is the fluid density and W is the fin width. The fluid velocity, vw can be obtained
as [8],
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vw =
gKp𝛽vol

𝜈

(
T − Ta

)
(3)

where, 𝜈, Kp and 𝛽vol are the kinematic viscosity of fluid, the fin permeability and the
coefficient of volumetric thermal expansion, respectively.

Tb, (constant)

L
x

Insulated fin tip

Conduction, k

Radiation

aT

t

Porous media

aT

W

Fig. 1. Geometry of the porous rectangular fin.

In the present work, the heat dissipation occurs due to inside conduction obeying
Fourier law, surface radiation and natural convection [12]. Realizing the effective fin
thermal conductivity as keff = 𝜙 kf + (1 − 𝜙)ks, cross section area, A = Wt and fin perim‐
eter, P = 2(W + t) and considering the width, W to be considerably larger than the fin
thickness, t (i.e.,W + t ≈ W), the governing energy equation can be represented as [12, 17],

keff

d2T

dx2 −
2 𝜎 𝜀

t

(
T4 − T4

a

)
−

𝜌f cpgK𝛽vol

(
T − Ta

)2

t 𝜈
= 0 (4)

where, 𝜎 = 5.67 × 10−8 W/(m2.K4) denotes the Stefan-Boltzmann constant. The governing
equation, Eq. (4) has been solved using the following boundary conditions,

dT

dx

||||x=0
= 0; T(x)|x=L = Tb (5)

For generalization, the above-mentioned, Eq. (4) is non-dimensionalized using the
following parameters [12],
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𝜃 =

(
T − Ta

)
(
Tb − Ta

) ; X =
x

L
; Da =

Kp

t2 ; Ra =
𝛽volg

(
Tb − Ta

)
t3

𝜈 𝛼

; Kr =
keff

kf

;

Ca =
Ta(

Tb − Ta

) ; Sh =

Ra.Da.
(

L

t

)2

Kr

; Nr =
2𝜎𝜀
keff t

L2(Tb − Ta

)3

(6)

where, Ca represents the temperature ratio, θ represent dimensionless temperature, X
denotes dimensionless distance, Kr indicates the conductivity ratio, Sh signifies porous
parameter, Nr denotes the radiation parameter and α pertains to the thermal diffusivity
of the fluid. Additionally, Da and Ra characterize Darcy and Rayleigh numbers, respec‐
tively. Using Eq. (6), the dimensionless version of Eqs. (4) and (5) can be characterized
by Eqs. (7) and (8), respectively, i.e.,

d2
𝜃

dX2 − Sh𝜃
2 − Nr

[(
𝜃 + Ca

)4
− C4

a

]
= 0 (7)

d𝜃

dX

||||X=0
= 0; 𝜃(X)|X=1 = 1 (8)

In the present work, the forward problem has been solved using the Matlab-based
solver (bvp4c) implanting a fourth order accurate implicit Runge-Kutta method. Since
this method is discussed elsewhere [16], therefore its details are not provided here.
Furthermore, the code validation study is also accomplished in many previously-
published literature [17, 21], consequently this discussion is also not elaborated here.
Next, we proceed for the inverse analysis, which is the main objective of the present
study.

Some of the important parameters relatable to a porous fin are the porosity, ϕ, the
permeability, Kp, thermal conductivity of the solid, ks and thermal conductivity of the
fluid, kf. These parameters have been estimated to meet a given dimensionless temper‐
ature profile, 𝜃 considering other parameters to be known. The simulated temperature
measurement data are considered at three axial locations, two at the fin base and tip,
while another at the middle location of the fin. For concurrently predicting the param‐
eters, the objective function, J is described as,

Minimize: J =
(
𝜃1 − 𝜃1

)2
+

⎛
⎜
⎜⎝
𝜃 (i + 1)

2

− 𝜃 (i + 1)
2

⎞
⎟
⎟⎠

2

+
(
𝜃i − 𝜃i

)2
(9)

where, i (an odd number, 61 for the current case) is the index for the simulated temper‐
ature measurement location, whereas, the superscript (~) represent the exact simulated
temperature data. The temperature involving guessed value of unknowns (i.e., 𝜙, Kp, ks

and kf) which is iteratively updated using the GA is represented without superscript. The
optimization algorithm is explained next.
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3 Optimization Algorithm

In the current study, evolutionary optimization algorithm based on the binary-coded GA
has been tested for multi-parameter retrieval. The termination condition is considered upto
100 iterations. The population size in the GA is considered 20. The configuration of the
computing system is Intel(R) Core i7-3770, 8 GB RAM with clock speed of 3.40 GHz. In
the present binary-coded GA, depending on the number of unknowns, say np, 10 × np

binary bits are randomly created to signify one string (individual) of the GA. First 10 bits
are allocated to denote the first parameter and so on. Binary bits are converted into decimal
system to evaluate the objective function, J for each string. The set of solutions in any
population is called the generation of the GA, which is iteratively updated. For converting
a binary into a decimal number, randomly-generated 10 binary bits (either 0 or 1) are used,
which generate 210 = 1024 distinct numbers ranging from 0 and 1023 (i.e., 210–1). To
characterize a particular parameter, y in decimal system satisfying a given upper and lower
limits (i.e., LL, UL), the following concept is used [22],

y = LL +
(UL − LL)

(210 − 1)
× (decimal correspondent of the binary number) (10)

where, LL = [0.10, 1 × 10−20 m2, 10 W/(m.K), 0.01 W/(m.K)] and UL = [0.90, 1 × 10−8

m2, 400 W/(m.K), 0.50 W/(m.K)] for porosity, 𝜙, permeability, Kp, solid thermal conduc‐
tivity, ks and fluid thermal conductivity, kf, respectively. If the termination condition is not
satisfied, then the reproduction is performed through crossover and mutation through pre-
defined probabilities. In the present work, the crossover and the mutation probabilities have
been considered as 0.80 and 0.03, respectively. For four parameters, i.e., np = 4, the cross‐
over method is exemplified below,

Parents (before crossover)
‘01101-10101-00101-11’101-11001-10110-10001-10100
‘11011-10010-11010-01’110-10001-11100-00001-10010

(11a)

Children (after crossover)
‘11011 -10010-11010-01’101-11001-10110-10001-10100
‘01101 -10101-00101-11’110-10001-11100-00001-10010

(11b)

The mutation (occurring within an individual child) is denoted below,

Child-1  (Before mutation)
11011-10010-11010-011‘0’1-11001-10110-10001-10100

Child-1 (After mutation)
11011-10010-11010-011‘1’1-11001-10110-10001-10100

(12)

The iterative process is executed until the termination condition attainment.
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4 Results and Analysis

As mentioned earlier that the forward solver based on the Matlab function (bvp4c)
implementing the Runge-Kutta method of fourth order accuracy has been validated
against the literature results [12]. Since its details are available elsewhere in many
previously published literature (for instance, [17, 21]), consequently its details are not
repeated in the current study. The objective here is to implement the GA for simultaneous
prediction of four parameters (𝜙, Kp, ks and kf) meeting a given simulated temperature
profile. This is accomplished by the minimization of the objective function, J defined in
Eq. (9). The fin length, L and the fin thickness, t of the porous surface have been consid‐
ered as 0.10 m and 0.03 m, respectively. Other parameters considered for creating the
exact simulated temperature distribution, 𝜃 through the forward solver are,
Sh = 1.4471, Nr = 0.0535 and Ca = 1.0105. Table 1 presents the parameters along with
their relevant objective function and computational time inversely-retrieved using the
binary-coded GA. Five distinct runs of the GA have been executed in this study with
results as presented in Table 1. It is found that the final combination of retrieved param‐
eters for each run differ from one another. So, it is clear that the inverse optimization
technique provide multiple combinations of the parameters satisfying a given condition.
The average values of objective function and computational time are also mentioned in
the table. It is worthy to point here that each set of estimated parameters (𝜙, Kp, ks and
kf) obtained in Table 1 may yield a distinct set of dimensionless parameters (Sh, G, Ct)
that is different from the one considered in the forward method.

Table 1. Retrieved porous fin parameters obtained using the binary-coded GA; forward method:
[Sh = 1.4471, G = 0.0535 and Ct = 1.0105].

Sl. No. Retrieved parameters Objective
function

CPU time

𝜙 Kp, m2 ks, W/(m.K) kf, W/(m.K) J seconds

1. 0.2056 5.06 ×10−9 40.12 0.3999 2.304 ×10−7 96.18
2. 0.1438 9.85 ×10−9 26.39 0.1422 4.043 ×10−6 104.70
3. 0.2322 9.77 ×10−9 10.00 0.0378 7.418 ×10−9 96.77
4. 0.8922 5.18 ×10−10 45.46 0.3980 6.611 ×10−6 101.92
5. 0.1063 4.99 ×10−9 10.00 0.0847 2.017 ×10−4 97.18

Average 4.251 ×10−5 99.35

Next, it is important to check the accuracy of the retrieved parameters, which can be
confirmed from the reconstructed temperature profiles shown in Fig. 2. It is found that
all distributions evaluated using the retrieved parameters are very well in agreement
with the exact distribution. From the GA-reconstructed profiles, the maximum residual
is found to be approximately 1.97%. The iterative variation of the objective function, J
for all runs of Table 1 is presented in Fig. 3. The value of the objective function, J
regularly decreases with iterations as can be observed from Fig. 3. As the termination
condition was considered either when the objective function, J attains zero or number
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of generations (i.e., iterations) reaches 100. Thus, in this analysis, all runs have been
terminated at the 100th generation.
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Fig. 2. Comparison of the reconstructed and the exact temperature distributions for different runs.
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Fig. 3. Variation of the objective function, J with generations of GA.

The iterative variations of all the retrieved parameters are illustrated in Fig. 4. It is
found that multiplicity of solutions exists satisfying a given criterion (i.e., yielding a
given temperature profile). This is because from the objective function trends (Fig. 3),
for all runs, the value of the objective function, J reaches O (≤ 10−3) by at most 50
generations (iterations), however, in Fig. 4, many concerned parameters (𝜙, Kp, ks and
kf) estimated from the inverse approach differ considerably from one run to another.
Additionally, for a given run (for instance, Run 5 in Fig. 4a and d), the values of the
parameters significantly change even beyond 50 generations.

Multi-parameter Retrieval in a Porous Fin 203



1 10 19 28 37 46 55 64 73 82 91 100

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 Run 1
 Run 2
 Run 3
 Run 4
 Run 5

Po
ro

si
ty

 o
f t

he
 fi

n,
 φ

Generations
1 10 19 28 37 46 55 64 73 82 91 100

0.0
1.0x10-9

2.0x10-9

3.0x10-9

4.0x10-9

5.0x10-9

6.0x10-9

7.0x10-9

8.0x10-9

9.0x10-9

1.0x10-8

 Run 1
 Run 2
 Run 3
 Run 4
 Run 5

Pe
rm

ea
bi

lit
y 

of
 th

e 
fin

, K
p m

2

Generations

1 10 19 28 37 46 55 64 73 82 91 100
0

10
20
30
40
50
60
70
80
90

100
110
120
130
140
150

 Run 1
 Run 2
 Run 3
 Run 4
 Run 5

Th
er

m
al

 c
on

du
ct

iv
ity

 o
f s

ol
id

, k
s W

/(m
.K

)

Generations
1 10 19 28 37 46 55 64 73 82 91 100

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

 Run 1
 Run 2
 Run 3
 Run 4
 Run 5

Th
er

m
al

 c
on

du
ct

iv
ity

 o
f f

lu
id

, k
f W

/(m
.K

)

Generations

Fig. 4. Iterative variation of inversely estimated parameters

5 Conclusions

The implementation of the binary-coded Genetic Algorithm (GA) for multi-parameter
estimation in porous rectangular fin by inverse analysis is established. The governing
energy equation is considered nonlinear, due to which the GA has been used for
obtaining the solution of the inverse problem. The forward problem is solved using the
well-validated fourth order accurate Runge-Kutta method that was also used to synthe‐
size the simulated temperature distribution. Four critical parameters have been success‐
fully predicted using the binary GA. The present work also reveals that for the simul‐
taneous retrieval of existing parameters, multiplicity of solutions exists which simulta‐
neously satisfy a particular thermal objective. This consequently serves as the selection
strategy to decide the appropriate operating parameters from the available alternatives.
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Abstract. There is number of engineering design problems which are modeled
as non-linear optimization problems. These problems are considered as bench-
mark problems for testing newly design optimization techniques. The objective
of this paper is to demonstrate the effectiveness of a newly proposed constrained
Laplacian Biogeography Based Optimization algorithm on three engineering
design problems. The results are compared with existing efforts reported in
literature. It is shown that in a majority of the cases constrained Laplacian
Biogeography Based Optimization algorithm provides superior results.

Keywords: Constrained laplacian biogeography based optimization
(C-LX-BBO) � Welded beam design problem � Pressure design problem �
Tension string problem

1 Introduction

Many researchers and engineers consider structural engineering optimization problems
as the benchmark problems to test the performance of an algorithm which is proposed
for solving constrained optimization problems. These problems are very basic yet
complex and important in the field of Structural Engineering design optimization.
Engineering design optimization is the process of finding the optimal parameters which
are responsible for the design of the any machine. The welded beam design problem,
Pressure vessel design problem and tension string design problems are well known
engineering design problems. The problems differ in their complexity, non-linearity of
the constraints, number of decision variables (Arora 1989).

Many researchers have attempted their respective method to solve the engineering
design problems. Sandgren (1988) has used integer and discrete programming for
solving these engineering design problems. Zhang and Wang (1993) have used mixed
discrete optimization with simulated annealing. Later Zhang et al. (2008) have used
Differential evolution for solving these constrained optimization problems. Ray and
Liew (2003) have proposed an algorithm based on social behavior to solve engineering
design problems. Tsai (2005) has put some light on solving non-linear fractional
programming problems by using structural engineering design optimization problems
as benchmark functions. Hedar and Fukushima (2006) have given the derivative free
filter simulated annealing method for constrained optimization problems. Dimopoulos
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(2007) have also made an attempt to solve mixed variable engineering optimization
problems. In Cagnina et al. (2008) Constrained Particle Swarm Optimization is tested
on four standard constrained optimization problems. In Coelho (2010), a new approach
of PSO for solving constrained optimization problem is proposed. Kaveh and Talata-
hari (2010) have solved engineering optimization problems using hybrid Particle
Swarm Optimization and Artificial Bee colony. Mehta and Dasgupta (2012) have used
a new constrained optimization technique based on simplex search method. This new
approach is called Gaussian quantum-behaved particle swarm optimization approaches
for constrained engineering design problems. In Gandomi et al. (2011) and Gandomi
et al. (2013), Firefly Algorithm and Cuckoo search is used respectively to solve the
mixed variable structural optimization problems. In Garg (2016), a hybrid technique
called PSO-GA has been used.

Due to their limitations, many traditional methods fail to solve these engineering
design problems. On the other hand, heuristic methods can be used for solving any
complex and highly non-linear optimization problems. Biogeography Based Opti-
mization is proposed by Simon (2008) for solving unconstrained optimization prob-
lems. For solving constrained optimization problems, BBO has been generalized for
solving constrained optimization problems. Recently proposed Constrained Lapla-
cian BBO (Garg and Deep 2016) has been tested and proved to be a good constrained
optimization algorithm.

In this paper, Constrained Laplacian BBO has been applied to solve the engineering
design problems. The paper has been designed as: Sect. 2 gives the description of the
engineering design problem i.e. welded beam design Problem, Pressure Design
Problem, Tension string problem. Section 3 gives the Constrained Laplacian BBO
which is used for solving engineering design problems. Section 4 presents the
numerical results obtained after solving these engineering optimization problems by
Constrained Laplacian Biogeography Based Optimization. In the last Sect. 5, conclu-
sion and future aspects of this study is provided.

2 Structural Engineering Design Problems

In this Section, three standard structural engineering design problems are considered
i.e. Pressure vessel design Problem, Welded Beam Design Problem and Tension String
Design Problem. The mathematical models and a brief introduction to all three design
problems are as follows:

2.1 Pressure Vessel Design Problem

A cylindrical vessel capped at both ends by hemi spherical heads is into two parts. The
compressed air storage tank with working pressure of 2000 psi and a maximum volume
of 750 ft3 is considered. The two parts are joined by welding two longitudinal welds to
form a cylinder. The objective is to minimize the cost which includes cost of material
and forming and welding. This optimization problem contains four design variables
namely thickness of the pressure vessel (Ts), thickness of the head (Th), inner radius of
the vessel (R) and the length of the vessel without heads (L) (Fig. 1).
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To model this design optimization problem, we are considering, Ts = x1, Th = x2,
R = x3 and L = x4 are four variables. Mathematical model of the problems is given as
follows:

min f Xð Þ ¼ 0:6224x1x3x4 þ 1:7781x2x23 þ 3:1661x21x4 þ 19:8x21x3
s:t:g1 Xð Þ ¼ �x1 þ 0:0193x3 � 0

g2 Xð Þ ¼ �x2 þ 0:009543x3 � 0

g3 Xð Þ ¼ �px23x4 �
4
3
px33 þ 1296000� 0

g4 Xð Þ ¼ x4 � 240� 0

The variable region is defined as:
Region I:

1 � 0:0625� x1; x2 � 99 � 0:0625;
10� x3; x4 � 200

A different version of pressure vessel design Problem is given in following manner:
Region II: In Region I, the upper bound of fourth decision variable(x4) is 200.

Thus, the fourth constrain (g4) is automatically satisfied. Thus, for more extensive
study, the upper limit of fourth decision variable is set equal to 240. The range of the
decision variable is taken as follows:

1 � 0:0625� x1; x2 � 99 � 0:0625;
10� x3 � 200; 10� x4 � 240

In Madhvi et al. (2007), the problem of Region II is solved.

2.2 Welded Beam Design Problem

Rasgedelle and Philips (1976) have given the detailed introduction to welded beam
design problem. The objective of the optimal design problem is to minimize the cost of
fabrication. The decision variables are thickness of the weld (h), length of the welded

Fig. 1. Pressure vessel design
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joint (l), width of the beam (t) and thickness of the beam (b). Deb (1991) describes the
welded beam engineering design problem in detail (Fig. 2).

The decision variables are given as vector X ¼ ðx1; x2; x3; x4Þ ¼ ðh; l; t; bÞ
The mathematical model of the problem is as follows:

min f Xð Þ ¼ 1:10471x21x2 þ 0:04811x3x4ð14þ x2Þ
s:t:g1 Xð Þ ¼ s Xð Þ � smax � 0

g2 Xð Þ ¼ r Xð Þ � rmax � 0

g3 Xð Þ ¼ x1 � x4 � 0

g4 Xð Þ ¼ 0:125� x1 � 0

g5 Xð Þ ¼ dðXÞ � 0:25� 0

g6 Xð Þ ¼ P� PcðXÞ� 0

0:1� x1 � 2;0:1� x2 � 10; 0:1� x3 � 10;

0:1� x4 � 2

Where s is the shear stress in the weld, smaxð¼ 13600 psiÞ is the maximum allowable
shear stress in the weld. r is the normal stress in the beam, rmax is the allowable normal
stress for the beam material (=30000 psi), Pc the bar buckling load, P the load
(=6000 lb), and d the beam end deflection (Garg 2014).

s Xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ 2s1s2

x2
2R

� �
þ s22

r
; s1 ¼ Pffiffiffi

2
p

x1x2
; s2 ¼ MR

J
:

Where s1 and s2 are called primary and secondary stress.

M ¼ P Lþ x2
2

� �
; J Xð Þ ¼ 2

ffiffiffi
2

p
x1x2

x42
4

þ x1 þ x2
2

� �2� �� �

Are known as moments and polar moment of inertia respectively while the other terms
of the model are as follows:

Fig. 2. welded beam engineering design
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R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x22
4

þ x1 þ x3
2

� �2r
; r Xð Þ ¼ 6PL

x4x23
; d Xð Þ ¼ 6PL3

Ex33x4

PcðXÞ ¼
4:013E

ffiffiffiffiffiffi
x23x

6
4

36

q

L2
1� x3

2L

ffiffiffiffiffiffi
E
4G

r !

G ¼ 12� 106psi; E ¼ 30� 106psi; P ¼ 6000lb; L ¼ 14in

2.3 Tension String Design Problem

The objective function of the tension string design problem is to minimize the weight
of string with respect to minimum shear stress, deflection etc. The three decision
variables are: coil diameter (x1), the wire diameter (x2) and the number of active coil
(x3) (Fig. 3).

The formulation of the mathematical problems is as follows:

min f Xð Þ ¼ x21x2ð2þ x3Þ

s:t:g1 Xð Þ ¼ 1� x32x3
71785x41

� 0

g2 Xð Þ ¼ 4x22 � x1x2
12566ðx2x31 � x41Þ

þ 1
5108x21

� 1� 0

g3 Xð Þ ¼ 1� 140:45x1
x22x3

� 0

g4 Xð Þ ¼ x1 þ x2
1:5

� 1� 0

0:05� x1 � 2;0:25� x2 � 1:3; 2� x3 � 15

Fig. 3. Tension String Design
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3 Constrained Laplacian Biogeography Based Optimization

Biogeography Based optimization is based on the study of extinction and rising of
species. On the basis of the suitability index variables, species migrate from one habitat
to another. Migration is the key operator which is done probabilistically using immi-
gration and emigration rates.

ki ¼ Ið1� kðiÞ
n

Þ

li ¼ EðkðiÞ
n

Þ

li: emigration rate for ith species
ki: immigration rate for ith species
n: population size.
I, E: maximum possible immigration and emigration rate
k(i): fitness rank of the ith species.

After initializing the random set of solutions, two main operators’ migration and
mutation are performed until some pre defined criteria is achieved.

Laplacian BBO (LX-BBO) (Garg and Deep 2015) is an improved version of BBO.
LX-BBO was further extended for solving constrained optimization problems in Garg
and Deep (2016). Deb’s feasibility rules are used to handle the constrains (Deb 2000)
for Constrained LX-BBO. Constrained LX-BBO is tested on CEC 2006 benchmark
functions and five different constrained optimization problems having varying com-
plexity. Two operators are designed in constrained LX-BBO as follows:

3.1 Migration Operator of Constrained LX-BBO

Laplace crossover of real coded Genetic Algorithm is incorporated in the migration
operator of Constrained LX-BBO. Two habitats x1 and x2 are selected based upon
immigration and emigration rates.

These habitats are used to generate two new habitats y1 and y2 which are given by
the following equation:

yi1 ¼ xi1 þ bðxi1 � xi2Þ

yi2 ¼ xi2 þ bðxi1 � xi2Þ

Where random number b which follows Laplace distribution is generated given by
the equation:

b ¼ a� b � log uð Þ; u� 1=2
aþ b � log uð Þ; u[ 1=2

�
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ui 2 ½0; 1� is a uniform random number. a 2 R is called location parameter and
b > 0 is called scale parameter.

These two new habitats further give rise to a new habitat z which is used in further
generations.

z ¼ cyi1 þð1� cÞyi2

Where c ¼ cmin þðcmax � cminÞk
t

Where cmin and cmax are minimum and maximum values of c. These two param-
eters lies in [0, 1] and t is the generation count number. k < 1 is a user defined
parameter. The new solution replaces the worse solution.

3.2 Mutation Operator of Constrained LX-BBO

To improve the exploring ability of the algorithm, random mutation is used. Mutation
operator is based on mutation probability. Mutation probability is the probability of
selecting an individual to go through mutation process. The mutation rate (0.005) is set
same as for the unconstrained Laplacian BBO. On the basis of mutation probability, the
solution is replaced with a randomly generated solution z’.

z0 ¼ xmin þ rand � ðxmax � xminÞ

xmin is the minimum bound of decision variable x.
xmax is the maximum bound of decision variable x.
rand is the uniformly generated random number in [0,1].

3.3 Deb’s Constrained Handling Rules

In Constrained Laplacain Biogeography Based Optimization, Deb’s constraint handling
rules are applied to check the constraints of the optimization problem. In Deb (2000), a
fitness function based on Deb’s feasibility rules is defined as follows:

fitness xið Þ ¼
f xið Þ; if xi is feasible

fworst þ
Pp
j¼1

;jðxiÞ
		 		; ifxi is not feasible

8<
:

Where fitness (xi) is the fitness value of the individual xi. f(xi) is the objective function
value of the solution xi. fworst is the worst value of all the functional value obtained
from all feasible solutions. ;jðxiÞ is the value of left hand side of inequality constraint
(equality constraint is also converted into inequality constraint) of solution xi. Total
number of constraints is p.
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According to Deb’s technique one solution is preferred over the other one based on
these three conditions:

(1) A feasible solution is preferred over infeasible solution.
(2) If two solutions are feasible, then the solution with better objective function value

is preferred.
(3) If two solutions are infeasible, then the solution having less constraint violation

will be preferred.

The use of constraint violation in Deb’s constrained feasibility rules allows pushing
infeasible solution into feasible solution. These rules are implemented to check which
of the solution will go in the future generation after migration and mutation operator.

4 Numerical Results

All three structural engineering design problems are solved by Constrained Lapla-
cian BBO. The population size is set equal to 30, as all the problems are of three or four
variable problems.30 independent runs are performed to check the robustness of the
algorithm. Random population is generated using the clock time seed.

Followed by the criteria set by Garg (2014), the best solution among all the 30 runs
is reported. Tables 1, 2 and 3 record the comparitive results of all the three problems
solved by constrained LX-BBO and all the other algorithms reported in Garg (2014).

In Table 1, the best solution of pressure vessel design problem out of all the 30
independent runs is given. Sandgren (1988); Zhang and Wang (1993); Kannan and
Kramer (1994), Deb and Gene (1997), Coello (2000); Coello and Montes (2002); Hu
et al. (2003); Gandomi et al. (2013); He et al. (2004); Lee and Geem (2005); He and
Wang (2007); Montes et al. (2007); Montes and Coello (2008); Cagnina et al. (2008);
Kaveh and Talatahari (2009); Kaveh and Talatahari (2010); Coelho (2010) and Akay
and Karaboga (2012) are some of the well known attempts for solving pressure vessel
design problems (for Region I). pressure vessel design problems (for Region II) are
solved in Hedar and Fukushima (2006); Dimopoulos (2007); Mahdavi et al. (2007) and
Gandomi et al. (2011). In Garg (2014), all these results are taken to compare the results
obtained by ABC. In the present study, we are comparing with all the above results.
Although Constrained LX-BBO has obtained the minimum objective function value for
all the other reported results of other heuristic methods. But, ABC has produced better
minimum value for this problem only. However the difference between the results of
two algorithms is very small.

In Table 2, the best solution of welded beam design problem out all the 30 runs is
presented. This optimization problem is solved by many researchers: Ragsdell and
Phillips (1976); Deb (1991), Rao (1996); Deb (2000); Ray and Liew (2003); Lee and
Geem (2005); Hwang and He (2006) and Mehta and Dasgupta (2012). In Garg (2014)
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all these results produced are compared. Garg (2014) have outperformed all the
mentioned results. However, Constrained LX-BBO has minimum objective function
value than Garg (2014).

In Table 3, the results of tension string design problem is given. Belegundu (1982);
Arora (1989); Coello (2000); Ray and Saini (2001); Coello and Montes (2002);

Table 1. Comparison of results of pressure vessel design problem obtained by Constrained
LX-BBO and other algorithms

Region S.
no.

Method Design variables f(X)

I 1 Sandgren (1988) 1.1250 0.6250 47.7000 117.7010 8129.1036
2 Zhang and Wang (1993) 1.1250 0.6250 58.2900 43.6930 7197.7000
3 Kannan and Kramer

(1994)
1.1250 0.6250 58.2910 43.6900 7198.0428

4 Deb and Gene (1997) 0.9375 0.5000 48.3290 112.6790 6410.3811
5 Coello (2000) 0.8125 0.4375 40.3239 200.0000 6288.7445
6 Coello and Montes (2002) 0.8125 0.4375 42.0974 176.6541 6059.9460
7 Hu et al. (2003) 0.8125 0.4375 42.0985 176.6366 6059.1313
8 Gandomi et al. (2003) 0.8125 0.4375 42.0984 176.6366 6059.7143
9 He et al. (2004) 0.8125 0.4375 42.0984 176.6366 6059.7143
10 Lee and Geem (2005) 1.1250 0.6250 58.2789 43.7549 7198.4330
11 He and Wang (2007) 0.8125 0.4375 42.0913 176.7465 6061.0777
12 Montes et al. (2007) 0.8125 0.4375 42.0984 176.6360 6059.7017
13 Montes and Coello (2008) 0.8125 0.4375 42.0981 176.6405 6059.7456
14 Cagnina et al. (2008) 0.8125 0.4375 42.0984 176.6366 6059.7143
15 Kaveh and Talatahari

(2009)
0.8125 0.4375 42.1036 176.5732 6059.0925

16 Kaveh and Talatahari
(2010)

0.8125 0.4375 42.0984 176.6378 6059.7258

17 Coelho (2010) 0.8125 0.4375 42.0984 176.6372 6059.7208
18 Akay and Karaboga

(2012)
0.8125 0.4375 42.0984 176.6366 6059.7143

19 Garg (2014) 0.7782 0.3847 40.3211 199.9802 5885.4033
20 Present study

(C-LX-BBO)
0.7940 0.3925 41.12337 189.1067 5915.4130

II 1 Dimopoulos (2007) 0.7500 0.3750 38.8601 221.3655 5850.3831
2 Mahdavi et al. (2007) 0.7500 0.3750 38.8601 221.3655 5849.7617
3 Hedar and Fukushima

(2006)
0.7683 0.3798 39.8096 207.2256 5868.7648

4 Gandomi et al. (2011) 0.7500 0.3750 38.8601 221.3655 5850.3831
5 Garg (2014) 0.7276 0.3597 37.6991 239.9998 5804.4487
6 Present study

(C-LX-BBO)
0.7451 0.3689 38.5727 225.8359 5837.1528
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Table 2. Comparison of results of welded beam design problem obtained by Constrained
LX-BBO and other algorithms

Method Design variables f(X)

1 Ragsdell and Phillips (1976) 0.2455 6.1960 8.2730 0.2455 2.3859
2 Rao (Rao 1996) 0.2455 6.1960 8.2730 0.2455 2.3860
3 Deb (1991) 0.2489 6.1730 8.1789 0.2533 2.4331
4 Deb (2000) NA NA NA NA 2.3812
5 Ray and Liew (2003) 0.2444 6.2380 8.2886 0.2446 2.3854
6 Lee and Geem (2005) 0.2442 6.2231 8.2915 0. 2443 2.3800
7 Hwang and He (2006) 0.2231 1.5815 12.8468 0.2245 2.2500
8 Mehta and Dasgupta (2012) 0.2444 6.2186 8.2915 0.2444 2.3811
9 Garg (2014) 0.2444 6.2177 8.2916 0.2444 2.3810
10 Present study (C-LX-BBO) 0.2411 3.0829 8.3181 0.24419 1.8673

Table 3. Comparison of results of tension string design problem obtained by Constrained
LX-BBO and other algorithms

Method Design variables f(X)

1 Belegundu (1982) 0.0500 0.3159 14.250 0.0128
2 Arora (1989) 0.0534 0.3992 9.1854 0.0127
3 Coello (2000) 0.0515 0.3517 11.6322 0.0127
4 Ray and Saini (2001) 0.0504 0.3215 13.9799 0.0131
5 Coello and Montes (2002 0.0520 0.3640 10.8905 0.0127
6 Ray and Liew (2003) 0.0522 0.3682 10.6484 0.0127
7 Hu et al. (2003) 0.0515 0.3514 11.6087 0.0127
8 He et al. (2004) 0.0517 0.3567 11.2871 0.0127
9 Hedar and Fukushima (2006) 0.0517 0.3580 11.2139 0.0127
10 Raj et al. (2005) 0.0539 0.4113 8.6844 0.0127
11 Tsai (Tsai 2005) 0.0517 0.3567 11.2890 0.0127
12 Mahdavi et al. (2007) 0.0512 0.3499 12.0764 0.0127
13 Montes et al. (2007) 0.0517 0.3567 11.2905 0.0127
14 He and Wang (2007) 0.0517 0.3576 11.2445 0.0127
15 Cagnina et al. (2008) 0.0516 0.3542 11.4387 0.0127
16 Zhang et al. (2008) 0.0517 0.3567 11.2890 0.0127
17 Montes and Coello (2008) 0.0516 0.3554 11.3979 0.0127
18 Omran and Salman (2009) 0.0517 0.3566 11.2965 0.0127
19 Keveh and Talatahari (2010) 0.0519 0.3615 11.0000 0.0126
20 Coelho (2010) 0.0515 0.3525 11.5389 0.0127
21 Akay and Karaboga (2012) 0.0517 0.3582 11.2038 0.0127
22 Garg (2014) 0.0517 0.3567 11.2888 0.0127
23 Present Study (C-LX-BBO) 0.05505 0.4774 6.0586 0.0117
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Ray and Liew (2003); Hu et al. (2003); He et al. (2004); Hedar and Fukushima (2006);
Raj et al. (2005); Tsai (2005); Mahdavi et al. (2007); Montes et al. (2007); He and
Wang (2007); Cagnina et al. (2008); Zhang et al. (2008); Montes and Coello (2008);
Omran and Salman (2009); Keveh and Talatahari (2010); Coelho (2010) and Akay and
Karaboga (2012) are some honorable mentions used to solve tension string design
problem. Garg (2014) has the best result produced so far. (f(X) = 0.0127). Constrained
LX-BBO has obtained f(X) = 0.0117. Thus, constrained LX-BBO has emerged as a
winner for solving tension string design problems.

In Table 4, the statistical results of all the three design problems solved by Con-
strained LX-BBO are given. Best value represents the minimum function value
obtained by Constrained LX-BBO out of 30 runs. Worst value is the maximum value
obtained from 30 runs. Std is the standard deviation of all the functional values
obtained in 30 runs. Average and Mean value of 30 functional values are also given in
Table 4.

To check the efficiency of the Constrained LX-BBO on design problems, con-
vergence graph of all the problems are drawn. Horizontal axis gives the number of
iterations and vertical axis gives the corresponding function value obtained by using
Constrained LX-BBO. Convergence graphs of all the design problems are given in
Fig. 4.

Table 4. Best, worst, std dev, average and median of objective function value obtained from 30
runs using Constrained LX-BBO

Problem Best Worst Std Dev Average Median

Pressure vessel
design problem
(region 1)

5915.4130 7580.6050 449.3805 6641.2334 6559.5687

Pressure vessel
design problem
(region 2)

5837.1528 7358.3346 406.6185 6536.9169 6508.7070

Welded beam
design problem

1.8673 3.2298 0.3715 2.2352 2.1080

Tension string
design problem

0.0117 0.01795 0.0018 0.0147 0.0151
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Fig. 4. Convergence graph of all design problems solved by using Constrained LX-BBO.
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5 Conclusion and Future Scope

In this paper, constrained LX-BBO is tested upon standard benchmark engineering
design problems. The results obtained by solving these design problems are compared
by the results obtained by other meta-heuristic optimization problems. The analysis of
results proves that constrained LX-BBO emerged as a winner among them. Many real
life applications are constrained optimization problems. Constrained LX-BBO can be
applied to those real life applications.
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Abstract. Soft computing is an accumulation of procedures, which intend to
adventure resistance for the defect, deception, ambiguity and incomplete truth to
accomplish tractability, strength, and low arrangement cost. In this paper, a
comprehensive overview of software testing based on soft computing is
presented. In this survey, we try to elaborate some problems of software engi‐
neering specifically software testing and their solutions, which are based on soft
computing approaches. The paper presents an overview of the usage of soft
computing techniques including Neural Networks, Fuzzy Logic, Ant Colony
Optimization, and Particle Swarm Optimization and Genetic algorithm in soft‐
ware testing.

Keywords: Soft computing · Software testing · Neural networks · Fuzzy logic ·
Genetic programming · Ant colony optimization · Particle swarm optimization

1 Introduction

Soft computing approaches (SCA) techniques are powerful methods that have been
shown useful in solution of difficult problem. In the mid of 1990 s, SCA comes into a
precise region of research practice in Computer Science [1]. Previous methodologies of
computation could design and evaluate absolutely for basic and easy system frame‐
works. More unpredictable frameworks emerging in science, pharmaceutical, humani‐
ties, administration sciences, science related to management and comparative fields
regularly stayed unmanageable to routine numerical and scientific techniques [2, 19]. n
any case, it ought to be known that straight forwardness and unpredictability of system
frameworks are relative, and numerous customary scientific models have been both
testing and gainful. Processing by SCA manages imprecision, vulnerability, fractional
truth, and estimate to accomplish practicability, power, and low evaluation cost. Accord‐
ingly, it frames the premise of many techniques related to machine learning. Late
patterns have a tendency to include developmental and insight based calculations or
algorithms and bio-inspired computation as suggested by [2, 3].

There are primary contrasts between SCA and probability. Probability is utilized
when we do not have enough data to determine on an issue yet processing by SCA is
utilized when we do not have enough data about the issue itself. These types of issues
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begin in the human brain with each of its questions, individuality and feelings; an illus‐
tration can be deciding a suitable temperature for space in a room to make individuals
feel relaxed. In this paper, we try to explain application areas of SC approaches for
solving different issues about software testing (ST). Moreover, research directions in
which efficient and effective use of SCA is made in ST. Adjoining Fig. 1 for ST illustrates
that software requirements specifications will be tested with design and code independ‐
ently then it make error free software.

Fig. 1. Software testing

1.1 Conventional Testing Techniques

In software engineering, SC is the utilization of answers for computationally hard
undertakings, for example, the result of NP-complete issues, for which there is an
unknown sequence of steps that can figure approximately correct result in a polynomial
period. SCA is a contraposition and supplementary to typical estimation in that, dissim‐
ilar to typical estimation it is receptive of deception, instability, incomplete accuracy,
and estimation. In actuality, a good example for SC is the human brain. Gray Box
(Functionality with code or vice versa) testing is a way to analyze the application with
restricted learning about the inner more workings of an application. Structural testing is
the deep analysis of the inner working of logic and design of the code. Structural testing
is also called code testing, glass testing or white box or open box testing [40] The process
of testing the functionality of software or an application is functional testing.

1.2 Testing Levels

Testing levels are essential to analyze the areas, which are missing, and to prevent the
overlapping and recurrence between the phases of system development life cycle. In the
model of software development life cycle models define phases from requirement gath‐
ering to testing and deployment. Each phase has different experiences of testing. Hence,
there are different levels of testing. The different levels of testing are: first level is unit
testing which means, of tests that confirms the usefulness and correctness of a particular
area of programming code, normally at the activity level. In an O-O (object oriented)
situation, this is commonly at the class level, and the minimal unit tests incorporate
testing of the constructors and destructors [4]. Second is Integration testing which
attempts to uncover areas in the interfaces and connection between incorporated
segments (modules). According to [5], a bigger collection of ST segments, comparable
to components of the constructive design layout has integrated and tested until the soft‐
ware activity works as a system. Third is Component interface testing in which the

Soft Computing Based Software Testing – A Concise Travelogue 221



demonstration of portion interface testing can be used to check the correctness of passed
data between distinctive units, or subsystem portions, prior to complete joining evalu‐
ation between those units [6]. The information being run can be considered as “message
bundle packets” and the dimension or data sorts can be tested, for information delivered
from one unit, and strive for authenticity. One decision for this testing is to keep an
alternate chunk record file of information things being run, consistently with a period
stamp chunked to allow examination of a large number of instances of information run
between units for very long time. Tests look at the treatment of some convincing data
qualities although other interface valuable variables are passed as orderly quality values.
Unusual statistical values in an interface support sudden execution in the adjacent
nearing unit. Segment (part) interface testing is an assortment of dark-box testing, [6]
with the consideration on the information values passed, essentially the related exercises
of a subsystem part testing. Fourth is System testing in which a complete software
application environment of structure testing in a circumstance that impersonates genuine
use, for example, associating with a database, utilizing system interchanges, or inter‐
facing with hardware equipment’s, applications, or frameworks if suitable. Quality
analyst groups perform it. End-to-end testing, tests a completely organized system to
watch that it meets its necessities or not (Fig. 2).

Fig. 2. Word cloud generated using the responses to our informal survey

2 Soft Computing Techniques for Software Testing

In this, we will discuss some of the basic Soft computing approaches and their current
uses for testing’s. This section will also include many other related techniques for the
better efficiency and effectiveness. The main idea behind using Soft Computing in
current software testing is to increase the quality of software testing and to make these
testing automated. Before discussing research directions, it is important to know that
what we resolve in our research or what we want to “optimize.” Optimization means the
best possible solution to a particular problem. According to Harman [7] a search issue
is an issue where about perfect or almost perfect results looked for in a space of explo‐
ration of adversary results, managed by a fitness function that recognizes better and more
terrible results. When we talk about ST Firstly, we should know that testing software is
not just to test the application or a system, but we should test everything of that particular
software or web application. It implies that testing phase, level, stage, module from
information gathering and enterprise engineering to support and reengineering (Table 1).
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Table 1. Comparison between conventional testing techniques

Sr.
no.

Criteria Black box testing White box testing Gray box testing

1 Level of inner
knowledge
required for testing

No Yes Yes

2 Known as Functional, data driven
and closed box

Clear box, structural
or code based

Translucent/Glass
testing

3 Users End user’s, tester’s and
developer’s

Software test
professional’s and
developer’s

Limited internal
know-how for End
user’s, tester’s and
developer’s

4 Level of internal
knowledge
required for design
test cases

Depends on outer desires
- Internal conduct of the
application is unknown

The software tester
can plan test
information in like
manner

High level diagrams
of database and
DFD’s

5 Performance Less time taken and
exhaustive

Mostly exhaustive
and more time taken

Partly time taken and
exhaustive

6 Suitability of
algorithm testing

No Yes No

7 Level of testing Only done by trial and
error method

Data field/area/block
and Internal
boundaries can be
better analyzed

Data field/area/block
and Internal
boundaries can be
tested, if known

8 Granularity Low High Medium
9 Testing method

suitability
Functional or business
domain

All methods are
suitable in it.

Functional/business
domain testing bit in
depth.

2.1 Genetic Programming and Algorithm Based Software Testing

Genetic Programming (GP) is a developmental optimization technique in artificial
intelligence, which is an algorithm-based approach activated by biological develop‐
ment to search programs of computers that execute a user-defined task. GP is a set of
steps and a fitness function to measure how well a computer has performed a task.
This technique has been applied successfully to a large number of fatigue problems
such as automatic design, pattern recognition and test data generation in ST. Genetic
algorithm helps in generation of basis test paths automatically [8], including problems
like test sequence generation [9], Test case generation and optimization [10] and test
data generation [11, 39]. In recent studies we found that the regeneration genetic algo‐
rithm (GA) which is effective and lightweight for coverage-oriented software test data
generation is proposed [36].
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2.2 Neural Network Based Software Testing

The combination of soft computing approach like a neural network with Software
Testing gives many solutions for different types of issues like software reusability etc.
In 2011, an NN miniature was proposed by Yogesh Singh and others for software reus‐
ability [38]. This form of model miniature can be utilized to model any arbitrarymapping
of input and output and are fit for approximating any quantifiable capacity function.
Subsequently, NN ought to have the capacity to model the usefulness of the system
reusability moreover. In a wide sense, the neural system itself is a miniature in light of
the fact that the topology and exchange elements of the hubs are generally detailed to
coordinate the present issue [12, 13]

The Neural Network miniature is further approved on the two acceptance sets
produced by the fuzzy miniature. For this type work, backpropagation algorithm is
utilized for training prominently.

The Backpropagation algorithm is the leading preparation/training, method for
multilayer systems networks [14–17]. The miniature model is prepared with four inputs
in particular: Changeability, Interface Complexity, Understandability of Software
system and Documentation Quality with one output i.e. software reusability. Baysian
regularization based training algorithm has been recommended for training backpropa‐
gation networks. The Fig. 3, illustrates the research directions of software testing with
applying the neural network [31, 38].

Fig. 3. Shows Solutions of Software testing with neural network

2.3 Ant Colony Based Software Testing

Ant colony optimization is best for test suite size and test suitecoverage probleminstead
of a greedy algorithm. Herein, the attempt is to make best possible solutions for auto‐
mation in test cases and test sequence generation problem [9, 18]. Ant colony optimi‐
zation in software testing has been utilized test sequence generation, test data generation
in structural testing and other relevant problems [18, 19, 36].
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2.4 Particle Swarm Optimization Based Software Testing

Particle swarm optimization (PSO) is an approach, which is used to solve problems in
software testing like testlet-based test generation system. This can be performed by
discrete PSO. The intention behind for using this technique is to solve the problem in a
dynamic way of computation. With the help of simplified Swarm Optimization (SSO)
technique we can generate combinatorial test cases for automated GUI black box testing.
[25, 32–34]. Swarm optimization is important in some testing approaches for cloud
applications [37] and verification of intent test cases [35].

3 Recent Trends in Fuzzy Approach Based Software Testing

In a recent survey on Fuzzy approach based software testing (FL+ST) it was found that
software quality estimation is an important topic in software engineering [27, 28]. To fulfill
the exploration and research in the quality field is an important issue. Here the quality of
software means the direction to attributes like the utility, extensibility, and complexity.

Table 2. Summary of SCA proposals in software engineering

Existing work Problems in software testing areas Solutions proposed
Schumann and Nelson [20] Verification and Validation NN
Aggarwal et al. [21] Resource estimation NN and training algorithms
Gokce et al. [22] Test case prioritization based on coverage

criteria
NN clustering

Regression testing
Engel and Last [23] Verification and Validation FL

Testing risks and cost
Lokasyuk et al. [24] Software retesting estimation NN: Artificial NN
Tsai et al. [25] Test generation Discrete PSO and Partial

ontology
Dynamic testlet-based
computerized approach

Kumar and Singh [26] Time estimation ANN, FL, Neuro-Fuzzy, SVM
Pizzi, N.J. [27] Software quality estimation FL: Fuzzy classifier approach

(FCA)Software metrics
Tyagi and Sharma [28] Reliability estimation FL, Neuro-Fuzzy
Bhasin and Khanna [29] Functional or black box testing NN

Test case design
Test case prioritization

Ferrer et al. [9] Black box testing or Functional testing: GA and ACO
Genetic test sequence
generator

Test sequence generation

Memory operator
ACO test sequence

Yang et al. [36] Test data generation GA

On the other hand, the general nature of object, which is an object of software may
show itself in ways that the basic understanding of measurements neglects to distinguish.
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A superior methodology is to decide the best, conceivably non-direct, a subset of
numerous software measurements for precisely assessing the quality of software. This
technique is primarily utilized for classification that is, to decide a mapping from a group
of measurements of software to a group of class names and labels to depicting the quality
of software [30]. FL approach is used in Software development life cycle (SDLC) phase
wise predicting defects of software. For further references on ST+FL: - [23, 26, 28, 33,
35, 38] The Fig. 4, illustrates the research directions of software testing with applying
the fuzzy logic (Table 2).

Fig. 4. Problems solved by fuzzy logic in software testing

4 Conclusion and Future Research Directions

This survey article presents a general overview of SC approaches. Research issues have
been highlighted. The paper fulfills several goals of ST. It includes a conceptual discus‐
sion of all such approaches/trends/techniques/strategies/methodologies, looking at
different criteria of classification and earlier efforts to develop categories for effective
and efficient ST for building models of error, fault and failure-proneness. This survey
may become the basis to develop a proposal for a new anatomy, which is a helpful as a
conceptual tool to both understand and organize the existing work, and to identify
possible areas for future research.

The work also includes a review of the literature in the area, starting from the
pioneering works in soft computing with software testing. The reviewed papers are
organized according to the new anatomy, and the main characteristics of the techniques
engaged, as well as the application problems, future directions and results obtained, are
presented. The important discussion of each approach concludes with the utilization of
main features and a year-wise list of issues and proposed solutions about the efficacy of
the corresponding methods presented.
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Abstract. This paper quantifies the most likely trade effects of the euro
introduction using a panel data set of 29 European economies extended over the
period 1994 to 2011. For this purpose, a gravity model of international trade is
used. Following the recommendations of Santos Silva and Tenreyro (2006)
paper [The log of gravity. Rev Econ Stat. 88 (4), 641–658], the gravity equation
is estimated using Poisson pseudo-maximum-likelihood (PPML) technique. The
main finding of this study is that the introduction of the euro has a small but
statistically significant effect on export flows of European economies.
The PPML estimates report this effect (euro effect) to be around 7%. This effect,
although small, matches with the findings of the recent studies.

Keywords: Bilateral exports � Euro � Gravity equation � PPML

1 Introduction

Robert Mundell, in his seminal paper “A Theory of Optimum Currency Areas, (1961)”
initiated the debate that it is possible for a group of countries to share a common
currency. This set of countries which use a single currency is known as optimum
currency area (OCA) or optimum currency region (OCR). In standard economic theory,
optimum currency area or optimum currency region is defined as a geographic region
in which it would maximize economic efficiency to have the entire region share a
common currency. This optimal currency area is generally larger than a country, but it
could also be smaller than a country. The only criterion is that the adoption of a single
currency should result in maximum economic efficiency. Thus, it describes the optimal
characteristics which should be possessed by the countries under question, for the
merger of currencies or the creation of a new currency. The various criteria developed
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under the theory are often used to argue whether or not a certain region is ready to
become a currency union, one of the final stages in economic integration. A detailed
review about the various criteria of OCA theory can be found in Kunroo (2015).

The theory found its success by the formulation of the ‘euro’ in 1999. Part of the
rationale behind the creation of the euro was that European countries do not form an
optimal currency region individually, but Europe as a whole does form an optimal
currency region. The creation of the euro is often cited because it provides the most
modern and largest-scale case study of an attempt to engineer an optimum currency
area, and provides a comparative pre-and-post model by which to test the principles of
the theory. One such principle of the theory (of OCA) is: “in contrast to different
monies of different countries, single currency adoption eliminates the transaction costs
arising from the need to operate with multiple currencies; it thus, helps to boost the
flow of trade in a currency area.” Many studies have made an attempt to find out the
impact of common currency adoption on trade flows. The earlier studies suggested that
single currency has a very large impact on trade flows (Rose 2000). However, recent
studies prove that using a single currency has very small effect on trade (De Sousa
2012; Camarero et al. 2014; Kunroo et al. 2016). Though, all these studies use gravity
model of international trade to find out the impact of common currency adoption on
trade flows, the reason of these divergent results lies with the methodological
improvements that took place over the period of time. For instance, Rose (2000)
estimated the traditional gravity equation using simple Least Square technique. Also,
the data set was seen very flawed (the dataset contained both large and small countries
and colonies of countries). It is generally believed that least square estimation of a
log-linearized gravity equation produces biased estimates of true elasticities when there
is the presence of heterogeneity across panels, heteroskedasticity in trade flows and
zero trade flows (Santos Silva and Tenreyro 2006). This paper makes an attempt to
quantify the trade effect of using the euro as a common currency by taking care of
above mentioned issues. Thus, the paper makes a valuable contribution towards the
existing literature in two ways:

First, in order to avoid the estimation bias faced by Rose (2000), the study uses a
homogenous data set of 29 European countries for the period 1994 to 2011. The
selection of this homogenous country-set will reduce the influence of any dominant or
very large country on the currency union estimates. Also, since its inception, the euro
has celebrated 17 long years of its success. This is a substantial amount of time to trace
out the actual effect of the euro introduction on bilateral trade flows. By now, the euro
effect will be completely discernible.

Second, Santos Silva and Tenreyro (2006) suggest that estimation of a
log-linearized gravity equation using ordinary least square (OLS) technique may
produce misleading and biased results in the presence of heteroskedasticity. This
generally happens because the expected value of the logarithm of a random variable,
say Y is not equal to the logarithm of the expected value of the random variable i.e.,
Eðln YÞ 6¼ lnEðYÞ. This is the general implication of Jensen’s inequality. Also,
log-linearized model fails to deliver if there exist zero trade flows for a pair of countries
because logarithm of zero does not exist. The inconsistency of OLS estimates becomes
worse if this heteroskedasticity is associated with heterogeneity across panels. To avoid
these estimation problems, this paper uses Poisson pseudo-maximum-likelihood
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(PPML) technique as suggested by Santos Silva and Tenreyro (2006). However, OLS
estimates are also shown for comparison purpose.

The rest of the paper is structured as follows. Section 2 highlights the model
framework and the econometric technique used in this study. Section 3 provides a
preliminary analysis of the data set and its descriptive statistics. Section 4 reports the
estimator’s estimates and their analysis. Section 5 concludes.

2 Methodology and the Model

Traditional gravity equation includes gross domestic product (GDP) of the reporting
country, GDP of the partner country, the geographic distance between the two trading
partners and various other trade supporting and trade impeding determinants such as
common border sharing, common language, colonial ties, landlocked status, prefer-
ential trading agreements, and currency union dummy. In its simplest form, the gravity
model of international trade suggests that exports from reporting country i to partner
country j, denoted by EXPij, is directly proportional to the product of the two trading
partners’ GDPs, denoted by Yi and Yj, and inversely proportional to the geographic
distance, denoted by Distij, between them. Mathematically,

EXPij ¼ a
Yb
i Y

c
j

Distdij
ð1Þ

Where, a; b; c and d are unknown parameters.
Besides these variables, the gravity model can incorporate other trade supporting and

trade impending variables such as common border dummy, common language, colonial
ties, free trade agreements, landlocked status, and currency union dummy. In this study,
we extend the gravity equation to control for these bilateral effects as given below:

EXPijt¼ aþ b1Yit þ b2Yjt þ b3Distijt þ b4Cntgtyijt þ b5Comlangoijt þ b6Comlangeijt
þ b7Landlkdit þ b8Landlkdjt þ b9CUit þ b10CUjt þ b11CUijt þb12MinCUijt þ eijt

ð2Þ

Equation (2) represents the gravity model used in this study. The complete description
of the variables used in the gravity Eq. (2) -along with their sources of data- is given in
Table 1 below.

The above gravity model represented by Eq. (2) is estimated using: (i) OLS tech-
nique run on both full sample and positive export flows, and (ii) poisson non-linear
count-data model. If Yit represents the scalar dependent variable with Xit as the regres-
sors, then a fully parametric model, with the conditional density, may be specified as

f Yitj ai;Xitð Þ ¼ f Yit; ai þX 0
itb; c

� �
; t ¼ 1; . . .; Ti; i ¼ 1; . . .;N ð3Þ

Where i denotes the individual, t denotes time, c denotes additional model parameters
such as variance parameters and ai represents individual effects.

A conditional mean model may be specified with additional effects or with mul-
tiplicative effects, respectively, as
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E Yitj ai;Xitð Þ ¼ ai þ hðX 0
itbÞ; for the specified function h �ð Þ ð4aÞ

E Yitj ai;Xitð Þ ¼ ai � hðX 0
itbÞ; for the specified function h �ð Þ ð4bÞ

In the absence of individual effects, a poisson estimator assumes Yit to follow Poisson
distribution with a mean of

E YitjXitð Þ ¼ expðX 0
itbÞ ð5Þ

In the presence of individual-effects, Eq. (5) takes the form

E Yitj ai;Xitð Þ ¼ expðci þX 0
itbÞ ¼ ai expðX 0

itbÞ ð6Þ

Where ci ¼ ln ai, and Xit includes an intercept.
For OLS estimation, it is necessary that E ln aijXitð Þ does not depend on Xit. This

condition gets violated in the presence of heteroskedasticity. Therefore, in such a
situation, regressing ln Yit on Xit by OLS estimation technique will lead to biased and
inconsistent estimates of b. This makes, in general, the PPML estimates more reliable.

3 Data

The study is wholly restricted to European countries. The sample covers 29 countries,
including the 19 Eurozone economies. A list of these sample countries is given in
Table A1. The period of estimation is from 1994 to 2011. Following earlier studies,
1994 was chosen as the starting year. The end-time period of 2011 was chosen in order
to have a balanced panel. The permutations of 29 countries into country pairs yield
29� 28 ¼ 812 bilateral cross-sectional units. The total number of observations on the
full sample is 14560. This count reduces to 14288 when zero trade flows are left out.
Table 2 gives the summary statistics of the sample panel data set.

In the beginning, the sample data set is checked for heteroskedasticity, serial cor-
relation and heterogeneity across panels. The tests suggest the sample dataset suffers
from heteroskedasticity, serial correlation and heterogeneity in cross-sectional groups.
For instance, modified Wald test for groupwise heteroskedasticity generates Chi2

(812) value equal to 1.6e+07, with Prob > Chi2 = 0.00, thereby rejecting the null
hypothesis of homoskedasticity. The Pesaran CD test of cross-sectional dependence
provides a value of 540.59 with Pr of 0.00, again rejecting the null of no serial
correlation. Same is the case of Wooldridge test for autocorrelation in panel data.
In this test, F(1, 811) = 193.39 with Prob > F = 0.00. F Test also supports the presence
of heterogeneity in groups [F test that all u_i = 0: F(811, 13743) = 13.26 and
Prob > F = 0.00]. This clearly suggests the inconsistency of OLS estimates for the
dataset under analysis. Therefore, our analysis will mainly focus on Poisson estimates.
The OLS and PPML estimates are reported in Table 3.

232 M.H. Kunroo et al.



Table 1. Description of variables used in the gravity equation and their data sources

Variable Description Data source

EXPijt Log of volume of exports from country
i (reporting country) to country
j (partner country) in year t measured in
current US dollars at current exchange
rates

International Monetary Fund
(IMF) Direction of Trade Statistics
(DOTS) CD_ROM (Mar. 2012)

Yit Log of reporting country’s GDP in year
t measured in current US dollars at
current exchange rates

World Development Indicators (2012)
database of the World Bank

Yjt Log of partner country’s GDP in year
t measured in current US dollars at
current exchange rates

World Development Indicators (2012)
database of the World Bank

Distijt Log of distance between the reporting
country i and the partner country j (in
kilometers) in year t, measured
according to the Great Circle formula
(Head and Mayer 2002)

Centre d’Etudes Prospectives et
d’Informations Internationales (CEPII)

Cntgtyijt dummy variable whose value is 1 if
countries i and j share common border
in year t; otherwise 0

Centre d’Etudes Prospectives et
d’Informations Internationales
(CEPII)

Comlangoijt dummy variable whose value is 1 if
countries i and j have common official
primary language in year t; otherwise 0.
Table A2 provides details of the sample
countries sharing the same official
language

Centre d’Etudes Prospectives et
d’Informations Internationales
(CEPII)

Comlangeijt dummy variable whose value is 1 if at
least 9% of the population in both the
countries speak common language in
year t; otherwise 0. The information
about the sample countries where either
9% or more than 9% of the population
speak same language is classified in
Table A3

Centre d’Etudes Prospectives et
d’Informations Internationales
(CEPII)

Landlkdit dummy variable whose value is 1 if
reporting country i is a landlocked
country and partner country j is not in
year t; otherwise 0

Centre d’Etudes Prospectives et
d’Informations Internationales
(CEPII)

Landlkdjt dummy variable whose value is 1 if
country i is not a landlocked country but
country j is a landlocked country in year
t; otherwise 0

Centre d’Etudes Prospectives et
d’Informations Internationales
(CEPII)

CUit dummy variable whose value is 1 if
country i is a member of the Eurozone
and country j is not a member of the
Eurozone in year t; otherwise 0

Authors’ creation

(continued)
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4 Results and Discussions

This section presents the estimated results of Eq. (2), on the complete dataset of 29
EMU economies described above, using OLS and PPML techniques. Column 1 and
Column 4 of Table 3 report the OLS estimates and PPML estimates, respectively,
based on the positive exports flows (Exports > 0). Column 2 of Table 3 presents the
OLS estimates after compensating for the zero trade flows by the addition of 1 to the
exports in levels. This addition of 1 to the exports avoids the problem of zero trade
flows as all the export values are now greater than zero, thereby facilitating the log-
arithm of these export values. Column 3 (Table 3) is our main focus of analysis. It
reports the PPML results of gravity Eq. (2) on the full data set.

In column 3 of Table 3, the expected signs for the estimators associated with the
variables are based on the traditional gravity arguments. As suggested by the theory,
the PPML estimates show a positive and significant impact of the reporting and partner
countries’ GDPs on exports. Bilateral distance has a negative and significant impact on
export flows. This means that the economic size of a country, represented by its level of
GDP, increases trade between two countries while geographic distance- a proxy of
transport costs- reduces the volume of trade. The other estimators also show the same
relationship of GDP and distance with exports flows. Regarding other variables, we
expect a positive impact of contiguity, common language, currency union agreement,
and the number of years in the currency union on trade flows; but a negative effect of
landlockedness. The PPML estimates (column 3, Table 3) report a positive and sig-
nificant effect of contiguity and common spoken language and a significantly negative
impact of landlockedness on export flows. This was expected because two countries
which share a common border or of which a good percentage of inhabitants speak the
same language will have higher probability to trade among themselves. Besides, lack of

Table 1. (continued)

Variable Description Data source

CUjt dummy variable whose value is 1 if
country j is a member of the Eurozone
and country i is not a member of the
Eurozone in year t; otherwise 0

Authors’ creation

CUijt dummy variable whose value is 1 when
both the countries belong to the
Eurozone in year t; otherwise 0.
A year-wise list of countries joining the
euro currency union is given in
Table A4

Authors’ creation

MinCUijt variable that takes the value of
minimum number of years the two
trading partners have been using the
Euro as their currency

Authors’ creation
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access to sea will reduce the volume of trade between two trading partners. What
comes to our surprise is the sign of common official language dummy. Like common
spoken language dummy, it should imply a significantly positive impact on trade flows.
However, it shows a negative BUT significant impact in three out of four estimators.
The number of years since two Euro-zone economies has been using the euro as their
currency does not produce any conclusive result.

The main focus of this paper is to estimate the ‘euro effect’ on trade. The PPML
estimates of the full data set show a positive and significant impact of the euro currency
adoption on export flows. The magnitude of the respective variable i.e., CUijt is 0.071.
This shows that two countries which are using the euro as their currency increase their
trade (exports) by 7.36%.1 Though not a surprising finding, this effect is smaller and
supports the findings of recent studies (Kunroo 2016). For instance, using a panel
dataset of 203 countries for the period 1948–2009, De Sousa (2012) finds that the
currency union effect on trade flows is decreasing over time. Like this study, his OLS
estimates also somewhat contrast with the PPML estimates. Camarero et al. (2014)
adopt the second generation panel co-integration techniques to estimate the euro effect
on trade. In their finding, the euro dummy has a coefficient of 0.16 which equally is
very small compared to earlier findings. Kunroo et al. (2016), using panel fixed effects
and random effects techniques, estimate that the effect of the euro on bilateral trade
flows is around 14%. The other variables (CUit and CUjt) result in smaller effect
compared to CU variable. These two variables generate a currency union effect of
3.76% and 3.04%, respectively. This suggests that it will be beneficial for two countries
to boost their trade if they both merge their independent currencies. However, the
PPML estimates on positive exports (Exports > 0 panel data set) show an insignificant
effect of the euro currency adoption on export flows. The conclusion can be drawn that
the euro effect is very small and may even reduce to almost insignificance if homo-
geneous dataset and zero trade flows are also taken into consideration.

5 Conclusion

The main purpose of this study was to investigate the trade effects of the euro for 29
European economies using gravity model of international trade. The gravity equation is
estimated using PPML panel count-data estimation technique. The period of analysis is
1994 to 2011. The study finds that the euro introduction has a small but statistically
significant effect on trade among EMU members. On the basis of this analysis (dataset),
the exact euro effect is 7.36% on export flows.

1 Since the coefficient of CU dummy is 0.071, the increase in bilateral exports induced by the adoption

of the euro is e0:071� 1

e0:071�0 � 1
� �

� 100
h i

¼ 1:07358
1:00 � 1

� �� 100
� � ¼ 0:07358� 100 ¼ 7:36%.
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Appendix

Table A1. List of Countries

Austria Denmark Hungary Luxembourg Slovakia
Belgium Estonia Iceland Malta Slovenia
Bulgaria Finland Ireland Netherlands Sweden
Croatia France Italy Poland Spain
Cyprus Germany Latvia Portugal United Kingdom
Czech Republic Greece Lithuania Romania

Table A2. Common official language

English French Swedish German Dutch

Malta Ireland
United Kingdom

France
Luxembourg

Finland
Sweden

Austria
Germany

Belgium and Luxembourg
Netherlands

Bulgarian Greek Portuguese Danish Latvian

Bulgaria Cyprus Greece Portugal Denmark Latvia

Czech Spanish Romanian Estonian Lithuanian

Czech Republic Spain Romania Estonia Lithuania

Polish Slovenian Serbo-
Croatian

Hungarian Icelandic

Poland Slovenia Croatia Hungary Iceland

Italian Slovak

Italy Slovakia

Table A3. Common Ethnic language

German English Hungarian Greek Dutch

Austria
Germany
Belgium and
Luxembourg

Ireland
United
Kingdom

Hungary
Romania
Slovakia

Cyprus
Greece

Belgium and
Luxembourg
Netherlands
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Abstract. Software Defined Networking (SDN) is defined as a solution for
security, reliability and flexibility problems in traditional networks. It decouples
the data plane and control plane. SDN is a programmable approach of networking.
In this technology network can be controlled by a program. The key characteristic
of Software Defined Networking is that it proposes the separation of the data plane
and the control plane, this control is given to a centralize controller and Open data
devices are used for data forwarding. These devices can act either as switch, hub
or as any other network device it depends upon the application. Those applications
also can be attack mitigation applications. In our proposed work we develop an
IP spoofing attack mitigation application. That application can detect and mitigate
the IP spoofing attack in SDN in LAN. Here, we will use POX controller so have
to develop program in python language. The emulation tool Mininet is used for
experiment.

Keywords: Software Defined Networking · Data plane · Control plane ·
Controller · Mininet · Emulation · Spoofing

1 Introduction

Today the use of internet (network of networks) is escalated day by day and number of
users also increasing so due to this traffic computer networks become more complex and
difficult to manage. By a “programmable approach” [2] managing of network become
easy and also give the option to the network operator to control the network according
to the requirements. Many network equipments are used in such a network like switch,
router, firewall, load balancer etc. In traditional network these equipments are strongly
coupled means control and data plane are bind in device e.g. traditional router and
network operator can only configure the device. But in SDN [1] data plane and control
plane are separated. In this, OpenFlow data device is used as data plane and a centralize
controller [4] is used as a control plane. Different applications programs are connected
to the controller through the northbound interface (NBI). In this technology, different
OpenFlow controllers are used (1) NOX [8] that is based on C ++ and python languages
(2) POX [8] that is based on python language.

In this technology different OpenFlow controllers are used (1) NOX [7] that is based
on C ++ and python languages (2) POX [8] that is based on python language. Users can

© Springer Nature Singapore Pte Ltd. 2017
K. Deep et al. (eds.), Proceedings of Sixth International Conference on Soft Computing
for Problem Solving, Advances in Intelligent Systems and Computing 547,
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also develop their own controller. Mininet [3] tool is used for programming and devel‐
opment of SDN. It is an emulation tool (Fig. 1).

Fig. 1. SDN (separation of control and data plane)

1.1 SDN Architecture

This SDN architecture [2] includes following elements
Applications. These are applications that decide the network behavior according to the
coding and communicate with controller via northbound interface. Further controller
gives Instructions to the data devices about the handling of data packets and about the
exception handling also, these application’s main responsibility is to perform a function
for device deal with the packet, either forwards it to Controller or to the destination (if
there are entry in the flow table) or drop the packet. These applications are programs
that are coded into programming languages (C ++, python, and java).
Controller. It is the operating system of the SDN implemented network. The controller
maintains the network, manage the flow and control all the OpenFlow data devices. The
main functions of the controller are (1) to discover end user (personal computer, laptop,
server) (2) to discover network devices (router, switch, load balancer) (3) to manage the
network flow and (4) to manage the network topology (how the devices are connected
with each other). It communicates with devices via southbound interface (OpenFlow)
and communicates with applications via northbound interface. Controller also has its
own predefined modules such as hub and learning switch, it also has different application
interface i.e. java API, python API or any other API.
SDN Data Devices. These are the data forwarding devices means data plane of the
network. These are not static hardware like traditional devices, these are dynamic means
an OpenFlow device can act as hub, switch or any other device according to the software
implementation. SDN data devices have flow tables which have different matching
entries according to these entries, these devices deal with the packets (Fig. 2).
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Fig. 2. Architecture of SDN

SDN Interfaces. These are the interfaces through which SDN data devices, controller and
applications are communicated with each other. SBI is southbound interface and NBI is
northbound interface. There are different application interface i.e. java API, python API
or any other API.

2 IP Spoofing

IP spoofing is making of IP packets (fake packets) using some other host‘s IP address.
IP header contains 32 bit long source IP address and destination IP address. So in fake
packet attacker can steal the source IP of any other host. In IP spoofing, attacker‘s main
goal is to gain unauthorized access and sensitive data of target host. In any network
attacker do not have permission to reply or abuse trust link hosts so using spoofing
attacker can perform man-in the middle attack. After the attack, attacker: can-

– sniff the traffic on network.
– intercept, block and delay the traffic.
– modify the traffic.
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In IP spoofing in SDN, attacker create IP packet with duplicate IP address of any
host in the network. So attacker manipulates the controller. Here, we can develop an
application that can detect and mitigate the IP spoofing in SDN. That application runs
on the controller in SDN.

3 Related Work

Security [5] is the major issue in SDN. It is a programmable approach towards
networking. It is modern technology and such an evolution in networking. There are
many applications that are developed in SDN i.e. hub, switch, router, load balancer etc.
But security related applications are not much developed in SDN. Here we discuss the
existing application related SDN.

3.1 Firewall

It is control the traffic so data can receive by only the right receiver. Any other host
cannot access the data. In this mechanism traffic from a particular host can be blocked
or traffic coming from particular host can be forward and other is blocked. There are
two approaches presented.
White–list approach. In this approach a list is of that hosts is created which’s traffic is
allow to forward. So, this firewall application forward the traffic that coming from these
hosts and block the traffic if coming from any other host.
Black-list approach. In this approach a list of that hosts is created which’s traffic is
disallow to forward. It is opposite to white–list approach. So controller blocks data from
these hosts and allow traffic from all other hosts.

3.2 DoS Attack Mitigation

A denial-of-service(DoS) attack [6] in OpenFlow SDN networks involves over‐
whelming computing or networking resource such that a switch is unable to forward
packets as expected. A successful attack involves sending a large number of packets. In
this article two type of DoS attacks presented.
A. The control plane–In this a large number of new packets are send to the data device
so data device forward the packets to controller because data device have no entry in
table related that packet. With large number of packets heavy consumption of control
plane bandwidth takes.
B. Attacking the switch’s flow table–Data devices have limited memory to store flow
rules. So this is utilized for Dos attacks. In this, attacker adds a large number of rules in
the flow table of data device. So data device can’t add more rules and unavailable for
service.
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4 IP Spoofing Detection and Mitigation

IP spoofing is recognized as a serious threat in SDN. IP spoofing can be detected by an
application. That application runs on SDN controller and it can detect and mitigate the
IP spoofing.

In this application in packet_in() function packet is parsed. If packet is incomplete
then OpenFlow data device ignore the packet. If incoming packet is a complete then it
further checks IP spoofing.

If the IP spoofing Detection function returns true then controller instruct the data
device to drop the packet from that host. Otherwise controller instructs to data device
to forward the incoming packet to its destination if it is in the ipToMac dictionary other‐
wise flood the packet.

5 Implementation

Experiments are conducted for IP-spoofing attack to check the feasibility of proposed
solution. The detail of this experiment is shown below.

5.1 Test Experiment

The test experiment is conducted on a ubuntu virtual machine with 1 core and 1 GB of
RAM. The host machine is running on window 7 and has Intel Core i3 processor and
4 GB of RAM. For this experiment, Mininet tool is used that is installed on a ubuntu
virtual machine. Mininet is an emulator that is used for creating and experiments. It
creates a network with hosts, switches and controller according to a given topology.
That controller can also be a remote controller. The hosts created in Mininet have Linux
operating system. For graphics mode a Redhat machine is used and a secure connection
is set up between two virtual machines. Here, to generate fake packet for attack the
network tool Ostinato is used. In this tool any packet can be created and more than one
packet can be sent to the target host (Fig. 3).

5.2 Experiment Setup

The topology used to check the proposed solution is with 20 hosts connected with switch.
Here controller is used remotely that is a default POX controller with proposed solution.
This topology created in Mininet emulator .15 hosts act as normal user and 5 hosts act
as attacker. These 5 systems are compromised by an attacker. All the emulated links are
with 10 Mbps bandwidth, 5 ms delay and 0% loss. All the hosts have CPU performance.

5.3 Test Scenario

To test the proposed solution an IP spoofing attack scenario is created. In this a network
topology is created with 20 hosts. A controller is running remotely with proposed miti‐
gation solution. Initially send icmp packet to the hosts in the network. Linux command
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“pingall” can be used. After that IP spoofing is performed by using a network tool Osti‐
nato. Here fake IP packets are generated and send to the different hosts by the compro‐
mised host. Then this application detects the IP spoofing attack and in future, drops the
packet from that host.

Algorithm: Detection and Mitigation of IP spoo ing

 1: Procedure handle_packetIn(self,packet)

2: Parse the packet

3: If  packet cannot be parsed then

4: Ignore the packet //incomplete packet 

5:        return 

6:     else

7:         call class send_packet(packet,packet_in)

8:       end if

9: return

10: end Procedure

11: Procedure send_packet(packet, packet_in)

12: check IP spoo ing         //detection of IP spoo ing

13:     if it returns True

14:       Drop the packet( )                  //mitigation of IP spoo ing

15:         return

16:    else

17:         Flood the packet( )

18:          return

19:   end if

20:  return

21: end Procedure      

Fig. 3. Algorithm for detection and mitigation of spoofing in SDN in LAN
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6 Performance Evaluation

Time of Detection and mitigation of IP spoofing in SDN in LAN is measured in seconds
and shown in Fig. 4

Fig. 4. Time evaluation in detection and mitigation

This solution gives 100% efficiency on virtual machine but it may be vary on real
system. There is a little bit time increase if number of hosts in LAN increases at detection
time.

7 Conclusion and Future Work

In this paper, a solution to IP spoofing is presented. We started with a discussion of SDN
and security issues related SDN. Then we discuss Firewall that is used to control traffic
from any particular host. Here, some other applications also have developed that mitigate
the attack in SDN network i.e. Dos attacks. Spoofing attacks is also serious issue in SDN
network. In this proposed work, detection and mitigation of IP spoofing is presented.

This solution is presented for only one controller. So, it can be further developed for
more than one controller. It can detect and mitigate IP spoofing in only LAN network.
So, it also can be expend for WAN network.
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Abstract. This investigation is concerned with the performance prediction and
admission control F-policy for the machine repair problem with retrial. To
develop a Markov model, the steady state Chapman-Kolmogorov equations are
constructed. The system state probabilities are obtained by using recursive
method. Various performance measures are established explicitly in terms of
steady state probabilities. To examine the effects of system parameters, the
numerical simulation is performed by choosing a suitable illustration. The cost
function is also framed to evaluate the optimal service rate and corresponding
optimal cost. ANFIS soft computing technique is used to compare the numerical
results obtained analytically and also by implementing ANFIS.

Keywords: F-policy � Retrial � Machine repair � Recursive technique � Cost
optimization � ANFIS

1 Introduction

In real world, the formation of queues can be seen everywhere such as at railway
reservation counters, in front of post office, doctor’s clinic and many other places. The
formation of queues and delay in service are important features for both customers as
well as system organizers. To examine more practical retrial queues with finite pop-
ulation, the queueing scenario of machine repair shop can be seen a failed machine may
try to get repair again and again after waiting sometimes in retrial orbit for the
repairman. To be more specific, one can notice the computer repair shop where failed
computers join the system for the repair job; in case when a repairman is busy, the
failed computers may wait in the pool of blocked computers called retrial orbit and
from there those failed computers seek for the repairing job and try again later.
Whenever, the repairman becomes free, it takes the next failed computer for the repair,
however, other failed computers may also try to get repair from the orbit. A vast survey
on retrial queues can be seen in the study of Artalejo and Falin [1], Artalejo [2]. A finite
capacity M/M/1 queue with retrial attempts for the retrial and normal queues was
studied by Sherman and Kharoufeh [3]. They obtained the steady state joint distribu-
tions of the retrial size and the normal queue size when the server is in a busy or idle
state.

Now-a-days our life completely depends on machines (e.g. computer, mobile,
vehicles, etc.). But it is not always feasible to design perfect machines; it may failed at
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any time due to several reasons and this results in loss of revenue and goodwill of the
concerned organization/system. To overcome these problems, significant works on the
machine repair problem have been done by many researchers [4, 5]. Wang and
Siwazlian [6], Wang [7], Jain [8] and many others have worked on machine repair
problems and developed Markov models for the performance analysis of machining
system by using queueing and reliability theory. Yang and Chiang [9] proposed an
algorithm for the machining system using a threshold recovery policy. They formulated
a cost function and optimized it by using particle swarm optimization (PSO) algorithm.

Control F-policy for the machining systems are broadly applicable in many real
world industrial scenarios including the computer systems, communication networks,
manufacturing units, inventory systems, etc. The other day-to-day realistic applications
of F-policy for the machining system can be found in many machine repair shops
namely automobile repair shop. Gupta [10] introduced the concept of F-policy to study
Markovian single server model. According to F-policy, as the system reaches to its full
capacity, no further units are permitted to enter in the system until the number of units
again drops to a prefixed threshold value ‘F’. In recent years, some research works have
appeared on control F-policy for Markovian queueing models [11, 12]. Recently, Jain
and Bhagat [13] considered transient analysis of finite retrial queue with delayed repair
under F-policy. To solve the differential equations governing the model, they have used
Runge-Kutta 4th order method and obtained the transient results for the performance
matrices. Goswami [14] investigated the interrelationship between the randomized
F-policy and randomized N-policy for the discrete-time queues with start-up time. The
relationships between the discrete-time Geo/Geo/1/K queues with (p, F) and (q, N)-
policies are established by a series of propositions. The benefit of this interrelationship
is that the solution of one queue can be deduced from the other queue. They proposed
genetic algorithm to determine the optimal values for the system parameters.

For developing the performance model of complex systems, the emerging hybrid
soft computing technique ANFIS which is combination of neural networks and fuzzy
logic, plays an important role. This hybrid soft computing technique ANFIS is also
well suited in distinct areas of industries operating in machining environment. (cf. Lin
and Liu [15]). Jain and Upadyaya [16] proposed a Markov model for the machining
system by incorporating some realistic features such as N-policy, spares and multiple
vacations. They had compared the results determined by matrix recursive method with
the ANFIS results. The results obtained by Kumar and Jain [17] using SOR method
have good match with the hybrid soft computing technique ANFIS results for the
multi-component degraded machining system.

In the present paper, M/M/1/K model for the machining system operating under
control F-policy by considering the constant retrial times is investigated. The noble and
innovative features of present study are the provision of F-policy, state dependent rate
and finite retrial orbit in the model formulation. To the best of authors’ knowledge, so
far there is no work available in the literature which is related to the machine repair
problem with retrial attempts and control policy simultaneously. The rest of the article
is constituted as follows. In Sect. 2, model description and notations to develop the
model are presented. Section 3 provides the mathematical formulation and analysis of
the model. Various system indices are established in the Sect. 4. The sensitivity
analysis of the system performance with respect to different parameters is given in the
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Sect. 5. Section 6 is developed to present ANFIS approach for obtaining the perfor-
mance indices. Finally, Sect. 7 concludes the summary of the present study.

2 Model Description

Consider an M/M/1/K model with retrial attempts for the maintainability of multi
components machining system operating under F-policy. The server renders the repair
of one failed machine at a time by following the first come first served (FCFS)
discipline.

The mathematical formulation of the Markov model is based on certain assump-
tions which are described as follows. The multi components machining system consists
of K identical machines. The machine may fail independent of the other machines. The
failure of the machines occurs in Poisson fashion with rate k. The state dependent
arrival rate kn is defined by kn ¼ ðK � nÞk. If the incoming failed machine finds the
repairman free, it gets repaired following the exponential distribution with mean 1=l. If
the incoming failed machine finds the server (i.e. repairman) busy then it is forced to
join the retrial orbit having finite capacity F. From the orbit it re-attempts with constant
retrial rate c again and again to seek the server free for the repair. When the system
capacity becomes full, then a setup job is required to stop the failed machines from
joining the system; the time required for the setup is assumed to be exponentially
distributed with rate e. Once the system capacity is full, the failed machines are not
permitted to queue up in the system until the number of failed machines in the system is
further cease to a prefixed threshold level ‘F’ of workload of failed machines and is said
to follow F-policy for the admission of jobs. The service time during the period of
F-policy is assumed to follow the exponential the distribution with mean 1=l0. Further,
it is considered that all the durations for which machines remain in different states are
mutually independent.

For the mathematical formulation of the model, the following notations are used.
Let NðsÞ and YðsÞ be the number of failed machines and states of the server

respectively, at time s. The server state YðsÞ is defined as follows:

YðsÞ ¼
0; the repairman is busy and the failedmachines are forced to join the orbit;

1; the repairman is busy and the failedmachine are permitted to enter in the system;

2; the repairman is busy and the failedmachine are not permitted to enter in the system:

8><
>:

To develop Markov model, define the system states probabilities at time s for node
ðj; nÞ, by Pj;nðsÞ ¼ Pr obfYðsÞ ¼ j; NðsÞ ¼ ng. It is noted that YðsÞ;NðsÞ : s� 0f g is
a bi-variate Markov process which is discrete in state space and continuous in time. The
model shall analyze at steady state, i.e., when s ! 1 by denoting
Pj;n ¼ lims!0 Pj;nðsÞ.
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3 Governing Equations

In view of transition rates for the system states ðj; nÞ as depicted in Fig. 1, we formulate
the steady state Chapman-Kolmogorov equations for the system states for three levels
YðsÞ ¼ jðj ¼ 0; 1; 2Þ as follows:
(i) For system state j ¼ 0; 0� n�F.

k0P0;0 ¼ lP1;0 ð1Þ

ðkn þ cÞP0;n ¼ lP1;n; 1� n�F: ð2Þ

(ii) For system state j ¼ 1; 0� n�K � 1.

ðk1 þ lÞP1;0 ¼ k0P0;0 þ cP0;1 ð3Þ

ðknþ 1 þ lÞP1;n ¼ knP0;n þ cP0;nþ 1 þ knP1;n�1; 1� n�F � 2 ð4Þ

ðkF þ lÞP1;F�1 ¼ kF�1P0;F�1 þ cP0;F þ kF�1P1;F�2 þ l0P2;F ð5Þ

ðkFþ 1 þ lÞP1;F ¼ kFP0;F þ kFP1;F�1 þ lP1;Fþ 1 ð6Þ

ðknþ 1 þ lÞP1;n ¼ knP1;n�1 þ lP1;nþ 1; Fþ 1� n�K � 2 ð7Þ

ðeþ lÞP1;K�1 ¼ kK�1P1;K�2 ð8Þ

(iii) For system state j ¼ 2; F� n�K � 1.

l0P2;n ¼ l0P2;nþ 1;F� n�K � 2 ð9Þ

l0P2;K�1 ¼ eP1;K�1 ð10Þ

Fig. 1. Transition state diagram
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Solving recursively (1)–(10), we obtain

P1;n ¼

Kk
l P0;0; n ¼ 0

Kknþ 1

lnþ 1

Qn
i¼1

ðK � iÞdiP0;0; 1� n�F � 2

Kknþ 1

lnþ 1

Qn
i¼1

ðK � iÞdiP0;0; n ¼ F � 1

Kknþ 1

lnþ 1
lnþ 1�FgðnÞ

R

Qn
i¼1

ðK � iÞdi
Qn
i¼F

1
di
P0;0; F� n�K � 2

K knþ 1

lnþ 1
lnþ 1�F

R

Qn
i¼1

ðnþ 1� iÞdi
Qn
i¼F

1
di
P0;0; n ¼ K � 1

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð11Þ

P0;n ¼

k1k0
lc P0;0; n ¼ 1

Kkn

ln
Qn�1

i¼1
ðK � iÞdi knc P0;0; 2� n�F � 2

l
cþ knþ 1

Kknþ 1

lnþ 1

Qn
i¼1

ðK � iÞdiP0;0; n ¼ F � 1

lkngðnÞ
ðcþ knÞR

Kkn

ln
Qn�1

i¼1
ðK � iÞdiP0;0; n ¼ F

8>>>>>>>>><
>>>>>>>>>:

ð12Þ

P2;n ¼ eK kK

l0lK
lK�F

R

YK�1

i¼1

ðK � iÞdi
YK�1

i¼F

1
di
P0;0; F� n�K � 1 ð13Þ

where

gðFÞ ¼ lK�F�2ðlþ eÞþ e
XK�F�2

j¼1

lK�F�2�j
Yj
i¼1

kK�i

 !
;

R ¼ e
YK�1

i¼Fþ 1

ðkiÞþ l
1
dF

gðFÞ and di ¼ cþ ki
c

Here P0;0 is determined using the normalizing condition

P0;0 þ
XF
n¼1

P0;n þ
XK�1

n¼0

P1;n þ
XK�1

n¼F

P2;n ¼ 1 ð14Þ

4 Performance Measures

To explore the performance of the system, various system indices namely average
number of failed machines in the system E½NS�, average number of failed machines in
the queue E½Nq� and in the retrial orbit E½NR� are obtained. Other indices such as
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throughput ðTPÞ, expected delay time ðEDTÞ, machine availability ðM:A:Þ and
operative efficiency ðO:E:Þ are also obtained. To analyze the status of the server, long
run probabilities PI and PSB have also been established. Various indices in terms of
steady state probabilities determined in previous section, are as follows:

E½NS� ¼
XF
n¼0

nP0;n þ
XK�1

n¼0

ðnþ 1ÞP1;n þ
XK�1

n¼F

ðnþ 1ÞP2;n ð15aÞ

E½Nq� ¼
XK�1

n¼0

nP1;n þ
XK�1

n¼F

nP2;n andE½NR� ¼
XF
n¼0

nP0;n ð15b–cÞ

TP ¼ l
XK�1

n¼0

P1;n þ l0
XK�1

n¼F

P2;n andEDT ¼ E½Ns�
TP

ð15d–eÞ

M:A: ¼ 1� E½Ns�
K

andO:E: ¼ 1�
XF
n¼0

P0;n ð15f–gÞ

PI ¼
XF
n¼0

P0;n andPSB ¼
XK�1

n¼0

P1;n þ
XK�1

n¼F

P2;n ð15h–iÞ

Cost Function
For any machining system, it is a crucial issue to evaluate the optimal service rate
which minimizes the total cost. For constructing the cost function, the cost elements
associated with different activities are used. Our main aim is to evaluate the optimal
value of l that minimizes the expected total cost per unit time. We formulate cost
function TCðlÞ which gives the total cost per unit time, as follows:

TCðlÞ ¼ CIPI þCBPSB þCHE½Nq� þ lCF þ lCA þCOE½NR� ð16Þ

Here per unit cost elements related to duration for which server being idle (busy) is
CIðCBÞ, holding cost (cost incurred in retrial orbit) is CHðCOÞ, cost for providing
service to the customer when the arrivals are not allowed (allowed) is CFðCAÞ.

5 Numerical Simulations

In this section, the numerical simulation results to analyze the influence of different
parameters on various system indices is presented. The numerical results are obtained
by coding the computer program in MATLAB software. For the illustration purpose, the
default parameters are fixed as K ¼ 7; F ¼ 4; k ¼ 3; l0 ¼ l ¼ 8; c ¼ 1; e ¼ 1.

To evaluate the optimal service rate ðl�Þ and corresponding optimal cost TCðl�Þ,
three costs sets have taken as given in the Table 1.

Performance Modeling and ANFIS Computing 253



The optimal service rate ‘l�’ is evaluated by heuristic approach by plotting the
curves for cost vs. ‘l’ in Fig. 2(a–b). Table 2 displays the optimal service rate ‘l�’ and
corresponding optimal cost TCðl�Þ for different cost elements CI; CB; CH andCF.

Based on numerical results, the trends of system performance indices is interpreted
as follows:

(i) Effect of arrival rate ðkÞ
From Table 3, it is observed that as k increases, the number of failed machines in the
queue, operative efficiency, probability of server being busy and total cost per unit time
of the system increase but the machines availability and probability of server being idle
decrease. From Fig. 3(a), it is clear that as k increases, the system size increases but
changes are much remarkable for lower values of k.

To demonstrate the sensitivity of performance indices with respect to different
parameters we compute numerical results and display in Fig. 3(a–b) and Tables 3, 4
and 5.

(ii) Effect of service rate ðlÞ
In Table 4, we observe that as l increases, the number of failed machines in the queue,
operative efficiency, probability of server being busy and cost per unit time of the
system decrease. On the other hand, machine availability and probability of server
being idle increase with l. It can be easily concluded that the performance in terms of
better service in an economic way can be entranced by optimal choice of service rate l.

Table 1. Cost sets with different cost elements

Cost set CI CB CH CF CA Co

I 10 10 120 10 5 90
II 5 5 125 10 5 90
III 10 10 122 14 5 90

Fig. 2. (a–b) shows the variation in cost T.C. for varying different parameters (retrial rate, cost
elements)
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Table 2. Effect of ðk; cÞ on optimal ðl�; TCðl�ÞÞ
ðk; cÞ ðl�; TCðl�ÞÞ

Cost set-I Cost set-II Cost set-III

(1,1) (7.342, 476.8671) (7.762, 478.8706) (6.039, 506.5275)
(2,1) (7.244, 568.0753) (7.735, 575.8664) (6.113, 600.2447)
(3,1) (7.477, 617.2652) (8.094, 628.5784) (5.851, 650.9819)
(3,2) (8.013, 612.7879) (8.643, 623.5170) (6.301, 648.2109)
(3,3) (8.510, 608.5357) (9.154, 618.7555) (6.703, 645.5289)

Table 3. Various performance measures for varying values of k

k E½Nq� E½NR� PI PSB M:A: O:E: T:C:

1 1.3203 2.0988 0.6242 0.3758 0.4578 0.3781 477.31
2 2.4352 1.6284 0.4282 0.5718 0.3396 0.5718 568.78
3 3.2110 1.1357 0.2920 0.7080 0.2821 0.7080 617.53
4 3.7497 0.7985 0.2038 0.7962 0.2434 0.7962 651.83
5 4.1295 0.5752 0.1465 0.8535 0.2154 0.8535 677.31

Fig. 3. (a–b) represents the variation in E½Ns� and M.A. for varying k

Table 4. Various performance measures for varying values of l

l E½Nq� E½NR� PI PSB M:A: O:E: T:C:

4 4.3530 0.4128 0.1064 0.8936 0.2112 0.8936 629.51
6 3.7408 0.7848 0.2015 0.7985 0.2480 0.7985 619.52
8 3.2110 1.1357 0.2920 0.7080 0.2821 0.7080 617.53
10 2.7813 1.4356 0.3703 0.6297 0.3099 0.6297 622.96
12 2.4370 1.6834 0.4360 0.5639 0.3321 0.5640 633.95
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(iii) Effect of retrial rate ðcÞ
It is clear from Table 5 that as c increases, the number of failed machine in the queue,
operative efficiency, machine availability and probability of server being busy increase
while probability of server being idle and total cost per unit time decrease. This trend of
system indices with respect to retrial rate is quite obvious as retrial rate adds up more
units in the queue orbit for the repair job.

6 Adaptive Neuro-Fuzzy Interface System (ANFIS)

Neuro-fuzzy technique can be easily applied for the numerical experiment to generate
the numerical values of the system indices of the machining system with retrial. Here,
ANFIS approach is implemented by using the neuro-fuzzy tool in MATLAB software.
We made the comparison of results computed by recursive method with the results
obtained by ANFIS which authenticates the feasibility of ANFIS controller for the real
time systems. The input parameter c is fuzzified by taking the trapezoidal membership
function and the five membership values as very low, low, average, high, and very

Table 5. Various performance measures for varying values of c

c E½Nq� E½NR� PI PSB M:A: O:E: T :C:

1 3.2110 1.1357 0.2920 0.7080 0.2821 0.7080 617.53
1.5 3.2172 1.0999 0.2854 0.7146 0.2853 0.7146 615.05
2 3.2237 1.0660 0.2789 0.7211 0.2883 0.7211 612.79
2.5 3.2304 1.0339 0.2726 0.7274 0.2910 0.7274 610.70
3 3.2371 1.0036 0.2665 0.7334 0.2935 0.7335 608.77
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Fig. 4. Membership function for M.A., k
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high. The membership function for c is shown in Fig. 4. The ANFIS results for the
machine availability and average number of failed machines in the system have been
plotted by using tick marks in Fig. 5(a–b) along with the results obtained by using
recursive method. The dotted and smooth lines depict the results obtained by recursive
method. From these figures, it is clear that there are quite close results by both ana-
lytical and an ANFIS approaches. Based on numerical experiment, and trends of the
results displayed in Fig. 5(a–b), it can be concluded that the results obtained by ANFIS
are at par with the analytical results.

7 Conclusion

In this article, M/M/1/K model is investigated for the machining problem with retrial
attempts by incorporating several realistic features such as F-policy, state dependent
arrival rate and admission control policy. A recursive method to derive the steady state
probabilities of the system in explicit form has been successfully implemented.
Numerical illustrations are taken into consideration to analyze how different parameters
affect the system performance measures. Our study may provide a valuable insight to
the system designers and decision makers for the up gradation of existing systems. The
numerical results compared with the results obtained by using ANFIS, demonstrate the
feasibility of the scope and usefulness of neuro-fuzzy approach for the performance
prediction of complex embedded systems.
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Abstract. Rainfall induced landslides account for over 200 deaths and loss of
over Rs.550 crores annually in Himalaya. Literature suggests sensors based site
specific Early Warning System (EWS) to be feasible and economic to curtail
losses due to landslides for high risk areas. Area selected for current study is
Tangni landslide located in Chamoli district of Uttarakhand state, India due to
high anticipated risk to the local community residing nearby. For realization of
EWS, a near real time instrumentation setup was installed on the slope. The setup
measures pore water pressure, sub-surface deformations, and surface displace‐
ments along with rainfall. Regression analysis models are developed using ante‐
cedent rainfall and deformation data which are further used to find out thresholds
for sensors based on z-scores. In future using the results from the sensors installed
in the field and laboratory characterizations, numerical analyses will be applied
to develop a process based model.

Keywords: Landslide · Antecedent rainfall · Slope deformation · Prediction ·
Early Warning System (EWS)

1 Introduction

Mountains constitute different variety of rock structures and soils. Excessive weathering
causes the slope material to disintegrate and decompose resulting in the fall of the debris
down the slope under the effect of gravitational force. This fall of material from the
mountain is termed as Landslide. The major reason that triggers debris flow (phenomena
of Landslide) is heavy and prolonged rainfall. The other side factors causing landslides
are deep excavations on slope for construction of roads, buildings, canal and mining
without appropriate sewage of rain and ground water and disposal of debris [1]. Land‐
slide occurrences are pretty much common in the Indian Subcontinent. The Indian
Himalayas being the hilly terrain comprises of tectonically unstable geological forma‐
tions subjected to landslides which lead to huge destruction of mankind and other util‐
ities. In Himalayas, landslides are triggered primarily in the monsoon season. The annual
average rainfall of Uttarakhand state where the study area lies is 1,580.9 mm. The mean
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rainfall during monsoon period (June to September) contributes 77.7% of annual rainfall
and hence plays a significant role in triggering landslides [2].

There are two well-known approaches for the data analysis of parameters responsible for
causing landslides: Statistical analysis and Process based analysis. Although in the present
scenario, at the regional level lot of research is going on for calculating statistical threshold
for probabilistic assessment of occurrence of landslide which is no doubt cost effective and
accepted worldwide but to understand the kinematics and actual physical phenomenon of
particular landslide lot of site specific data in terms of instrumentation setup and survey is
required. According to the earlier research, physically based or process based approach can
effectively be applied only over small sites [3]. In this study, the process based approach is
applied and statistical analysis of the sensors’ data is carried out for a specific site of Uttar‐
akhand. The landslide site named Tangni (Fig. 1) is located on NH-58 which connects
Badrinath Dham, an ancient Hindu worship center and nearby hilly areas. Any kind of slope
triggering can create the blockade for the traffic along this important hill route. Therefore,
it is required to understand the physical processes involved in triggering of Tangni land‐
slide. Since rainfall is the most contributing factor for the landslide, an attempt has been
made to set up a warning system on the basis of interaction between rainfall and landslide.
Early warning systems (EWSs) may be helpful in reduction of the damages caused due to
natural hazards like landslides. Landslide monitoring and warning can be achieved by
monitoring rainfall intensity and changes in soil-properties [4]. This paper describes the
relationship of site specific parameters triggering landslides such as regression of antece‐
dent rainfall with IPI sensor movement, predicting the future displacement of sensors based
on the linear regression equation and then finding Z scores to set thresholds on the sensors
values to generate alerts.

Fig. 1. Tangni landslide on NH-58

260 P. Chaturvedi et al.



2 Background

Earlier research works have shown that in general, continuous rainfall in a landslide
prone region is the main triggering factor of slope failures [5]. Antecedent or cumulative
threshold of rainfall helps in predicting the landslides [6]. Studying the relationship in
rainfall intensity and debris flow, researchers have found how an extreme rainfall event
results in landslides near Darjeeling in the eastern Indian Himalayas [7]. It is also
observed that steep slopes have landslips when rainfall intensity in the past 24 h reaches
130–150 mm or the antecedent rainfall for past 3 days is greater than 180 mm [8].
Numerical analyses of rainfall-induced slope failures have been done to study the
controlling parameters [9–11] and the effects of cumulative rainfall on rainfall-induced
slope failures [9, 12]. Deep seated landslides are the consequences of prolonged and less
intense rainfall events [13]. As Tangni is a deep seated landslide, so this phenomenon
may hold true for this landslide also. In these types of slope i.e. deep-seated landslides,
antecedent rain plays conclusive role in predicting landslide. So, first hypothesis is that
rainfall of past few days will play a significant role in triggering of Tangni landslide.
Second hypothesis of this work is to develop a regression model between the antecedent
rainfall and sensor displacement. The minimum monthly cumulative rainfall belongs to
the month of December (1.26 mm) and the overall rainfall in the month of July 2013
(464.48 mm). This rainfall data is obtained from the NASA’s Tropical Rainfall Meas‐
uring Mission (TRMM) data for 2012–2014 [19]. Approximately 20 landslide events
have happened in the last 10 years near Tangni and for our research, we have worked
on rainfall and movement data of 2012–2014.

3 Study Area: Tangni Landslide

Tangni landslide (Fig. 1) is located about 59 km from Joshimath at an altitude of about
1450 m near Tangni village with specific geographic location as Latitude 30° 27’ 54.3”
N and Longitude 79° 27’ 26.3” E. The road direction and slide face direction is N60°.
The uphill and downhill slopes are 650 m and 800 m respectively. The vegetation is
totally absent on slide face, but margins are marked by mixed pine and oak forest. Some
of the trees are observed to be tilting towards left side of the slide face which is funnel
shaped and situated along a small stream which leads to considerable erosion of the slide
surface. The width of road affected by slide is about 25 m. The slide is almost 1.2 km
long and 0.6 km wide. The toe of landslide located below the road is the most active
zone. It is a translation type of landslide. The annual rainfall of the area is around
1580 mm. The rainfalls show a peak in rainy season: the months of July and August
display the maximum of monthly average rainfall of 426 mm each month [2].

4 Geology of the Study Area

The study area is having Precambrian lithology of Garhwal region. The study area lies
in NW Lesser Himalaya. Main Central Thrust (MCT) and other faults are in vicinity of
the study area. Thus, the area is tectonically vigorous. River Alaknanda and its tributaries
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are drained in that area. The rocks of the study area comprise of phyllites/slates and
dolomites. The slope is continuous and is inclined at about 35° above road level and 42°
below road level in dip direction of N10°. The right side of the slide area is consisting
of jointed and fractured rocks. The left side of the study area consists of loose soil and
debris material [14].

5 Methodology

As shown in Fig. 2, the research work can be described in the following steps:

Fig. 2. Framework of landslide deformation model

5.1 Instrumentation Setup and Data Retrieval

To realize EWS, it is first necessary to install instruments which can give us the real
time changes in slope. Monitoring system for landslide that has been used in current
study includes field sensors, data acquisition systems, data communication and software
for remotely collecting sensor data, processing and generating alerts. The field sensors
used at the Tangni Landslide site are in-place inclinometers (IPI), vibrating wire piez‐
ometers, tipping bucket rain gauge and extensometers. IPIs consist of string of MEMS
sensors installed in casing within a borehole. Multiple IPI’s are linked together by Gauge
tubes. Each IPI is further connected to the data logger which is power source of the
sensors. Data logger records the data and communicates it to the server via GSM mode
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of communication. IPI sensor records the movement of slope in terms of voltage.
Extensometers are used to measure the displacement of this slow moving landslide.
Vibrating wire piezometers are used to measure pore water pressure to determine slope
stability and safe rates of excavation. Piezometers are designed to convert the water
pressure into the units of frequency signal (Hz). Tipping bucket rain gauge measures
the amount of rain that has fallen. Rain falling in the pivot funnel shaped device drips
into the calibrated bucket balanced on pivot.

Nine Boreholes using DTH drilling method were dug on the body of selected land‐
slide to install piezometers and In-place-inclinometer. Each set of IPI consists of five
Bi-axial sensors. Initial water level observations were taken by vibrating wire piezom‐
eters. Movements and deformation were also computed by determining the values by
using “In-place” inclinometers. On the hypothesis that antecedent rainfall is responsible
for landslide triggering, daily precipitation data (2012–2014) and IPI sensors data is
collected in server from this remote location.

5.2 Raw Data Conversion, Filtering and Storage

The remote monitored data collected at the base station needs further conditioning to
get some meaningful results. IPI data received in voltage terms is converted to engi‐
neering units (mm/m) using calibration factors from unique sensor specific sheet based
on serial numbers. Conversion equations for IPI sensors are given by:

Deformation (mm∕m) = b0 + b1 ∗ V + b2 ∗ V ∗ V + b3 ∗ V ∗ V ∗ V (1)

Where b0, b1, b2, b3 are unit less calibration factors [14].
The total displacement value is calculated using the gauge length of 3 m.

Displacement (mm) = Deformation (mm∕m) ∗ Gauge Length (m) (2)

The data received is erroneous because of factors like insignificant ground move‐
ments, high voltage power supply disturbances and untimely power cuts etc. The data
received is filtered by using various assumptions:

(1) Eliminating out of range values by sensors (IPI data range - −173.8 mm/m to
+173.8 mm/m),

(2) Sudden peaks and valleys in hourly data for an hour or two and
(3) Values obtained in between two hours were deleted.

Using nearest neighborhood method, the values of the missing hours is predicted
keeping in view the factors like rainfall in that area for that particular hour. To ease the
handling and analysis of data, the hourly day wise data is converted to average day wise
data using Macro programming in MS-Excel. Thus, final data set contains averaged day
wise data for A and B axis (25 sensors each).
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5.3 Multi-linear Regression Using WEKA Software Tool

Waikato Environment for Knowledge Analysis (WEKA) is a open-source tool for data
mining applications. Using WEKA tool, many of the machine-learning algorithms can
be applied to the dataset [17].

Multi-linear regression analysis using WEKA attempts to model a relationship
between two or more antecedent rainfall days (explanatory variables) and the displace‐
ment of sensor (responsive variable) by fitting a linear relationship between the variables
[18]. This method is useful in predicting the sensor displacement for future days
depending on the cumulative previous day’s rainfall. Formally, the model for multiple
linear regression, given n observations, is

Yi = Ci + Ci − 1 ∗ Xp1 + Ci − 2 ∗ Xp2 + Ci − 3 ∗ Xp3 +⋯… . + C1 ∗ Xpi − 1 (3)

Where, Yi represents the sensor displacement,
Xpi represents the cumulative rainfalls of pi previous days and
Ci represents the multi linear equation coefficients,
i = 1, 2, 3, … n.

5.4 Z-score Analysis

Z-score is statistical analysis of score’s relationship to the mean in group of scores. It
refers to number of standard deviations, a data point is away from the mean. Z score can
be positive or negative which implies that Z score = 0 (score is same as mean.), Z
score = 1 (data point is one standard deviation away from the mean), Z score = 2 (data
point is two standard deviations away from the mean) [15]. Basic formula for Z score
calculation is:

Zi = (xi − μ)∕s (4)

Where s - standard deviation,
μ - mean of the data,
xi - actual data point (displacement in consecutive days)

From the z-score, it is reported in the earlier research works that mod |z| value greater
than 2 is used for outlier detection in a dataset [20, 21]. These outlier values can be
further used to set thresholds on the sensors’ values as whenever multiple sensors show
high variation from their usual pattern; this may imply high probability of the landslide
occurrence.

After calculation of z-scores for all the sensors’ data from Eq. 4, the change in
sensors’ value is compared to it. Change in displacement is basically divided in three
classes low, medium and high on the basis of comparison with z-score. To maintain the
simplicity only three warning levels (Table 1) for sensor displacement have been created.
(Low level, medium level and high level alert) [16].
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Table 1. Landslide warning threshold obtained from z-score.

Warning level Colour Minimum no. of sensors
with greater than 2 sigma
values

Low Yellow 1
Medium Orange 2–3
High Red 4 or more

6 Results and Discussion

6.1 Plots of Sensors’ Data and Rainfall

From the plots of sensors’ data of different boreholes as shown in Figs. 3, 4 and 5, it can
be clearly seen that the maximum displacement in the sensors happened during monsoon
season (July, 2013–Aug, 2013 & July, 2014–Aug, 2014). This gives a very significant
result that severity of landslide is very high during monsoon and precaution needs to be
taken for those months. The analogy behind the oscillations in some parts can be related
to human tooth as when the tooth is about to fall, it has maximum oscillations from its
place before falling. Therefore, landslides can be deduced from the above plots (majorly
in monsoon). This may be due to fact that slope became wet due to continuous rain in
the month of July and thus became highly prone to landslide [2]. One interesting finding
was that the part of landslide below the road i.e. the toe section was moving faster in
comparison of the rest of the body which is consistent with literature regarding other
multiple retrogressive landslides [14]. Figures 3, 4 and 5 below show the borehole wise
plots (depth of IPI’s in borehole vs. dates.)

Fig. 3. Profile of Borehole-1(A-axis) IPI sensors at various depths

Landslide Early Warning System Development Using Statistical Analysis 265



Fig. 4. Profile of Borehole-3(A-axis) IPI sensors at various depths

Fig. 5. Profile of Borehole-4(B-axis) IPI sensors at various depths

To verify the correlation between the sensors’ data and rainfall, we have considered
the data set (displacement and antecedent rainfall) for sensor located at 3 m depth in the
third borehole (middle part of landslide) and it gives good correlation. Plot among the
variables of data set (Fig. 6) shows satisfactory trend as sensor movement varies with
the increase in rainfall in almost similar pattern.
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Fig. 6. Displacement and Antecedent rainfall (7 day, 10 day, and 15 day) plot of sensor at 3 m
depth, borehole no. 3

6.2 Regression Model Development

Figure 7 represents the output screen of WEKA where linear regression classifier is
applied on data set mentioned above. The above mentioned classifier is applied on the
dataset by dividing the data to 60% in training and 40% in testing data as shown below:

Fig. 7. Regression model of sensor at 3 m depth, third borehole using antecedent rainfall.
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Developed model through the classifier gives following linear regression equation.

Displacement of the sensor at 3 m (B3) = (0.003) ∗ 3 day Antecedent Rainfall

+ (0.0031) ∗ 7 day Antecedent rainfall

+ (0.0035) ∗ 10 day Antecedent rainfall

+ (0.0038) ∗ 15 day Antecedent Rainfall

+ (−52.0201)

(5)

Time taken by the classifier to build the model is 0.2 s and correlation coefficient
value obtained is 0.7681 with mean absolute error 0.4876. From the linear regression
equation, sensor displacement of future can be predicted. Below graph shows the
predicted values (Fig. 8).

Fig. 8. Graph obtained for original sensor movement (red) and predicted sensor movement (blue)
(Color figure online)

6.3 Z-score Based Thresholds Development

When only one sensor is showing greater than two sigma values, at that time low warning
signal yellow in color is to be issued which implies that there has been a slope movement
which may or may not lead into a landslide event. Two or three sensors showing greater
than two sigma value imply medium warning (orange colored) suggesting a change in
slope position and can lead to landslide if the situation continues. High warning level
with red color is to be issued when four or more sensors are showing greater than two
sigma values. This type of displacement will lead to landslide in any time in coming
future (refer to Table 1). According to data of 25 sensors, if for a particular date 4 or
more sensors are having |z| >= 2, this implies that there is high probability of landslide.
Figure 9 shows the table with Z score values of sensors and last column represents the
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number of sensors which have greater than 2 sigma values. The landslide warnings have
been shown as yellow color for low level warning, orange color for moderate warning
level and red color for high level alert. The cells marked green are the |z| values greater
than or equal to 2 sigma.

Fig. 9. Table with Z-score values and number of sensors showing greater than 2 sigma values
(last column). (Color figure online)

7 Conclusion

In order to minimize the risks imposed by the Tangni landslide, an Early Warning System
has been implemented. As landslides are mostly triggered in monsoons, case study
involves two monsoon seasons (2012–2014). EWS currently being used at the site has
25 IPI sensors, 4 vibrating wire piezometers and rain gauges. The data logger collects
hourly data and uploads it on the ftp. This instrumentation setup is capable of providing
necessary information to monitor the dynamics of unstable slope. The sensor movement
predicted using the regression model is found to closely match the sensor movement in
real. Using this technique, a near real time EWS has been generated with different
warning signals. Using the regression model, displacement rates are predicted which are
further used to generate alerts. This research work can be carried forward by developing
a model of unsaturated soil slope stability variations when it is subjected to rain water
infiltration.

Acknowledgement. The authors would like to thank Director, DTRL, DRDO and a team of
scientists involved in the development of the instrumentation system for development of early
warning system for landslide.

Landslide Early Warning System Development Using Statistical Analysis 269



References

1. Rai, P.K., Mohan, K., Kumra, V.K.: Landslide hazard and its mapping using remote sensing
and GIS. J. Sci. Res. 58, 1–13 (2014)

2. Kanungo, D.P., Sharma, S.: Rainfall thresholds for prediction of shallow landslides around
Chamoli-Joshimath region, Garhwal Himalayas, India. Landslides 11(4), 629–638 (2014)

3. Martelloni, G., Segoni, S., Fanti, R., Catani, F.: Rainfall thresholds for the forecasting of
landslide occurrence at regional scale. Landslides 9(4), 485–495 (2012)

4. Chae, B.-G., Kim, M.-I.: Suggestion of a method for landslide early warning using the change
in the volumetric water content gradient due to rainfall infiltration. Environ. Earth Sci. 66(7),
1973–1986 (2012)

5. Brand, E.W., Premchitt, J., Philipson, H.B.: Relationship between rainfall and landslides in Hong
Kong. Paper presented at the 4th International Symposium on Landslides, Toronto, Canada (1984)

6. Baum, R.L., Godt, J.W.: Early warning of rainfall-induced shallow landslides and debris flows
in the USA. Landslides 7(3), 259–272 (2010)

7. Dahal, R.K., Hasegawa, S.: Representative rainfall thresholds for landslides in the Nepal
Himalaya. Geomorphology 100(3), 429–443 (2008)

8. Froehlich, W., Gil, E., Kasza, I., Starkel, L.: Thresholds in the transformation of slopes and
river channels in the Darjeeling Himalaya, India. Mt. Res. Dev. 10, 301–312 (1990)

9. Gasmo, J.M., Rahardjo, H., Leong, E.C.: Infiltration effects on stability of a residual soil slope.
Comput. Geotech. 26(2), 145–165 (2000)

10. Tsaparas, I., Rahardjo, H., Toll, D.G., Leong, E.C.: Controlling parameters for rainfall-
induced landslides. Comput. Geotech. 29(1), 1–27 (2002)

11. Rahardjo, H., Lee, T.T., Leong, E.C., Rezaur, R.B.: Response of a residual soil slope to
rainfall. Can. Geotech. J. 42(2), 340–351 (2005)

12. Rahardjo, H., Leong, E.C., Rezaur, R.B.: Effect of antecedent rainfall on pore water pressure
distribution characteristics in residual soil slopes under tropical rainfall. Hydrol. Processes
22(4), 506–523 (2008)

13. Bonnard, C., Noverraz, F.: Influence of climate change on large landslides: assessment of
long-term movements and trends. In: International Conference on Landslides: Causes,
Impacts and Countermeasures (No. LMS-CONF-2001-002), pp. 121–138 (2001)

14. Chaturvedi, P., Jaiswal, B., Sharma, S., Tyagi, N.: Instrumentation Based Dynamics Study of
Tangni Landslide near Chamoli, Uttrakhand. IJRAT 2, 127–132 (2014)

15. Weinberg, S.L., Abramowitz, S.K.: Data Analysis for the Behavioral Sciences Using SPSS.
Cambridge University Press, Cambridge (2002)

16. Intrieri, E., Gigli, G., Mugnai, F., Fanti, R., Casagli, N.: Design and implementation of a
landslide early warning system. Eng. Geol. 147, 124–136 (2012)

17. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA data
mining software: an update. SIGKDD Explor. 11(1), 10–18 (2009)

18. Todorovski, L., Ljubič, P., Džeroski, S.: Inducing Polynomial Equations for Regression, pp.
441–452. Springer, Heidelberg (2004)

19. Huffman, G.J., Adler, R.F., Bolvin, D.T., Gu, G., Nelkin, E.J., Bowman, K.P., Hong, Y.,
Stocker, E.F., Wolff, D.B.: The TRMM multi-satellite precipitation analysis: quasi-global, multi-
year, combined-sensor precipitation estimates at fine scale. J. Hydrometeor. 8, 38–55 (2007)

20. Zhu, A.X., Wang, R., Qiao, J., Qin, C.Z., Chen, Y., Liu, J., Zhu, T.: An expert knowledge-
based approach to landslide susceptibility mapping using GIS and fuzzy logic.
Geomorphology 214, 128–138 (2014)

21. Hodge, V.J., Austin, J.: A survey of outlier detection methodologies. Artif. Intell. Rev. 22(2),
85–126 (2004)

270 P. Chaturvedi et al.



Face as Bio-Metric Password
for Secure ATM Transactions

Arun Singh(B), Jhilik Bhattacharya, and Shatrughan Modi

CSED, Thapar University, Patiala, India
arunsingh121@gmail.com, {jhilik,shatrughan.modi}@thapar.edu

Abstract. Security in banking transactions is major concern. In this
paper we propose a method to use face as a biometric password along with
PIN number in ATM machines. For face recognition in controlled environ-
ment Wavelet, LBP and PCA are used. This can be used to perform more
secure ATM transactions. Even after authorizing the access to a user the
algorithm continuously monitors the user. If a user chooses to leave the
ATM machine without completing his/her ongoing transaction or moves
his/her head away from the camera for 10 s then his/her session will be
logged out automatically and he/she will have to restart a new transaction.
Our technique can easily be combined with regular ATM machines and
people do not even require any further knowledge to use ATM machines.
This technique can also be combined with banking websites to provide
more safe and secure online transactions for online users.

Keywords: Face recognition · Biometric password · Secure ATM
machines · Authentication using live camera · Face as biometric
password

1 Introduction

Automated teller machine (ATM) is a device that allows the bank customers to
carry out banking transactions such as, deposits, withdrawal, fast cash, transfers,
balance enquiries and mini statement etc. It has its roots embedded in customer
accounts and records of a banking institution [12]. With the increase of ATM
frauds, new authentication techniques are developed to overcome security prob-
lems of personal identification numbers (PIN). New authentication techniques
are mostly created with the aim to be better than password or PIN [3,4]. Security
is certainly the most important aspect when designing authentication systems.
Using face as a biometric password is a novel technique to provide better security
at ATM. The goal of face recognition is to recognize a person based on his facial
appearance [9]. Face recognition is a passive biometric compared to other bio-
metrics. It does not require a subject to be near or in contact with the sensor.
It has numerous applications including security and surveillance, e-commerce,
video databases. It has been an attractive research area in computer science.
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In the last two decades, a number of algorithms were proposed and have been
developed. Fisherfaces [1], Bayesian Eigenfaces [7], 3D Morphable Model [2] and
Elastic Bunch Graph Matching [6] to name just a few popular ones. These tech-
niques have shown very good results on a number of controlled training sets.
A commercial face recognition system called as FRVT [10] showed that face
recognition has been deteriorated when there were differences in lighting and
pose between images of enrollment and recognition. Basically face recognition
has proven to be very challenging because someones face can appear differently
in different images. Eyeglasses, weight change, facial hair, makeup and aging
are intrinsic factors that create differences in appearance. Some extrinsic factors
such as brightness, direction and camera view point can lead to significant image
variability. We believe for accurate and unconstrained face recognition, the light-
ing conditions must not vary. In ATMs lighting conditions does not vary. It is
a controlled environment and can easily be used for face recognition accurately.
Using high resolution images in database and HD camera at ATM machine can
provide uncompromised face recognition environment.

Our research mainly focuses on using face recognition as a biometric pass-
word along with ATM PIN to perform a successful and secure transaction. In our
technique we use facial features of a person as his biometric identity to recognize
him at ATM machine. We continuously capture his face till he completes his
transaction. If he leaves ATM just after entering his PIN and does not com-
plete the transaction. Then it reverts back all the changes made by him during
the transaction. Otherwise the system allows him to carry on with the ongoing
process. This technique can be used to provide safe and secure environment for
deposit and withdrawal of money at ATMs and can also protect elderly people
(in case somebody took their ATM card and also know their ATM PIN).

This paper is organized into five sections. Section 2 describes problem state-
ment. In Sect. 3 we describe our proposed algorithm which includes face detec-
tion, false face removal and face recognition. Section 4 depicts experimental
results. In Sect. 5 we will conclude our work.

2 Problem Statement

There are so many instances in past, where security of ATMs have been breached.
Most of the instances are with old age people or people who are new at ATM.
Elderly people used to ask for help and robbers get a chance to snatch their
ATM PIN. After helping robbers used to run away with their ATM cards and
then they can easily withdraw the money before that person will approach bank
authorities to block his/her ATM card. By adding face as a biometric password
in the ATM machines, this will increase the authentication level for people and
can easily solve this issue. This technique can also be applied in online banking
websites to protect the online theft in case of compromised passwords.

3 Proposed Algorithm

Figure 1 depicts our algorithm to use face recognition in ATM machines:
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Fig. 1. Our algorithm

3.1 Face Detection

We applied face detection using Boosted Local Features [5] technique to detect
the face position in an image. This technique used a learning algorithm to detect
face position. A simplified version is discussed below:

There were total T possible features for a 303 × 303 pixel sub window. It
was computationally expensive to calculate all the features hence a learning
algorithm selected best features and used them for training the classifier. This
algorithm constructed a strong classifier with linear combination of weighted
weak classifiers t.

h(x) = sign(ΣT
t=1αtht(x)) (1)

Weak classifier was a threshold function. It was based on feature ft

ht(x) =

{
−st ifft < φt

st otherwise

The φt, st and coefficients αt were determined in the training.

(a) Query
image

(b) Cropped
face

Fig. 2. Query image and cropped face
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Figure 2(a) depicts a frame from video (query image). We applied the Boosted
Local Features [5] technique to automatically detect face and we cropped the face
of size 303 × 303 from the image.

3.2 False Face Removal

The algorithm we used for face detection explained in Sect. 3.1 also detected false
faces sometimes in the frame. We removed those false faces by the following steps:

1. We detected eyes in the cropped face image. If eyes were also detected in the
cropped face image than it reduced the possibility of being it as a false face.

2. In most of the false faces, eyes were not detected (in 95% cases). We removed
those cropped faces from the list of detected faces for that frame.

Using the above steps we have reduced the false faces up to 98% (Fig. 3).

(a) A frame (b) Actual
face

(c) False
face

(d) False
face

Fig. 3. Actual face and false face

3.3 Face Recognition

First we captured frame from video (query image) and found the face in query
image by using approach defined in Sect. 3.1. Then we applied Wavelet, LBP
and PCA [11] on captured face image to recognize the person.

1. In face recognition, we resized query image into 303 × 303 dimension and
performed single level two-dimensional wavelet decomposition.

2. We used the approximation and divided it into 31× 31 blocks. After convert-
ing the approximation into 31× 31 blocks, a 5 × 5 matrix was formed.

3. We calculated Local Binary Pattern [8] and Histogram of 5× 5 matrix
LBP For i, j: 1 to 5;

f(x) =

{
1 xij ≥ p

0 otherwise

Here f(x) is threshold function, p is center pixel and xij is neighboring pixel



Face as Bio-Metric Password for Secure ATM Transactions 275

4. After calculating LBP, we applied PCA and our algorithm for person identi-
fication which are discussed further in this section:
We had the training set of images I1, I2, I3, ......, Im

AverageFaceIA =
1
m

Σm
n=1in (2)

Each face differed from average face by

Θi = Im − IA (3)

Covariance matrix

C =
1
m

Σm
n=1ΘnΘT

n = AAT (4)

where A = [Θ1, Θ2, Θ3, ......, Θm]

Now we found β, the principal component coefficient of covariance matrix C.

After finding β, we found ∇ and Ψ by using following formula:

∇ = β × ΘT (5)

Ψ = ∇TΘT (6)

∇ and Ψ were the parameters calculated after applying wavelet, LBP and
PCA on the database images.

5. The following algorithm was used for face recognition:
(a) The test face T differed from average face by σ = T − IA
(b) ε = ∇T × σT

(c) For i = 1, 2, 3, ......,m
Ω = Ψ(:, I)
Γ (I) = norm(Ω − ε)

The minimum value of Γ (I) was an accurate match of query face.

4 Experimental Results

In this section we present the screenshots of our prototype tool in a scenario
discussed below and after that the face recognition results are described.

A user named Arun entering his ATM PIN as shown in Fig. 4(a). The yellow
color box represents that his face has been detected. After he enters his PIN the
system will authenticate his ATM PIN from database and the face recognition
algorithm recognizes his face. If his PIN and face matches with our records he
gets directed to next screen shown in Fig. 4(b) where he can choose any one
of different options viz; Fund Transfer, Deposit Cash, Mini Statement, Balance
Enquiry, Withdraw Money etc. Suppose he selected Withdraw Money option and
gets directed to Withdraw Money screen. He entered Rs. 5000/- to be withdrawn
from his account but before pressing YES due to some reason he moved away.
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(a) Entering PIN

(b) Authenticated successfully

(c) Transaction Locked

Fig. 4. Different scenarios at ATM

(a) Front
pose

(b) Left pose (c) Right
pose

(d) Happy
expression

(e) Sad
expression

Fig. 5. Database images with different poses and expressions

The face recognition algorithm detected this and blocked the system and gave a
warning message Arun! You are not in front of the camera. You will be logged
out after 8 s as shown in Fig. 4(c).

Our gallery images were taken in a controlled imaging environment with a
digital camera (Sony DSC-W320). Our database images have at least 4800× 4900
resolutions. We took total 530 images of 106 individuals i.e. 5 images per person
as shown in Fig. 5.
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Table 1. Face recognition results

Gallery Images 530 Query Image

Recognized UnRecognized Error

98.1% 1.9% 1.17%

Table 1 depicts the face recognition results of query image with our gallery
images. There was 98.1% exact recognition of query faces with gallery images.
In some cases query face was mismatched (i.e. matched with someone else face)
in the gallery i.e. error rate (1.17%) while 1.9% was the unrecognition rate.

5 Conclusion

In this paper, we have proposed a new face recognition based authentication
technique for ATMs. This technique can be used along with ATM PIN to provide
another layer of security for ATM users. Although, face can be masked but it is
a difficult endeavor for thieves to capture somebodys face image with ATM card.
Face masking issue can also be avoided by tracking eyelid blink. This technique
is developed to improve the existing ATM authentication technique by using face
as a biometric. We have tested our technique on the database with 530 images
of 106 individuals. The size of the database totally depends on the resolution of
gallery images. The experimental results shows that our technique has reported
98.1% face recognition accuracy in a controlled environment. We have tested our
system on DELL precision t5610 workstation and the time taken by our system
to recognize the query image was 947 ms in average case and 670 ms in best case.
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Abstract. In this paper, support vector machines with combinations of different
feature selection and extraction techniques are used for the prediction of defective
software module. It is tested on five NASA datasets. Correlation-based feature
selection technique (CFS), principal component analysis (PCA) and kernel prin‐
cipal component analysis (KPCA or kernel PCA) techniques are used for feature
selection and feature extraction. It has been shown that the CFS + SVM gives
better prediction results and accuracy compare to PCA + SVM and
KPCA + SVM.

Keywords: SVM · Software defect prediction · Feature selection

1 Introduction

Form various studies in software we can identify that most of the defects are generally
found in some software modules. Due to these defective software modules, software
failures can occur. Software failure affects the software company’s reputation and also
increase cost of the software. Therefore it is important for software development compa‐
nies to reduce the cost as much as possible. With the help of a prediction model we
predict if software is defective or not based on its properties and features and then we
can notify the developers about their software being defective which will enable them
to make defect free and good quality software and managing their effort and resources
used in it. Early identification of defective modules reduced the software maintenance
cost. As the software size increases, prediction of the defective software modules will
perform a very important role to help to software developers to speed up the software
and meet the time to market and customer requirements [1, 2]. Selection of features
(attributes) which are more informative is an important part for better prediction and
better accuracy. Successful feature selection is very helpful and has several advantages
in many situations such as where number of features in datasets is very high or features
are directly or indirectly correlated (may dependent to each other). Feature selection
reduces dimensions which are employed to reduce the computation cost. Reduction of
unwanted features and noises are performed for better classification (either module is
defective or not). Correlation-based feature selection technique (CFS) [3] is used for
feature selection and principal component analysis (PCA) [4] and kernel principal
component analysis (KPCA or kernel PCA) [4, 7] are used for feature extraction.
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Subsequently, defectiveness of a module is predicted based on the selected
features(attributes) using support vector machines (SVM). SVM is widely used for data
classification for various application medical diagnosis, pattern recognition, Chinese
character classification, text classification etc. Therefore, SVM may be very effective in
prediction of software quality.

The purpose of this paper is to identifying defective software modules (methods in
Object oriented language and functions in procedural language) with help of feature
selection and extraction techniques (CFS, PCA and KPCA) and SVM.

The rest of the paper is organized: Sect. 2 discusses about the related work, Sect. 3
give basic introduction of SVM, Sect. 4 describes the feature selection and feature
extraction techniques, Sect. 5 discusses the conducted empirical study, Sect. 6 shows
the results of experiment and Sect. 7 concludes the paper and provides directions for
future work.

2 Related Work

Elish and Elish [1] investigate the performance of SVM for the prediction of the defec‐
tive software module. Moeyersomsa, et al. [2] used Association Rule Mining (ARM) to
figure out the relationship between the software defect and software measures. NASA
datasets were used for this purpose. Information Gain (IG) was calculated to find out
the importance of the attributes. Selvaraj and Thangaraj [6] investigate the performance
ofSVM with kernel functions (RBF, Polynomial) for the defect prediction and compare
the performance of SVM with Naive Bayes and decision stump. Only KC1 dataset from
PROMISE repository was used for this experiment. Chakraborty and Maulik [8] inves‐
tigate the transdctive SVM (TSVM) using feature selection to identify the different type
of cancers from microarray datasets. Qimeng et al. [10] proposed as transfer learning
based neural network for software defect prediction. Yang et al. [9] proposed a learning
to rank approach for software defect prediction by optimizing the performance of
ranking.

3 Introduction of Support Vector Machine

SVM is well known supervised machine learning algorithm for classification [1]. It was
initially designed for a linearly separable data and later on based on kernel concept
designed for nonlinearly separable data. In literature, it is classified as linear and
nonlinear SVM.

3.1 Linear SVM

In case of linear SVM [1], there can be two cases either linearly separable data or non-
linearly separable data.

Case 1:- The separable case: In case of binary classification model, we have to model
the function f:R → {±1} using training data. Let us denotes that if x ∈ C1 then y = 1
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and if x ∈ C2 then y = −1;(xi, yi) ∈ R X{±1}. If it is possible for p-dimensional space
then there will be a pair(w, b) such that:

wTxi + b ≥ +1 For all xi ∈ C1
wTxi + b ≤ −1 For all xi ∈ C2

(1)

For all i = 1, 2, 3….n; w: normal to the hyperplane; b: bias term.
Both inequality constraints (1), can be written as:

yi(w
Txi + b) ≥ 1 for all xi ∈ C1UC2 (2)

To optimize this we need to separate the data with maximal marginal hyperplane
(MMH). Therefore, we have to minimize ||w||2 = wTw.

Minimize(W,b)

{
||w||2

2

}
, subject to yi(w

Txi + b) ≥ 1, i = 1, 2, 3, … , n (3)

Where (xi, yi) is the training instances in training data and n is the number of such
training instances. On applying Lagrangian duality techniques, we have:

MaximizeF
(
𝜆i

)
=

n∑

i=1

𝜆i −
1
2
||w||2

=

n∑

i=1

𝜆i −
1
2

n∑

i=1

n∑

j=1

𝜆i𝜆jyiyjx
T

i
xj

(4)

Subject to
∑

𝛌𝐢𝐲𝐢 = 𝟎 and𝝀i ≥ 𝟎 for i = 1,2,…,n
Where 𝛌𝐢- Lagrange multiplier.
Now for optimal hyperplane decision function is as follows:

f (x) = sign

n∑

j=1

𝜆iyi(x
T

i
x) + b (5)

Case 2:- The non-separable case: In case, unable to separate the data perfectly with
linear SVM, a modification was proposed as to split the training data with a minimal
error. In that case, some changes in minimization problem with a positive slack variable
𝜉i ≥ 0.

Minimize(w,b,𝜉)

{
1
2
||w||2 + C

n∑

i=1

𝜉i

}
, subject to yi

(
wTxi + b

)
≥ 1 − 𝜉i (6)

where i = 1,2,…,n; C is a regularization parameter.
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3.2 Nonlinear SVM

When the data is not separated by linear function such that the data is inseparable linearly
we have to use mapping function ∅ which is nonlinear such that x → ∅(x), where
∅: Rn

→ Rm is the feature map which map the data into higher dimensional space [1].
Using kernel function we can transform the data from lower dimensional space to high
dimensional feature space in which data may be linearly separable. So, the trick is to
transform a low dimension non linearly separable data into high dimension, linearly
separable data. Therefore, kernel functions play very important role for SVM. The kernel
function K

(
xi, xj

)
 is evaluated as:

K
(
xi, xj

)
= ∅(xi)

T∅(xj) (7)

Therefore optimization problem of Eq. (5) becomes:

Maximize

{
n∑

i=1

𝜆i −
1
2

n∑

i=1

n∑

j=1

𝜆i𝜆jyiyjK(xi, xj)

}
. (8)

Subject to
∑

𝝀iyi = 0 and 𝝀i ≥ 0 for i = 1,2,…,n
Therefore finding the solution, the decision can be constructed as

f (x) = sign

n∑

j=1

𝜆iyiK(xT

i
x) + b (9)

Following kernel functions are used in this study for prediction:

1. Linear: K(xp, xq) = xT
p
xq

2. Gaussian: K(xp, xq) = exp(−𝛾||xp − xq||2)
3. Sigmoid: K(xp, xq) = tanh(𝛾(xT

p
xq)−r)

4 Feature Selection and Feature Extraction

Feature selection [12] is performed to identify the smaller number of attributes to be
considered in final subset or which not to be consider in further study. For M number of
features there will be 2M possible subset. To find out the best subset for further study (or to
use in classification), evaluation of all subset is good for small M, but as M is large it
becomes very time consuming to evaluate all possible subsets. In such situations there are
various feature selection techniques are applied. In this paper for feature selection correla‐
tion-based feature selection technique (CFS) is used. In correlation-based feature selec‐
tion, features [3] [12] which are less correlated to each-other and high correlated to label-
class are selected as subset of original set of features for further processing. CFS, first
calculate the correlation matrix which give information about correlation between features.
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Range of correlation value is from −1 to +1. On comparing with threshold value feature
subset is selected from the original set of features.

Principal component analysis [4] is one of the efficient feature extraction techniques.
The principle component can be understood as new axes of dataset that maximize variance
along eigenvectors of covariance matrix. Kernel PCA is an extension of PCA [4, 7] for
non-linear data. It uses kernel tricks for mapping the data into higher dimensions. Rbf KPCA
is used for feature extraction. Therefore non-linear instances are mapped in higher dimen‐
sions using function∅. So the sample element x can be written as ∅(x) for higher dimension
mapping.

For KPCA consider the following two steps:

1. Calculate the kernel matrix.

K(xi, xj) = exp(−𝛾||xi − xj||2)

2. Eigendecomposition of kernel matrix.

̃K = K − 211
n

K + 11
n

K11
n

(10)

where 11∕n is a matrix with all elements 1/n.

5 Empirical Evaluation

To evaluate the performance of SVM with different feature selection and feature extrac‐
tion techniques various datasets are used. Detail about the data set is given in this Section.

5.1 Datasets

Datasets which we used are the mission critical NASA software projects [1, 2, 6] are given
in Table 1. The datasets are publicly available from the repository of the NASA IV & V
Facility Metrics Data Program [5]. Five datasets are used in our study. Each dataset has 21
independent variables at module level and one dependent Boolean variable (Label class):
Defective, which gives information about module that particular module, is defective or not.

Table 1. Characteristics of datasets

Datasets Language No. of modules %ND modules Description
CM1 C 498 90.16 A spacecraft instrument of NASA
PC1 C 1109 93.05 Flight software for earth orbiting

satellite
KC1 C ++ 2109 84.54 Storage management for ground

data
KC2 C ++ 522 79.50 Processing of science data
KC3 Java 458 90.61 Collection, processing and

delivery of satellite metadata
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5.2 Independent and Dependent Variables

All 21 independent variables are static software metrics [1, 2, 5]. These metrics include
the McCabe metrics, Halstead metrics (basic and derived), Line Count, and Branch
Count as shown in Table 2. There may be some independent variables highly correlated,
therefore, feature selection is done using correlation based feature selection to find out
the best predicators. Table 3 contains the features selected using CFS for different data‐
sets. Dependent variable is a Boolean variable: Defective, which give information about
the module that it is defective module or non-defective module. In this study we predict
that a module is defective or not. We don’t consider the type of defect or number of
defect in this study.

Table 2. Module level metrics (Independent variables)

Type Metrics Description
McCabe V(g) Cyclomatic complexity

IV (g) Design complexity
EV (g) Essential complexity
LOC Total lines of code

Derived Halstead N Total number of operators and
operands

V Halstead volume
L Program length
I Intelligent count
B Effort estimation
D Difficulty
T Time to write program
E Effort to write program

Line count LOComment Number of line of comments
LOCode Number of line of statement
LOCodeandComment Number of line of code and

comments
LOBlank Number of line of blank

Basic Halstead UniqOp Number of unique operator
UniqOpnd Number of unique operands
TotalOp Number of total operator
TotalOpnd Number of total operator

Branch BranchCount Total number of branch count

Table 3. Best subset of feature of each dataset using CFS

Dataset Best features from original feature set using CFS
CM1 LOC, I, EV(g), LOCodeandComment, LOBlank,LOComment
PC1 L, I, EV(g), E, T, LOCodeandComment, LOBlank,LOComment
KC1 V(g), LOC, LOCodeandComment, L, UniqOpnd
KC2 L,LOCodeandComment,LOComment, UniqOp
KC3 LOCodeandComment,LOComment, D, EV(g)
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5.3 Prediction Performance Measures

To measure the correct classification rate we used the confusion matrix [1, 5]. Accuracy
is measured using Eq. (11) (Table 4).

Accuracy =
TP + TN

TP + TN + FP + FN
(11)

Table 4. Confusion matrix

Predicted
Not defective Defective

Actual Not defective TN FP
Defective FN TP

TN tells that module is not defective and classifier predicts no defect whereas TP
tells that module is defective and classifier predict defect. Similarly FP tells that module
is not defective and classifier predict defect whereas FN tells that module is defective
and classifier predict no defect.

5.4 Experimental Setup

For SVM we used the following parameters sets: Kernel: {‘rbf’, ‘sigmoid’, ‘linear’}, C:
{1,2,3} and gamma: {0.3,0.2,0.1,0.01,0.001, 0.0001}. We used 5-fold cross validation
except KPCA, where dataset is randomly divides data into 5 bins, For 5 times, and 4
bins are selected for training of the model and remaining one is used for testing purpose.
Each time a new bin is selected for testing purpose. In case of kernel PCA we use 5-
fold, 10- fold and 20-fold cross validation.

To check the type of kernel, value of C and gamma for which the support vector
machine gives best results we have to run our program for different kernels, different
values of C and gamma from the sets parameters.

6 Results and Discussion

The performances of SVM with combinations with different feature selection and
extraction techniques for different datasets are shown in Tables 5, 6, 7, 8 and 9. In case
of PCA, NX: it shows that the N eigenvectors with the highest eigenvalues are taken in
consideration.

SVM with Feature Selection and Extraction Techniques 285



Table 5. Different Hyperparameters for PC1-dataset for best accuracy

Dataset: PC1 Kernel C Gamma Accuracy
Gen. Rbf 1 0.1 90.16
Correlation rbf 1 0.001 93.41
Linear PCA 2x rbf 1 0.3 93.15

5x sigmoid 1 0.3 91.42
7x rbf 1 0.2 93.15
21x sigmoid 1 0.3 91.42

Kernel PCA 5-Fold rbf 1 0.3 93.23
10-Fold rbf 2 0.3 93.51
20-Fold rbf 2 0.3 93.79

Table 6. Different Hyperparameters for KC1-dataset for best accuracy

Dataset: KC1 Kernel C Gamma Accuracy
Gen. rbf 1 0.001 84.21
Correlation linear 2 0.3 84.68
Linear PCA 2x linear 1 0.3 84.40

5x rbf 1 0.3 84.07
7x linear 1 0.2 84.12
21x rbf 1 0.001 84.21

Kernel PCA 5-Fold rbf 1 0.2 84.54
10-Fold rbf 1 0.2 84.54
20-Fold rbf 1 0.2 84.54

Table 7. Different hyperparameters for CM1-dataset for best accuracy

DATASET: CM1 Kernel C Gamma Accuracy
Gen. Sigmoid 3 0.1 90.36
Correlation Rbf 1 0.2 90.56
Linear PCA 2x Rbf 1 0.3 90.16

5x Rbf 1 0.3 89.14
7x Rbf 1 0.3 90.16
21x Sigmoid 1 0.3 90.36

Kernel PCA 5-Fold Rbf 1 0.3 90.17
10-Fold Rbf 1 0.3 90.17
20-Fold Rbf 1 0.3 90.224

6.1 Results for PC1

In the Table 5 different values of kernel, C and gamma are taken with different models
(CFS + SVM, PCA(2x, 5x, 7x, 21x) + SVM, KPCA + SVM) for best accuracy of PC1
dataset. It is observed that KPCA(20-Fold) + SVM gives the best result for the PC1
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dataset with kernel: rbf, C: 2 and gamma: 0.3 with accuracy 93.79%. KPCA(10-
fold) + SVM and CFS + SVM also give comparable results.

6.2 Results for KC1

Different hyperparameter’s values of SVM for best accuracy for the KC1 datasets are
shown in Table 6

It is observed that CFS + SVM gives the best accuracy for the KC1 dataset with
kernel: linear, C: 2 and gamma: 0.3 with accuracy 84.68%. After that KPCA + SVM
give the second highest accuracy 84.54% with hyperparameter kernel: rbf, C:1 and
gamma: 0.2.

6.3 Results for CM1

In the Table 7 different values of kernel, C and gamma are taken with different models
(CFS + SVM, PCA(2X, 5X, 7X, 21X) + SVM, KPCA + SVM) for best accuracy for
CM1 dataset. From the Table 7, it is observed that the best accuracy of CM1 dataset is
given by CFS + SVM for hyperparameter kernel: rbf, C:1 and gamma: 0.2 with accuracy
90.56%. PCA (21X) + SVM also give the good result.

6.4 Results for KC3

Different values of hyperparameters of SVM for best accuracy for KC3 dataset are
shown in Table 8. It is observed that the best accuracy for KC3 dataset is given by
CFS + SVM model with accuracy 90.83% for hyperparameters – linear kernel, C = 1
and gamma = 0.3.

Table 8. Different hyperparameters for KC3-dataset for best accuracy

Dataset: KC3 Kernel C Gamma Accuracy
Gen. rbf 1 0.3 90.61
Correlation linear 1 0.3 90.83
Linear PCA 2x sigmoid 1 0.0001 90.61

5x sigmoid 1 0.3 90.61
7x sigmoid 1 0.3 90.61
21x Rbf 1 0.3 90.61

Kernel PCA 5-Fold Rbf 1 0.3 90.61
10-Fold rbf 1 0.3 90.63
20-Fold rbf 1 0.3 90.64

6.5 Results for KC2

Different values of hyperparameters of SVM for best accuracy for KC3 dataset are given
in Table 9. It is shown that the best accuracy for KC2 dataset is given by PCA
(2x) + SVM with hypermeters: kernel: ‘linear’; C: 2; gamma: 0.3 with accuracy 83.88%.
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Table 9. Different hyperparameters for KC2-dataset for best accuracy

Dataset: KC2 Kernel C Gamma Accuracy
Gen. sigmoid 1 0.3 79.50
Correlation sigmoid 1 0.01 83.51
Linear PCA 2x linear 2 0.3 83.88

5x sigmoid 1 0.0001 83.51
7x sigmoid 3 0.0001 83.32
21x sigmoid 1 0.3 79.50

Kernel PCA 5-Fold rbf 1 0.2 79.50
10-Fold rbf 1 0.2 79.51
20-Fold rbf 1 0.2 79.53

Proposed combinations of methods have been simulated on various datasets and
performances of methods are summarized in the Table 10. It is observed that CFS + SVM
give best results compare to all others. KPCA + SVM have better results compare to
PCA + SVM

Table 10. Accuracy for different datasets based on different feature selection model

Datasets Accuracy (mean)
Gen. Correlation PCA Kernel PCA

2x 5x 7x 21x 5-Fold 10-Fold 20-Fold
KC1 84.21 84.68 84.40 84.07 84.12 84.21 84.54 84.54 84.54
PC1 90.16 93.41 93.15 91.42 93.15 91.42 93.23 93.51 93.79
CM1 90.36 90.56 90.16 89.14 90.16 90.36 90.17 90.17 90.224
KC3 90.61 90.83 90.61 90.61 90.61 90.61 90.61 90.63 90.64
KC2 79.50 83.51 83.88 83.51 83.32 79.50 79.50 79.51 79.53

7 Conclusion

In this paper we evaluate the performance of SVM with feature selection (CFS) and
feature extraction techniques (PCA and KPCA) using five NASA datasets. From the
results we can conclude that SVM with correlation-based feature selection technique
(CFS + SVM) give the best result among all models. Overall accuracy of CFS + SVM
model varies between 83.51% to 93.41%. KPCA + SVM also give better results for some
datasets or at least comparable with other methods. KPCA + SVM are required less time
for computation compare to other methods. For PC1 dataset KPCA + SVM give the
best result with accuracy 93.79% (20-FOLD). Overall accuracy of KPCA + SVM model
varies between 79.50% to 93.79%. In case of PCA + SVM, PCA with top two eigen‐
vectors gives the best results for all PCA feature extraction. Overall accuracy of PCA(2x)
+SVM model varies between 83.88% to 93.15%.
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Abstract. In this investigation, the single server retrial queue is studied under
the assumption that the arrival of the positive customers occur in bulk with state
dependent rates. The server may breakdown during the essential and optional
services due to arrival of negative customers. The combined supplementary
variable and generating function approach is used to analyze the mathematical
model and to find the queueing characteristics. The cost function has been
constructed to determine the optimal number of parameters involved for pro-
viding the desired efficiency to the system. The numerical results for various
performance indices are presented to examine the system behavior. The
Adaptive Neuro Fuzzy Inference System (ANFIS) technique which is the
combination of neural network and fuzzy logic has been used to design a fuzzy
inference model for the retrial queueing system. The neuro fuzzy based
numerical results are generated for the mean queue length.

Keywords: Unreliable server � Negative customers � Retrial queue � Optional
service � Adaptive Neuro Fuzzy Inference System (ANFIS)

1 Introduction

In the congestion situations of digital communication systems and high tech-production
systems, the queueing modeling of retrial phenomenon can be widely used for the
performance evaluation of system characteristics. In the recent past, the modeling of
retrial queues has formulated and analyzed mathematically by many researchers under
different assumptions. The contributions of Artalejo and Corral [1], Wu and Lian [2],
Choudhury and Ke [3], Yang et al. [4] and many others are worth-mentioning in the
direction of extensive survey on the retrial queue. The situations with negative cus-
tomers can be observed in the computer systems which may fail with the arrival of the
virus. Due to negative customers, the service of positive customers may be affected and
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the flow of arrivals of the customers may be dependent on the server’s current posi-
tions. The adverse impact of the growth of negative customers on the efficiency of
queueing system can be experienced in many congestion situations. The performance
analysis of queueing system with negative customers and optional service are inves-
tigated by many researchers. The detailed account on the service system with negative
customers can also be found in the research works of Rajadurai and Chandrasekaran
[5], Bagyam et al. [6], Gao and Wang [7], etc.

The neuro fuzzy technique is a powerful soft computing technique, which has
successfully applications in various fields including manufacturing/ production sys-
tems, telecommunication systems, hardware and software systems, automobiles, and
many more to study the performance characteristics. In the modern era, the soft
computing has facilitated the task of computation of performance indices for complex
systems in a big way. The neuro fuzzy technique came into existence due to combi-
nation of two commonly used soft computing approaches namely fuzzy logic and
neural network. The combination of these approaches provides a more versatile tech-
nique including adaptive neuro-fuzzy inference system (ANFIS). For malware detec-
tion in an information security system, Altaher et al. [8] presented a neural fuzzy
classifier system based on adaptive neuro-fuzzy inference system (ANFIS). The ANFIS
technique is employed to predict the performance of flexible and degraded manufac-
turing systems by Lin and Liu [9], Jain et al. [10] and Jain and Upadhyaya [11], and
others. Recently, Jain and Bhagat [12] used ANFIS technique to facilitate some
approximate results and compared it with the analytical results obtained for the unre-
liable server MX=G=1 retrial queueing model with vacation.

The present study deals with the retrial bulk arrival queuing system with negative
customers. The arrivals of positive customers are state dependent and the customers can
opt the optional service after getting the essential service. The queue size distribution
and cost function are established by using the supplementary variable and generating
function methods to explore the behavior of the system. The adaptive neuro fuzzy
based soft computing technique is also used to find the numerical results for the mean
queue length of the system.

2 Model Description

To develop the queueing model of service system with negative customers, consider
the congestion situation governed by the non-Markovian model with general dis-
tributed functions associated with service MiðxÞ, delayed to repair DiðxÞ, repair RiðxÞ
and retrial process CðxÞ. The requisite notations used in the model formulation are
given in Table 1. The supplementary variables are associated with the general dis-
tributed elapsed times of different states of the server along with the assumptions that
MiðxÞ ;CðxÞ ; DiðxÞ andRiðxÞ are continuous at x ¼ 0; with Cð0Þ ¼ 0; Cð1Þ ¼ 1;
Mið0Þ ¼ 0; Mið1Þ ¼ 1;Dið0Þ ¼ 0; Dið1Þ ¼ 1; Rið0Þ ¼ 0 and Rið1Þ ¼ 1; i ¼ 1; 2.
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3 Steady State Equations

The following governing equations are constructed by using the probability reasoning:

k1P0
0 ¼

Z1
0

l2ðxÞP2
0ðxÞdxþ�r0

Z1
0

l1ðxÞP1
0ðxÞdx

2
4

3
5þ

Z1
0

R1
0ðxÞp1ðxÞdxþ

Z1
0

R2
0ðxÞp2ðxÞdx

ð1Þ
d
dx

AnðxÞþ ½k1 þKðxÞ�AnðxÞ ¼ 0; n� 1; x[ 0 ð2Þ

Table 1. Notations used for model formulation

k1; k2; k3 The arrival rates of positive customers who join the system in bulk of
size X with probability mass function PðX ¼ jÞ ¼ cj; j� 1; when server
is in idle state, in busy state and delayed/repair state, respectively

EðXÞ;EðX2Þ The first two moments of X

r Arrival rate of negative customer
r0 The probability to get the optional service, �r0 ¼ 1� r0
p The joining probability of customers from the retrial orbit (if any) after

finishing the service or repair of the failed server, �p ¼ 1� p
q The probability that the customer from retrial orbit with random variable

- and distribution function CðxÞ; give-up his attempt first, when new
positive customer arrives, and return to his position of the retrial queue,
�q ¼ 1� q

NðtÞ The orbit size of the customers at time t
M1ðM2Þ The general distributed random variable for essential (optional) service

with distribution function M1ðxÞ(M2ðxÞ) and first two moments

bðjÞ1 ðbðjÞ2 Þ; j ¼ 1; 2
DiðRiÞ The random variable of delayed time (repair time) of the server while

failed during the service with distribution function DiðxÞRiðxÞ and
respective first two moments cðjÞi ðgðjÞi Þ; j ¼ 1; 2; i ¼ 1; 2

Anðx; tÞ;Pi
nðx; tÞ The transient state probability corresponding to n retrial customers and n

customers with probability function Kx in the system respectively, with
elapsed service time x at time t ; i ¼ 1; 2

Di
nðx; tÞ;Ri

nðx; tÞ The probability of n customers in the system with elapsed delayed to
repair and repair time respectively, at time t

C0ðtÞ; M0
i ðtÞ The respective retrial time and service time at time t

D0
i ðtÞ;R0

i ðtÞ At time t; the delayed time for the repair and repair time of failed server
during any stage of the service, respectively

~FðsÞ The Laplace-stieltjes transforms of the functions of random variable FðxÞ
associated with different server’s states

EðIÞ;EðHÞ;EðCÞ The expected length of idle period, completion period, cycle
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d
dx

Pi
nðxÞþ ½k2 þ rþ liðxÞ�Pi

nðxÞ ¼ k2
Xn
j¼1

cjð1� dn;0ÞPi
n�jðxÞ; i ¼ 1; 2 ; n� 0; x[ 0

ð3Þ

d
dx

DðiÞ
n ðxÞþ ½k3 þ giðxÞ�Di

nðxÞ ¼ k3
Xn
j¼1

cjð1� dn;0ÞDi
n�jðxÞ; i ¼ 1; 2 ; n� 0; x[ 0

ð4Þ

d
dx

Ri
nðxÞþ ½k3 þ piðxÞ�Ri

nðxÞ ¼ k3
Xn
j¼1

cjð1� dn; 0ÞRi
n�jðxÞ; i ¼ 1; 2 ; n� 0; x [ 0

ð5Þ

The normalizing condition is

P 0
0 þ

X1
n¼1

Z1
0

AnðxÞdxþ
X2
i¼1

X1
n¼0

Z1
0

Pi
nðxÞdxþ

Z1
0

Di
nðxÞdxþ

Z1
0

Ri
nðxÞdx

2
4

3
5 ¼ 1 ð6Þ

P0
0 ¼ q1ðq2 þ q3Þ�1 ð7Þ

4 Model Solution

The present non-Markovian model is analyzed by using supplementary variable
technique with probability generating function approach.

(i) The stability condition of the system

s1\1� �pqð1� ~Cðk1ÞÞEðXÞ: ð8Þ

(ii) The marginal PGF of the system states

AðzÞ ¼ q1�pk1ðz� XðzÞsðzÞÞ~C �ðk1Þ½UðzÞðq2 þ q3Þ��1 ð9Þ

P1ðzÞ ¼ q1k1ð1� XðzÞÞð1� �pqð1� ~Cðk1ÞÞÞ ~M�
1ðw1ðzÞþ rÞ½UðzÞðq2 þ q3Þ��1 ð10Þ

P2ðzÞ ¼ q1r0k1ð1� XðzÞÞð1� �pqð1� ~Cðk1ÞÞÞ ~M1ðw1ðzÞþ rÞ ~M�
2ðw1ðzÞþ rÞ½UðzÞðq2 þ q3Þ��1

ð11Þ

D1ðzÞ ¼ q1rk1ð1� XðzÞÞð1� �pqð1� ~Cðk1ÞÞÞ ~M�
1ðw1ðzÞþ rÞ~D�

1ðw2ðzÞÞ½UðzÞðq2 þ q3Þ��1

ð12Þ
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D2ðzÞ ¼ q1r0rk1ð1� XðzÞÞð1� �pqð1� ~Cðk1ÞÞÞ ~M1ðw1ðzÞþ rÞ ~M�
2ðw1ðzÞþ rÞÞ~D�

2ðw2ðzÞÞ½UðzÞðq2 þ q3Þ��1

ð13Þ

R1ðzÞ ¼ q1rk1ð1� XðzÞÞð1� �pqð1� ~Cðk1ÞÞÞ ~M�
1ðw1ðzÞþrÞ~D1ðw2ðzÞÞ~R�

1ðw2ðzÞÞ½UðzÞðq2 þ q3Þ��1

ð14Þ

R2ðzÞ ¼ q1r r0k1ð1� XðzÞÞð1� �pqð1� ~Cðk1ÞÞÞ ~M1ðw1ðzÞþ rÞ ~M�
2ðw1ðzÞþ rÞ~D2ðw2ðzÞÞR�

2ðw2ðzÞÞ½UðzÞðq2 þ q3Þ��1

ð15Þ

Also

ke ¼ k1ðPð0Þ
0 þAð1ÞÞþ k2ð

X2
i¼1

Pið1ÞÞþ k3ð
X2
i¼1

Dið1Þþ
X2
i¼1

Rið1ÞÞ

¼ k1 ½ð1� s1 � EðXÞÞðpþ �p ~Cðk1ÞÞþ ð1� �pqð1� ~Cðk1ÞÞÞðEðXÞþ s1Þ�ðq2 þ q3Þ�1

ð16Þ

q ¼ ke EðXÞ½ ~M�
1ðrÞð1þ rðcð1Þ1 þ gð1Þ1 ÞÞþ r0 ~M1ðrÞ ~M�

2ðrÞð1þ rðcð1Þ2 þ gð1Þ2 ÞÞ� ð17Þ

where

MiðxÞ ¼ 1�MiðxÞ; ~MiðrÞ ¼ 1� ~MiðrÞ ; i ¼ 1; 2:

w1ðzÞ ¼ k2ð1� XðzÞÞ; w2ðzÞ ¼ k3ð1� XðzÞÞ;D ¼ ½1� �pqEðXÞð1� ~Cðk1ÞÞ � s1�
sðzÞ ¼ ~M1ðw1ðzÞþ rÞð�r0 þ r0 ~M2ðw1ðzÞþ rÞÞþ r½ð1� ~M1ðw1ðzÞþ rÞÞ~D1ðw2ðzÞÞ~R1ðw2ðzÞÞ

þ r0 ~M1ðw1ðzÞþ rÞð1� ~M2ðw1ðzÞþ rÞÞ~D2ðw2ðzÞÞ~R2ðw2ðzÞÞ�½ðw1ðzÞþ rÞ��1

s1 ¼ ½EðXÞ ~M�
1ðrÞ�½k2 þ rk3ðcð1Þ1 þ gð1Þ1 Þ�

þ ½r0EðXÞ ~M1ðrÞ ~M�
2ðrÞ�½k2 þ rk3ðcð1Þ2 þ gð1Þ2 Þ�

~M�
i ðrÞ ¼ ~MiðrÞr�1; q1 ¼ ½1� �pqEðXÞð1� ~Cðk1ÞÞ � s1�; q2 ¼ ð1� s1 � EðXÞÞðpþ �p~Cðk1ÞÞ

q3 ¼ EðXÞð1� �pqð1� ~Cðk1ÞÞÞf1þ k1½ ~M�
1ðrÞð1þ rð1þðcð1Þ1 þ gð1Þ1 ÞÞÞþ r0 ~M1ðrÞ ~M�

2ðrÞ�
ð1þ rð1þðcð1Þ2 þ gð1Þ2 ÞÞÞ�g

UðzÞ ¼ sðzÞð1þ �pqð1� ~Cðk1ÞÞðXðzÞ � 1ÞÞ � z

5 System Characteristics

The performance measures based on the queue characteristics are derived to explore the
behavior of the system.
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(i) Long run system state probabilities

PI ¼ ½1� s1 � �pqð1� ~Cðk1ÞÞ�½q2 þ q3��1 ð18Þ

PN ¼ ½�pk1~C �ðk1Þðs1 þEðXÞ � 1Þ�½q2 þ q3��1 ð19Þ

PM1 ¼ ½k1ð1� �pqð1� ~Cðk1ÞÞÞ ~M�
1ðrÞEðXÞ�½q2 þ q3��1 ð20Þ

PM2 ¼ k1r0ð1� �pqð1� ~Cðk1ÞÞÞ ~M1ðrÞ ~M�
2ðrÞEðXÞ½q2 þ q3��1 ð21Þ

PD1 ¼ ½rk1ð1� �pqð1� ~Cðk1ÞÞÞ ~M�
1ðrÞc11EðXÞ�½q2 þ q3��1 ð22Þ

PD2 ¼ ½r r0k1ð1� �pqð1� ~Cðk1ÞÞÞ ~M1ðrÞ ~M�
2ðrÞc12EðXÞ�½q2 þ q3��1 ð23Þ

PR1 ¼ ½rk1ð1� �pqð1� ~Cðk1ÞÞÞ ~M�
1ðrÞg11EðXÞ½q2 þ q3��1 ð24Þ

PR2 ¼ ½r r0k1ð1� �pqð1� ~Cðk1ÞÞÞ ~M1ðrÞ ~M�
2ðrÞg12EðXÞ�½q2 þ q3��1 ð25Þ

(ii) Mean orbit size ðL0Þ

L0 ¼ q1ðk3ðq2 þ q3ÞÞ�1½N 00
1 ð1ÞN

0
2ð1Þ � N

0
1ð1ÞN 00

2 ð1Þ�½2ðN
0
2ð1ÞÞ2��1 ð26Þ

Where

N 0
1ð1Þ ¼ �½k3EðXÞð1� �pqð1� ~Cðk1ÞÞÞþ k3ð1� s1 � EðXÞÞðpþ �p~Cðk1ÞÞ

þ k1k3ð1� �pqð1� ~Cðk1ÞÞÞEðXÞf ~M�
1ðrÞð1þ rðcð1Þ1 þ gð1Þ1 ÞÞþ r0 ~M1ðrÞ ~M�

2ðrÞð1þ rðcð1Þ2 þ gð1Þ2 ÞÞg�
N 00
1 ð1Þ ¼ �k3½2s1EðXÞþEðXð2ÞÞ�ð1� �pqð1� ~Cðk1ÞÞÞþ k3½EðXð2ÞÞ þ 2s1EðXÞþ s00ð1Þ�ðpþ �p~Cðk1ÞÞ

þ k1ð1� �pqð1� ~Cðk1ÞÞÞf�2k2k3ðEðXÞÞ2ð ~M0
1ðrÞþ ~M�

1ðrÞÞd�1ð1þ rðcð1Þ1 þ gð1Þ1 ÞÞ
� ~M�

1ðrÞ½k3EðXð2ÞÞð1þ rðcð1Þ1 þ gð1Þ1 ÞÞþrðk3EðXÞÞ2ðcð2Þ1 þ 2cð1Þ1 gð1Þ1 þ gð2Þ1 Þ�
þ 2r0k2k3ðEðXÞÞ2ð�ð ~M0

2ðrÞþ ~M�
2ðrÞÞr�1 ~M1ðrÞþ ~M�

2ðrÞ ~M0
1ðrÞÞð1þ rðcð1Þ2 þ gð1Þ2 ÞÞ

� r0 ~M�
2ðrÞ ~M1ðrÞb1b2½k3EðXð2ÞÞð1þrðcð1Þ2 þ gð1Þ2 ÞÞþ rðk3EðXÞÞ2ðcð2Þ2 þ 2cð1Þ2 gð1Þ2 þ gð2Þ2 Þ�g

N 0
2ð1Þ ¼ �½1� s1 � �pqEðXÞð1� ~Cðk1ÞÞ�; N00

2 ð1Þ ¼ s00ð1Þþ 2s1�pqEðXÞð1� ~Cðk1ÞÞþ �pqEðXð2ÞÞð1� ~Cðk1ÞÞ

s00ð1Þ ¼ ð2r�2ðk2EðXÞÞ2 þ r�1k2EðXð2ÞÞÞ½1� ~M1ðrÞð�r0 þ r0 ~M2ðrÞÞ�
þ 2k2r�1ðEðXÞÞ2½k2 ~M 0

1ðrÞþ k3 ~M1ðrÞðcð1Þ1 þ gð1Þ1 Þ � r0k2 ~M
0
1ðrÞ ~M2ðrÞþ r0k2 ~M1ðrÞ ~M 0

2ðrÞ
þ r0k3 ~M1ðrÞ ~M2ðrÞðcð1Þ2 þ gð1Þ2 Þ� þ 2k2k3 ~M

0
1ðrÞðEðXÞÞ2ðcð1Þ1 þ gð1Þ1 Þ

þ eM1ðrÞ½ðcð2Þ1 þ gð2Þ1 þ 2cð1Þ1 gð1Þ1 Þðk3EðXÞÞ2 þ ðcð1Þ1 þ gð1Þ1 Þk3EðXð2ÞÞ�
� 2r0k2k3ðEðXÞÞ2ðcð1Þ2 þ gð1Þ2 Þ½ ~M 0

1ðrÞ ~M2ðrÞ � ~M1ðrÞ ~M 0
2ðrÞ�

þ r0 ~M1ðrÞ ~M2ðrÞ½ðcð2Þ2 þ gð2Þ2 þ 2cð1Þ2 gð1Þ2 Þðk3EðXÞÞ2 þðcð1Þ2 þ gð1Þ2 Þk3EðXð2ÞÞ�
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(iii) Mean system size ( Ls)

Ls ¼ L0 þ
X2
i¼1

Pið1Þ ð27Þ

6 Cost Analysis

The cost function per unit time associated with different server’s activities is described
to find the optimum cost of the system. The cost elements per unit time used to frame
the corresponding function are holding cost (CH) per day, the cost ðCOÞ per day of
server being in idle state, start up cost (CS) per day, (CBi ) cost per customer when the
server is busy with essential/optional service, delayed repair cost (CDi ) per day when
the server is broken down during essential/optional service, repair cost (CRi ) per day
incurred on the server failed during essential/optional service. The optimal cost
depends on the efficient outputs of the system and it can be determined by using the
following cost function.

TC ¼ CHLs þCOðP0
0 þPNÞþ ½E½C���1½CS þ

X2
i¼1

fCBiE½Si� þCDiE½Di� þCRiE½Ri�g�

ð28Þ

where

E½C� ¼ EðIÞþEðHÞ ¼ ðq2 þ q3Þ½keEðXÞð1� s1 � �pqð1� ~CðkÞÞÞ��1 ð29Þ

7 Numerical Illustration

The present section describes the numerical simulation for the studied model. For com-
putation purpose, it is assumed that the flow of the arrivals in groups is geometrical
distributed with first two moments EðXÞ ¼ dð1� dÞ�1; EðX2Þ ¼ dð1þ dÞð1� dÞ�2;
respectively. The essential/optional service time is considered according to l�Erlangian

distribution with first and second moments as bð1Þi ¼ l�1
i and bð2Þi ¼

ðlþ 1Þðll2i Þ�1; i ¼ 1; 2. It is assumed that the delayed time follows the exponential dis-

tribution with parameters ci and first two moments are taken as cð1Þi ¼ ðciÞ�1; cð2Þi ¼
2ðc2i Þ�1 by setting the parameter cð1Þi ¼ gð1Þi =2. Further, we assume that the repair time
follows the gamma distribution Gð2; giÞ with parameter gi with first two moments as

gð1Þi ¼ 2ðgiÞ�1; gð2Þi ¼ 6ðg2i Þ�1 by taking the parameter gð1Þi ¼ bð1Þi =3. The distribution of
retrial time is considered as exponential distributed with parameter -, such that ~CðkÞ ¼
-ð-þ kÞ�1: The following default parameters are taken for the computation purpose.
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EðXÞ ¼ 2; l ¼ 4; l1 ¼ l; l2 ¼ 3l; r0 ¼ 0:6; p ¼ 0:25; q ¼ 0:45; h ¼ 0:05; - ¼ 4; l ¼ 2; r ¼ :05; k1 ¼ 1:4; k2 ¼ 1:2;

k3 ¼ 1:0; CH ¼ $ 10/day, CS ¼ $ 500/day, CBi ¼ $ 50/customer, CDi ¼ $ 20/day, CRi ¼ $ 30/day, CO ¼ $ 10/day:

The numerical results are displayed in Tables 2, 3, 4, 5 and 6 and graphs 1–6 to
explore the trends of performance indices by varying different parameters. The various
performance indices of the system based on queueing and reliability characteristics are
affected by various system parameters as demonstrated in tables and graphs. To
improve the system performance, the queueing indices by varying the various system
descriptors are explored. Tables 2, 3 and 4 exhibit the effects of arrival rates of positive
customers ðkÞ, negative customers ðdÞ and service phases (l) respectively, for other
fixed parameters on the system states (Fig. 1).

The graphical representations of these numerical results obtained by using
neuro-fuzzy results in adaptive neuro-fuzzy inference system (ANFIS) approach are
done. The soft computing method, based on ANFIS provides the reasonable good
approximation as clear from the graphs. In Fig. 2, the parameter r is considered as
linguistic variable for the fuzzy system and the membership function for the same is

Table 2. Effect of arrival rates of negative customers on various performance indices

r PðIdle stateÞ PM1 PM2 PD1 PD2 PR1 PR2 Ls
0.1 0.3701 0.5202 0.1028 0.0022 0.0001 0.0043 0.0003 21.36
0.5 0.3913 0.4853 0.0913 0.0101 0.0006 0.0202 0.0013 16.44
0.9 0.4101 0.4543 0.0814 0.017 0.001 0.0341 0.002 13.53
1.7 0.4421 0.4021 0.0656 0.0285 0.0015 0.057 0.0031 10.25
2.9 0.4797 0.3417 0.0488 0.0413 0.002 0.0826 0.0039 7.81

Table 3. Effects of service phases and probability of optional service on mean queue size

l r0 ¼ 0:3 r0 ¼ 0:5 r0 ¼ 0:7
l ¼ 1 l ¼ 2 l ¼ 5 l ¼ 1 l ¼ 2 l ¼ 5 l ¼ 1 l ¼ 2 l ¼ 5

4.0 14.21 13.83 13.6 19.01 18.58 18.32 27.89 27.48 27.21
4.1 12.81 12.47 12.26 16.6 16.21 15.97 23.03 22.61 22.34
4.2 11.68 11.37 11.18 14.77 14.41 14.19 19.66 19.27 19.02
4.3 10.75 10.46 10.29 13.32 13 12.8 17.2 16.83 16.6
4.4 9.97 9.71 9.54 12.16 11.86 11.67 15.31 14.98 14.77

Table 4. Effect of probabilities of retrial customers on performance indices

p PðIdle stateÞ PM1 PM2 PD1 PD2 PR1 PR2 Ls
0.1 0.3881 0.5076 0.1009 0.0011 0.0001 0.0021 0.0001 33.39
0.3 0.3602 0.5308 0.1055 0.0011 0.0001 0.0022 0.0001 19.94
0.5 0.3312 0.5548 0.1103 0.0012 0.0001 0.0023 0.0002 13.91
0.7 0.3011 0.5798 0.1152 0.0012 0.0001 0.0024 0.0002 10.45
0.9 0.2698 0.6058 0.1204 0.0013 0.0001 0.0025 0.0002 8.18
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chosen as the Gaussian function. The linguistic values of input parameter for these figs
are (i) very low, (ii) low, (iii) average, (iv) high and (v) very high. It is clear from the
Fig. 2 that ANFIS results shown by tick marks are quite close to those as obtained
analytically and depicted by curves. Figure 3 depicts LS vs. p for different service time
distributions. It is noted that LS decreases for lower value of p but as p approaches to 1,
the decreasing trend becomes negligible. The total cost depends on the cost incurred on
different activities of the system. To determine the optimum cost and examine the
effects of different parameters on the cost function, the different cost elements are taken
as default values as CH ¼ $10/day, CS ¼ $500/day, CBi ¼ $50/customer, CDi ¼
$20/day, CRi ¼ $30/day, CO ¼ $10/day. The convexity nature of curve of total cost

Table 5. Effects of arrivals of positive customers on total cost (TC)

k l ¼ 4:0 l ¼ 4:1 l ¼ 4:2
l ¼ 1 l ¼ 2 l ¼ 5 l ¼ 1 l ¼ 2 l ¼ 5 l ¼ 1 l ¼ 2 l ¼ 5

1.55 416.47 413.01 410.9 425.65 422.36 420.37 435.17 432.04 430.14
1.60 414.67 410.92 408.64 423.15 419.6 417.44 432.19 428.81 426.76
1.65 414.19 410.13 407.65 421.58 417.73 415.39 429.84 426.19 423.98
1.70 415.72 411.31 408.61 421.46 417.29 414.75 428.53 424.58 422.18
1.75 420.32 415.52 412.58 423.53 419.01 416.24 428.81 424.53 421.93

Table 6. Effects of arrivals of negative customers on total cost (TC)

k l ¼ 4:0 l ¼ 4:1 l ¼ 4:2
- ¼ 4:0 - ¼ 4:1 - ¼ 4:2 - ¼ 4:0 - ¼ 4:1 - ¼ 4:2 - ¼ 4:0 - ¼ 4:1 - ¼ 4:2

1.6 410.92 410.81 410.75 419.6 419.67 419.78 428.81 429.04 429.29
1.65 410.13 409.7 409.34 417.73 417.56 417.43 426.19 426.22 426.28
1.7 411.31 410.44 409.67 417.29 416.76 416.31 424.58 424.33 424.13
1.75 415.52 413.99 412.63 419.01 417.98 417.08 424.53 423.89 423.34
1.8 424.38 421.87 419.62 424 422.26 420.71 426.84 425.65 424.61
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(TC) shown in Figs. 4, 5 and 6 yields the optimal values of the TC for the parameters
ðl�; r0�Þ ¼ ð4:5; 0:8Þ;ðr�; k�Þ ¼ ð0:05; 1:65Þ;ðk�;-�Þ ¼ ð1:75; 5:0Þ; respectively,
along with corresponding optimal total costs $444.30, $410.13 and $405.80.

Fig. 2. ANFIS Ls vs. r

Fig. 3. Ls vs. p

Fig. 4. Effects of r0 and µ on TC
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8 Conclusion

In the present study, performance analysis of unreliable server bulk arrival retrial
queueing model with negative customers and optional services is considered. By
incorporating the some realistic additional features viz. state dependent arrivals of
positive customers and arrival of the negative customers which interrupt the service
environment of the system, the developed queueing model portrays more versatile
scenarios and can be effectively used due to improve the system performance in many
congestion situations. The cost function provides useful insights to the system engi-
neers and decision-makers to upgrade the system at reasonable cost. The cost analysis
can be further used to obtain optimal parameters by minimizing the cost associated with
various activities of the service system. The applicability of ANFIS for complex real
time service system with unreliable server and many other noble features has been
validated by taking suitable example. To realize the application of present model, we
cite the situation experienced in computer networks due to virus, which affects the
efficiency of the service system. The investigation studied can be further extended by
incorporating N-policy, vacation schedule, etc.

Fig. 5. Effects of k and r on TC

Fig. 6. Effects of k and - on TC
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Abstract. This paper presents how humans trained in primitive hap-
tic based patterns using a wearable sleeve, can recognize their scaling
and shifting. The wearable sleeve consisted of 7 vibro-actuators to stim-
ulate subjects arm to convey the primitive haptic based patterns. The
focus of this study to understand (1) whether the human somatosen-
sory system uses primitive patterns that can be modeled using Gaussian
like functions to represent haptic perceptions, (2) whether these primi-
tive representations are localized (cannot be shifted along the skin) and
magnitude specific (cannot be scaled). These insights will help to develop
more efficient haptic feedback systems using a small number of templates
to be learnt to encode complex haptic messages.

Keywords: Haptics · Human-robot interactions · Vibro-actuator
arrays · Guidelines and algorithm

1 Introduction

Haptics would be the best way to convey messages in critical tasks to provide
spatial information [1]. Some of the studies demonstrated that haptic perceptions
can be used to assist humans in navigation in unfamiliar environments [2,3].
Therefore, it is important to understand how humans perceive haptic feedback
patterns using primitive haptic based templates. The results would give us an
insight as to how to convey messages to humans when they work in noisy or
uncertain environments like factory or search and rescue.

There have been some studies demonstrating that haptic feedback can be
used to navigate humans [3–5]. Vibro-actuators have been used for different
purposes to convey messages to humans. For example, the study in [5] presented
an active belt which is a wearable tactile display that can transmit multiple

c© Springer Nature Singapore Pte Ltd. 2017
K. Deep et al. (eds.), Proceedings of Sixth International Conference on Soft Computing
for Problem Solving, Advances in Intelligent Systems and Computing 547,
DOI 10.1007/978-981-10-3325-4 30
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directional information in combination with a GPS directional sensor and 7
vibro-actuators. Furthermore, in some studies vibro-tactile displays have used to
improve the quality of life in different ways such as reading devices for those with
visual impairments [6] to provide feedback of body tilt [7], balance control and
postural stability [8], and navigation aid in unfamiliar environment [9]. Until now
there have been many studies that used vibro-actuator belts for different pur-
poses. However, this paper attempts to understand how to use vibro-tactile actu-
ator arrays to understand representation of distributed haptic feedback which
can be used to convey messages to humans.

Amplitude has been widely used to stimulate the human skin in most of the
previous studies [10–13]. However, we argue that frequency would be better for
persistent perception. The monotonic nature in amplitude could effect humans’
responses.

It has been shown that humans learn movements through flexible combina-
tion of primitives that can be modeled using Gaussian like functions [14]. There-
fore, in this paper we try to understand whether human somatosensory system
also uses primitive patterns that can be modeled using Gaussian like functions
to represent haptic perception. These insights will help to develop more efficient
haptic feedback systems using a small number of templates to be learnt to encode
complex haptic messages.

Basic two scientific questions are tested in this paper. (1) whether the
human somatosensory system uses primitive patterns that can be modeled using
Gaussian like functions to represent haptic perceptions, (2) whether these prim-
itive representations are localized (cannot be shifted along the skin) and magni-
tude specific (cannot be scaled).

Therefore, to test those questions, the experiments were carried out to study
humans’ ability (1) to generalize (scaling/shifting) the trained primitive vibro-
actuator array templates (the Gaussian template (T), shifted right (TR), shifted
left (TL), half Gaussian (THA), and shrink (THS)), and (2) to recognize trained
these templates and their inverse even they played randomly. The results of this
paper would give an idea as to how humans construct the cutaneous feedback
in different messages/scenarios. The results would help us to understand what
the sensitive geometrical shapes are when we need to code haptic messages to
humans in noisy crowded areas such as factory, search and rescue via cuta-
neous feedback. The possible applications could be human-robot interactions in
uncertain environments, noisy situations like factories to convey messages to the
humans.

2 Materials and Methods

The results of three experiments would answer the following scientific questions:
Experiment 1: How humans generalize a Gaussian template in scaling and shift-
ing, and Experiment 2: How humans can recognize trained templates even they
are presented in a random order given by a set of discrete vibro-actuators on the
arm.
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A B
A wearable haptic sleeve with 7 
Pico Vibe 10 mm vibroactuators

Power amplifier 
circuit

Arduino mega 
microcontroller

C

A vibroactuator

Fig. 1. Hardware design for wearable haptic sleeve: (A) Pico Vibe 10 mm vibro-
actuator, (B) A wearable vibro-tactile actuator arrays with 7 Pico Vibe 10 mm vibro-
actuator motors, and (C) Arduino Mega motherboard and power amplifier circuit to
generate different intensity patterns.

Subject wears a 
wearable haptic sleeve

The demarcated
area

Arduino mega 
microcontroller

Power amplifier circuit
A

B

Subject’s drawing
After the trial

Fig. 2. An experimental trial: (A) The subjects wear a wearable haptic sleeve with 7
Pico Vibe 10 mm vibration motor. The drawing area is demarcated and used hardware
is shown, and (B) The subject drew the intensity felt from the vibro-tactile actuator
arrays was during the trial on ipad. Draw free app (Apple Inc.) software is used as a
drawing tool.

Pico Vibe 10 mm vibration motor - 3 mm type (Precision Micro-drives) in
Fig. 1A was used to make wearable haptic based pattern feedback system as
shown in Fig. 1B. There are 7 Pico Vibe 10 mm vibro-actuators arranged in equal
distance (7 cm) in the array as shown in Fig. 1B. The 7 Pico Vibe 10 mm vibro-
actuators are attached to the seven belts which can be adjusted by strapping
securely to arm of the different subjects. The different intensities for the vibrators
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are generated by Arduino Mega motherboard and the amplitude was modulated
by a simple power amplifier circuit as shown in Fig. 1C.

2.1 Haptic Primitive Templates Generation

The standard Gaussian function was used to generate templates. The templates
were generated by y = gaussmf(x, [sig, c]) by MATLAB 2014b, where sig = std,
and c is the center of the distribution. The sig for pattern T, TR, TL, and THA
are 1 and 0.5 for THS respectively. Moreover the amplitude of the THA was
maintained at half of the rest of the templates.

2.2 Experimental Procedure

Subjects wore the haptic based pattern feedback sleeve as shown in Fig. 2A.
Subjects were asked to keep the arm outstretched during the experiments. The
smooth curves of Fig. 3 were selected as templates to generate different stimula-
tion patterns. During a trial, all vibro-actuators vibrate simultaneously. Single

Fig. 3. The templates for experiment 1 and experiment 2: T- Gaussian Template. The
standard deviation 1 for T, TR, TL, and THA. The standard deviation 0.5 was used
for THS.
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Table 1. The intensities (Hz) for different templates in experiment 1 and experiment 2

Vib. 1 Vib. 2 Vib. 3 Vib. 4 Vib. 5 Vib. 6 Vib. 7

T 103.33 140.60 281.96 400.00 281.96 140.60 103.33

TR 100.00 100.10 103.33 140.60 281.96 400.00 281.96

TL 281.96 400.00 281.96 140.60 103.33 100.10 100.00

THS 100.00 100.10 140.60 400.00 140.60 100.10 100.00

THA 51.66 70.30 140.98 200 140.98 70.30 51.66

Table 2. The order for different templates in experiment 1 and experiment 2

Exp 1: order Exp 2: order

T 1-5, 11-14, 20-23, 29-32, 38-41 1-5, 21, 29, 32, 34, 38, 41

TR 6, 10, 18, 27, 33, 45 6-10, 23, 27, 31, 33, 39, 42

TL 7, 17, 24, 35, 37, 44 16-20, 22, 26, 28, 35, 37, 44

THS 9, 16, 26, 28, 34, 42 THS was dropped in Ex2

THA 8, 15, 19, 25, 36, 43 11-15, 24, 25, 30, 36, 40, 43

trial ran for an average of 80 ms. During the first five trials, the template (T) in
Fig. 3 was played. Before playing each template, subjects were shown the printed
template. Subjects were asked to draw a smooth curve representing what they
perceive on an ipad sketching app (Draw free app (Apple Inc.)) after each trial as
shown in Fig. 2B. A drawing area on the ipad was clearly demarcated to match
the size of the printed template as shown in Fig. 2B. Just after the drawing, the
next stimulation was given.

2.3 Data Processing and Statistical Analysis

The same available pencil in Draw free app (Apple Inc.) was used for drawing
throughout the experiments. Get Data Graph Digitizer version 2.6 was used to
digitize the data (16 digits) on drawn lines. To obtain the regression coefficients,
the respective template was generated by MATLAB 2014a with the exact length
of the drawing curve for each trial. The regression coefficients were calculated
between humans sketch data (raw data) and the respective templates.

2.4 Experiment 1: To Understand How Humans Generalize
a Gaussian Pattern in Scaling and Shifting

Eight healthy naive subjects (6 - male, 2 - female) age between 24 to 39 partici-
pated in the experiment 1. The experiment 1 was conducted to test how humans
generalize a primitive template pattern (T) with respect to scaling and shifting.
The shifting was done by left shift (TL) and right shift (TR), not up or down and
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scaling was done by shrinking (THS), and half in magnitude (THA) as shown
in Fig. 3.

In experiment 1, subjects were asked to wear the vibro-actuator belt. Subjects
were trained and shown only printed template T. They were informed that the
intensities of the vibro-actuators in the belt are directly proportional to the
height of the template T during the stimulation. Subjects were told that they
are supposed to draw a smooth curve with heights directly proportional to the
intensities of the vibro-actuators after the stimulation. During the experiment,
subjects were trained for only template T. Therefore, at the beginning of the
experiment, template T was played 5 times. Then subjects were informed that
trained and untrained templates would be played pseudo randomly during the
experiment. Therefore, after first five training trials, TL, TR, THS, and THA
patterns were played randomly. However, there are training blocks in between
other templates to train template T as shown in Table 2. During the training
blocks, subjects were informed that the printed template was shown prior to the
trial. For all training sessions (when T played) the visual cue was provided. At
the end of each trial subjects were asked to draw what they felt during the trial.
Pattern T repeated four times like in a block as shown in Table 2. Likewise four
blocks of templates were played during the experiments after first five trials.
The rest of four intensity patterns (TR, TL, THA, and THS) played six times
each during the experiment randomly as shown in Table 2. Therefore, subjects
participated in 45 trials during the experiments. For more clarity, the frequencies
and the trial number and respective played patterns are shown in Tables 1 and 2
respectively.

2.5 Experiment 2: To Understand How Humans Can Recognize
Trained Templates When They Are Presented in a Random
Order

The second experiment was conducted to test how subjects recognize all trained
haptic feedback patterns when they are presented in a random order. Six healthy
naive subjects (4 - male, 2 - female) aged 24 to 28 participated in the experi-
ment 2. All instructions in experiment 1 were given to the subjects. However,
not only the template T, but also the templates TR, TL, and THA were shown
to the subjects. Since the subjects were not able to distinguish the pattern THS
from other patterns in experiment 1, the pattern THS was dropped and only
patterns TL, TR, THA, and T were considered for the experiment 2. During the
experiment, first 20 trials were designed to train the subjects to learn the pat-
terns T, TR, TL, and THA. Each training pattern was played 5 times. During
those 20 training trials, subjects were shown the pattern to be played. Finally
the subjects were asked to draw a smooth curve representing the vibro-actuator
intensity pattern they felt on an ipad screen. During the testing session, the
four training templates were played in pseudo random order to achieve counter
balancing. Each template was played 6 times making the total number of trials
experienced by each subject to be 44.
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3 Results

3.1 Experiment 1

The sketched raw data for the pattern T, TL, TR, THS, and THA in experiment
1 are shown in Fig. 4. The template patterns are shown by black dashed line. The
sketched data in Fig. 4 were regressed by respective templates shown by black
dashed line for each template. The average regression coefficients are shown in
Fig. 5. The results in Fig. 5A show high correlationship between the data and
template only when the template T was played. The regression coefficients of
the first five trials in Fig. 5A confirms that this training block sets up a baseline.

TL T TR

THS

THASub. 1
Sub. 2
Sub. 3
Sub. 4
Sub. 5
Sub. 6
Sub. 7
Sub. 8
Sub. 9
Sub. 10
Template 

Fig. 4. The raw data for experiment 1: The sketched data for pattern T, TL, TR, THS,
and THA for all trials. The all templates are shown by black dashed line.

Moving to the regression coefficients in templates TL, TR, THA, and THS
regression coefficient values are relatively low when the sketched data are
regressed with respective templates as shown in Fig. 5B. Moreover, it is noticed
that some regression values less than 0 for templates TR and TL in Fig. 5B. The
deviation can be noticed in humans’ sketched data in Fig. 4 for templates TR and
TL. However, the low and negative regression coefficients and higher variability
values in Fig. 5C suggest that subjects were not able to shift the pattern (TL
and TR) they are trained in. This might come from the fact that the memory
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Fig. 5. Experiment 1: Average regression coefficients (In this experiment subjects were
trained only for template T): (A) Regression coefficients for training template T over
the trials, (B) Testing session regression coefficients for templates TL, TR, THS, and
THA when the data are regressed with its respective templates, and (C) Regression
coefficients for templates TL, TR, THS, and THA when the data are regressed with
template T.

of the pattern T interferes with subjects’ perception as shown in raw data in
Fig. 4. For more clarity, the data were regressed with template T as shown in
Fig. 5C (Note that in Fig. 5B the regression was done against the actual pattern
that was played).

3.2 Experiment 2

The sketched raw data for the pattern T, TL, TR, and THA in experiment 2
are shown in Fig. 6. The templates are shown by black dashed line. The sketched
data in Fig. 6 were regressed against respective templates. The average regres-
sion coefficients are shown in Fig. 7 when subjects were trained and tested in
a random order of patterns T, THA, TL, and TR in experiment 2. In general,
in Fig. 7 all regression coefficients have improved with respect to Fig. 5B for all
templates. The average regression coefficients of training session are higher for T
and THA with respect to TL and TR as shown in Fig. 7. It implies that subjects
have a better ability to recognize scaled template than shifted ones as noticed
in experiment 1. Moreover, it can be seen in sketched data in Fig. 6 too. Inter-
estingly, subjects can recognize these four templates when they are played in
random order, provided they were trained earlier. Therefore, those results show
that subjects can recognize trained primitive patterns when vibro-actuator array
generates different stimulations.

4 Discussion

This paper presents experimental evidence of the capabilities and limitations of
the human somatosensory system to distinguish and recognize a class of prim-
itive haptic feedback pattern presented after prior training. Three consecutive
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TL T TR

THASub. 1
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Sub. 5

Sub. 6

Sub. 7

Sub. 8

Template

Fig. 6. The raw data for experiment 2(a): The sketched data for pattern T, TL, TR,
and THA for all trials in experiment 2. The templates are shown by black dashed line.
The template THS in experiment 1 was dropped in experiment 2.

Fig. 7. (A) Experiment 2: Average regression coefficients when data regressed with
respective template in Fig. 3. Standard deviation of the regression coefficients are shown
by error bars.

experiments that provide insights into how humans recognize trained cutaneous
feedback patterns as well as their shifts and scales. The results in this paper
provide new insights into an important area of tactile input to inform shape
recognition. The subjects’ drawings of stimulus waveforms were captured and
regression coefficients were used to understand humans’ ability to recognize the
given stimulations by different templates a via vibro-actuator array.

It would be interesting to test whether subjects could decode the messages
from the wearable haptic sleeve when the user is mobile and active. It will inform
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to develop a vocabulary to be used in a haptic language for special information
and to design training protocols.

A deeper understanding of humans’ ability to generalize and recognize trained
templates are important to convey some messages via vibro-actuator stimuli
when humans have to work in noisy environments. Moreover, those trained tem-
plates could be considered as primitives of a haptic based language. Those prim-
itives and subjects’ responses would give an idea as to how they can be used to
increase humans’ perception when they are in noisy environments like factory,
search and rescue.

Results of experiment 1 show that even though subjects were able to scale
they find it difficult shift a trained template T. This results suggest that trained
template T interfere for shifting. The raw data in experiment 1 shows higher
deviation from the played template. Even for the template T in Fig. 5 has a
higher deviation from the trained template T. This variability could come from
physiological factors like muscle tension and psychological factors like attention.

However, results in experiment 2 show that average regression coefficients
have improved with respect to experiment 1. These improvements show that
subjects have an ability to recognize the same distributed haptic pattern (in
this case T) even when it is shifted along the arm. Here TL is more precise
and less strongly shifted to the center of the TR. It could come from that more
sensitivity bias in shoulder than elbow (please note vibro-actuators labeled from
1 to 7 in Fig. 3 are from upper arm to lower arm.) as shown in raw data in Fig. 6.
It would be useful to further investigate the distribution of sensitivity to vibro-
tactile feedback along the human arm. Even though the same procedure was used
for training for all experiments, the low regression coefficients in Fig. 5 and Fig. 7
suggest that even if recognition of the tactile patterns were good, performance
would still be poor if drawing the visual representation was difficult.

The results explain as to how to use cutaneous feedback to the humans to
convey some messages when humans working in noisy environments. It would
help them to mentally construct the message by their training experiences as
noticed in the results in experiments. The findings would give an insight about
how special haptic memory is represented in the brain, how they could be linearly
combined, and how humans can be trained for using multiple haptic patterns
to decode complex messages. Those findings would be used to design guide-
lines/algorithm to convey messages to human in uncertain/noisy situations.
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Abstract. Distribution of work load (job) among the virtual machine is one of
the challenging issues in cloud environment. It is very difficult to predict the
execution time of job in cloud computing. So Cloud job scheduler should be
dynamic in nature and distribute the job among the virtual machine in such a
manner, no virtual machine should be in overloaded or ideal condition. We
proposed an algorithm considering the priority of jobs and cost of resource. Job
priority and cost of resources is major issue to establish a cloud environment for
enterprises. For better quality of service and utilization of resources IBA algo‐
rithm is suited for this purpose. Result shows that IBA minimize the idle time of
resources but IBA does not provide the guarantee for handling job priority and
cost of the resource. So there is a need of job scheduling algorithm that considers
job priority and recourse cost.

Keywords: Load balancing · Virtual machine · Job scheduling

1 Introduction

Today cloud computing is one of the most emerging evolutions in technology. The main
aim of this technology is providing the type of services on the pay per use basis like
software as a service, infrastructure as a service etc. There are some challenging problem
exist in cloud computing like security problem in cloud computing (distribute denial of
service attack, economics denial of service attack, data leakage problem etc.) [6] And
job (task) scheduling problem (there are various quality of service parameter exist like
deadline of job, cost of cloud resource, priority of job etc. we have to consider these
parameter and find out the optimum results). We have proposed and implement a job
scheduling algorithm considering priority of task for job in this paper. Cloud services
successful attract the customers which are either the small firm or large enterprises
towards its side. The basic concept of cloud is try to minimize the burden of user and
provided the flexibility to take over the load of user to its cloud. For distribution of job
in cloud computing technology job scheduling is one of the major factor. To fully utilize
the cloud resources and distribute the job to the resources, job scheduling algorithm is
used for this purpose.
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There are two types of scheduler work in cloud environment: first one is local sched‐
uler that works with in virtual machine i.e. manage all the task of a single virtual machine
and all the virtual machine contain a local job scheduler, second one is called global
scheduler or meta scheduler. User submits all through the web interface in cloud envi‐
ronment after that all the jobs goes to meta scheduler because meta scheduler contain
the information about all the virtual machine. Meta scheduler distributed these jobs to
existing virtual machine [1]. After this the role of local scheduler comes in the existence
processing element is provided by this scheduled for completion of jobs. A cloud contain
more than one data center. A data center contains pool of scalable resources. Hardware,
software or processing element all just types of various resources. One or more than one
Virtual machine (VM) a data center contains. A virtual machine have more than one
processing element for completion of any job these processing element executed the job
which is submitted by the cloud user.

Architecture of the cloud metascheduler is shown in Fig. 1.

Fig. 1. Metascheduler architecture

This architecture has mainly three important parts.

• In First part user submitted their job for completion to the cloud user.
• In second part metascheduler perform its part the user job is mapped to various virtual

machines according to the scheduling algorithm. This part will play one of the most
important roles in job scheduling.

• In the last part local scheduler comes in the existences, allocation of processing
element is done in this part.

2 Related Works

There are two type of job scheduling algorithm one is static algorithm and second is
dynamic algorithm. Static algorithm are those algorithm in which variation of work load
is very less and all the job information (required number of processor, required memory
etc.) is known at static time like first come first serve, round robin, backfill algorithm
using balanced spiral method etc. so these type of algorithm will not work well in cloud
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environment because you cannot predict the job in cloud environment at compile time.
We need dynamic job scheduling algorithm for scheduling in cloud environment. Job
scheduling problem is a NP complete problem in computer science that cannot be solved
easily in polynomial time. So author’s are using different technique to solve the job
scheduling problem, some authors are using conventional approach to solve the problem
of job scheduling while some are using heuristic and meta heuristic approach to solve
the job scheduling problem in cloud environment. Therefore there are lots of algorithm
has been proposed in past to solve the problem of job scheduling.

A. Mualem and D. Feitelson [2] proposed and algorithm for job scheduling consid‐
ering the parameter average response time and execution time using backfilling
approach. A. Suresh and P. Vijayakarthick [3] proposed an algorithm for job scheduling
using the meta scheduler technique and consider the parameter processing time but this
algorithm will not work well because this algorithm was a static algorithm. Improved
Backfilling Algorithm is shown in Fig. 2. S. Yi et al. [4] proposed an algorithm for
parallel job scheduling considering the resource utilization as a parameter. This algo‐
rithm work well for clusters and don not give the guarantee to work well in cloud envi‐
ronment. X. Xu and N. Ye proposed an algorithm to reduce the waiting time of job [5].
T. Ma and R. Buyya proposed an algorithm which is based on priority and non priority
of job for gird computing [7]. P. Gupta and N. Rakesh proposed an algorithm for web
server in cloud environment that reduce the waiting time and increase the response time
of job request [8]. D. G. Feitelson et al. [9] proposed an algorithm for reducing the
execution time of job.

Fig. 2. Architecture of proposed method

Chen et al. [10] proposed an algorithm for reducing the make span time of task (job)
and increase the average resource utilization ratio. Authors select that job first who have
minimum task length and allocate to that virtual machine who can execute in minimum
time. This algorithm reduce the make span time and increase the utilization of resource
but this algorithm is a static algorithm and do not consider the deadline of task. There
is some conventional dynamic algorithm proposed by the authors for job scheduling in
cloud environment. J. Bhatia et al. [11] proposed a dynamic algorithm for task sched‐
uling and load balancing in cloud environment that calculate the load on virtual machine
(node) and find out the response time of each node so that cloud task scheduler take the
decision next task is allocate to which virtual machine. K. Dubey et al. [12] proposed a
dynamic algorithm that is based upon the priority of task using the combined approach
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of IBA and EASY algorithm. There are various dynamic job scheduling algorithm also
exist in cloud environment but the entire algorithm have some pros and cons. Different
algorithm choose the different parameter to find out the results like response time,
average waiting time, make span time, throughput, resource utilization ratio etc. A single
algorithm cannot fulfill the entire objective at a time.

There are some author’s using the soft computing technique specially metaheuristic
approach like honey bee behavior, particle swarm optimization, ant colony optimization
etc. to solve the problem of job scheduling. D. Babu and P. Venkata [13] proposed an
algorithm for load balancing in cloud environment in which honey is consider as
resource and honey bee is consider as job. This algorithm optimizes the response time
and execution time parameter. F. Ramezani and F. Khadeer hussain [14] proposed an
algorithm which is based on particle swarm optimization technique. This algorithm
reduces the execution time and transfer time parameter.

Algorithm IBA:

1. Sort the jobs according to the required number of PE’s.
2. Select the largest job and placed it last position in the list.
3. Place the job which is second largest in the right side of the pool.
4. Then, check for the next job (do until all the jobs are finished)

(a) If the sum of left pool < sum of right pool, then put the job in the left pool
otherwise in the right pool.

5. Concatenate both the left pool and the right pool.
6. The sequence which we get in step 5 is the optimal sequence.

3 Proposed Model

Job scheduling is one of challenging issue in cloud computing. Various jobs scheduling
algorithm had been proposed and implemented. The main requirements of job sched‐
uling algorithm are to maximum utilization of resources and minimize the cost of
resources per user considering the priority of jobs. Many job scheduling algorithm had
been exist for take care of these entire requirement separately but there is no single job
scheduling algorithm that fulfill the entire requirement. So we proposed and develop an
algorithm that considers all these required parameter.

A. Architecture of proposed model

In our proposed approach, users submit their job with required processing element (PE’s)
for completion of job with priority of each job. Now the first step is to separate the job
according to the priority of job in different queues. All the same priority job store in a
one queue with first come first serve basis, after that all jobs are arranged according to
priority in the queue.

After the first step various queue q1, q2, q3… qn is created. These queues is form
according to priority means q1 contain all the job which have the priority 1, q2 contains
all the jobs which have the priority 2 and same is for all queue.
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Jobs are grouped with priority now need to optimizing the recourses utilization apply
IBA and EASY algorithm on the queue of jobs and after this final job sequence is formed.
Now jobs are arranged according to allotment of processing element execution.
Resources is classified according to the minimum cost to execute of a single job which
is calculated as

Cj =
(
ETj∕ PR

)
∗ Cr

where

Cj = Cost of a job
ETj = Execution time of a job
PR = Processing power of resource
Cr = Cost of Resource

Minimum cost of a job resource is selected and assigned the jobs from Final job
sequence list until the resource capacity is more than the length of jobs in the list, when
the length of jobs is more than the resource capacity stop assigning the jobs on this
resource and selected next resource in list and started assigning jobs to this resource
until same condition is not occurred, continue assigning the jobs to resources until the
job sequence list is empty.

B. Description of the algorithm

We take following assumptions in our proposed algorithm:-

• There is no relation between the jobs means the execution of one job is not dependent
on the other job.

• User need to necessary define the priority and processing element requirement for
completion of that job in advance.

• Execution time for job is taking a constant for result and analysis purpose.

The proposed algorithm process is as follows:

1. Jobs are submitted by the user along with priority and processing element require‐
ment.

2. Jobs are separated on the basis of priority same priority job are placed in same queue
so there are equivalent queue are maintained as number of priorities provided by
users.

3. Once the priority queue is formed IBA algorithm is applied on these queues sepa‐
rately.

4. After applying IBA algorithm all queues are combined to form a intermediate
sequence.

5. Now applying the EASY algorithm on this intermediate sequence for better utiliza‐
tion of resources.

6. Final List of job according to their priority and best utilization of resources submitted
to the resources.
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7. Arranged the resources on the basis of their cost of a job to execute. Resource which
has minimum cost to execute of a job comes first and the resource which is having
maximum cost comes last in order.

8. Assigned jobs to resources from the list, when the jobs length is more than the
capacity of resource then assigned jobs to next resource in the list and this process
continue until job length is reached to zero.

4 Simulation Tool and Experimental Results

The Cloudsim tool kit here we use as a simulator tool to test our proposed model with
other job scheduling algorithm. We use cloudsim 2.1.1 version. Cloudsim tool kit is
open source simulator where prebuilt class is present we need to inherited these classes
for our experiment result. Cloudsim simulator contains the datacenter that represents
the processing capacity of all virtual machine as shown in Fig. 3. A datacenter contain
the many number of host an each host contain the number of virtual machine, it’s totally
depends upon the configuration of host and virtual machine. Broker work as a job
scheduler in cloudsim. It selects the job and allocate to those virtual machine that can
execute in minimum time and utilize the resource effectively. Cloudsim is basically used
for job scheduling [15] so we implement the proposed algorithm on cloudsim tool.

Fig. 3. Basic architecture of Cloudsim

Proposed model performance is tested on the following parameter

• Utilization of resources
• Time to process job
• Cost of the resources
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We compare our proposed model with other job scheduling algorithm FCFC, EASY
and IBA algorithm with execution time and Average resource usage (Fig. 4).

Fig. 4. Analysis of algorithm with respect to execution time

We take assumption that time to process all job is same.
After analysis the experimental result of cloudsim tool kit we found that our proposed

model have better performance than FCFS and EASY algorithm but Approximately
equal with IBA, IBA does not consider priority and cost of to process the job so overall
our proposed model have shown better result.

5 Conclusion and Future Work

Cloud computing technology have various challenges such as task scheduling, utiliza‐
tion of resources, minimization of cost to perform user work, data leakage etc. Our
proposed algorithm used the concept backfilling while considering user’s priority among
the job and cost consideration of resources. Simulation result showed that the proposed
algorithm gives better result compare to other backfill algorithm like EASY and IBA
and FCFS. Backfilling algorithms are successful to increases utilization of resources but
do not consider priority and other issues.

We used cloudsim as our simulator to simulate our result and we find that in some
cases high priority jobs continuously executed while the low job priority jobs need to
wait for execution in some cases there is a possibility of starvation. We also consider in
future that in our algorithm assume that all jobs have same execution time for analysis
but in real scenario jobs have different execution time.
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Abstract. Solar energy is abundantly available on earth. The temperature of
heat source needs to be high for the higher efficiency; be it energy production
through thermodynamic cycle or heat extraction using heat transfer media, and
solar energy concentration devices helps in achieving high temperature. Para-
bolic trough collector (PTC) has its own advantage with concentration ratio upto
215 times with reasonable cost and operational convenience, especially when
low to medium range temperature heating is required. Present work is focused
on the experimental and computational study on PTC with different heat transfer
fluids towards identifying a suitable heat transfer fluid and flow parameters
towards achieving higher heat collection and transfer efficiency. Most decisive
thermo-physical entity such as heat transfer fluid (HTF) and its property i.e. flow
rate is varied and its influence on the thermal efficiency, heat transfer and net
effective temperature gain is analysed with the numerical model and results
validated with experimental work. For numerical study, computational fluid
dynamics (CFD) approach is taken using ANSYS–fluent software package. The
experimentation results are in good agreement with the numerical model and
suggest that with the flow rates of different HTF maintained within 3–5 LPM,
the temperature gain can be achieved between 3–6 °C in a single pass with a
maximum efficiency of 59.7%.

Nomenclature
CFD Computational Fluid Dynamics
CSP Concentrated Solar Power
HTF Heat Transfer Fluid
PTC Parabolic Trough Collector
TES Thermal Energy Storage
Re Reynolds Number
q Density
u Velocity in x-direction
dij Intermolecular Distance
T Temperature
gi Gravitational Acceleration
k;CP Constant
ST Momentum Source
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1 Introduction

Concentrated solar power (CSP) has been a subject of great interest worldwide for
several decades with Spain in its leading rein [1]. Concentrating solar energy employs a
complicated scheme of mirrors or mirror finished curved metallic plates with a sun
tracking arrangement, heat transfer fluids to transport the necessary thermal energy to
the power block where it can be fed to power turbine to generate electricity using
thermodynamic cycle, or can be used for thermal application.

Parabolic trough collector (PTC) is a mature solar thermal technology and is used
widely for various industrial heating application and is very useful while working
below 400 °C [2]. PTC comprises of a mirror finish curved metallic plate bent into
parabolic shape so as to linearly focus all the incident radiation onto the absorber tube.
In some large application, many of such sheets are put together to form a long arrays of
troughs. The receiver/absorber system which is typically a metal pipe enclosed in an
evacuated glass tube to reduce the convection losses, is mounted on the focus of the
collector. To increase the thermal effectiveness and minimize the losses, anti-reflective
coating is also applied on metal pipe.

Concentration ratio is defined as ratio of the collector’s aperture area to the receiver
area [3]. Characteristically, concentrating collectors can own different concentration ratio
henceforth can operate at different temperatures. It should be noted that efficiency of the
heat transfer or power production through thermodynamic cycle is a direct function of the
operating temperature. However, practically, material of concentrating system, heat
transfer fluid, storage system and the type of power cycle are sole decisive factors [4].

Primarily, the function of the collector is to focus the incident solar radiations onto
the receiver/absorber system which is a heat exchanger device from where heat is
carried away by heat transfer fluid (HTF). Heat transfer fluid is one of the critical
constituent for the overall performance of the CSP. HTF can also be used as thermal
energy storage (TES) device, storing heat in insulated TES tanks. Most suitable
characteristics of the HTF includes thermal stability, high boiling point, high thermal
conductivity, low melting point, high specific heat capacity for energy storage purpose
and low viscosity [5]. Depending on the working temperature and end use, suitable
HTF is used. HTF’s could be assorted into six groups namely air or other gases;
water/steam; Thermal oil; organics; molten-salts; liquid metals. Different researchers
has used different types of materials for heat absorbing tube, such as copper, stainless
steel, brass, etc. along with different type of absorbing fluid materials such as, Nano
fluid, thermal oil, molten salt, water, air, etc. [6–8].

Air can be used for a wide range of temperatures and can be heated up to 700 °C at
atmospheric pressure [5] and further can be used for steam generation while
exchanging its heat with water in heat exchanger. Low specific heat, thermal con-
ductivity and density of air result in low thermal density which makes it comparatively
uncommon HTF choice in large size solar thermal plants. Water both as HTF and
working fluid (called direct steam generation, DSG), complications are simplified many
folds and the result is improved cycle efficiency and decreased power cost [9]. Most
primary of thermal oils includes synthetic oils, silicone oils and mineral oils.
Thermal stabilities of these oils break at around 400 °C and that’s the reason they are
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used for low temperature applications [6]. On the other hand, organics like
Biphenyl/Diphenyl oxide or TherminolVp-1TM in common jargon is a big success in
commercial CSP plants. TherminolVp-1, a universally accepted organic oil, is a
eutectic agglomeration of two very stable compounds Biphenyl (C12H10) and Diphenyl
Oxide (C12H10O) [5] and has very favorable working range for practically any PTC
operations such as industrial process heat and power generation. Furthermore, a molten
salt makes an excellent HTF’s due to most favorable thermal stability at elevated
temperatures (above 1000 °C). Molten salts are most pioneering technology used by
state of the arts CSP plants based in France, United States and Spain. Most of its typical
salts are based on nitrates or nitrites such as NaNO3 (60 wt. %) & KNO3 (40 wt. %).
Liquid metals have not been used yet in CSP technology, though; they show very good
thermo physical characteristics which makes them suitable for a HTF.

The present paper uses conventional water based and oil based HTF’s such as
water, endethylene glycol, ThermnolVp-1TM and Mythol-Therm 500. Secondly,
experimental work is followed with theoretical modeling of receiver tube for various
mass flow rates of HTFs with the use of CFD based ANSYS- Fluent software. To
further illustrate, mass flow rate of each fluid was varied in range of 0.043–0.091 kg/s.

2 Experimental Setup

The experimental setup is a single axis tracking, 1.22 m long and single trough test rig
situated at Thapar University, Patiala, Punjab. The major components of test facility
includes stainless steel collector with mirror finish curved metallic sheet having arch

Fig. 1. Experimental test rig (TU)
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length 1.83 m and focal length of 0.613 m, copper absorber tube with absorptance of
0.89, diameter of 0.03 m and length 1.2 m. Absorber tube is air filled annulus with
glass envelope having transmittance of 0.95 and emittance of about 0.84. An east to
west tracking system powered by stepper motors is also tuned up with the PTC to
effectively track the sun movement for enhanced solar energy collection. A 28 L
stainless steel storage tank is incorporated with the system with glass wool insulation.
Figure 1 depicts the schematic of test rig while, Table 1 demonstrates its specification.

3 Numerical Method

For experimental validation, computational fluid dynamics (CFD) is used which entails
the geometric modeling of receiver in ANSYS geometric modeler. After successful
modeling, the model is imported for meshing and specific named selection is performed
to differentiate each part of receiver such as glass envelop, air annulus, and inlet and
outlet. Energy conservation equation is used in ANSYS-Fluent to solve the heat
conduction and heat transfer problem. To simulate the turbulent flow condition, k-e
model is turned on. Radiation heat exchange on receiver is simulated by invoking solar
S2S model. Furthermore, for comparison of thermal efficiency of receiver, 4 types of
working fluids were used which are categorized under conventional and high grade
industrial acquainted water based and oil based HTFs. Table 2 describes the material
and their thermo-physical properties assigned in material section of Fluent.

3.1 Governing Equations

For fluid flow, Navier-Stokes equation is invoked which takes into account for con-
tinuity, energy and momentum equations. Furthermore, to define heat transfer in fluid,
energy conservation equation which includes convection in fluid and conduction in
absorber tube is invoked in the solution procedure. For radiation heat exchange,

Table 1. System specification.

Total aperture area of solar field 8175 m2

Length of PTC 121.9 cm
Focal length 60.7 cm
Aperture width 197 cm
Outer diameter of absorber 3.1 cm
Inner diameter of absorber 2.8 cm
Outer diameter of glass envelop 4.5 cm
Inner diameter of glass envelop 3.9 cm
Absorber tube material Copper
Absorber glass material Silicate glass
Rim angle 81°
Concentration ratio 50

324 R. Singh et al.



radiation model is invoked. Employing turbulent flow RNG k-e model for which
turbulent intensity is calculated by the flowing relation [10].

kin ¼ 0:16ðReDhÞ�
1
8 � 100% ð1Þ

Following are the principle equations solved for current problem by numerical
approach of CFD

Continuity equation:
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Momentum equation:
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Energy equation:
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3.2 Geometry and Grid Generation

After properly designing the receiver tube in design modeler of ANSYS, it is exported
for mesh generation where its domain is discretized into finitude of smaller
sub-elements. Figure 2(a), (b) and (c) describe the modelled geometry, isometric and
front view respectively of grid generated in the modelled receiver.

3.3 Boundary Conditions

Boundary conditions are needed to be identified which includes no slip condition for
fluid flow over wall; Pressure outlet conditions accounting for fully grown viscous flow

Table 2. Thermo physical properties of material used

Material K (W/m-k) q (kg/m3) Cp (J/kg-k) µ (kg/m-s)

Air 0.0242 1.125 1006.43 0.00001789
Water 0.622 1000 4180 0.001003
Mythol-Therm500 0.102 868 2150 0.002430
Ethylene Glycol 0.254 1110 2430 0.001587
TherminolVp-1 0.117 1068 2270 0.004570
Copper 387.6 8978 381 –
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of dissimilar and viscid HTF used in experimentation; non zero heat flux condition at
outer surface of absorber tube; constant heat flux around the absorber. Finally, radiation
model is invoked and internal emissivity of receiver tube and glass material is set to
0.32 and 0.84 respectively. Appropriate cell zone conditions are given to emulate the
receiver well closely to various documented cases in literature [11].

4 Results and Discussions

Experiment was performed for two velocities of HTF i.e. 0.066 m/s and 0.11 m/s (3
and 5 LPM respectively). As explained above, variant of fluids were used to compare
the existing state of affairs to the new state of the art fluids so as to explain the increase
in efficiency in setup. Firstly, conventional fluids i.e. water and Mythol–Therm 500 are
experimented for the two described velocity and afterwards, high end fluids viz.
Ethylene glycol and TherminolVp-1 is tested upon for the same parameters.

(a)

(b) (c)

Fig. 2. (a) Physical model of receiver, grid generation in (b) isometric view of receiver, and
(c) front view of receiver.
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4.1 Water Based Heat Transfer Fluids

Figure 3 demonstrates the efficaciousness of the conventional receiver in terms of
thermal efficiency and outlet temperature for different velocities of fluid flow. To
illustrate, water leads to lowest thermal efficiency at flow rate of 0.11 m/s i.e. 46.7%,
while it increases to 52.7% at 0.066 m/s. However, the increase in thermal efficiency in
case of Ethylene Glycol is comparatively less i.e. 43.9% with fluid velocity of 0.066 m/s
and 45.2% with fluid velocity of .011 m/s. Furthermore, maximum temperature rise was
in a single pass was observed in Ethylene Glycol i.e. 4.64 K with the flow velocity
0.066 m/s, and 2.92 K with flow velocity 0.11 m/s. With water, maximum temperature
rise was 2.89 K with flow velocity of 0.066 m/s and 1.39 K with 0.11 m/s.

In addition, Fig. 4 presents the temperature profile of receivers on both water and
Ethylene Glycol. This simulation was carried out for the same fluid velocity as in
experimentation. Simulation results are compared with the experimental results and
presented in Tables 3 and 5. Thermal efficiency with water having flow velocity 0.11
and 0.066 m/s is evaluated as 55.9% and 50.2% respectively. The mean error between
experimental and modeling result is about 6%. While this error is only 2.5% for
Ethylene Glycol (refer Tables 3 and 5).

4.2 Oil Based Heat Transfer Fluids

Same operational procedure was adopted for oil based fluids such as Mythol–Therm
500 and TherminolVp-1. Figure 5 presents the result of simulation. It can be inferred
from the graphs that TherminolVp-1 has highest thermal efficiency i.e. 56.1% with
fluid velocity of 0.066 m/s and 53.4% with fluid velocity of 0.11 m/s. While its 33%
with fluid velocity of 0.066 m/s and 32.2% with fluid velocity of 0.11 m/s for Mythol–
Therm 500. Furthermore, Mythol–Therm 500 doesn’t show such an appreciable change
in thermal efficiency with fluid flow velocity though the net temperature rise was far
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Fig. 3. Influence of mass flow rate of water based HTFs on (a) Thermal efficiency, and
(b) Outlet temperature.
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better than both water, Ethylene Glycol and TherminolVp-1. This fact is further cor-
roborated by Fig. 5(b). Figure 6 explains the isothermal zones of receiver for both
HTFs, and its results are presented in Table 4.

(a)      (b)

Fig. 4. Isothermal zones of receiver for HTFs (a) water, and (b) Ethylene Glycol.

Table 3. CFD analyses of both water based HTFs with two different fluid velocities

Flow
velocity

0.066 m/s 0.11 m/s

Fluids DT
(K)

Absorber tube
temperature
(K)

Thermal
efficiency
(%)

DT
(K)

Absorber tube
temperature
(K)

Thermal
efficiency
(%)

Water 3.4 320.7 55.9 1.89 317.6 50.2
Ethylene
Glycol

4.9 334.8 46.4 3.02 330.4 46.5

(b)(a)
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Fig. 5. Influence of mass flow rate of oil based HTFs on (a) thermal efficiency, and (b) outlet
temperature.
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(a)       (b)

Fig. 6. Isothermal zones for oil based HTFs (a) TherminolVp-1, and (b) Mythol–Therm 500

Table 4. CFD analyses of both oil based HTFs with two different fluid velocities

Flow
velocity

0.066 m/s 0.11 m/s

Fluids DT
K)

Absorber tube
temperature
(K)

Thermal
efficiency
(%)

DT
(K)

Absorber tube
temperature
(K)

Thermal
efficiency
(%)

Mythol
Therm 500

5.8 362.2 34.2 3.4 356.1 32.9

Therminol
Vp-1

6.6 367.8 59.7 4.1 376.4 56.6

Table 5. Comparative stance of modeling and experimentation results

Flow
velocity
(m/s)

Fluids CFD Model Experimental %
ErrorDT

(K)
Thermal
efficiency (%)

DT
(K)

Thermal
efficiency (%)

0.066 Water 3.4 55.9 2.89 52.7 6.7
Ethylene
Glycol

4.9 46.4 4.64 43.9 2.5

Therminol
Vp-1

6.6 59.7 5.83 56.1 6

Mythol
Therm 500

5.8 34.2 5.61 33.0 3.5

0.11 Water 1.9 50.2 1.39 46.7 6.9
Ethylene
Glycol

3.0 46.5 2.92 45.2 2.7

Therminol
Vp-1

4.2 56.6 3.59 53.4 5.6

Mythol
Therm 500

3.4 32.9 3.32 32.2 2.1
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Table 5 demonstrates the comparison between experimental results and the results
obtained through computational model of the receiver tube. Result shows a fairly
perfect agreement in the experimentation. The distinctive feature of this stance includes
the maximum temperature rise in heat transfer fluid in a single pass of receiver and the
maximum approachable efficiency of PTC pertaining to that fluid. Maximum temper-
ature rise as well as thermal efficiency of PTC was achieved with therminolVp-1 which
is oil based industrial HTF. Secondly, Ethylene Glycol has a moderate efficiency and
reasonably good temperature rise. Furthermore, Mythol–Therm 500 also has second
most significant temperature gain among the rest of the HTFs (refer Table 5). Water
has been evaluated as second most favorable thermal efficiency of PTC. However,
thermal efficiency of PTC pertaining to utilization of it is ungainly low.

5 Conclusion

Two groups of HTF were used for the current experimental setup namely conventional
and non-conventional water based and oil based fluids respectively. Conventional
category includes water as water based and Mythol–Therm 500 as oil based fluid.
While, non-conventional fluids are more pushed towards leading industrial usage and
includes, Ethylene Glycol as water based and TherminolVp-1 as oil based fluids.
Experiments were performed for HTFs at different set of mass flow rate to calculate
mean outlet temperature and thermal efficiency of PTC. In addition, computation fluid
dynamics approach was adopted to numerically emulate the model and hence to convey
numerical validity of the experimentation. Computational model entails proper and
realistic geometric and boundary conditions and hence its approaches and checks for
veracity of experimentation results. Results showed that TherminolVp-1 is a vanguard
of oil based HTF for current setup and increases both thermal efficiency of PTC and
outlet temperature of fluid. However, as far as water based fluid is concerned, water has
favorable thermo-physical properties if it is used for low temperature applications due
to its boiling constraints.
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Abstract. Retinal blood vessels are linked with hypertension and cardiovascular
disease. It is generally known that vascular bifurcation is mainly involved in
varying blood flow velocity as well as its pressure. This paper presents an efficient
method for automatic location of blood vessel bifurcations in digital eye fundus
images. The proposed algorithm comprised of three main steps: image enhance‐
ment, fuzzy clustering, and searching vascular bifurcation. The purposed algo‐
rithm revealed successful detection of bifurcations upon test images. Results
showed improved diagnostic accuracy in identifying bifurcations with use of the
proposed algorithm and encourage its use for further applications such as image
registration, personal identification and pre-clinical scanning of retina diagnosis.

Keywords: Bifurcation · Retinal image · Fuzzy clustering · Imaging algorithm ·
Automatic location · Fundus image

1 Introduction

Bifurcation is a common connection in vascular network, basically a connected form of
vascular tree structure in retinal image. Blood vessels within the eye supply the blood
to retina. Fundus image is a photograph that captures the base of eyeball and principally
provides basic information to characterise human eye condition. The main features in
retinal image include blood vessels, optic nerve, macula and bifurcation [1–3]. In addi‐
tion, many eye diseases do not show any signs and symptoms, and they may be painless
with no any change in the vision and it can be noticed until the condition is detected at
an advanced stage. Retinal image analysis is an important research context to the devel‐
opment of computer-assisted diagnosis and biomedical imaging analysis due to a large
amount of future data storage technology and clinical informatics [4]. It requires pre-
clinical scanning software prototype to review fundus images for retina diagnosis that
can provide quick information and feedback on retinal main features. Those details can
be used to assist ophthalmologist in term of diagnosis and treatments for reducing time,
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prevention, and making decision for further planning and or surgery. Retinal images
representing healthy and eye disease are shown in Fig. 1.

Previous works on identifying vascular bifurcations in fundus images have focused
on characterising the vascular junctions as well as vascular crossover-sections. Fatepuria
et al. [7] proposed the windows matching techniques to search locations of vascular
crossover and bifurcations. They reviewed the accuracy of their proposed algorithm
against with an estimation of total numbers of crossovers and bifurcations. The results
presented with the test image, have shown 82% of success rate in average.

Calvo et al. [8] presented many windows of crossover and bifurcation patterns to
match with those forms in retinal images. They tested their developed algorithm with
retinal images obtained from the varpa retinal images for authentication database [9].
Results of identifying crossovers and bifurcations were measured with many classic
parameters sensitivity, to determine the specificity, and accuracy. They concluded that
their algorithm has shown 93.6% of accuracy in the identified locations. They also
addressed that this detection system of crossovers and bifurcations in fundus images is
needed to improve on classification technique for more accurate detection of crossover
locations.

Azzopardi and Petkov [10] introduced a combination of shifted filter responses
(COSFIRE filters) to automatically detect vascular bifurcations in segmented retinal
blood vessels from fundus images. They proposed an algorithm by creating trained
windows which were used to filter selected bifurcation in different filtering levels and
oriented directions, and finally to integrate all filtering results then defined as detected
or undetected location of bifurcations. This algorithm was evaluated as 97.88% of an
average precision. The technique is quite in line with “directional filtering in edge
detection” proposed by Paplinski [11]. They concluded that COSFIRE filters to auto‐
matically search bifurcations can be used to detect any similar bifurcation patterns from
trained prototype patterns of bifurcations and in fact the filtered output is a computed
weighted geometric denoted of blurred and shifted Gabor filter results.

Waheed et al. [12] presented vascular and non-vascular features including blood
vessels, bifurcated points, exudate points, luminance, contrast and structure from retinal
images for person identification. The biometric system is stable and reliable to identify
a person from his/her eye fundus image. Recognition algorithm was proposed in two
stages differently, one was using features in retinal image and the other one was using
photographic details of retinal image. They concluded that vascular based method is
used to improve efficiency of retinal recognition and non-vascular based method is
intended to reduce time complexity of recognition system. This biometric system can
be improved by integrating retinal pathologies.

Welikala et al. [4] introduced automated system to assess image quality of large
numbers of fundus images stored in United Kingdom Biobank. They proposed an algo‐
rithm to detect retinal images (big data) which are good to clarity conditions across 800
images that are saved in the database, and their assessment condition is paid on structural
attributes of segmented vascular, bifurcation and branching trees. Their main aim was
to use the imaging quality for future epidemiological studies. However, the segmented
results of blood vessels were required to compare with ground truth data (manually hand
label blood vessels) for obtaining the classic factors of true and false positive detected.
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They concluded that the proposed software algorithm was effective in grading retinal
images with less time consuming than the manual grading technique, and the algorithm
computed completely in around 22 h, whilst manual processing completed in 567 h.
Thus, this software can be used for grading quality of entire retinal images (136,000
images) in UK Biobank and other large retinal datasets.

This work proposes a new searching technique to locate and identify bifurcations in
retinal images. The proposed algorithm consisted of three steps which include image
enhancement, fuzzy k-median clustering, and searching vascular bifurcation. Figure 1
reveals the flowcode of the current technique.

(a) (b)

Fig. 1. Fundus images: (a) right eye disease [5], arrow points to an area of exudates and this can
cause blur/dark spots in the vision; (b) Healthy Eye of a young male adult [6], and main features
are: (1) blood vessels, (2) optic nerve, (3) macula and (4) bifurcation.

2 Retinal Imaging Data

Fundus images used in this study were obtained from three sources including the digital
retinal images for vessel extraction (DRIVE) database [5], the structured analysis of the
retina (STARE) database [13] and the fundus images of Rangsit University (FIRSU)
database [6]. The DRIVE dataset contained both healthy and diseased eye images. These
were 40 retinal images which were divided into two groups: training and test datasets,
with each set including 20 images equally. The STARE dataset was recorded to have
approximately 400 raw images including healthy and diseased conditions. In addition,
FIRSU dataset was composed of 10 images of healthy volunteers who have participated
in recording digital eye fundus at Robotics Laboratory, Biomedical Engineering, Rangsit
University, Thailand, in March 2015. Hence, in this work the test images for automatic
locating algorithm were randomly selected from these three sources (Fig. 2).
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Input
Retinal Image

Image Enhancement 

Fuzzy Clustering

Searching Bifurcation

Output
Bifurcation Locations

Fig. 2. Flowcode of the proposed algorithm.

3 Proposed Algorithm

3.1 Image Enhancement

A typical fundus image is recorded in Red, Green and Blue (RGB) colour space by using
digital charge-coupled device (CCD) camera attached to the fundus photographic
device. Each of RGB compositions is the 2-dimensional arrays of grayscale image;
composited G plane of retinal image in Fig. 1(b) which can be expressed in matrix form
as:

F =

⎡
⎢
⎢⎣

f0,0 ⋯ f0,N−1
⋮ ⋱ ⋮

fM−1,0 ⋯ fM−1,N−1

⎤
⎥
⎥⎦

where F is a 2 dimensional image (G plane of retinal image), matrix F of size
M × N.

N is shape width (N columns). M is shape height (M rows). f  is pixel value of an
image.

Hence, Green channel was selected as grayscale image which is G plane representing
mostly the luminosity values of the pixels in the median region as shown in our previous
study [1]. Then, the blood vessels in retinal image were enhanced by using image
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convolution approach. A matched filter kernel was designed to convolve with grayscale
image and the equation denoted as [1]:

h(x, y) = −e

⎛
⎜
⎜⎝

−x2

2𝜎2

⎞
⎟
⎟⎠

where h(x, y) is a 2 dimensional matched filter kernel, matrix of size 16 × 15. x is
column. y is row. 𝜎 is standard derivative which was setup value of 2.

An example of retinal image #40_training [5] was processed with image enhance‐
ment, and the output is shown in Fig. 3.

(a)  (b)

Fig. 3. Image enhancement: (a) grayscale image (b) matched filter image

3.2 Fuzzy Clustering

In recent years, fuzzy logic has been increasingly used in various applications, such as,
medical imaging and instrumentation, industrial management and data systems, control
and process engineering techniques, decision support systems and medical cameras.
Medical image segmentation is one of important aspects to process medical imaging
data. Fuzzy clustering approach is an efficient method to separate an object of interest
in digital image. Since, fuzzy logic has been introduced in the form of logic values to
determine the true and false statements, which are the variables between ‘1’ and ‘0’,
respectively. In this context, the pixel values of matched filter image in Fig. 3(a) ranging
from 0–255 was mapped to the Boolean logic, in which pixel values of image ranged
from 0–1. Fuzzy c-median clustering was purposed to segment blood vessels in rental
image and a simple algorithm was defined as follows [2, 3, 14]:

Step 1: Let consider matched filter image as a 2 dimensional matrix P
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P =

⎡
⎢
⎢⎣

p0,0 ⋯ p0,N−1
⋮ ⋱ ⋮

pM−1,0 ⋯ pM−1,N−1

⎤
⎥
⎥⎦

Step 2: Convert it into 1 dimensional array P =
{

p1, p2, p3,… , pL

}
. L is size of array

that equal to M × N, and the pixel values p were sorted orderly, connected each M row
(line array) continuously to L.
Step 3: Calculate a centroid of P by considering median value and histogram of P and
a fuzzy partition of C groups.
Step 4: Let consider to cluster P into c groups. Such that each pk ∈ RT,
k = 1, 2, 3,… , N is a feature vector of T  consisting of objects represented by pk. A

fuzzy c-partition of given dataset is considered as matrix U =
[
uij

]
, i = 1, 2, 3,… , C

and j = 1, 2, 3,… , N, and uij ∈ [0, 1]
Step 5: Remap data of each c-partition with its pixel values according to pixel positions
in 2-dimensional image.

For instance, the retinal blood vessels in Fig. 3(b) are segmented into 2 groups with
calculated centroids being 0.2029 and 0.5654, respectively. The images of each fuzzy
classified group are shown in Fig. 4.

(a)                            (b)

Fig. 4. Fuzzy clustering: (a) classified image group a (b) classified image group b

3.3 Searching Vascular Bifurcation

In our preliminary work the vascular bifurcations were estimated including the blood
vessel branches with an input and 2 outputs, and vascular crossover with an input and
3 outputs as shown in Fig. 5.
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Fig. 5. Bifurcations in retinal image are linked to the boxed images in right column: bifurcations
and vascular crossover display no. 1, 3 and 4, and no 2, 5, and 6, respectively.

A simplified algorithm to search bifurcations in retinal images was defined as
follows:

Step 1: Convert blood vessels (Fig. 4(b)) into binary image which is “0” and “1” are
referred to black and white pixels, respectively.
Step 2: Cleaning unconnected and unwanted pixels and then apply morphological
thinning approach to erode thickness of blood vessels.
Step 3: Create a 3 × 3 mask of 9 pixels to scan over each point of pixels in binary image
together with collecting cumulative sum in all passing pixel points.
Step 4: Search to scan all points of pixels that have had a total cumulative number of
3–4 and then plot the blue circles to identify bifurcation points.
Step 5: Print the total cumulative numbers.

For example, a segmented blood vessel in Fig. 4(b) was processed automatic detec‐
tion of bifurcations and the results are shown in Fig. 6.

4 Results

Bifurcation locations in retinal images were performed for computation. The proposed
algorithm was coded and written with scripting in Matlab, on a Microsoft Windows 7
32-bit machine, 4 GB of RAM with Intel i5 processor 2.50 GHz CPU. Time computation
of all images was estimated to be around 90 s.
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4.1 Bifurcations in Cropped Retinal Images

The segmented blood vessels in fundus images within the DRIVE database [5] were
randomly cropped and used to test with proposed algorithm. The sequential images
showing the pathways of algorithm and its performing results are shown in Fig. 7.

4.2 Bifurcations in Retinal Images

The digital colour retinal images were randomly chosen within the STARE database
[13]. The purposed algorithm was used to locate bifurcations and the pathways of its
process and results are shown in Fig. 8.

(a)        (b)

Fig. 6. Identifying bifurcations: (a) blue circles plotted over vascular bifurcations (b) zooming
top white rectangle area, images are in column: blood vessels (top), morphological thinning
(middle), 7 bifurcations were automatically identified (bottom) and hand calculation was 7
bifurcations. (Color figure online)
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(a)        (b) (c)  

1

2

3

4

5

Fig. 7. Automatically locating bifurcations in cropped the segmented blood vessels in fundus
images: (a) hand labelled blood vessels, (b) morphological thinning and (c) printed bifurcations.
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(a)             (b)         (c)  (d)               (e)  

1

2

3

4

5

6

Fig. 8. Automatically locating bifurcations in digital colour fundus images: (a) grayscale, (b)
matched filter, (c) fuzzy segmentation group one and (d) group two, and (e) printed bifurcations.

5 Conclusion

In this paper, we presented a new algorithm to locate vascular bifurcations in the fundus
images. The purposed algorithm has shown enhancement in accuracy and reliability of
automatically locating vascular bifurcations. This work was a preliminary study esti‐
mating vascular crossover and bifurcation junctions as a bifurcation location. In all cases,
we found that there are two bifurcation junctions which were located at vascular cross‐
over, for example, as shown in Fig. 5 (in boxed no 2) linked with Fig. 6(b). Our results
have shown a good agreement with hand calculation and our findings deserve further
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research in retina diagnosis and comprehensive identification of main features in the
fundus images.

Acknowledgements. The authors gratefully acknowledge the Higher Education Innovation
Fund (HEIF), Liverpool Hope University, for funding and financial support.

References

1. Chaichana, T., Yoowattana, S., Sun, Z., Tangjitkusolmun, S., Sookpotharom, S., Sangworasil,
M.: Edge detection of the optic disc in retinal images based on identification of a round shape.
In: 2008 International Symposium on Communications and Information Technologies, ISCIT
2008, pp. 670–674. IEEE Press, Lao PDR (2008)

2. Sookpotharom, S., Chaichana, T., Pintavirooj, C., Sangworasil, M.: Automatic segmentation
of blood vessels in retinal image based on fuzzy k-median clustering. In: 2007 IEEE
International Conference on Integration Technology, ICIT 2007, pp. 584–588. IEEE Press,
Shenzhen (2007)

3. Chaichana, T., Wiriyasuttiwong, W., Reepolmaha, S., Pintavirooj, C., Sangworasil, M.:
Automatic segmentation of blood vessels in retinal image based on fuzzy k-median clustering.
In: 2007 IEEE Fourth International Conference on Fuzzy Systems and Knowledge Discovery,
FSKD 2007, pp. 144–148. IEEE Press, Haikou (2007)

4. Welikala, R.A., Fraz, M.M., Foster, P.J., Whincup, P.H., Rudnicka, A.R., Owen, C.G.,
Strachan, D.P., Barman, S.A.: Automated retinal image quality assessment on the UK Biobank
dataset for epidemiological studies. Comput. Biol. Med. 71, 67–76 (2016)

5. Digital Retinal Images for Vessel Extraction. www.isi.uu.nl/Research/Databases/DRIVE
6. Fundus Images of Rangsit University (FIRSU) database. www.rsu.ac.th
7. Fatepuria, H., Singhania, G., Shah, N., Singh, R., Roy, N.D.: Detection of crossover and

bifurcation points on a retinal fundus image by analyzing neighbourhood connectivity of non-
vascular regions around a junction point. IJRET 3, 479–484 (2014)

8. Calvo, D., Ortega, M., Penedo, M.G., Rouco, J.: Automatic detection and characterisation of
retinal vessel tree bifurcations and crossovers in eye fundus images. Comput. Methods
Programs Biomed. 103, 28–38 (2011)

9. Retinal Images for Authentication Database. www.varpa.es/varia.html
10. Azzopardi, G., Petkov, N.: Automatic detection of vascular bifurcations in segmented retinal

images using trainable COSFIRE filters. Pattern Recogn. Lett. 34, 922–933 (2013)
11. Paplinski, A.: Directional filtering in edge detection. IEEE Trans. Image Process. 7, 611–615

(1998)
12. Waheed, Z., Akram, M.U., Waheed, A., Khan, M.A., Shaukat, A., Ishaq, M.: Person

identification using vascular and non-vascular retinal features. Comput. Electr. Eng. 53, 1–13
(2016)

13. STructured Analysis of the Retina Project. http://cecas.clemson.edu/~ahoover/stare
14. Sookpotharom, S., Chaichana, T., Pintavirooj, C., Sangworasil, M.: Segmentation of magnetic

resonance images using discrete curve evolution and fuzzy clustering. In: 2007 IEEE
International Conference on Integration Technology, ICIT 2007, pp. 697–700. IEEE Press,
Shenzhen (2007)

342 T. Chaichana et al.

http://www.isi.uu.nl/Research/Databases/DRIVE
http://www.rsu.ac.th
http://www.varpa.es/varia.html
http://cecas.clemson.edu/%7eahoover/stare


Feasibility of Lingo Software for Bi-Level Programming
Problems (BLPPs): A Study

Kailash Lachhwani1(✉), Abhishek Dwivedi3, and Deepam Goyal2

1 Department of Applied Science, National Institute of Technical Teachers Training
and Research, Chandigarh  160 019, India
kailashclachhwani@yahoo.com

2 Department of Mechanical Engineering, National Institute of Technical Teachers Training
and Research, Chandigarh  160 019, India
bkdeepamgoyal@outlook.com

3 Department of Mathematics, Desh Bhagat University, Mandi Gobindgarh  147 301,
Punjab, India

abhishek1.hiet@gmail.com

Abstract. Lingo© is a basic programming tool for solving linear programming
problems (LPPs), non-linear programming problems (NLPPs) and other related
programming problems. But this software has certain limitations like it can not
be employed on complex hierarchical programming problems like bi-level
programming problems (BLPPs), multi-level programming problems (MLPPs)
etc. In this context researchers namely Kuo and Huang [1] have presented a
method based on particle swarm optimization (PSO) algorithm for solving bi-
level programming problems and performance of developed method have been
analysed with the results of other methods like fuzzy neural networks (ANN),
genetic algorithm (GA), lingo (software) on same numerical examples. In this
article, the feasibility of Lingo© software for solving bi-level linear program‐
ming problems (BLPPs) has been studied and proved that this software cannot
be used for solving BLPPs. The aim of this paper is to identify the results and
performance analysis given by Kuo and Huang with Lingo are incorrect and
Lingo© is not feasible for solving bi-level linear programming problems (BL-
LPPs).

Keywords: Bi-level programming problems · Lingo · Particle swarm
optimization

1 Introduction and Results

Lingo© (developed by LINDO systems Inc.) is a basic software to solve linear, non-
linear and integer optimization models. Kuo and Huang [1] used lingo for obtaining the
best solution of bi-level programming problems (numerical problems (1), (2), (3) and
(4) of [1]) (see Appendix A) for comparative analysis. But due to technical limitations
of this package, lingo does not deal directly to bi-level programming problems (BLPPs)
and does not provide any solution to BLPPs. Even, if we try to solve these BLPPs with
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lingo, we have most common error (as shown in Fig. 1 while solving problem (4) of [1])
is:

Fig. 1. Use of Lingo (trial version) for BLPP (Problem (4) of [1])

Further, if we solve individual upper level’s problem and lower level’s problem
without considering the bi-level hierarchical structure (interactive decision making
units) with lingo software, then only we can find different individual optimal solution
to each level’s problem. Again, if we assume that the hierarchical structure is not
considered by Kuo and Huang [1] in obtaining individual best solutions of numerical
problems, still the results for all these problems (problems (1), (2), (3) and (4)) given in
[1] are different from the exact individual optimal solution to the problems by lingo.
These all are unclear and creating confusions over the significance of suggested compa‐
rative analysis and conclusions. In order to avoid such pitfalls, it is necessary to know
at least how these results are obtained with the help of lingo.
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Appendix A: Problem (1), (2), (3) and (4) and Their Solution by Lingo
as Suggested by Kuo and Huang [1]

S.No. Problem Statement Best Solution by Lingo Software

Problem 1 Max 211 112 xxf +−= where 2x solves
Max 212 3xxf −−=
s.t. 42 21 ≤− xx

242 21 ≤− xx

9643 21 ≤+ xx

1267 21 ≤+ xx

6554 21 ≤+− xx

84 21 ≥+ xx

0, 21 ≥xx

Parameter Lingo

1x 17.4545

2x 10.90909

1f 85.0909

1f error rate N/A

2f -50.18182

2f error rate N/A

Problem 2 Max 2x where 2x solves
Max 2x−
s.t. 102 21 ≤−− xx

62 21 ≤− xx

212 21 ≤− xx

382 21 ≤+ xx

182 21 ≤+− xx

0, 21 ≥xx

Parameter Lingo

1x 16

2x 11

1f 11

1f error rate N/A

2f -11

2f error rate N/A

Problem 3 Max  21 3xx + where y solves
Max 2x−
s.t. 321 ≤+− xx

122 21 ≤+ xx

124 21 ≤− xx

0, 21 ≥xx

Parameter Lingo

1x 4

2x 4

1f 16

1f error rate N/A

2f - 4

2f error rate N/A

Problem 4 Max  32121 440448 yyyxx ++−+ where y solves

Max 32122 22 yyyxx −−−−−
s.t. 1321 −≥−− yyy

15.022 3211 −≥+−+− yyyx

15.022 3212 −≥++−− yyyx

0,,,, 32121 ≥yyyxx

Parameter Lingo

1x 0

2x 0.9

1y 0

2y 0.6

3y 0.4

1f 26

1f error rate N/A

2f -3.2

2f error rate N/A

1f error rate N/A
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Abstract. The purpose of this research is to find a best fitting model to predict
the electricity consumption in a health care institution and to find the most
suitable forecasting period in terms of monthly, bimonthly, or quarterly time
series. The time series data used in this study has been collected from a health
care institution Apollo Hospital, Ludhiana for the time period of April 2005 to
February 2016. The analysis of the time series data and prediction of electricity
consumption have been performed using ARIMA (Autoregressive Integrated
Moving Average) model. The most suitable candidate model for the three time
series is selected by considering the lowest value of two relative quality mea-
sures i.e. AIC (Akaike Information Criterion) and SBC (Schwarz Bayesian
Criterion). The appropriate forecasting period is selected by considering the
lowest value of RMSE (Root Mean Square Error) and MPE (Mean Percentage
Error). After building the final model a two-year prediction of electricity con-
sumption of the health care institution is performed.

Keywords: Time series � Akaike Information Criterion � Schwarz Bayesian
Criterion � Autoregressive integrated moving average model � SAS University
Edition

1 Introduction

It is critical for electricity traders [1] to predict electricity consumption for balancing
the electricity purchase and sales portfolios. Electricity consumption is a significant
commodity to promote society’s economic development and raise people’s standard of
living [2]. Difficulties associated with electricity storage necessitate accurate prediction
of its consumption. This further emphasizes the use of apt and correct approaches for
electricity consumption prediction. Amongst the methods for performing the predic-
tion, ARIMA is a statistical method for analyzing and building the forecasting model
which best represents a time series by modeling the correlations in the Data.
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1.1 Autocorrelation Functions

• Autocorrelation: Autocorrelation, also called a lagged correlation or serial corre-
lation is the way in which the observations in time series are related to each other
and is calculated as the simple correlation between current observation yt and the
observation from p periods before the current one i.e. yt−p for a given interval.

• Partial Autocorrelation: Partial autocorrelation is the correlation calculated after
removing the linear relationship between the two consecutive observations. Basi-
cally, it is the correlation between yt and yt−p when the effect of y at other time lags
1, 2, 3, …, p−1 is removed.

• Both autocorrelations and partial autocorrelations are computed for lags in sequence
for the given time series. The autocorrelation at lag 1 is between Yt−1 and Yt, the
autocorrelation and partial autocorrelation at lag 2 is between Yt−2 and Yt and so on
for n lags.

• Autocorrelation function (ACF) and Partial autocorrelation function (PACF): The
identification of the basic model is done by observing the patterns of ACFs and
PACFs (Autocorrelations versus lags). ACFs and PACFs act as a tool for finding
the values of the orders of autoregressive and moving average components i.e. p
and q of ARIMA(p, d, q) respectively.

1.2 Autoregressive Integrated Moving Average Model

The notation for ARIMA model is ARIMA(p, d, q) where p, q, d denotes the order of
autoregression, the order of moving average and the degree of differencing respec-
tively. The final prediction depends on these parameters. Hence, the prediction equa-
tion for ARIMA (p, d, q) process is denoted by:

Dyt ¼ b0 þ b1Dyt�1 þ et þ k1et�1 ð1Þ

Here b0, b1 and k1 are the parameters of the model and et is the white noise error
term (the unidentifiable form of data which doesn’t exhibit any patterns).

2 Literature Review

Currently, ARIMA model is avidly used for building a forecasting model for the time
series of the electricity consumption. Katara et al. [3] used this method to forecast
electricity demand in Tamale, Ghana using data from the Northern Electricity
Department Tamale during 1990 to 2013. The model provides a seven-year forecast of
the electricity demand in the city. Kandananond [4] implemented three forecasting
techniques— autoregressive integrated moving average (ARIMA), multiple linear
regression (MLR) and artificial neural network (ANN) to built forecasting model of the
electricity demand in Thailand. Yasmeen and Sharif [5] studied, (the least out of
sample forecast performance) i.e. the minimum forecast standard deviation value and
Mean Absolute Percentage Error (MAPE) value of the four competing time series
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models. On the basis of these accuracy measures, the most suitable model to predict
electricity consumption in Pakistan was built. Erdogdu [6] used co-integration analysis
and implemented ARIMA modeling to estimate electricity demand and prediction
respectively. Bianco et al. [7] evolved a long-term forecasting time series model by
developing different regression models using historical electricity consumption, gross
domestic product per capita (GDP per capita), gross domestic product (GDP) and
population for the time period 1970 to 2007.

3 Methodology

The objective of this research is to develop a set of programs using SAS University
Edition [8, 9] to find the best fitted model out of monthly, bimonthly and quarterly time
series data [10–12] to predict the Electricity Consumption using ARIMA [13–16]
model by considering the lowest value of Root Mean Square Error and Mean Per-
centage error for all three models. The selected forecasting model should have the
lowest prediction error.

This work is purely based on ARIMA Model. The time series variable being used is
the electricity consumption of the health care institution.

3.1 Data Preprocessing

Monthly data over a long period of time from April 2005 to February 2016 has been
used for this research. SAS University Edition is used for building the model. Initially,
data was not in a proper format and consisted of some missing values and so wasn’t
ready for building the forecasting model.

The data is monthly, but we have to find the suitable time period to predict the future
values among three time periods i.e. monthly, bimonthly and quarterly time series.

The following pre-processing steps has been performed:

3.1.1 Converting the Data in Proper Format
By default, SAS displays the date values in a numeric format which is difficult to
recognize.

Table 1 represents the sample of the raw data displaying the date values in numeric
format, when it is imported to SAS. Hence, a proper date format is assigned to the
variable. Table 2 represents a sample of the final data ready to be analyzed on the SAS.

3.1.2 Filling the Missing Information
In a particular observation if no value exists for a particular variable, then a missing
value is said to occur. Missing data are very common and can have a huge effect on the
data analysis. If not handled properly, these can lead to unstable or inaccurate results.
There are various methods to fill the missing data with mean, median or previous value.
Table 3 represents the sample of the current data set with some missing data. In this
paper, previous values have been used to fill the current value by assuming that current
value will be similar to the previous value.
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3.2 Seasonal Adjustment of Data

For the seasonal adjustment of the data, a time series consists of three components:
trend-cycle, combined seasonal effects, and irregular component. Here, Fig. 1 shows
the seasonally adjusted data, while Figs. 2 and 3 depict the trend-cycle and irregular
data in the time series respectively. The main purpose of the seasonal adjustment of the
data is to identify the seasonal effects and remove them from the time series data.

The time series is then called seasonally adjusted series and constitutes the
trend-cycle component and irregular component.

Table 1. Sample of raw data displaying the
date values in numeric format

Date Electricity consumption

42465 137420
42495 240170
42526 287080
42556 295480
42587 304430
42618 285850

Table 2. Sample of final data ready to be
analyzed

Date Electricity consumption

Apr-05 137420
May-05 240170
Jun-05 287080
Jul-05 295480
Aug-05 304430
Sep-05 285850

Table 3. Sample of data with missing values

Date Electricity consumption

Jan-06 170600
Feb-06
Mar-06 204860
Apr-06 283940
May-06
Jun-06 366000

Fig. 1. Seasonal adjusted data
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3.3 Steps for Building the Model

Following are the steps for building the forecasting model using ARIMA:

3.3.1 Stationarity Checking
The Electricity Consumption of the health care institution is modeled variable. The
time series is monthly time series from April 2005 to February 2016. The Fig. 4
represents the property of stationarity of the monthly data i.e. stationary or nonsta-
tionary times series. After the visual inspection of the graphs displayed in the figure, we
can see that the time series is nonstationary and needs to be transformed into stationary
time series; which is the first condition for applying ARIMA model. Here dB is the
stationary time series. This is achieved by taking the first difference of the time series
variable in the data. The blue line represents the nonstationary time series and redline
represents the stationary time series. Data is prepared into two more formats i.e.
bimonthly and quarterly time series.

Fig. 2. Trend cycle of data

Fig. 3. Irregular form of data
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The Fig. 5 given below represents the property of stationarity of the bimonthly data
while Fig. 6 represents the property of stationarity of the quarterly data.

3.3.2 Model Identification and Model Estimation
By examining the Autocorrelation Function (ACF) plot and Partial Autocorrelation
Function (PACF) plot of the stationary time series, the basic ARIMA(p, d, q) model
can be identified, but final models can be estimated by conditional least squares esti-
mation method. In this estimation method if there is unit root in any of the AR
(autoregressive) or MA (Moving Average) terms i.e. sum of parameter estimates is 1 or
close to 1 then the current model is stabilized by adding or removing the number of AR
or MA terms so that the unit roots can be removed. By considering the lowest value of
AIC and SBC of the candidate models the most suitable model for the three time series
can be decided. PACF and ACF plot of stationary monthly time series have been
shown in Fig. 7. By examining the PACF plot the value of “p” - the order of
autoregressive component – can be estimated. As PACF function plot drops to zero
after first two lags, the value of “p” is 2. By examining the ACF plot we can estimate

Fig. 4. Stationary vs nonstationary monthly time series.

Fig. 5. Stationary vs nonstationary bimonthly time series
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the value of “q” - the order of moving average component. ACF function plot drops to
zero after first three lags and hence, the value of “q” is 3. Since, the time series is
differenced once, hence the value of “d” is 1. Basic model for the monthly time series
of electricity consumption is ARIMA (2, 1, 3).

Similarly, referring to Fig. 8 the values of “p” and “q” can be estimated for dif-
ferenced bimonthly time series data as 1 and 2 respectively. As illustrated in Fig. 9 “p”
and “q” values for differenced quarterly time series data can be ascertained as 2 and 1
respectively.

The basic models are estimated by examining the ACF and PACF plots for all the
three models. However, for bringing stability in the models, the existence of the unit
roots is checked by conditional least squares estimation method.

If any unit root is found, then the current model is stabilized by removing or adding
the number of AR or MA terms. The estimates for the parameters of all three models
are calculated using the conditional least squares estimation method.

Tables 4, 5 and 6 display the parameter estimates for monthly, bimonthly and
quarterly series respectively. It is worthwhile to note that in SAS, the estimate for
moving average is always taken with opposite sign as displayed in table. Hence, after

Fig. 6. Stationary vs nonstationary quarterly time series

Fig. 7. PACF and ACF plot for differenced monthly time series.
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Fig. 8. PACF and ACF plot for differenced bimonthly time series

Fig. 9. PACF and ACF plot for differenced quarterly time series

Table 4. Conditional least squares estimation for monthly time series.

Parameter Estimate Standard error t value Approx Pr > |t| Lag

MU 1588.1 898.69711 1.77 0.0797 0
MA1,1 1.99693 0.08688 22.98 <0.0001 1
MA1,2 −1.42805 0.15598 −9.16 <0.0001 2
MA1,3 0.32658 0.08748 3.73 0.0003 3
AR1,1 1.72513 0.01148 151.09 <0.0001 1
AR1,2 −1 0.01144 −87.42 <0.0001 2

Table 5. Conditional least squares estimation for bimonthly time series.

Parameter Estimate Standard error t value Approx Pr > |t| Lag

MU 3638.5 2935.1 1.24 0.2199 0
MA1,1 0.68181 0.12167 5.6 <0.0001 1
AR1,1 1.00597 0.06042 16.65 <0.0001 1
AR1,2 −0.95325 0.05881 −1621 <0.0001 2
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analysis of time series and performing the conditional least squares estimation methods,
some possible models for the three series has been found. The possible candidate
models for monthly, bimonthly and quarterly time series are depicted below in
Tables 7, 8, and 9, respectively:

The values of the relative quality measures AIC and SBC are also mentioned. The
best model is selected by considering the lowest value of AIC and SBC for all the time
series. Hence the final model selected for monthly series is ARIMA(2, 1, 3)

Dyt ¼ 1588:1þ 1:72513Dyt�1 � Dyt�2 þ et � 1:99693et�1 þ 1:42805et�2

� 0:32658et�3 ð2Þ

The final model selected for bimonthly series is ARIMA(2, 1, 1)

Dyt ¼ 3638:5 þ 1:00597Dyt�1 � 0:95325Dyt�2 þ et � 0:68181et�1 ð3Þ

The final model selected for quarterly series is ARIMA(2, 1, 1)

Dyt ¼ 14328:6 � 0:99001Dyt�1 � Dyt�2 þ et þ 0:17119et�1 ð4Þ

Table 6. Conditional least squares estimation for quarterly time series.

Parameter Estimate Standard error t value Approx Pr > |t| Lag

MU 14328.6 10062 1.42 0.1655 0
MA1,1 −0.17119 0.21144 −0.81 0.4231 1
AR1,1 −0.99001 0.07057 −14.03 <0.0001 1
AR1,2 −1 0.06747 −14.82 <0.0001 2

Table 7. Possible models for monthly
series.

Model AIC SBC

ARIMA(1,1,2) 3106.59 3118.057
ARIMA(2,1,2) 3098.66 3112.995
ARIMA(2,1,3) 3014.03 3031.238

Table 8. Possible models for bimonthly
series.

Model AIC SBC

ARIMA(1,1,1) 1696.89 1703.413
ARIMA(1,1,2) 1695.576 1704.274
ARIMA(2,1,1) 1630.904 1639.602

Table 9. Possible models for quarterly series.

Model AIC SBC

ARIMA(1,1,0) 917.7574 920.6889
ARIMA(1,1,1) 922.5976 926.9948
ARIMA(2,1,1) 853.8797 859.7425
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4 Results and Discussion

The actual electricity consumption and that forecasted by ARIMA method are com-
pared from April 2005 to February 2016. An ARIMA based forecasting of electricity
consumption has been performed and applied to the practical power system of the
health care institution. ARIMA based method is more reliable and better than the
traditional forecasting methods.

The data has been analyzed for all the three series. Table 10 shows the calculated
RMSE (Root Mean Square Error) and MPE (Mean Percentage Error) of the best
ARIMA models selected for monthly, bimonthly and quarterly time series

As depicted in Table 10, the most suitable period for forecasting is the monthly
time series model with the lowest value of RMSE and MPE. On the basis of these
forecasting accuracy measures of RMSE and MPE, the monthly forecasting model will
be used to perform the final prediction of the electricity consumption of the health care
institution.

Figure 10 shows the comparison of the actual and forecasted observations for the
time period of April 2005 to February 2016, while, Fig. 11 illustrates the prediction of
electricity consumption for 2 years ahead. Hence, the resultant prediction of electricity

Table 10. RMSE and MPE for monthly, bimonthly and quarterly time series.

ARIMA RMSE MPE

Monthly 40021.25 0.22
Bimonthly 63891 0.39
Quarterly 132976.98 1.22

Fig. 10. The actual and forecasted values of monthly time series data
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consumption of the health care institution has been performed for the time period of
March 2016 to February 2018.

5 Conclusion

The ARIMA based forecasting of electricity consumption has been performed and
applied to the practical power system of the health care institution. From the results it
can be concluded that this methodology is very efficient, and is more accurate and
reliable than any other single forecasting methods which bring out imprecise predic-
tions. Electricity being a crucial requirement of society needs to be predicted in
advance as it is difficult to store. This forecasting will benefit the health care institution
in many ways. It will help the management to anticipate the increase in capacity of the
power system to cater to the futuristic needs, in addition to allocating the budget for
planning and updating of their power system.
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Abstract. In today’s world Artificial intelligence (AI) is known for deploying
human like intelligence in to computers, so that they behave like humans. One of
specialization areas of AI is expert systems. This area focuses on programming
machines to take real life decisions. System with its intelligence helps users by
suggesting them with variety of choices and making it easier for people to take
best decisions while purchasing items. This work is intended to develop and
deploy a Hotel Recommendation System. The work makes use of Collaborative
user and item filtering techniques in combination with sentiment classification for
generating recommendations. To improve the recommendations results, senti‐
ment classification results are used as the feedback. There is also performance
comparison between two different classifiers “Naïve Bayesian” (NB) and “K-
Nearest Neighbor” (K-NN) with respect to their ability to recommend. This
hybrid technique helps us in the case where an item has no ratings but has only
textual reviews. Since this technique draws conclusion based on reviews along
with the ratings, recommendation results are more accurate compared to recom‐
mendation systems based solely on filtering techniques.

Keywords: User and item based collaborative filtering · Sentiment analysis ·
Naïve Bayesian · K Nearest Neighbor classifier

1 Introduction

With introduction of World Wide Web lots of information is being contributed and shared
through the internet. As the growth of information is exponentially increasing machines are
used to handle this information. Right from the time when the computers or machines were
invented, their ability to do the different types tasks has been growing at an exponential
rate. It has been noticed that there is a growing trend of people purchasing products on the
internet via e-commerce websites. This kind of trend has created the pre requisite for
developing the systems that can help people by assisting them while they are purchasing
goods online. This has led to the need for Intelligent Recommendation Systems. Artificial
intelligence is responsible for creating the computers or machines as intelligent as human
beings. Natural Language Processing is a methodology provided by Artificial intelligence
using which we can communicate or interact with intelligent systems in the any of the
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languages spoken by the humans like English. In this work we are using a hybrid approach
for developing a recommendation system.

2 Background and Related Work

This section gives a thorough understanding about the variety of techniques involved in
designing and deploying the recommendation frameworks as well as techniques in
involved in sentiment analysis.

Bucurab [1] has performed extensive work regarding sentiment analysis. The work
intends to recognize and study the sentiments contained in the surveys which are put
forth by the tourists on the websites. This work discusses performance of unsupervised
sentiment analysis on hotel reviews. Accuracy of the technique shows to be around 74%
which is good for unsupervised method.

Ghorpade, et al. [2] research focuses “Natural Language Processing” (NLP) and
Bayesian classification, the study is on improving the extraction of sentiments from
reviews or opinions that is, to minimise loss of information while extracting sentiments.
The study here has developed some ontology modules to easily refine the attributes
depending on the user requirements using “Jolly and Pleasant Exercise” (JAPE) math‐
ematical techniques. Study reveals that improved word dictionary for a certain domain
ontology produces well trained training sets which in turn helps in easy classification of
reviews into positive and negative that is done using machine algorithm.

Suresh et al. [3] from their research work has stated that many text mining techniques
like sentiment analysis and question answering system, the query matching score is
affected by the presence of noise. To overcome this problem study in this area generates
the bag of words using “context”, this may result in generating less in number but the
highly probable members which helps in easy look up and process of spelling correction
of query and is made efficient.

Kumar et al. [4] proposed a system which is improved version of movie recommen‐
dation by combining collaborative filtering and sentiment analysis. The study explains
in detail about the types of recommendations, how to train the classifier and how the
sentiment analysis can be done using Naïve Bayesian algorithm in movie review context.
The results of the study say that using combined filtering and sentiment analysis leads
to better accuracy.

As per the study by Cane Wing-ki Leung et al. [5], an attempt is made transform
user’s opinions which are expressed in natural language in textual form in to ratings that
is understood by collaborative filtering. Here all the reviews are first pre processed. Then
reviews are classified as positive and negative. Next the polarity or orientation of reviews
are transformed in to ratings scale. Thus experiment provides a new approach for
mapping sentiment results to filtering results.

As per study of Bagchi [6] performance and quality aspects of recommendation using
different types of similarity measures are analyzed using Apache Mahout. The work is
based on recommendations collaborative filtering. And to calculate similarity different
techniques like Euclidean distance, cosine similarity, Pearson correlation, Tanimoto and
Log Likelihood similarity measures are used and the performance of recommendation
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system with each of these is measured. The work confirms that performance of system
is best with use of Euclidean distance similarity measure.

As per work done by Subramaniyaswamy V et al. [7] purposes a system that assists
user to look out for tourist locations that they might likes to visit a place from available
user contributed photos of that place available on photo sharing websites. This work
suggests an algorithm ADA-Boost to classify data and Bayesian Learning model for
predicting desired location to a user based on his/her preferences. The Work includes
collecting geo tagged photos from social media and identify destinations. Next group
tourists based on age, gender and travel season. Trips generation or route planning is
done using attributes of people and by building recommendation model is built

3 Recommendation System – An Overview

Basically, a recommendation system does the analysis of the set of items, towards which
users may be attracted and finally suggest the most suitable items to users. Hence
recommendation systems help users to take better decisions in situations where they are
supposed to choose from huge variety of options.

Recommending hotels to a tourist given a particular tourist location is the one of best
applications of the recommendation systems. Recommendation systems can be used in
different domains apart from tourism like recommending video clips for a particular user
in You-tube based on user’s past video preferences. This type of recommendation is
done by collaborative filtering approaches. To do the recommendation we need to iden‐
tify user’s attributes or features as well as item’s attributes or features of. Using these
attributes, recommendation systems will analyze which set of users are attracted to
which set of items. This type of analysis is done by content based filtering systems and
these systems do not rely on users past preferences. In this paper we make use of collab‐
orative filtering techniques.

This includes

• User Based Collaborative Filtering
• Item Based Collaborative Filtering.

Hybrid Recommendation System
We can create a hybrid recommendation system by integrating collaborative filtering
systems with Sentiment Analysis. Training and testing these hybrid systems using the
concepts of machine learning. Sentiment analysis is process of identifying and analysing
opinions expressed by the people in a certain piece of text. Here we use sentiments
expressed by tourists in their reviews about a particular hotel in order to recommend
that hotel. We then combine these results with collaborative results to refine list of final
recommended items.
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4 Proposed Work

This work focuses on enhancing the already existing recommendation systems. The goal
is to perform sentiment analysis on the hotel reviews using Naive Bayesian and K
Nearest Neighbour classification algorithms. The results of classification are used as
feedback for recommending the hotels using collaborative filtering technique.

The proposed approach is divided in to three modules. The Fig. 1 below gives
understating of System Architecture and Fig. 2 below provides clear knowledge of all
steps performed

1. Parser Module
This module does the primary task of reading the reviews file that has been loaded.
After parsing the file it does the tokenization of review text which is followed by
POS tagging. Purpose of tagging the review text is to choose the opinion word and
form a “bag of words” model.

2. Classification Module
This module consists of creating training dataset. Next step here is to build the
classifier. Once classifier is built next step is to train classifier. Then finally test the
classifier and determine the accuracy of the classifier. This helps us to know how
well classifier can assign label of “positive” or “negative” to the review.

3. Recommendation Module
This module computes the user based similarity and item based similarity using the
rating provided. Hence finds the similar users and items. And finally predicts or
recommendations the items for new users based on computations.

Fig. 1. System Architecture
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Fig. 2. Detailed Design

Steps Involved

1. Parsing the review dataset file
2. Creating bag of words or opinion word extraction
3. Creating training dataset
4. Build Classifier
5. Train and Test Classifier using textual reviews
6. Generating user based recommendations using ratings
7. Generating item based recommendations using ratings
8. Integrating classification and filtering results for recommendation

5 Results

For analyzing the performance of the hybrid recommender we consider the TripAdvisor
dataset. Here first we use the ratings of hotels as input to traditional recommendation
system. By performing user and item based filtering we get list of hotels that are recom‐
mended. Results are as in the figure below
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Fig. 3. Traditional Filtering Results

In the above Fig. 3, numbers displayed after “item” are list of hotels recommended
for USER 2. The review files of list of these hotels is given as input the Naïve Bayesian
classifier and K-NN classifier. Sentiment analysis is performed on textual reviews for
each hotel in the list to determine which hotel is recommended and which is not.

Table 1 shown below shows the performance of Naïve Bayesian Classifier.

Table 1. Performance of Naïve Bayesian Classifier

TP rate FP rate Precision Recall F-measure Class
0.788 0.219 0.814 0.788 0.801 Positive
0.781 0.212 0.751 0.781 0.766 Negative

Weighted
average

0.785 0.216 0.786 0.785 0.785

Table 2 shown below shows the performance of K-Nearest Neighbor Classifier.

Table 2. Performance of K-Nearest Neighbor Classifier

TP rate FP rate Precision Recall F-measure Class
0.977 0.483 0.711 0.977 0.823 Positive
0.517 0.023 0.948 0.517 0.669 Negative

Weighted
average

0.77 0.276 0.818 0.770 0.754

Comparative Study of Classifiers
Looking at the numbers in the table above we can see that the K-NN classifier has good
precision value as compared with Naive Bayesian (NB). But when we take look at time
taken by both classifiers NB Classifier performs very well compared to K-NN.

Table 3 shown below shows the performance comparison of K-NN and Naïve Baye‐
sian classifier.
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Table 3. Performance comparison of K-NN and Naïve Bayesian classifier

Parameters Naive Bayesian K-Nearest
Neighbor

TP rate 0.723 0.842
FP rate 0.327 0.460
Precision 0.769 0.846
Recall 0.723 0.842
F-measure 0.738 0.819
Time taken 12.84 s 184.072 s

Considering the fact that we have taken dataset having 15 hotels where each hotel
file has around 100–150 reviews which turns out to be data of 1500 to 2000 reviews
where in a single review may be of sentence or paragraph. Thus if we want better accu‐
racy it is advisable to use K-NN classifier by compromising time taken.

If the concern is related processing speed, then NB classifier is recommended, also
NB gives better tradeoffs between time taken and accuracy since it has precision is not
totally unacceptable when compared to K-NN classifier.

Table 4. Results of sample dataset

Hotel name Overall rating No. of
positive
reviews

No. of
negative
reviews

Ratio
N/P

Recommende
d

Barcelona
Catalonia

4 95 23 0.242 Yes

Affinia50
New York
City

3.5 471 157 0.333 Yes

San Juan
Hotel

3 27 14 0.51 No

Casa Fuster
Hotel

3.5 62 11 0.177 No

Country Inn
Suites New
Orleans

3.5 129 51 0.39 Yes

Cremorne
Point Manor

3.5 28 12 0.42 No

Rydges World
Square

3.5 41 33 0.80 No

Simpsons of
Potts Point
Hotel

5 89 37 0.41 No

Suite Hotel
Berlin

4 86 16 0.18 Yes

The Soho
Hotel London

5 116 26 0.22 Yes
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Accuracy of Recommendation
The details recorded in the above Table 4, and values are obtained by keeping the
user specified Negative to Positive (NP) ratio to 30%. This NP ratio is threshold
value for determining whether or not to recommend the hotel. In the above data the
recommender has recommended the hotels with quite good accuracy. System has
incorrectly recommended the hotel highlighted with boldface. This recommendation
is obtained by using filtering with trained Naïve Baysiean classifier, and with rating
threshold value set to 3.

6 Conclusion

Recommender Frameworks seems to have taken an extremely predominant place in the
web world of the people. We have considered a hotel review dataset which contains
reviews and different ratings for different aspects of hotel although we take only overall
rating. The major objective of the paper is deploying a “Hybrid Recommender Frame‐
work” that performs thorough refining of products to be recommended for clients. This
proposed model works in combination with “sentiment classification” or “opinion
mining” and “collaborative filtering”. The recommendation of products that have not
been rated earlier is main issue that is resolved. Sentiment classification results are used
as feedback to improvise the results of “user-item” filtering. Ultimately top best ‘n’
results are recommended.

Major difficulty is to find overall sentiments that lie within reviews, that are written
in more general form like reviews whose first few lines show positive side and last few
lines depict negative side of the product. This kind of reviews make it hard classify them.
Also we cannot put them under “neutral” class as they do express sentiments. Be that
as it may, this strategy without a doubt exhibits better proposals than utilizing synergistic
separating alone and consequently is a superior recommender framework outline. Any
recommendation framework that gathers user’s reviews can be adjusted to utilize hybrid
proposal approach.
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Abstract. Natural Language Processing (NLP) is a technique used to build
computational models which deals with the interaction between computers and
human languages. Question answering is expected to give the precise results for
the query instead of a group of links or references which might contain an answer.
The information in the web is basically growing and users are finding difficult to
look for the answers through the search engines. In this research, a new approach
is used to build the question answering system which uses vector space model by
using unstructured data. In this proposed work, Keywords are generated by calcu‐
lating the tf-idf score for each keyword and they are indexed to every file and
query. The query vectors and Document vectors are compared and similarity
values are generated using term frequency. Highest ranked documents are gener‐
ated as per the similarity values and NER tagging is done to produce candidate
answers from which best answer is chosen.

Keywords: Natural Language Processing · Information retrieval · Information
extraction

1 Introduction

Natural Language Processing is a technique used to build computational models which
deals with the interaction between computers and human languages. The idea of Natural
language Processing is to make computers to have the knowledge about the human
understanding or input of natural language. It is mainly concerned with how humans
can communicate using Natural Language. The challenge of Natural Language
Processing is that computers needs humans to speak to them in a precise and highly
structured Programming language.

Question answering has recently gained popularity from retrieval of information and
natural language processing. As internet users are increasing day by day, the requirement
for the QA system is going too forward. Question answering system is expected to give
answers directly to the question given in the Natural language instead of providing a
series of results. Usually a computer program builds the answers for the queries by
querying the structured database of knowledge. Question answering system is a tech‐
nique of deriving or extracting answers from knowledge base to the queries given by
the users in Natural language. Generally, search engines gives a ranked list of answers
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where user needs to select the answer from those results which is a difficult thing but
Question Answering gives you the exact results for the user question. A set of Wikipedia
pages is an example of document collection of natural language used for Question
answering systems.

The QA systems are broadly classified as mainly two domains: 1. Closed domain,
2. Open domain. Closed domain Question answering system is meant to a specific
domain. Only limited types of questions are accepted under closed domain. Answers
are retrieved for the questions from only one specific domain. Open domain Question
answering system is meant to multi domain. There is no limitation in the types of ques‐
tions and it answers to the question asked from any domain. Much information is needed
here to retrieve the results.

A basic Question answering system contains a set of modules. In most of the basic
question answering system there are three basic set of modules for the functionality and
they are described as:

1. Question Analysis module. This module goal is to process the input query, under‐
standing the input query and identify the type of the question. Also keyword extrac‐
tion is done from the query as tokens or terms or keywords. This module performs
the query classification. Some analytical operations are done for the representation
of the query. Question is analyses using some NLP techniques. Open NLP, Stanford
Core NLP Parser are some of the tools used for this Processing. This module is also
called as Question Processing module or Question classification module.

2. Document processing module. This module takes the tokens or the keywords iden‐
tified in the question processing module and use some of the popular search engine
to perform document processing which retrieves the information related to the iden‐
tified keywords. This module recognizes a set of related documents and extracts a
set of paragraphs as per the focus of the question.

3. Answer Extraction module. This module tries to extract the answer from the series
of related relevant results that are obtained from document processing module. It
mainly deals with Answer filtering, Answer ranking, and Answer generation. Once
the answers are identified, they are extracted and ranked. Ranking is done based on
the similarity. The top most answer will be taken as the best answer for the given
question.

2 Background and Related Work

Question Answering systems are the easiest way to gain the answers by asking the
questions. The greater part of the QA frameworks give answers to Factoid and List type
questions and some give answers to complicated, thinking based and descriptive type
questions. BASEBALL and LUNAR [2] are the Question answering systems which
came early and were confined to domain specific systems and they worked over data‐
bases. BASEBALL QA system took the domain US baseball league and LUNAR Ques‐
tion answering framework took the domain about geographical analysis of rocks and
answered questions based on that specific domain. TREC question answering system
provided the way to Open domain Question answering system. A machine learning
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methodology can create a better classifier naturally which is more adaptable than a
manual one since it can be effectively adjusted to another area. Through the use of
machine learning approaches, we got to know about the technique of Support vector
machines that they perform well when compared to other classifiers [2].

There is another type of question answering system called Rule based QA system
[1] which provides answers for different type of questions like What, Who, Where,
When, and Why. Who type questions generally expect the answer to be a person, Where
type questions generally expect the answer to be the Location, When type of questions
generally expect the answer to be the Date, What type of questions will expect the answer
to be one word, or one sentence or descriptive answers and finally the Why type of
questions is answered based on reasoning [1].

Tiansi Dong, Ingo Glockner, et al. [3] have proposed an QA framework goes for
consequently finding succinct responses to subjective inquiries expressed in normal
dialect. One such question answering system is Log answer. It is a web based system
which was mainly proposed for German language. It extracted answers for arbitrary
queries by using the techniques of Artificial Intelligence. The client enters a query into
the interface, and LogAnswer then shows a rundown of answers. By translating the
German Wikipedia into MultiNet representation, knowledge bases are created. Through
this knowledge bases, the answers are extracted to the given queries. Here machine
learning approach technique was used to solve the problem of Wrong answer avoidance
by placing the meta classifier to the results of term based classifiers. ML based filtering
technique was used to filter the answers by finding useful and not useful answers.
Keeping in mind the end goal to extend the utilization of LogAnswer and to accomplish
a superior true assessment, it was decided to adjust the framework to QA Forums so that
users can get answers properly. Also in future, the author has told that he will include
the opencyc ontology to the knowledge base [3].

Another Question answering system uses heuristic approach [2] which was proposed
by Varsha Bhoir, et al. works by considering a specific domain of tourism. Here the
author has considered some key points like query, source for retrieving answer, response,
Processing of answer, and representation of answer. The input query can be any natural
language query, like list type, factoid type, or yes or no type. The source could be struc‐
tured database, or text of documents, or semi-structured database, or even web. Next is
the type of answer needed by the user whether list of answers, or descriptive, or the one
word answers. Here in this paper, parsed web pages are collected from the web using
crawler from the tourism websites. Then Pre-processing is done on these web pages.
Pre-processing mainly comes with tokenization, stop-word removal and stemming. Also
Pre-processing is done to the user query. Tokenization means it divides the sentences
into words and it is taken as tokens. Stop-word removal removes the frequently occurring
words like a, an, the, etc. Stemming takes the lemma of the word which means the base
form of the word. Finally, answer is extracted using Procedure Programming and Natural
Language Processing techniques. The answers are assessed using Maximum Reciprocal
Ratio. The goal of the system was to increase the accuracy and retrieving the exact
results. The author concluded by saying that a better classifier must be used in the future
in order to provide the results for different type of questions. Also, he mentioned to use
SVM to find the type of questions as future enhancement.
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A Naïve Bayesian [4] classifier is based on Bayes theorem and it uses conditional
independence. It expects that the presence or absence of a specific element of a class is
random to the presence or absence of some other element, given the class variable. The
classifier is guided by the group of labelled training samples.

3 Methodology

There are mainly three modules in our Proposed system.

1. Document VSM generation module and Query VSM generation module
2. Similarity measure module
3. Document ranking and answer generation module

1. Document VSM generation module and Query VSM generation module
Documents are read from the repository. Keywords are generated for all the docu‐
ments by calculating the tf-idf value for each keyword. These keywords are indexed
in every file with their keyword id values. If a particular keyword is present in a file,
then that particular keyword’s id is indexed to that file. This is the way to generate
the Document vectors. Keywords are indexed to the query. If a particular keyword
is present in the query then that particular keyword’s id is assigned to the query. This
is the way to generate the Query vectors.

2. Similarity measure module
Having document vectors and query vectors, similarity measure is done between
them based on the term frequency.

3. Document ranking and answer generation module
Based on the similarity values from the previous module, documents are ranked with
the highest similarity values. Top ranked documents are performed with NER
tagging in order to generate the candidate answers. Having candidate list of answers,
the most frequently occurring answer is selected to be the best answer.

Figure 1 shows the overall architecture of the proposed system. Keywords are generated
from the documents and all the document files are indexed with unique id’s of keywords.
Query is also indexed with id’s of keywords. Then similarity is measured between Query
vectors and Document vectors. Documents are ranked and finally best answer is chosen
from the candidate answers.
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Fig. 1. Proposed System Architecture

The above Fig. 2 shows the detailed workflow of the Proposed system. Through the
following steps, the best answer is generated for the given input.

Fig. 2. Work Procedure of overall system

4 Results

The results are obtained by taking the dataset of some scientific inventions. The Question
answering system gives the results for the questions within the domain. When a user
gives an input query, number of steps will take place and final best answer is chosen.

For example:

1. Who invented the Electric Bulb?
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Answer: Edison
2. Who invented the theory of relativity?

Answer: Einstein.
3. Where is Karnataka?

Anwer: Please enter the question related to domain.

The results obtained from our proposed work are shown through screenshots.

1. Document VSM generation

The above Table 1 describes the VSM generation for Documents. All keywords are
indexed in every particular file with their Keyword id numbers and term frequency of
each word is displayed along with that.

2. Query VSM generation for the given query

Table 1. Document VSM generation

The above Tables 2a and 2b shows the input given in the field and generation of query
VSM.

3. Document ranking and similarity values generation

The above Table 3 shows the ranking of documents and generation of similarity values.

4. Answer generation

The above Table 4 shows the best answer generation for the given query.

Table 2a. Query VSM generation

Query VSM generation
Query: Who invented Electric Bulb?
Query VSM: 48:1, 784:1

Table 2b. Query VSM generation

Query VSM generation
Query: Who invented theory of relativity?
Query VSM: 26:1, 104:1
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Table 3. Similarity value generation

Documents Similarity values
Document: A:50.txt Similarity: 48.0
Document: A:06.txt Similarity: 28.0
Document: A:15.txt Similarity: 8.0
Document: A:05.txt Similarity: 6.0
Document: B:14.txt Similarity: 5.0
Document: B:18.txt Similarity: 3.0
Document: B:05.txt Similarity: 2.0
Document: A:31.txt Similarity: 1.0
Document: B:10.txt Similarity: 1.0
Document: B:17.txt Similarity: 1.0
Document: B:11.txt Similarity: 1.0
Document: A:2.txt Similarity: 1.0
Document: A:7.txt Similarity: 0.0
Document: B:20.txt Similarity: 0.0
Document: B:16.txt Similarity: 0.0
Document: B:19.txt Similarity: 0.0

Table 4. Best answer generation

Candidate answers
Edison
Francis robbins
Samuel
Fleming
Alexander
Andrew
Howard florey
Best Answer : Edison

5 Conclusion

Question answering system is naturally used to query the things and gain the knowledge
which is a direct approach for the users to acquire the information to any data regardless
of structure and format. The QA system in our project perform Vector space model
technique on user query and document repository and generate similarity values by the
use of document and query vectors. And finally best answer is formulated through
document ranking and NER tagging. Currently this Question answering system answers
for the simple questions and it is closed domain. It identifies the answer type and chooses
the best answer from the candidate answers. In future, the QA system can be extended
to answer complex questions. It can be extended by using Open domain. Also, since it
is unstructured data, it is required to use some sophisticated techniques and approaches
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to extract the answers in future. Also it can be extended by asking the multiple questions
at a time and get summarized results for all the questions.
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Abstract. This article discusses delayed model of HIV infection with
combination therapy consisting of RTI and PI drug. The delay included
in this article two kinds of delays viz. immune response delay and intracel-
lular delay. A well known growth law so called logistic growth is assumed
for uninfected and healthy T cell. Local properties of the infection free
equilibrium point is discussed in terms of R0, the basic reproduction num-
ber. The existence of Hopf bifurcation with respect to delayed parameter
is verified using geometric switching conditions numerically because of
delay dependent parameters in the model. Extensive numerical simula-
tions have been carried out on the model to ascertain the effects of drug
on viral dynamic and disease progression.

Keywords: Delay · Bifurcation · HIV · Stability

1 Introduction

The HIV unlike other virus is very specific virus which infects human and has
many puzzling features as compared to other viral infection. one of them is
that there it take approximately 10 years to fully developed and regarded as
AIDS. The virus so called human immunodeficiency virus, as the name implies,
it destroy the immune system. The immune system in human body is mostly
due to presence of a kind of white blood cells called CD4+T cell [49]. The count
of this cell classifies the different stages of the infection. In a healthy person,
the usual count of CD4+T is around 1000mm−3. When this count fall around
200mm−3, the individual is classified as having AIDS [51] which is the last
phase of infection. The other intermediate phases are primary infection stage
and followed by chronic infection phase. They are also called acute symptom
phase and latency phase respectively.

The literatures on the study of HIV infection through mathematical mod-
els are many. A very excellent account of work done by some of the authors
in this direction is presented by Perelson et al. [51] as a review article. Many
studies are confined to the dynamics of the disease progression [3,5,12,27,31,
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44,45,49,50,56,57,59] but other deals with the effects of drug on the viral loads
[23–25,29,60,62]. The mathematical model and their studies are very popular
and efficient way of handling complex process such as HIV infection and has been
able to produce some important aspects of long time dynamics of the infection
[1–3,5,8,12,27,31,37,40,44–46,50–52,57,59,61,62].

Many authors have included the drug therapy into account to explain their
importance on the overall life of an individual [11,13,17–19,21,30,31,33,41,60].
These studies have helped the microbiologist to come up with the combination
drug therapy for cure of HIV infection. All of these drug actually acts on some
key aspects of the infection process thereby hindering the growth of HIV in the
body.

Considering the delayed effects in any disease model are very challenging and
its outcome are well appreciated. Many authors now a days includes these delay
effects in mathematical model [4,7,14,15,17,26,28,32,34,39,43,53,58,63]. Many
of these includes the effect of drug and delay on the HIV infection [47,54,64].
These models have made some important contribution in better understanding
of life cycle of the HIV [3,14,15,39,43,55,56].

Out of all delays that usually occurs in HIV infection, intracellular delay is
most important delay, and in past, many authors have taken into account [6,17,
22,35,36,38,42,56]. Other delays effects such as immunological delays that can
also be taken into consideration to give a better representation of the infection
process. If both delays are taken into consideration, it become more suitable to
model such interaction between the virus and helper T cell but at the same time
it becomes more changeling to analyse such model [48,55].

This article deals with simultaneous effects of two kinds of delay viz. immune
response and intracellular delay. This particular model also consider the effect of
RTI and PI drug so that the model is more appropriate to explain the emergence
of disease and also the elimination of virus from the body.

2 The Proposed Model

It is well known fact that immune response play a prominent role in fighting
against disease and fight against viruses. The Immune system mainly composed
of two types of cells called B cells and T cells. Immunity due to T cells are called
cellular immunity whereas the immunity because of B cells are called humoral
immunity. In many types of viral infection, humoral immunity is found to be
superior than cellular immunity [16] in fighting some infection. Therefore, this
article incorporate the effects of B cell on HIV lifecycle. So, to form the model,
assume that u1, u2, u3 and u4 be the densities of uninfected T cells, infected T
cells, HIV and B cells respectively in the body. The growth of healthy CD4+
T cells in the body have been modelled by logistic proliferation rate with α
as a intrinsic growth rate of T cell. Body also generate the T cell by internal
mechanism and for simplicity it is assumed to be at a constant Q. So, in absence
of virus, the total growth rate is given by Q + αu1

(
1 − u1

K

)
where K represents

the maximum density of healthy T cell at which further generation of T cell
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stops. Since T cells are also dies in the process, the parameter δ1 is assumed to
account for the per capita death rate of T cell. If a person gets infected with
HIV, the T cell interact with HIV and this rate of interaction is supposed to be
as per well known law of mass action with β being rate of infection. The over
all rate law of uninfected cell is therefore

du1

dt
= Q − δ1u1 + αu1

(
1 − u1

K

)
− βu1u3

In this article, the effect of PI and RTI drug effect is also incorporated. Assume
that RTI drug efficacy is denoted by εr, then after the interaction of HIV with
T cell, the effective rate of conversion of healthy T cell to infected T cell is given
by β(1 − εr)u1(t)u3(t). Thus the net healthy T cell proliferation rate can be
assumed to be:

du1

dt
= Q − δ1u1 + αu1

(
1 − u1

K

)
− β(1 − εr)u1u3

The term β(1 − εr)u1(t)u3(t) also account for the growth of infected T cell
per unit time. But this term is not instantaneously added to rate equation of
infected T cell but instead with a lag of delay τ1 units of time which account for
the intracellular delay. Once infected, the infected T cell is assumed to follow
exponential distribution and during time span of τ1 time, the probability of
surviving of infected T cell is e−δ2τ1 , where δ2 is the clearance rate of infected
cell. Therefore, number of infected cell at time t is just the summation of all
infected cell which has been infected by HIV and hence alive during [t − τ1, t]
time interval [9] i.e.

u2(t) =
∫ τ1

0

βe−δ2τ1u1 (t − T )u3 (t − T ) dT

The above equation is equivalent to the following equation which can be easily
obtained by changing the variable using linear transformation t − T = φ

u2(t) =
∫ t

t−τ1

βe−δ2(t−φ)u1 (φ) u3 (φ) dφ

The differential form of the above growth equation can now be obtained using
differential under integral sign which gives

du2

dt
= β1(1 − εr)u1(t)u3(t) − β1(1 − εr)e−δ2τ1u1(t − τ1)u3(t − τ1) − δ2u2(t)

The term β1(1 − εr)e−δ2τ1u1(t − τ1)u3(t − τ1) in above equation represents the
lysis rate of infected T cell which will be releasing newly formed copies of virus.
Therefore, let the death of one infected helper T cell produce on an average N
number of virus which are capable of infecting other helper T cells. A constant
per capita death rate δ3 of HIV is also assumed. The immune response in this
model is assumed to be mainly due to humoral cell and therefore HIV can also
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be removed from the body due B cell and rate of removal is assumed to be
proportional to densities of HIV particle and B cell. This term is commonly
known as viral loss due to immunity. So the equation of growth of HIV is given by

du3

dt
= Nβe−δ2τ1u1(t − τ1)u3(t − τ1) − δ3u3(t) − β2u3(t)u4(t).

Lastly, the effector cell or immune response is assumed to get activated with
delay τ2 and is proportional to infected T cell density and virus density. At the
same time, the effector cell concentration also decrease due to its natural death
rate δ4 and due to fighting with virus. It is assumed that β4 represents the death
rate of B cell per HIV cell and per B cell. Hence, the proposed model for HIV
infection dynamics is

du1

dt
= s − δ1u1(t) + αu1(t)

(
1 − u1(t)

K

)
− β1(1 − εr)u1(t)u3(t)

du2

dt
= β1(1 − εr)u1(t)u3(t) − β1(1 − εr)e−δ2τ1u1(t − τ1)u3(t − τ1) − δ2u2(t)

du3

dt
= Nβ1(1 − εp)(1 − εr)u1(t − τ1)u3(t − τ1)e−δ2τ1 − δ3u3(t) − β2u3(t)u4(t)

du4

dt
= β3u2(t − τ2)u3(t − τ2) − δ4u4(t) − β4u3(t)u4(t)

(1)

where N ≥ 1, τ = max {τ1, τ2}, τ ∈ (0,∞), α, K, β1, β2, β3, β4, εr, εp, s, δ1, δ2,
δ3 and δ4 are nonnegative numbers with initial functions

u1(θ) = φ1(θ)
u3(θ) = φ3(θ)
u4(θ) = φ4(θ)

u2(0) =
∫ 0

−τ

βeδ2φu1 (φ)u3 (φ) dφ

(2)

where φi(θ) ∈ C([−τ, 0]), θ ∈ [−τ, 0], τ = max {τ1, τ2} is such that φi(θ) ≥ 0,
φi(0) > 0 for i = 1, 3, 4.

3 Preliminary Results

The following Lemmas state the positivity and boundedness of the solution of
the system (1).

Lemma 1. All solutions of the system (1) which starts in positive domain R4
+ =

{(u1, u2, u3, u4) : u1 > 0, u2 > 0, u3 > 0, u4 > 0} remain positive for all time t.

Proof. The first equation of system (1) gives

du1

dt
≥ u1(t)

(
−δ1 + α

(
1 − u1(t)

K

)
− β1(1 − εr)u3(t)

)
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which on simple integration gives

u1(t) ≥ u1(0)exp
{∫ t

0

(
−δ1 + α

(
1 − u1(t)

K

)
− β1(1 − εr)u3(t)

)}
.

Now, consider the third equation of system (1) in interval [0, τ1] with initial
condition (2) which gives

du3

dt
= Nβ1(1 − εp)(1 − εr)φ1(t − τ1)φ3(t − τ1)e−δ2τ1 − δ3u3(t) − β2u3(t)u4(t)

≥ −u3(t)(δ3 + β2u4(t)),

and by direct integration gives u3(t) ≥ u3(0)exp
{

− ∫ t

0
(δ3 + β2u4(t))

}
if integral

is finite. This process can again be repeated to prove the positivity of u3 in
interval [τ1, 2τ1] and hence in any finite interval [0, t].

Again, to prove positivity of u4, consider the interval [0, τ2] with initial con-
dition (2) and fourth equation system (1), then

du4

dt
= β3u2(t − τ2)u3(t − τ2) − δ4u4(t) − β4u3(t)u4(t)

= β3φ2(t − τ2)φ3(t − τ2) − δ4u4(t) − β4u3(t)u4(t)
≥ −u4(t)(δ4 + β4u3(t)),

which again on integration gives u4(t) ≥ u4(0)exp
{

− ∫ t

0
(δ4 + β4u3(t))

}
, proving

the positivity of u4 in interval [0, τ2] as long as integral is finite. Repeating the
same way as in case of u3, the positivity of u4 can be proved for any interval
[0, t]. Now, finally the second equation in (1) can be written as

u2(t) =
∫ t

t−τ1

βe−δ2(t−φ)u1 (φ)u3 (φ) dφ.

The non-negativity of u1 and u3 with above equation for u2 implies that u2(t) ≥ 0
for all time t. This finally proves the Theorem.

Theorem 1. If η = K(α − δ1) +
√

K2 (α − δ1) 2 + 4αKs, then in the domain

Δ =
{

(u1, u2, u3, u4) : ‖u1‖ ≤ η

2α
, ‖u1 + u2‖ ≤ 2s + η

2δ′ ,∥∥∥∥u1 + u2 +
u3

N(1 − εp)

∥∥∥∥ ≤ 2s + η

2δ′′ , ‖u4‖ ≤ βũ2ũ3

δ4

}
,

all solutions of the system (1) that initiate in positive orthant, remain ultimately
bounded.

Proof. If η = K(α − δ1) +
√

K2 (α − δ1)
2 + 4αKs, then it can be easily proved

that η > 0 always for all values of the parameters. Then, using first equation of
system (1),
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du1

dt
= s − δ1u1 + αu1

(
1 − u1

K

)
− βu1u3

≤ s − δ1u1 + αu1

(
1 − u1

K

)
which yields,

lim sup
t→+∞

u1(t) ≤ η

2α
. (3)

Now on adding first two equations,

d

dt
(u1 + u2) = s − δ1u1 + αu1

(
1 − u1

K

)
− βe−δ2τu1(t − τ)u3(t − τ)

≤ s +
η

2
− δ1u1 − δ2u2

≤ Q +
η

2
− δ′(u1 + u2),

where δ′ = min{δ1, δ2} and therefore,

lim sup
t→+∞

(u1(t) + u2(t)) ≤ s + η/2
δ′ . (4)

Similarly, using u1 + u2 + u3
N(1−εp)

and first three equations of (1)

d

dt

(
u1 + u2 +

u3

N(1 − εp)

)
= s + αu1

(
1 − u1

K

)
− δ1u1 − δ2u2

− δ3
N(1 − εp)

u3 − β

N(1 − εp)
u1u3

≤ s +
η

2
− δ1u1 − δ2u2 − δ3

N(1 − εp)
u3

≤ s +
η

2
− δ′′

(
u1 + u2 +

u3

N(1 − εp)

)

where δ′′ = min{δ1, δ2, δ3}, and this again implies

lim sup
t→+∞

(
u1(t) + u2(t) +

u3(t)
N(1 − εp)

)
≤ s + η/2

δ′′ . (5)

Finally, Eqs. (3)–(5) prove that there exit positive constant ũ2 and ũ3 such that
u2 ≤ ũ2 and u3 ≤ ũ3 and using this in last equation of system (1) gives

du4

dt
=β3u2(t − τ2)u3(t − τ2) − δ4u4(t) − β4u3(t)u4(t)

≤β3ũ2ũ3 − δ4u4.

This gives

lim sup
t→+∞

u4(t) ≤ β3ũ2ũ3

δ4
. (6)

Hence, Eqs. (3)–(6) prove that all the solutions of the system in the domain Δ,
is bounded.
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4 Local Stability Behaviour of Solutions

Now denote

b1 = β1 (1 − er) ,

b2 = β1 (1 − er) e−δ2τ1 ,

b3 = β1 (1 − er) (1 − ep) e−δ2τ1 ,

and as stated above, the quantity η = K(α−δ1)+
√

K2 (α − δ1)
2 + 4αKs remain

positive for all parametric values and therefore, the system (1) permits two types
of critical points:

1. an unique infection free critical point E0 (ū1, 0, 0, 0), with ū1 = η/2α,
2. and at least one endemic equilibrium point E1 (ũ1, ũ2, ũ3, ũ4) where ũ1 is one

of the positive root of biquadratic

c0ũ
4
1 + c1ũ

3
1 + c2ũ

2
1 + c3ũ1 + c4 = 0

ũ3 =
ks + αkũ1 − δ1kũ1 − αũ2

1

β1(1 − εr)kũ1

ũ2 =
β1(1 − εr)

(
1 − e−δ2τ1

)
ũ1ũ3

δ2

ũ4 =
β3ũ2ũ3

δ4 + β4ũ3
.

The coefficients c0, c1, c2, c3 and c4 are given by

c0 = (b1 − b2) α2β2β3

c1 = Kα (2 (b2 − b1) β2β3 (α − δ1) + Nb1b3β4δ2)

c2 = −K
(
b2β2β3

(
−2sα + K (α − δ1)

2
)

+ b1 (2sαβ2β3

+ K (α − δ1) (β2β3 (−α + δ1) + Nb3β4δ2) + αβ4δ2δ3) + Nb21b3Kδ2δ4
)

c3 = K2 (2b2sβ2β3 (−α + δ1) + b1s (2β2β3 (α − δ1) − Nb3β4δ2)

+b1β4 (α − δ1) δ2δ3 + b21δ2δ3δ4
)

c4 = K2s ((b1 − b2) sβ2β3 + b1β4δ2δ3) .

4.1 Local Stability Behaviour of E0 ≡ (u, 0, 0, 0)

The Jacobian Matrix at E0 is⎛
⎜⎜⎝

s
u + uα

K + λ 0 b1u 0
0 δ2 + λ e−λτ1b2u − b1u 0
0 0 −e−λτ1Nb3u + δ3 + λ 0
0 0 0 δ4 + λ

⎞
⎟⎟⎠
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and corresponding characteristic equation has obvious negative roots −(
s
u + uα

K

)
,

−δ2 and −δ4 while other infinite roots are given by the transcendental equation

λ − (1 − εp)(1 − εr)Nηβ1e
−δ2τ1

2α
e−λτ1 + δ3 = 0. (7)

The above equation is transcendental equation and therefore have infinite num-
ber of roots in C. Define the basic reproduction number(R0) [1] as

R0
def=

(1 − εp)(1 − εr)Nηβ1e
−λτ1

2αδ3
. (8)

The following theorem provides the conditions for the critical point E0 to be
locally stable.

Theorem 2. The disease free critical point (ū1, 0, 0, 0) is always locally asymp-
totically stable for all τ1 > 0 if and only if R0 < 1

Proof. Suppose that the E0 is stable at τ1 = 0, and therefore putting τ1 = 0 in
Eq. (7),

δ3 − β1(1 − εp)(1 − εr)Nū1 + λ = 0

which gives λ = β1(1 − εp)(1 − εr)Nū1 − δ3 < 0 if and only if

δ3 > β1(1 − εp)(1 − εr)Nū1.

Now, to ascertain whether there could be any root of Eq. (7) with positive
real part, continuously increase the τ1 so that some of the root now cross the
imaginary axis i.e. there exist at least one pair of purely imaginary roots λ = iw
of the equation, then

δ3 − Nū1b3 cos (wτ1) = 0
w + Nū1b3 sin (wτ1) = 0.

(9)

Now, elimination of wτ1 from Eq. (9) gives

w2 = N2ū2
1b

2
3 − δ23 .

If it further assume that Eq. (7) should not possess any root with positive real
part for any value of parameter, it is necessary and sufficient that w should be
always negative i.e. δ3 > Nū1b3 or δ3 >

(1−εp)(1−εr)Nηβ1e−λτ1

2α or R0 < 1.

4.2 Local Stability Behaviour of E1 ≡ (ũ1, ũ2, ũ3, ũ4)
and Bifurcation

The Characteristic Equation is given by

P4(λ) + e−λτ1e−δ2τ1P3(λ) + e−λτ2P2(λ) + e−λ(τ1+τ2)e−δ2τ1P1(λ) = 0, (10)



384 S.K. Sahani

where the polynomials are given by

P4(λ) = λ4 + a13λ
3 + a12λ

2 + a11λ + a10

P3(λ) = a23λ
3 + a22λ

2 + a21λ + a20

P2(λ) = a32λ
2 + a31λ + a30

P1(λ) = a41λ + a40.

It is clear that the coefficients of above characteristic equation explicitly contains
the delay parameter τ1 and this poses a challenge to analytically study the local
behaviour of the solution. There is no method available in literature by which
above characteristic equation can be studied for roots having negative real part.

The following section is therefore devoted to numerically explore the existence
of Hopf bifurcation [10,20,32] by examining the presence of roots of characteristic
Eq. (10) having negative real parts.

0 2 4 6 8 10 12
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0.7
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Fig. 1. Variation of Re(λ) with respect to τ1

(a) (b)

Fig. 2. Time series plot of u1 and u3 when τ1 = 5
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(a) (b)

Fig. 3. Time series plot of u1 and u3 when τ1 = 9.5

(a) (b)

Fig. 4. Time series plot of u1 and u3 when τ1 = 11

Table 1. Model parameters

Parameters Descriptions Value

Q T cell production rate 16.0 mm−3 day−1

α T cell proliferation rate 0.95 day−1

K Maximum T cell concentration level 1500 mm−3

β1 Rate of infection of T cell 0.0011 mm3day−1

β2 Virus death rate due to immune response 0.8046 mm3day−1

β3 Production rate of effector cells 0.2129 mm3day−1

β4 Effector cell death due to Virus 0.2129 mm3day−1

δ1 Healthy T cell death rate 0.03 day−1

δ2 Infected T cell death rate 0.2 day−1

δ3 Viral death rate 1.0 day−1

δ4 Effector cell death rate 3.0 day−1

N Virion produced per infected T cell 60 particle cell−1
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4.3 Numerical Exploration of the Model

To obtain some numerical solution of the model, consider the following set of
parameters.

In first case, the existence of Hopf bifurcation is verified by simulating the
model. In this model, to obtain a stability switch and hence to determine the
critical values of bifurcation parameter τ1 at which this switch occurs, the Re(λ)
is plotted against the parameter τ1 for a fixed set of other parameter as given
the Table 1 and drug efficacies. The Fig. 1 shows this variation and this shows
that a stability switch occurs, here a periodic solution is initially present in the
model. But as the τ1 is varied, the periodic branch changes to stable solution
and upon further increase in τ1, periodic solution reappears. This clearly shows

(a) p = 0.5 (b) p = 0.5

(c) p = 0.6 (d) p = 0.6

(e) p = 0.7 (f) p = 0.7

Fig. 5. Time series plot of u1 and u3 with different values of εp
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that the model exhibit Hopf bifurcation with respect to parameter τ1 as evident
from time series plots Figs. 2, 3 and 4.

The next two set of simulations are performed to justify the importance
of drug therapy in HIV infection. The Fig. 5 shows that as the efficacy of PI
drug increases, there is oscillation in the level of T cell and virus decrease and
ultimately dies out. At the same time, the virus level also decreases and hence
individual has more chance of surviving with combination drug therapy. Similarly
Fig. 6 shows the effect of RTI drug efficacy on HIV infection. In this case too,
the similar trend as in case of PT drug can be seen. Moreover, these simulation
show that a combination drug is more useful that a single drug in HIV infection.

(a) r = 0.6 (b) r = 0.6

(c) r = 0.7 (d) r = 0.7

(e) r = 0.8 (f) r = 0.8

Fig. 6. Time series plot of u1 and u3 with different values of εr
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Abstract. In the present work, we examine the three-point numerical scheme for
the non-linear second order ordinary differential equations having integral form
of forcing function. The approximations of solution values are obtained by means
of finite difference scheme based on a special type of non-uniform meshes. The
derivatives as well as integrals are approximated with simple second order
accuracy both on uniform meshes and non-uniform meshes. A brief convergence
analysis based on irreducible and monotone behaviour of Jacobian matrix to the
numerical scheme is provided. The scheme is then tested on linear and non-linear
examples that justify the order and accuracy of the new method.
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1 Introduction

Many differential equations do not possess closed form of solutions and may not be
solved by symbolic computations. For practical purpose, an appropriate numerical
approximation to the solution values is often sufficient. In the past years, there has been
tremendous development on high order accurate numerical algorithm for the solution of
ordinary and partial differential equations. The various approaches are finite element,
spline, wavelets and Galerkin method. Among many available solution techniques,
finite difference method is easier to program and have easy error analysis based on
finite Taylor’s series expansion. The detailed stability and convergence for the dif-
ference schemes developed on non-uniform meshes for the second order boundary
value problems have been developed by [1]. The two-point boundary value problems
(BVPs) having integral form of forcing functions using cubic spline on non-uniform
meshes and differential transform method has been described in the past by [2, 3]. The
high order finite difference methods have more functional evaluations and restricted to
the application of mildly non-linear differential equations [4]. Thus, a second order
accurate finite difference method is equally important because, it can be directly applied
to fully non-linear problems and easy implementation of algorithms. For a uniform
mesh with spacing h the divided difference operators yields truncation error of Oðh2Þ,
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but for non-uniform mesh with maximum interval h, the truncation error may or may
not be Oðh2Þ. There is an added advantage of non-uniform meshes compared with
uniform meshes. The truncation error of the scheme depends upon derivatives of the
dependent variable as well as mesh spacing. Therefore, the uniform distribution of the
discretization error is difficult to achieve if the meshes are uniformly taken. It is more
suitable to choose larger mesh spacing where function behaviour is smooth and smaller
mesh spacing where behavior of function and their derivatives changes sharply. Thus, it
is possible to distribute the error uniformly on the domain of integration and have more
accurate solution for a given number of mesh-points [5]. In the present work, we shall
show that for a class of mesh function the solution error remains Oðh2Þ and we call
such enhancement of truncation error as supra-convergence and classifies in the range
of optimal accurate method [6, 7].

Now, we consider the non-linear two point boundary value problems with forcing
function in integral form

Uð2Þ xð Þ ¼ Fðx;U xð Þ;Uð1Þ xð ÞÞþ
Z 1

0
K x; rð Þdr; 0\x; r\1; ð1:1Þ

along with Dirichlet boundary values

U 0ð Þ ¼ A;U 1ð Þ ¼ B;A;B are finite constants ð1:2Þ

Assuming Kðx; rÞ is a real valued function and

I xð Þ ¼
Z 1

0
K x; rð Þdr;Gðx;U xð Þ;Uð1Þ xð ÞÞ ¼ Fðx;U xð Þ;Uð1Þ xð ÞÞþ I xð Þ: ð1:3Þ

Therefore, the Eq. (1.1) can be re-written as

Uð2Þ xð Þ ¼ Gðx;U xð Þ;Uð1Þ xð ÞÞ; 0\x\1: ð1:4Þ

The existence and uniqueness of solutions values to (1.4) subject to Dirichlet boundary
values can be assured by assuming continuity of Gðx;U xð Þ;V xð ÞÞ, @G=@U, @G=@V
and @G=@U[ 0 along with bounded @G=@U (see [8]).

2 Sundqvist’s Non-uniform Mesh

Consider the non-uniform partition of the interval I ¼ 0; 1½ � ¼ fxl : l ¼ 0 1ð ÞLþ 1g,
where x0 ¼ 0; xl ¼ xl�1 þ hl; l ¼ 1 1ð ÞLþ 1 and the subsequent mesh spacing are
determined by the recursive relation hlþ 1 ¼ hl 1þ ahlð Þ; l ¼ 1ð1ÞL and a ¼ �a=h1. Here,
a 2 ð�1; 1Þ is a mesh parameter and in particular if a ¼ 0, the mesh distribution is
uniform (see [7, 9–11]). Since

P
l¼1 1ð ÞLþ 1 hl ¼ 1, thus for a given value of �a, it is easy

to determine the first mesh step size h1. For example, h1 ¼ 1=ð1þ 3�aþ 2�a2 þ �a3Þ if
L ¼ 3. Let us denote H ¼ ½h1; h2; . . .; hNþ 1�T . To proceed further, we need to prove
some results pertaining to the non-uniform meshes (a 6¼ 0).
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Lemma 2.1 The mesh-step size is inversely proportional to the number of mesh-points
and the sequence fhlgLþ 1

l¼1 is monotonic.

Proof: Consider the uniform partition of reference domain Q ¼ 0; 1½ � ¼
ql ¼ lh; l ¼ 0 1ð ÞLþ 1f g; h ¼ 1=ðLþ 1Þ. Following [12], we define a one-one onto

map g : Q ! I such that g qlð Þ ¼ xl; l ¼ 0 1ð ÞLþ 1 and the Jacobian J qð Þ ¼ dgðqÞ
dq is

bounded above and below by some positive constants as
0\m� J qð Þ�M\18q 2 Q.

Now, J qð Þ[ 0 ) dgðqÞ
dq [ 0 ) g qlþ 1ð Þ� g qlð Þ

qlþ 1 � ql
[ 0 8l ) xlþ 1 � xl

lþ 1ð Þh� lh [ 0; 8l
and hence hlþ 1 [ 0 8l.
Also, J qð Þ�M ) dg qð Þ

dq �M ) g qlþ 1ð Þ� g qlð Þ
qlþ 1 � ql

�M 8l ) xlþ 1 � xl
lþ 1ð Þh� lh �M

) hlþ 1 �Mh; 8l ) Maxl hlþ 1j j �Mh ) Hk k1 �Mh ¼ M
Lþ 1

� M
L

ð2:1Þ

) Hk k1¼ O hð Þ ¼ O
1
L

� �
and hence; Hk k1! 0 as L ! 1: ð2:2Þ

Thus, the maximum step size tends to zero in the limiting case as L ! 1.
Further, the increasing mesh step-size

, hl\hlþ 1 8l ¼ 1ð1ÞL , hl\hl 1þ ahlð Þ
, 1\1þ ahl; * hl [ 0 8l , a[ 0

In a similar manner, it is easy to establish thatmesh step-size is decreasingwhen a\0.

3 Finite Difference Approximations

Let the exact solution value of UðxÞ at the mesh-point x ¼ xl; l ¼ 1 1ð ÞL, be denoted by
Ul and the approximate solution value is denoted by ul. By the help of linear combi-
nation of three solution values Ul�1 ¼ Uðxl � hlÞ, Ul ¼ UðxlÞ and Ulþ 1 ¼
Uðxl þ hl þ ah2l Þ defined at one central mesh-point xl and two neighbouring points xl�1,
we construct the following operator

FUl ¼ Ulþ 1 � 2ahl þ 1ð ÞUl�1 þ 2ahlUl½ �=½2þ 3ahl�; ð3:1Þ

SUl ¼ 2 Ulþ 1 � 2þ ahlð ÞUl þ 1þ ahlð ÞUl�1½ �=½ð1þ ahlÞð2þ ahlÞ�: ð3:2Þ

Then, by the help of Taylor’s expansion it is easy to see that

FUl ¼ hlU
1ð Þ xð Þþ h3l U

3ð Þ xð Þ=6þOðh4l Þ; ð3:3Þ
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SUl ¼ h2l U
2ð Þ xð ÞþOðh4l Þ: ð3:4Þ

Thus, the three-point approximations

�Uð1Þ
l ¼ h�1

l FUl and �Uð2Þ
l ¼ h�2

l SUl ð3:5Þ

provides the second order accuracies to the first and second-order derivatives respec-
tively on a non-uniform meshes. In particular, if a ¼ 0;FUl ¼ ð2ldÞUl and
SUl ¼ d2Ul, where l is averaging operator and d is central difference operator.

Therefore, the discrete equation corresponding to the second order differential
equation

Uð2Þ xð Þ ¼ Fðx;U xð Þ;Uð1Þ xð ÞÞ ð3:6Þ

in terms of compact operators is given by

h�2
l SUl ¼ Fðxl;Ul; h

�1
l FUlÞþ Tl; l ¼ 1ð1ÞL: ð3:7Þ

where the truncation error Tl to the Eq. (3.7) is calculated as Tl ¼ Oðh2l Þ. As a result,
the discretization scheme (3.7) is second order accurate for all a (may not be zero).

4 Numerical Integration

In this section, we describe the formula for approximating the integral

I xð Þ ¼
Z 1

r¼0
Kðx; rÞdr ð4:1Þ

on non-uniform meshes, and as a particular case, the formula reduces to Trapezoidal
rule of integration. Here, the domain of integration ½0; 1� are partitioned with the
mesh-points ri ¼ xi; i ¼ 0 1ð ÞLþ 1, as discussed in Sect. 2 and we shall use the nota-
tion Kl;i ¼ K xl; rið Þ.

For a given mesh-point x ¼ xl, we shall approximate the integral (4.1) by a linear
combination of the values of Kðxl; rÞ as follows

I xlð Þ ¼
Z 1

r¼0
Kðxl; rÞdr ¼

XLþ 1

i¼1

Z ri

r¼ri�1

Kðxl; rÞdr: ð4:2Þ

Let

Z ri

r¼ri�1

Kðxl; rÞdr ¼ aKl;i�1 þ bKl;i ð4:3Þ

Then, for K xl; rð Þ ¼ 1 and r, one obtain
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aþ b ¼ ri � ri�1; ari�1 þ bri ¼ 1
2
ðr2i � r2i�1Þ ð4:4Þ

Solving (4.4) for the unknown a and b, and by the help of (4.3), we find

Z ri

r¼ri�1

Kðxl; rÞdr ¼ 1
2
hið1þ ahiÞðKl;i�1 þKl;iÞ: ð4:5Þ

Using (4.5) and (4.2), it is easy to determine the integral formula on the interval ½0; 1� as

I xlð Þ ¼ 1
2

XLþ 1

i¼1
½hið1þ ahiÞðKl;i�1 þKl;iÞ�: ð4:6Þ

The error in the integral formula (4.5) obtained on the interval ½ri�1; ri�, is given by

Ei ¼ � hh3i
12

����
����þO h4i

� �
; h ¼ @2K

@r2

� �
ðxl;�rÞ

; ri�1\�r\ri ð4:7Þ

Thus, by the help of inequality (2.1), the composite error in the integral (4.6) on the
interval ½0; 1� is given by

E ¼
XLþ 1

i¼1
Ei �

XLþ 1

i¼1
hh3i =12�

XLþ 1

i¼1
�Mh3

¼ �M Lþ 1ð Þh3 ¼ �Mh2 ¼ Oðh2Þ; �M ¼ hM3=12
ð4:8Þ

Thus, a second-order accurate formula for the numerical integration is derived on a
non-uniform mesh spacing, a 6¼ 0. Moreover, when a ¼ 0, the integral formula (4.6) is
Trapezoidal rule of integration.

Now we are available with the second-order accurate formula for the derivatives
and integral both on a uniform meshes as well as on non-uniform meshes. Therefore,
by the help of Formulas (3.7) and (4.6), we can write the difference scheme for
differential-integral Eq. (1.1) as follows

h�2
l SUl ¼ Fðxl;Ul; h

�1
l FUlÞÞþ IðxlÞþ �Tl; l ¼ 1ð1ÞL; ð4:9Þ

and the error is given by �Tl ¼ Tl þE ¼ O h2l
� �þOðh2Þ � Oðh2Þ.

The method (4.9) is obtained using minimum number of mesh-points necessary to
discretize the highest order derivative appearing in the Eq. (1.1) and thus, it is a
compact scheme of second order accuracy irrespective of the mesh distribution being
uniform or non-uniform. The method requires no special attention for singular prob-
lems. For the practical implementation, we neglect the error term �Tl and the resulting
difference equations have tri-diagonal Jacobian and thus, easily computed by means of
Thomas algorithm or any iterative method [13].
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5 Convergence Analysis

In this section, we shall prove that the proposed numerical scheme (4.9) gives us
second order accurate solution values for (1.1)–(1.2). At the mesh point x ¼ xl, the
differential-integral Eq. (1.1) can be written as

Uð2Þ xlð Þ ¼ Fðxl;U xlð Þ;U 1ð Þ xlð ÞÞþ I xlð Þ; l ¼ 1 1ð ÞL: ð5:1Þ

The numerical scheme (4.9) can be written as

/l þ T̂l ¼ 0; l ¼ 1ð1ÞL; ð5:2Þ

where

/l ¼ �2 2þ ahlð Þ�1Ul�1 þ 2ð1þ ahlÞ�1Ul � 2 1þ ahlð Þ�1 2þ ahlð Þ�1Ulþ 1

þ h2l Fðxl;Ul; h
�1
l 2þ 3ahlð Þ�1ðUlþ 1 � 2ahl þ 1ð ÞUl�1 þ 2ahlUlÞÞ

þ ð1=2Þh2l
XLþ 1

i¼1
hið1þ ahiÞðKl;i�1 þKl;iÞ

ð5:3Þ

and

T̂l ¼ Oðh2l h2Þ � Oðh4Þ: ð5:4Þ

System of difference Eq. (5.3) can be expressed in matrix-vector form as

/ Uð ÞþT ¼ 0;/ ¼
/1
:
/L

2
4

3
5;U ¼

U1

:
UL

2
4

3
5;T ¼

T̂1
:
T̂L

2
4

3
5 ð5:5Þ

The approximate solution vector u ¼ ½u1; . . .; uL�T must satisfy

/ uð Þ ¼ 0: ð5:6Þ

From the Eqs. (5.5) and (5.6), one obtains

/ uð Þ � / Uð Þ ¼ T: ð5:7Þ

Let �l ¼ ul � Ul; l ¼ 1ð1ÞL be the discretization error and e ¼ u� U be the dis-
cretization error vector.
Let

�gl ¼ F xl;Ul; �U
0
l

� �þ I xlð Þ � �Gl: ð5:8Þ

and
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Pl ¼ �gl � �Gl: ð5:9Þ

Then, by the application of Mean value theorem and neglecting higher order terms of
discretization error, we get

Pl ¼ al ��
ð1Þ
l þ bl�l ; al ¼ @g

@U 1ð Þ

� �
x¼xl

; bl ¼ @g
@U

� �
x¼xl

; ð5:10Þ

where ��ð1Þl is obtained by replacing U to � in �Uð1Þ
l discussed in Eq. (3.5). In view of the

relation (5.10), we obtain

/ uð Þ � / Uð Þ½ � ¼ R�; ð5:11Þ

where R ¼ ðRL;RM ;RUÞ is a tri-diagonal matrix of order L and

RL ¼ �1þ hl
2

a� alð ÞþOðh2l Þ; ð5:12Þ

RM ¼ 2� 2ahl þOðh2l Þ; ð5:13Þ

RU ¼ �1þ hl
2

3aþ alð ÞþOðh2l Þ: ð5:14Þ

The Eqs. (5.7) and (5.11), yields the matrix equation

R� ¼ T: ð5:15Þ

Let �h ¼ Maxl¼1 1ð ÞLþ 1 hlj j, then for sufficiently small value of �h,

RL ¼ �1 6¼ 0;RM ¼ 2 6¼ 0;RU ¼ �1 6¼ 0: ð5:16Þ

Therefore, the graph of matrix R is strongly connected and thus, irreducible [14, 15].
Let a ¼ Minl¼1ð1ÞL alj j, b ¼ Minl¼1ð1ÞL blj j and dl be the sum of lth row elements of

the matrix R. Then,

d1 � 1þ hl
2

a� að ÞþOðh2l Þ; ð5:17Þ

dl � bh2l þO h3l
� �

; l ¼ 2 1ð ÞL� 1; ð5:18Þ

dL � 1� hl
2

3aþ að ÞþOðh2l Þ: ð5:19Þ

As hl ! 0þ ; the following inequalities holds
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d1 � 1; dl � 0; l ¼ 2 1ð ÞL� 1; provided b� 0; dL � 1 ð5:20Þ

and hence, the matrix R is monotone and hence R�1 exists with positive entries [16].
Let R�1

i;j be the ði; jÞth element of the matrix R�1 and define mate matrix-norm

R�1
�� ��

1¼ max1� i� L
PL

j¼1 R�1
i;j

���
���. Then the relation

PL
l¼1 Ri;ldl ¼ 1; i ¼ 1 1ð ÞL yields

the following bounds on the elements of matrix R�1:

R�1
i1 � d�1

1 � 1þ hl
2

a� að ÞþOðh2l Þ; ð5:21Þ

R�1
ij � d�1

j � 1
h2l b

; j ¼ 2 1ð ÞL� 1 provided b 6¼ 0; ð5:22Þ

R�1
iL � d�1

L � 1þ hl
2

aþ að ÞþOðh2l Þ: ð5:23Þ

As a result from the Eqs. (5.15) and (5.21)–(5.23), the bounds of the error is given by

ek k1 � R�1
�� ��

1� �Tk k1 � h2l
b

þO h4l
� � � Oðh2Þ

: ð5:24Þ

Therefore, as hl ! 0þ ; e1k k ! 0:
Summarizing, we have proved second order accuracy of the proposed numerical

scheme on a non-uniformmeshes and the errors in approximate and exact solution values
approaches to zero for the sufficiently small values of the mesh step-size. The condition
b� 0 in Eq. (5.20) and b 6¼ 0 in Eq. (5.22) jointly holds if b[ 0 and b corresponds to
@g=@U. Hence, @g=@U must be positive for the numerical solution to converge.

6 Computational Results

By the help of proposed scheme, we have examined linear and non-linear problems
whose analytical solutions are known to us. The maximum absolute errors and root mean
squared errors are respectively obtained by the formula �k kL1¼ maxl¼1 1ð ÞL Ul � ulj j,
�k kL2¼

PL
l¼1 Ul � ulj j2=L

� 	1=2
and computational order of convergence are determined

by H1 ¼ log2 �k kL1= �k k2Lþ 1
1

� 	
, H2 ¼ log2 �k kL2= �k k2Lþ 1

2

� 	
. The difference schemes

are obtained byMaple for algebraic computations and numerical values are obtained with
C programming using long double precisions.

Example 6.1 [2, 17]. Consider the linear singular equation

U 2ð Þ xð Þ ¼ � s
x
U 1ð Þ xð Þþ s

x2
U xð Þþ 12x2 þ 4x2 sþ 4x4

� �� s
x2

h i
ex

4 þ
Z 1

r¼0
K r; xð Þdr ¼ 0 ,
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where K r; xð Þ ¼ 48r3x6ex
4r4 and the analytical solution is given by U xð Þ ¼ ex

4
. For

the numerical computations, we have taken s ¼ 0, 1 and 2 at various mesh spacing and
the respective results are shown in Tables 1, 2 and 3.

Example 6.2 [18]. Consider the non-linear singular equation appearing in physiolog-
ical phenomenon

U 2ð Þ xð Þþ 1þ s
x

� 	
U 1ð Þ xð Þ � 25x8

x5 þ 4
eU xð Þ þ

Z 1

0
K r; xð Þdr ¼ 0; 0\x; r\1

Table 1. Accuracies and computational order of convergence at s ¼ 0 in example 1.

Lþ 1 �a ek k1 ek k2 H1 H2

4 0 1.67e-01 1.30e-01 – –

8 0 4.84e-02 3.58e-02 1.79 1.86
16 0 1.26e-02 9.04e-03 1.94 1.99
32 0 3.19e-03 2.25e-03 1.98 2.01
4 −0.1500 4.01e-02 3.19e-02 – –

8 −0.0200 9.48e-03 6.10e-03 2.08 2.39
16 −0.0035 2.17e-03 1.16e-03 2.13 2.39
32 −0.0006 2.88e-04 1.86e-04 2.91 2.64

Table 2. Accuracies and computational order of convergence at s ¼ 1 in example 1.

Lþ 1 �a ek k1 ek k2 H1 H2

4 0 1.99e-01 1.59e-01 – –

8 0 5.83e-02 4.38e-02 1.77 1.86
16 0 1.52e-02 1.11e-02 1.94 1.98
32 0 3.86e-03 2.75e-03 1.98 2.01
4 −0.1800 2.15e-02 1.59e-02 – –

8 −0.0300 6.16e-03 3.81e-03 1.81 2.06
16 −0.0052 1.47e-03 7.11e-04 2.07 2.42
32 −0.0008 2.67e-04 1.12e-04 2.46 2.66

Table 3. Accuracies and computational order of convergence at s ¼ 2 in example 1.

L + 1 �a ek k1 ek k2 H1 H2

4 0 2.20e-01 1.76e-01 – –

8 0 6.52e-02 4.92e-02 1.75 1.84
16 0 1.71e-02 1.25e-02 1.93 1.98
32 0 4.35e-03 3.11e-03 1.98 2.01
4 −0.206 1.35e-02 9.03e-03 – –

8 −0.042 3.57e-03 2.20e-03 1.92 2.03
16 −0.007 7.85e-04 4.77e-04 2.19 2.21
32 −0.001 2.81e-04 1.12e-04 1.48 2.09
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where K r; xð Þ ¼ 40x3r 24xr4 þ 11sþ 44ð Þ sin�1 rð Þ=½p x5 þ 4
� �� and analytical solution

is given by U xð Þ ¼ 1=logðx5 þ 4Þ. For the computations, we have taken s ¼ 0, 1 and 2
at various mesh spacing and respective results are shown in Tables 4, 5 and 6.

The numerical experiments in both the above examples show that non-uniform
meshes improve the order and accuracies of the solution values with almost same
wall-clock time compared with uniform meshes finite difference approximations.

Table 4. Accuracies and computational order of convergence at s ¼ 0 in example 2.

Lþ 1 �a ek k1 ek k2 H1 H2

4 0 1.40e-02 1.01e-02 – –

8 0 5.58e-03 4.11e-03 1.33 1.30
16 0 2.05e-03 1.47e-03 1.44 1.48
32 0 7.28e-04 5.20e-04 1.49 1.50
4 0.1600 5.92e-03 3.68e-03 – –

8 0.0500 1.22e-03 8.74e-04 2.28 2.07
16 0.0059 2.50e-04 1.38e-04 2.28 2.66
32 0.0011 3.79e-05 2.48e-05 2.72 2.48

Table 5. Accuracies and computational order of convergence at s ¼ 1 in example 2.

Lþ 1 �a ek k1 ek k2 H1 H2

4 0 1.17e-02 8.21e-03 – –

8 0 5.54e-03 4.51e-03 1.08 0.86
16 0 2.25e-03 1.85e-03 1.30 1.29
32 0 8.55e-04 7.10e-04 1.39 1.38
4 0.0700 8.46e-03 5.30e-03 – –

8 0.0500 1.59e-03 1.17e-03 2.41 2.18
16 0.0059 3.97e-04 2.31e-04 2.01 2.34
32 0.0011 5.73e-05 3.32e-05 2.79 2.80

Table 6. Accuracies and computational order of convergence at s ¼ 2 in example 2.

Lþ 1 �a ek k1 ek k2 H1 H2

4 0 9.66e-03 6.16e-03 – –

8 0 5.11e-03 4.41e-03 0.92 0.48
16 0 2.17e-03 1.93e-03 1.24 1.19
32 0 8.47e-04 7.61e-04 1.36 1.34
4 0.0300 8.44e-03 5.13e-03 – –

8 0.0300 2.37e-03 1.55e-03 1.83 1.73
16 0.0059 5.50e-04 3.52e-04 2.10 2.14
32 0.0011 1.25e-04 8.13e-05 2.14 2.11
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7 Conclusion

A simple numerical scheme for the solution of non-linear second order differential
equations having integral form of forcing functions are developed. It is straight forward
to apply such a supra-convergent compact scheme for a wide class of non-linear

problems /ðx;U xð Þ;U 1ð Þ xð Þ;U 2ð Þ xð Þ; R 1
0 K x; rð ÞdrÞ ¼ 0; 0\x; r\1, along with

Dirichlet or Neumann or mixed boundary values. The proposed descritization of
derivatives can be regarded as generalization of averaging and central-differencing
operators while the numerical integration is that of Trapezoidal rule. It is possible to
extend such mesh-network for higher order scheme, for example fourth order method
for mildly linear two- and three-dimensions elliptic equations.
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