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Preface

The most recent advancements in the dynamically expanding realm of Internet and
networking technologies have provided a scope for research and development in
computer science and its allied thrust areas. In this series, CSI 2016 organized by the
CSI Coimbatore Chapter during December 8–10, 2016, invited submission of
high-quality, original scientific papers presenting novel research, focusing on infor-
mation and communication technologies (ICT) and generally all interdisciplinary
streams of engineering sciences, having a central focus on “Digital Connectivity–Social
Impact.” It is an opportunity for researchers to meet and discuss solutions, scientific
results, and methods in solving intriguing problems.

The theme “Digital Connectivity–Social Impact” was selected to highlight the
importance of technology in solving social problems and thereby creating a long-term
impact on society. The convention invites papers in four distinguished areas including
computational intelligence, IT for society, network computing, and information sci-
ence. Papers were solicited from industry, government, and academia (including stu-
dents) covering relevant research, technologies, methodologies, tools, and case studies.
The aim of the convention was to explore and emphasize the role of technology in
real-world problems.

Computational intelligence (CI), a dynamic domain of modern information science
has been applied in many fields of engineering, data analytics, forecasting, biomedi-
cine, and others. CI systems use nature-inspired computational approaches and tech-
niques to solve complex real-world problems. The widespread applications range from
image and sound processing, signal processing, multidimensional data visualization,
steering of objects, to expert systems and many other potential practical implementa-
tions. CI systems have the capability to reconstruct behaviors observed in learning
sequences, and can form rules of inference and generalize knowledge in situations
when they are expected to make predictions or to classify the object to one of the
previously observed categories. The CI track consists of the research articles that
exhibit various potential practical applications.

Information science is an interdisciplinary field primarily concerned with the
analysis, collection, classification, manipulation, storage, retrieval, movement, dis-
semination, and protection of information. Information access is an area of research at
the intersection of informatics, information science, information security, language
technology, computer science, and library science. The objectives of information
access research are to automate the processing of large and unwieldy amounts of
information and to simplify users’ access to it. Applicable technologies include
information retrieval, text mining, machine translation, and text categorization; papers
related to these topics were included in this track.

Network computing is a generic term in computing that refers to computers or nodes
working together over a network. The broad term “network computing” represents a
way of designing systems to take advantage of the latest technology and maximize its



positive impact on business solutions and their ability to serve their customers. Net-
work computing helps link organizations with their suppliers and customers across the
world, brings the benefits of computing to new audiences, and extends the scope of
electronic commerce. It encompasses cloud computing, distributed computing, and
virtual network computing. This track highlights the networking capabilities needed to
solve the most challenging problems in every domain.

Technology can be a powerful tool that can be harnessed to efficiently and effec-
tively provide resources to those who need them. As technology spreads globally, the
opportunity to use technology as a mechanism to solve pressing social problems grows.
The goal of the “IT for Society” category was to stimulate new thinking on a broad
range of social benefits of information technology.

We received 74 papers in total, and accepted 23 papers (31%). Every submitted
paper went through a rigorous review process. Where issues remained, additional
reviews were commissioned.

The organizers of CSI 2016 whole heartedly appreciate the peer reviewers for their
support and valuable comments for ensuring the quality of the proceedings. We also
extend our warmest gratitude to Springer for their continued support in bringing out the
proceedings volume in time and for excellent production quality. We would like to
thank all keynote speakers, Advisory Committee members, and the chairs for their
excellent contribution. We hope that all the participants of the conference benefited
academically and wish them success in their research career.

This CSI series traditionally results in new contacts between the participants and
interdisciplinary communications, often realized in new joint research. We believe that
this tradition will continue in the future as well.

December 2016 S. Subramanian
R. Nadarajan
Shrisha Rao
Shina Sheen
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Texture Classification Using Shearlet
Transform Energy Features
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Abstract. This paper presents a novel approach for texture classification using
Shearlet Transform. The Shearlet Transform is a recently developed tool, which
have the multiscale framework which allows to efficiently encode anisotropic
features in multivariate problem classes. Shearlets are a newly developed
extension of wavelets that are better suited to image characterization. In addition
the degree of computational complexity of many proposed texture measures are
very high. In this paper, a novel texture classification method that models the
adjacent shearlet subband dependences. In this paper the classification effi-
ciencies of Minimum Distance classifier was compared with SVM classifier
efficiency. For texture classification, the energy features are used to represent
each shearlet subband. Comprehensive validation experiments performed on
different datasets proves that this research work outperforms the current methods
due to efficient multiscale directional representation of Shearlet Transform.

Keywords: Shearlet transform � Subband dependence � Texture classification

1 Introduction

Texture is defined as the measure of variation of intensity of the surface determining
properties such as roughness, smoothness, repeated, etc. Texture is generally classified
into two types namely Surface texture and Visual texture. Surface texture is the primary
visual cue observed in natural images. Visual textures are synthetically generated and
has an isolated perceptual quality, simplified for study purpose only. Textures are the
properties that appear on the surface of the objects, such as a person’s fingerprint,
repeated patterns on clothes, etc. The properties of the textures are very important that
are visualized by humans and used in their daily life. These important features has
caused that textures are inevitable and are involved in physical life applications, such as
biomedical image processing, remote sensing, document processing, etc. Despite the
lack of a universally agreed definition for texture, all researchers agree on two points.
Texture analysis has several significant challenges due to the complexity of textural
patterns and different lighting conditions that must be considered. It provide appro-
priate feature for subsequent studies, such as Image retrieval, pattern recognition, and
image segmentation. Texture analysis consists of four major techniques namely Clas-
sification, Segmentation, Synthesis and Shape from texture [1]. In texture classification

© Springer Nature Singapore Pte Ltd. 2016
S. Subramanian et al. (Eds.): CSI 2016, CCIS 679, pp. 3–13, 2016.
DOI: 10.1007/978-981-10-3274-5_1



process, the map for classification is drawn between the textures where each textured
region is acknowledged with the texture class to which category it belongs. It is also
said that, the goal of texture classification is to allocate an unidentified texture image to
one of the set of identified texture class. The two main classification methods are
supervised and unsupervised classification methods [2]. The supervised classification
method is performed by using the trained set of textures to learn the behavior for each
texture class. The unsupervised classification automatically discovers different classes
from input textures that does not require any prior knowledge about the textures.
Another classification method is semi-supervised, in which only limited preceding
knowledge is present regarding the textures. These classification methods represented
above consist of two stage process. Feature extraction is the first stage, where the
description of each texture class in terms of features is measured. Identification and
selection of different features that produces exact output are very important because
they are invariant to inappropriate transformation of the image, such as translation,
scaling, and rotation. The computable measures of certain values of features must be
similar to the texture already stored in the database but it is difficult to design an
universally acceptable feature extractor since most of the existing techniques depends
on some predefined problems and it needs the basic knowledge about the working
domain. The next stage is the classification phase, in which the features extracted from
the training set are compared with the testing texture and the best fit is found. Texture
classification process in general consists of two major phases:

A. Learning Phase:

Learning phase is the initial step in texture classification. The major objective of
this phase is to create a model for texture content of every texture class stored in the
database which is considered as the training set. The training dataset in general consist
of texture images of known classes along with their labels. These texture contents
stored for the training images undergo certain texture analysis methods. These analysis
methods are used to extract the detailed information regarding the texture images which
are denoted as features. These features obtained can be in the form of numbers or
discrete histograms that are used to characterize the properties of the texture images.
Some of the textural properties of the textures are contrast, smoothness, roughness,
orientation, brightness, etc.

B. Recognition Phase:

Recognition phase is the major step in the process of texture classification where
the textural features of the unidentified sample are defined with the same texture
analysis method as that of learning phase. After obtaining the textural features of the
training and testing samples, the features of training samples are compared with the
features of testing samples by using the predefined classification algorithm. The
comparison results provides the best match and if the match found is not good, the
texture is said to be misclassified.

Texture analysis is the technique to obtain the detailed information of the textures
and it is done by the following processes such as synthesis, classification, segmentation
and shape from texture. Some of the applications of texture analysis techniques are
identifying surface defects, medical diagnosis, ground classification and rain

4 K. Gopala Krishnan et al.



forecasting, text analysis, face recognition and fabric classification [3]. Textures are
used to explain about the statistical and structural relationship between the pixels, and
also it describes on the properties of the textures. Statistical method is mostly used for
the natural textures that contains irregular surface patterns, for example grass, sand,
bark surfaces. It is the measure of intensity arranged in the specified region. Likewise
the structured method is used for the natural or artificially generated textures that
contains repeated or regular surface patterns. Since feature extraction plays the major
role in texture classification there exist various methods for feature extraction based on
the use of filters and signal processing.

This paper is structured as follows. Literature survey is described in Sect. 2.
Section 3 deals with the description of Shearlet Transform and the Sect. 4 deal with the
feature extraction. Experimental study is explained in Sect. 5. The results are con-
cluded in Sect. 6 and finally References.

2 Literature Survey

Texture analysis is broadly classified into three categories: Pixel based method, local
feature based method and Region based method. Pixel based method uses gray level
co-occurrence matrices, difference histogram and energy measurements and Local
Binary Patterns (LBP). Local feature based method uses edges of local features and
generalization of co-occurrence matrices. Region based method uses region growing
and topographic models [4].

The spatial distributions of gray values are obtained by calculating the image
features at each point and then developing a set of measurements from the distributions
of the local texture features. Statistical approaches are the one which are use for natural
images that are mostly irregular and in some cases they are repeated. It provides
descriptions of textures as fine, rough, smooth, coarse, etc. Thus the experimental
measures of texture are based on the original size, which could be the average area of
the primitives of reasonably constant gray level [5].

Kaiser have explained about statistical method which examines the spatial distri-
bution of gray values by computing the local features at each point in an image, and
extracting a set of statistics from the distribution of local features [6]. This method is
also used for examining the regularity and roughness of texture including autocorre-
lation function. Haralick et al. [7] proposed the equivalent procedure to identify the
spatial uniformity of shapes called structural elements in a binary image. When these
element themselves are single resolution cells, the autocorrelation function of the
binary image is given. The size of co-occurrence matrix obtained will be same as that
of the number of threshold levels. The most widely used geometric methods are the use
of co-occurrence features and gray level differences which have stimulated a variety of
modifications further. The process also includes the signed differences [8] and the LBP
(Local Binary Pattern) operator [9]. Other statistical approaches which are already
present are autocorrelation function that is used for examining the properties of the
texture, and gray level run lengths. The above methods produce low classification
efficiency.

Texture Classification Using Shearlet Transform Energy Features 5



Texture classification is an essential process for computer vision and image
recognition applications. Texture classification is achieved by four methods such as
structural, statistical, model-based and multiscale transform based methods. Multiscale
methods are most widely used, since the multiresolution and directional representations
of the transforms are possible with the human observation of the textured images. Some
of the multiscale transforms that are most commonly used are the Gabor transform [10],
the Wavelet transform [11], the Ridgelet transform [12], Curvelet transform and the
Contourlet transform [13]. The results of this research work was compared with recent
method results like BP-MD DONG et al. (2015), MCC-KNN Dong et al. and DST-ED
Kanchana et al. (2013).

3 Shearlet Transform

Shearlets are the multiscale framework which allows to efficiently encode anisotropic
features in multivariate problem classes [14]. Shearlets are considered as the sloping
waveforms, with directions organized by the shear parameters, and they become
gradually thin at adequate scales (for the value such as p → 0). One of the most
important properties of shearlet is the fact that they provide optimally sparse approx-
imation for cartoon-like functions. The shearlet transform is not like the traditional
wavelet transform which are only good at representing point singularities and do not
have the ability to detect lines and curves. But the shearlet transform contains two
parameters namely, the scaling parameter ‘a’ and the translation parameter‘t’ that are
used for analyzing the directions [15]. The shearlet transform was developed next to
contourlet to overcome the limitations present in wavelets and contourlets. By using
shearlet transform, the image textures are represented as a simple but accurate math-
ematical framework which is also considered as the useful tool for the geometrical
representation of multidimensional information, and this process is more usual for
execution of the different applications.

The shearlet transform decomposes the input image into number of subband images
containing the high rate of recurrence subband images and low rate of recurrence
subband images. The magnitude of each and every shearlet subband has the same
magnitude as that of the initial image [16]. The decomposition is highly redundant. In
general, two different types of shearlet systems are utilized today: Band-limited shearlet
systems and compactly supported shearlet systems. Regarding those from an algo-
rithmic viewpoint, both have their particular advantages and disadvantages: Algorith-
mic realizations of the band limited shearlet transform on the one hand has the higher
calculation difficulty. However, on the other hand, the process of handling the seismic
data requires high localization [17]. The compactly supported shearlet transform are
much faster and have the advantage of achieving a high accuracy in spatial domain.

The Fig. 1 represents the two level multiscale, shift invariant and multidirectional
image decomposition. During first level decomposition it will give one approximation
and n directional detailed bands. The first level approximation is given for further level
decomposion. Though the Shearlet Transform consist of necessary properties of shift
invariance, features were extracted from the texture images by using these properties.

6 K. Gopala Krishnan et al.



4 Proposed System

In many texture classification system the image cannot be efficiently analyzed at var-
ious scales and directions. Therefore, an efficient way to obtain a multi-resolution and
multi-direction representation of texture images based on shearlet transform is pro-
posed. The proposed method for texture classification system based on shearlet
transform is shown in Fig. 2. In general, a typical classification system mainly consists
of two phases; feature extraction phase and classification phase.

Feature Extraction Phase. In this phase, the texture images are decomposed into two,
namely the approximation (low frequency) component and the detailed (high fre-
quency) components of various subbands by the Shearlet transform at different reso-
lution levels.

Input  image Detailed

Approximation

1st decomposition level

Orientation

2nd decomposition level

D

A

Fig. 1. Filter bank structure of Shearlet transform

Decomposition 
using Shearlet 

Transform

1st

ure2nd

Nth

Feature 
Extraction

Sub-band 
Separation

Database

Fig. 2. Feature extraction stage of Shearlet transform
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Since the number of decomposition level is chosen as 4, we obtain 16 subbands in
each level in addition to one approximation subband. Each sub-band represents the
components of the original image at specific directions and resolutions with the actual
size of original texture. From these sub-bands, the statistical information which char-
acterizes the texture can be extracted to complete the feature extraction.

Features are the functions of original measurement variables that are useful for
classification and pattern recognition. Feature extraction is the process of describing a
set of features or image characteristics, which will most efficiently represent the
information that are important for examination and classification. The subband energies
are the features that are used to represent each shearlet subband. The most widely-used
energy features are, norm-1, norm-2 energy features and the entropy that are used to
represent each shearlet subband. The L-level decomposition of shearlet transform on a
given texture is first performed and one low-pass shearlet subband and M directional
subbands at each scale were obtained. Then each shearlet subband are denoted as

S ¼
XN

s¼1

zs

The norm-1 energy and norm-2 energy features are defined as

e1 ¼ 1
N

XN

s¼1

jzsj

and,

e2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

s¼1

jzsj2
vuut

respectively. From a statistical point of view, the norm-1 energy is the sample mean of
the moduli of coefficients in S, while the norm-2 energy measures the sample standard
deviation [18]. In this way, these two energy features can be used to capture the visual
information of the shearlet subband S, whether from a signal energy demonstration or
from a statistical perspective. The third feature is entropy that provides the statistical
measure of randomness to characterize the texture of the input image. Entropy is
calculated as

Entropy ¼ �
X

j

PjLog2Pj

In the above expression, Pj is the probability that the difference between two
neighboring pixels is equal to j. In this way, the energy feature can be used to capture
the visual information of the shearlet subband S, whether from a signal energy
demonstration or from a statistical perspective.
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A. Classification phase

In the classification phase, the same kind of features are extracted and compared
with the database obtained in the feature extraction stage. The features of all the
subbands are fused together to form the feature vector of the related texture image.
Similarly, the proposed features are extracted for all training texture samples and stored
in the database for classification. Figure 3 show the classification stage of the proposed
system. The nearest neighbor classifier and SVM classifier are designed to classify the
unknown texture image into known texture class.

The texture image to be classified is decomposed by means of Shearlet Transform
and the feature vector is extracted as in the training phase. It should be noted that the
number of decomposition level, number of directions and block size should be similar
in both the phases to avoid failure of classifier. The classification is done by using
minimum distance measure and SVM classification. The City Block distance measure
is used in the proposed method. The performance measure of the proposed texture
classification system is the classification accuracy which is measured as the percentage
of test images classified into the exact texture. The classification rate is based on the
number of correctly classified test textures (Fig. 4).

The Minimum Distance between the test image to training image can be calculated
by using the following equation:

Unknown Texture

Decomposition using 
Shearlet Transform

Sub-band 
Separation

Feature
Extraction

Classification 
AlgorithmDatabase

Classified Texture

Fig. 3. Classification stage of Shearlet Transform
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Dðftest; flibÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼0

ðfðtestÞiðxÞ � fðlibÞiðmÞ2
vuut

The classification rate is calculated as

Classification Rate ¼ M
N

� 100

where M is the number of correctly classified images and N is the total number of
images present in the database.

5 Experimental Study

In this section, the performance of the proposed texture classification algorithm based
on Shearlet Transform is described. Brodatz texture images are used to estimate the
performance of the proposed system. The size of the Brodatz texture images used are
512 × 512 and 640 × 640 pixels and the images are gray scale images. The databases
consist of different classes which are divided based on the basic character of the
pictures. The Brodatz database [19] consisting of 112 texture images of different class.
Every image is divided into multiple patches from which some patches are used as
training samples and others as tesing samples. The Shearlet Transform features are
obtained and stored. The textures were classified by calculating the distance using
Minimum distance classifier and SVM classifier. The classification results were
obtained using the two classifiers and compared for Brodatz album. The classification
rate is based on the number of correctly classified test textures.

The experiments were conducted with 12 basic textures of Brodatz dataset and with
40 texture images of Brodatz dataset. Each texture image is sub divided into sixteen sub

Fig. 4. Brodatz images used in experiments
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images and features such as mean, standard deviation and entropy were used for
classification.

In Table 1, C1 and C2 represents the experiment with 16 sub images for training
and testing using minimum distance classifier and SVM classifier. C3 and C4 repre-
sents the experiment with 12 sub images for training and 4 sub images for testing using
minimum distance classifier and SVM classifier. C5 and C6 represents the experiment
with 8 sub images for training and 8 sub images for testing using minimum distance
classifier and SVM classifier.

In Table 2. For 40 Brodatz textures F1 represents the experiment with 16 sub
images for training testing, F2 represents the experiment with 12 sub images for
training and 4 sub images for testing and F3 represents the experiment with 8 sub
images for training and 8 sub images for testing (Fig. 5).

1 – Experiment with 16 sub images for training and testing for all 40 texture images.
2 – Experiment with 12 sub images for training and 4 sub images for testing for all 40

texture images.
3 – Experiment with 8 sub images for training and 8 sub images for testing for all 40

texture images.

Table 1. Results for texture classification using shearlet transform

Images Correct classification (%)
C1 C2 C3 C4 C5 C6

Bark 100 100 100 100 75 100
Brick 93.7 100 75 100 87.5 100
Bubbles 100 100 100 100 75 100
Grass 100 100 100 100 62.5 75
Leather 100 100 100 100 100 100
Pigskin 93.7 100 100 100 100 100
Sand 100 93.75 100 100 100 87.5
Straw 100 100 100 100 62.5 100
Weave 87.5 100 75 75 75 50
Water 100 100 100 100 62.5 75
Wool 100 93.75 100 100 87.5 100
Wood 100 100 100 100 75 100
Mean classification rate(%) 97.9 98.95 95.8 97.9 80.2 90.6

Table 2. Results for texture classification using shearlet transform energy features for 40
textures

CLASSIFIERS F1 F2 F3

MD 94.5% 93.65% 86.45%
SVM 97.5% 95.35% 94.7%
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In Table 3. the comparative analysis of the proposed system with other techniques
in the literature in terms of classification accuracy is provided. It is observed that the
proposed system outperforms all other methods in terms of average classification
accuracy.

6 Conclusion

From the experimental analysis it is inferred that the proposed feature set produces
good classification rate. This method is done with natural Brodatz texture images. The
success rate obtained for Shearlet Transform is improved when compared with other
transforms. In order to overcome the inherent complexity of the Shearlet coefficients,
we extract energy features such as mean, standard deviation and entropy from the
Shearlet subbands and model their dependences using the Minimum Distance Classifier
and the SVM classifier. It is proved that Shearlets exhibit high directional sensitivity.
The high directional sensitivity of the Shearlet transform and its optimal approximation
properties will lead to the enhancement of many image processing applications. Thus
overcoming the disadvantages of the Contourlet transform, that there are no restrictions
on the number of directions for the shearing. It is inferred that the proposed feature set
produces good classification rate for SVM classifier.

Fig. 5. Comparison result for minimum distance and SVM classifier using 40 Brodatz textures

Table 3. Comparative analysis of the proposed system with the other techniques in the
literature.

Methods Classification accuracy (%)

BP-MD Dong et al. (2015) 80.58
MCC-KNN Dong et al. (2015) 72.25
DST-ED Kanchana et al. (2013) 94.24
Proposed method 97.5
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Abstract. With the increase in use of e-technologies, large amount of digital
data are available on-line. These data are used by both internal and external
sources for analysis and research. This digital data contain sensitive and per-
sonal information about the entities on which the data are collected. Due to this
sensitive nature of such information, it needs some privacy preservation pro-
cedure to be applied before releasing the data to third parties. The privacy
preservation should be applied on the data such that its utility during data
mining does not get reduced. ‘-Diversity is an anonymization algorithm that can
be applied on dataset with one sensitive attribute. Real life data contain
numerous sensitive attributes that have to be privacy preserved before pub-
lishing it for research. This paper proposes an Enhanced ‘-diversity algorithm
that can diversify multiple sensitive attributes without partitioning the dataset.
Two datasets namely, bench mark Adult dataset and Real life Medical dataset
are used for experimentation in this work. The privacy preserved datasets using
the proposed algorithm are compared for its utility with ‘-diversified dataset for
single sensitive attribute and original dataset. The results show that the proposed
algorithm privacy preserved datasets have good utility on selected classification
algorithms taken for study.

Keywords: ‘-diversity � Enhanced ‘-diversity � Multiple sensitive attributes �
Privacy preservation

1 Introduction

Privacy-preserving data mining refers to the area of data mining that seeks to safeguard
sensitive information from unofficial disclosure [14]. Government agencies and other
organization frequently require to publish their data for investigate and other purposes.
These micro-data contain records about individuals and organizations which contain
sensitive and personal information about a person, a household, or society. Thus pri-
vacy preservation is needed to hide these sensitive information before they are used for
research and publishing. The attributes in the micro- data can be divided into three
types namely, sensitive attributes, non-sensitive attributes and Quasi-Identifiers from
privacy preservation point of view. Sensitive attributes contain personal privacy
information that must identify the exact information of individuals. Quasi-identifiers
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are the set of attributes that can be linked with other datasets which is publically
available to identify individual’s private data. There are many techniques used for
privacy preservation. The most commonly used technique for privacy preservation is
anonymization technique. Here, the sensitive information is replaced by some random
value based on probability distribution.

‘-Diversity proposed by Machanavajjhala et al. [1] is an extension of the k-anon-
ymity model. This method overcomes homogeneous and background knowledge attack
from k-anonymity technique. This requires every group of attributes should contain
‘-diversified value to have ‘-distinct values within the bucket. The major drawback of
algorithm is that, it cannot handle multiple sensitive attributes. Most of the extensions
in this algorithm have partitioned the dataset to help ‘-diversity algorithm to accom-
modate multiple sensitive attributes. The proposed work proposes enhanced ‘–diversity
algorithm that can handle multiple sensitive attributes without partitioning the dataset.
The proposed technique applies on three sensitive attributes within the dataset and the
privacy preserved datasets from the proposed algorithm is evaluated based on its utility
on classification function of data mining.

The paper is organized as follows: Sect. 1 gives the introduction. Section 2 presents
literature survey. Section 3 gives the dataset description; Sect. 4 discusses about the
proposed Enhanced ‘-diversity algorithm. Section 5 presents experimental results and
discussions and Sect. 6 gives the conclusions.

2 Literature Survey

Aggarwal et al. discussed about techniques like k-anonymity, ‘-diversity, randomiza-
tion, condensation and sanitization methods to achieve the privacy of sensitive data in a
dataset [14]. Fung et al. discussed about techniques used to preserve the sensitive
information before publishing [11].

Aggarwal and Yu [4] proposed a condensation approach for privacy preservation
such that dataset are anonymized to a data that closely matches the characteristics of the
original data and preserves the correlation among the attribute. Han et al. [5] proposed
two anonymization methods to preserve privacy in mixed data. Both the methods
MEGA and TSCKA affectively preserve the privacy of mixed data and also have good
data quality. Han et al. proposed method called SLOMS where two sensitive attributes
that have high chi-square correlation between them are clustered into separate tables.
The quasi identifiers of these sensitive attributes are generalized [8].

Xiao and Tao [17] has proposed a method called Anatomy that releases the sen-
sitive and quasi attributes in the dataset as a separate table. A grouping mechanism is
performed that preserves privacy as well as captures correlation among the attributes in
the dataset.

Machanavajjhala has discussed about the technique known as ‘-diversity which
overcomes the drawbacks of k-anonymity technique and provides highly efficient
privacy preservation [1]. ‘–Diversity requires the equivalence class to have at least ‘
well represented values for each sensitive attribute. But the most important limitation of
‘-diversity is that it is not sufficient to prevent attribute disclosure attack. Also, when
sensitive values of the group are semantically close there is a breach in privacy on a
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‘-diversified dataset. This limitation of ‘-diversity is addressed by t–closeness which
defines that an equivalence class is t–close if the distance between the distribution of a
sensitive attribute in this class and distribution of the attribute in the whole table is no
more than a threshold ‘t’ [1]. David Kifer and Johannes Gehrka introduced anonymized
marginal to increase the utility of the k–anonymous and ‘-diverse tables [2]. Zak-
erzadeh et al. proposed a generalized approach that uses inter-attribute correlates to
decompose the data into vertical dataset. An anonymization process that complies with
k–anonymity, ‘- diversity and t–closeness models has been applied on the partitions for
privacy preservation [3]. Sattar et al. [6] proposed a probabilistic d-linkable model to
mitigate composition attack. This model uses partition based k–anonymization
approach. Huiwang and Ruilin Liu proposed (d,l) inference model to anonymization
micro-data with unsafe functional dependency with low information loss [7]. Das and
Bhathacharrya proposed decomposition algorithm which does ‘-diversity on a multiple
sensitive attributes using partitioning method [9]. Aggarwal, discussed about main-
taining ‘-diversity across “r” sensitive attributes [10].

Grigorios Loukides et al. introduced a rule-based privacy model that allows data
publishers to express fine-grained protection requirements for both identity and sen-
sitive information disclosure using two different two different anonymization algo-
rithms [12]. First algorithm is to recursively generalize data with low information loss.
Second algorithm greatly improved scalability while maintaining low information loss.

Tamas S. Gal and Zhiyuan Chen proposed a technique which treats all the sensitive
attributes uniformly. This method allows different degrees of diversity on different
attributes at every horizontal partitioning of the data. This horizontal partitions are then
anatomized separately [13].

3 Dataset Descriptions

Real time Medical Dataset and Adult Dataset from UCI Knowledge Discovery Archive
database [15] are used for experimentation in this work. The adult dataset contains 15
attributes including one class attribute which has two categorical values, “>50 K” and
“≤50 K”. The non-class attributes are age, workclass, fnlwgt, education, education-
num, marital-status, occupation, relationship, race, sex, capital-gain, capital-loss, hours-
per-week, and native-country. The description of Adult dataset is given in Table 1.

The Medical dataset consists of 150 records which contains patient details. There
are 13 attributes including the one class attribute with categorical values “Breathing”
and “Non-Breathing”. The non-class attributes are unique id, Age, Sex, Address,

Table 1. Adult dataset

Dataset Description

Attribute characteristics Categorical, integer
Number of instances 48842
Number of attributes 14
Missing values Yes
No. of classes 2
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Occupation, Complaints, Appetite, Mental generals, Built, Height, Weight, and
Diagnosis. The description of Real life Medical dataset is given in Table 2.

4 Enhanced ‘-Diversity Algorithm

The attributes in a dataset can divided in to three types namely, sensitive attributes,
non-sensitive attributes and Quasi-Identifiers from privacy preservation point of view.
Sensitive attributes are those that contain personal privacy information to identify the
exact information of individuals. Quasi-identifiers are the set of attributes that can be
linked with other datasets which is publically available to identify individual’s private
data. ‘-Diversity technique is an extension of the k-anonymity model where a given
record maps onto at least k other records in the data and results in loss of data. The
‘-diversity requires every group of attributes should contain ‘-diversified value to have
‘-distinct values within the bucket. The major drawback of ‘-diversity algorithm is that
it cannot handle multiple sensitive attributes.

Tamas S. Gal and Zhiyuan Chen proposed an algorithm which partitions the data
and applies anatomy to accommodate multiple sensitive attributes [13]. In this work the
proposed algorithm tries to accommodate multiple sensitive attributes for ‘-diversity by
applying few conditions on setting the bucket size and accommodating the various
attribute values of sensitive attributes within this bucket. In order to minimize the loss
of information, if the ‘-value for diversification is much lesser than the values present
in the Sensitive attribute, generalization is applied. For categorical sensitive attributes
where each SA has Vn different values, the ‘ value for diversity is set based on the
occurrence of distinct values in QI attributes. The number of distinct values in the quasi
identifiers of the dataset are recorded and compared with distinct value of SA attributes.
The ‘-diversity is applied for 1 attribute, 2 attributes and 3 attributes.

Let {q1, q2,…qn 2 D} be the set of QI attributes of the dataset D. The distinct
values held by these attributes are {V1,V2,…..VN2D}. Let {SA1, SA2….SAn 2 D} be
the set of Sensitive Attributes (SA) in dataset D and the distinct value held by these SA
be {Y1,Y2,…Yn2 SA}.

Let the minimum (Vn) = A, maximum (Vn) = B, minimum (Yn) = C and maxi-
mum (Yn) = D

The ‘ value and bucket size during diversification is set based on the following
rules given in Eqs. (1, 2 and 3):

Table 2. Medical dataset

Dataset Description

Attribute characteristics: Categorical, integer
Number of instances: 150
Number of attributes: 13
Missing values No
No. of classes 2
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If A ¼ C then set bucket size Zð Þ and ‘� value of the dataset as C ð1Þ

If C [ A then set the values Z ¼ L ¼ A ð2Þ

If C \ A then set the values Z ¼ L ¼ C ð3Þ

Also, to decrease the information loss in SA attributes when Z value is set as min
(Vn) generalization is applied on SAn based on Eq. (4).

If Yn SAnð Þð Þ [ 2� AÞ then generalize Yn; SAn ! A ð4Þ

Thus, each sensitive attributes in D will be min (Vn) diverse or min (Yn) diverse.
For example, in the proposed work the QI attributes in the adult dataset have the

distinct values {V1,V2,…….V4} as 7, 10, 13, 6. The distinct values of two SA attri-
butes {Y1, Yn} in the data set be 13, 6. Then, min (Vn) = 6 and min (Yn) = 6.

Hence rule 1 applies and bucket size Z and ‘- value for diversity for the dataset is
set as 6. Since the SA attribute set has 13 distinct values inside it which is greater than
two times min (Vn), then generalization is applied to reduce to min (Vn). Thus each
bucket will be min (Vn) anonymized and all the equivalence class will have a
well-defined min (Vn) diverse values.

As Yn (SA) > two times min (Vn) then sensitive attributes are generalized to min
(Vn) value. Thus, each sensitive attributes is ‘-diverse that helps in preventing mem-
bership disclosure attack.

The proposed algorithm is given in Fig. 1. Using the proposed algorithm, the
privacy preserved dataset will be having min (Vn) diversity or min (Yn) on all SA

Fig. 1. Enhanced ‘-diversity algorithm
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attributes of the dataset. Also all the quasi attributes will also be min (Yn) or min (Vn)
anonymized. Thus the proposed algorithm minimizes attribute value deletion during ‘ -
diversity using generalization, and increases the utility of the privacy preserved dataset.

In Adult dataset, attributes described in Table 1, “Occupation”, “Relationship” and
“Work class” are set as sensitive attributes. Suppose if third party knows individual’s
occupation details then, he/she may easily identify other details about a person which
violates their privacy. In the real time medical data set “Complaints”, “Diagnosis” and
“Mental Generals” attributes are set as sensitive attributes. The attributes is set as
sensitive based on Information gain value of the attribute on class attribute.

The privacy preserved datasets by applying the algorithm incrementally on more
than one SA attributes are compared on its utility on classification algorithm using
Weka simulator. The level privacy increases in the privacy preserved versions of
datasets as the number of attributes subjected to ‘ - diversification increases. These
versions can be distributed to users with different trust levels.

5 Experimental Results and Discussion

The two datasets taken for experimentation in this work are: Adult dataset and real
world Medical dataset. The ‘-diversity algorithm is coded using Java as front-end and
MySQL as back-end. The various dataset obtained after applying the enhanced
‘-diversity algorithm on both the datasets are given in Table 1.

These datasets are compared on their utility using classification accuracy and
Receiver Operating Characteristic (ROC) metrics on classification algorithms like
Naive Bayes, C4.5 and Ripper using Weka simulator [16].

The equation for calculating classification accuracy is given in Eq. (5),

Classification accuracy ¼ No: of correctly classified tuples
Total No: of tuples in the dataset

ð5Þ

ROC-Area returns the probability or ranking for the predicted class for each tuple
present in the dataset. It is a plot of the true positive rate against the false positive rate.
The Roc-Area values range 0 to 1.0. The closer the value of area to 0.5 the less accurate
and value will be 1.0 for the perfect accuracy [18].

Table 3. Privacy preserved adult and medical dataset versions

S.No Privacy preserved Datasets Abbreviations

1 ‘-Diversity with 1 SA for adult dataset L-D-1-SA- adult dataset
2 ‘-Diversity with 2 SA for adult dataset L-D-2-SA- adult dataset
3 ‘-Diversity with 3 SA for adult dataset L-D-3-SA -adult dataset
4 ‘-Diversity with 1 SA for medical dataset L-D-1-SA- medical dataset
5 ‘-Diversity with 2 SA for medical dataset L-D-2-SA- medical dataset
6 ‘-Diversity with 3 SA for medical dataset L-D-3-SA- medical dataset
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The classification accuracy of the three versions of privacy preserved adult and
Medical datasets is measured using classification accuracy of three classifiers namely
Naïve Bayes, C4.5 and Ripper algorithms are given in Figs. 2 and 3.

Figure 2 shows that on all the privacy preserved datasets, Naïve Bayes classifier
has a decrease of 4% in accuracy. On Ripper algorithm there is a decrease in 2%
accuracy and on C4.5 algorithm there is a decrease in 1% accuracy. C4.5 classifiers
have good accuracy when compared with all other classifiers on all the three privacy
preserved datasets. When ‘-diversity is extended to more number of SA, there is loss of
utility for all other classifiers.

Figure 3 shows that the utility of ‘-diversified medical dataset on multiple sensitive
attributes is compared on all the three classifiers. The results show that in Naïve Bayes

Fig. 2. Comparison of classification accuracy of privacy preserved adult datasets

Fig. 3. Comparison of Classification Accuracy of Privacy Preserved Medical Datasets
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classifier there is decrease of 4% accuracy. On Ripper algorithm there is a decrease in
2% accuracy and on C4.5 algorithm there is an increase in 2% accuracy. C4.5 clas-
sifiers have good accuracy when compared with all other classifiers for all the privacy
preserved datasets. When ‘-diversity is extended to more number of SA then there is a
loss of utility (Fig. 3).

The ROC measurements of the privacy preserved versions of adult and medical
datasets are tabulated in Tables 4 and 5.

ROC values on Adult ‘-diversified datasets in Table 4 shows that ‘-Diversity - 3
SA – Adult dataset has the least ROC values when compared to other L-diversified and
original dataset. On medical dataset all the privacy preserved L-diversified datasets
have lesser ROC values on Naïve Bayes and Ripper algorithm. ROC value of C4.5
algorithm remains the same as original dataset on all the privacy preserved versions on
medical datasets.

Thus, the results indicate that there is a very little decrease in accuracy on the
Enhanced L-diversified versions of privacy preserved datasets on both the datasets
taken for study. Thus, Enhanced ‘-diversity algorithm can produce anonymized ver-
sions of privacy preserved dataset for multiple SA attributes without vertically parti-
tioning the datasets. Since all the Quasi Identifiers are k-anonymized and the SA
attributes are L-diversified the proposed algorithm privacy preserved datasets can
prevent homogeneous and background knowledge.

Table 4. Comparing the ROC values of privacy preserved adult datasets

Dataset ROC area for Naïve
Bayes

ROC area for
Ripper

ROC area for
C4.5

OAD 0.892 0.799 0.791
‘-Diversity - 1 SA -adult
dataset

0.888 0.796 0.762

‘-Diversity - 2 SA -adult
dataset

0.881 0.776 0.764

‘-Diversity -3 SA - adult
dataset

0.656 0.58 0.55

Table 5. Comparing the ROC values of privacy preserved medical dataset

Dataset ROC area for Naive
Bayes

ROC area for
Ripper

ROC area for
C4.5

OMD 0.78 0.634 0.47
‘-Diversity -1 SA –medical
dataset

0.428 0.454 0.468

‘-Diversity - 2 SA- medical
dataset

0.356 0.464 0.468

‘-Diversity - 3 SA- medical
dataset

0.343 0.51 0.468
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6 Conclusions

Real life datasets and high dimensional datasets contain number of sensitive attributes.
In order to apply ‘-diversity on these types of datasets which contain more than one
sensitive attributes, this work proposes Enhanced ‘-diversity algorithm. The proposed
algorithm can diversify more than one sensitive attribute in a dataset without parti-
tioning the dataset. Thus, the proposed algorithm tries to eliminate the drawback of
‘-diversity algorithm by extending it to accommodate multiple attributes. When the
proposed privacy preserved ‘-diversified datasets are evaluated for their utility on
selected classification algorithms they exhibit very less decrease in utility when com-
pared with traditional ‘-diversity algorithm and original dataset. Thus the proposed
algorithm can produce ‘-diversity on datasets with multiple sensitive attributes with
negligible decrease in utility. As future extension feature reduction techniques can be
used along with this method to perform privacy preservation on big data.
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Abstract. Pictures are considered to be the capture of a real world scenario and
we second that “pictures speak more than words”. It is also understandable that
information can also be taken out of an image. To extract the information out of
the image, the most important feature is the edge. There are many techniques to
detect edges. This paper has a detailed study about these different techniques and
proposed an intelligent algorithm. Also an analysis of these algorithms on
various datasets are done.

Keywords: Edge detection � Hybrid edge detetion � Hybrid Sobel � Hybrid
Robert � Hybrid Prewitt � Intelligent edge detection

1 Introduction

An image is a two-dimensional picture that depicts a physical environment or object or
person. It contains some information about the subject present. The most important part
of the image is the edges. It determines the quality and clarity of the image. Good edges
can illuminate the information present in the image easily. Also poor edges push the
information into dark. In a nutshell, importance of an image is shown by its edges.
Information present in an image can be extracted in many ways. But it requires the edges
to be legible to extract the information successfully. The article deals with some famous
techniques performed for edge detection. To increase the clarity in case of bad edges,
some additional techniques like smoothing and filtering are used and the same have been
discussed. Once the edges are filtered out of the image, they must be enhanced to get a
clear idea about the image. This paper also throws light on the famous edge enhance-
ment technique. This enhanced result can be used for further analysis and research. But
it is primarily important to know what an image is and edge technically.

Edge is precisely referred to as collection of points in a digital image where there is
a sharp change in image brightness or has discontinuities in brightness. Edge is also
referred as:

• Points at which the gradient in one direction is high, whereas the orthogonal
direction gradient is low.

• Set of points in a same border where an unexpected change in the colour intensity
occurs.
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Based on an extensive literature survey conducted it has been theoretically proved
in many cases that Canny edge detector gives the best result compared to any other
operator [5, 6]. So an interesting idea has been proposed to enhance some common
algorithms using the canny edge detection kernel. The output of the original and
enhanced operators are compared and the best result is given as output.

2 Literature Survey

Shriram et al. have done an extensive research on usage of an edge detection technique
for automotive image processing and it has been observed that canny edge detector
sounds to be the best of all. Also the authors have concluded that canny edge detector
gives good results with using a Mahindra Scorpio SUV as an example [1].

Lijun Ding et al. had done research to find out the existing flaws in canny edge
detector and they have identified that some edges are missing. The authors have sug-
gested some minute changes in the existing algorithm and they found it satisfactory [2].

James Mathews has explained why exactly someone needs an edge and he also
introduces the basics of edge detection with some simple examples. Then the author has
taken Sobel edge detector as the case and explained the way it works. The author also
confirms that sobel edge detector can pick even the smaller details from the image [3].

Raman Maini has made a comparison of all existing algorithms for image detection
techniques in matlab and the paper talks about the architecture of the algorithms in
detail. They claim that techniques such as Canny, LoG (Laplacian of Gaussian),
Robert, Prewitt, all perform well and they say Canny performs better than other
algorithms when the input image has noise [4].

Lary Davis has made a detailed survey on the various edge detection techniques.
They have analysed all the popular algorithms in detail and had given an extensive
study. This as an old and fully packed paper in the field. This is very popular to serve
budding researchers in the field and has more than 900 citations [5].

Tamar Peli et al. has evaluated the various edge detection operators in terms of
performance measure. They had studied the performance of Robert, Hale and Rosen-
feld operators in detail. They had taken the output in binary form and compared their
magnitudes alone. They had also explained the various classification of the edge
detection techniques [6].

Mamta Juneja et al. had evaluated the various edge detection techniques based on
their performance. They have compared the edge maps among pairs of the algorithms
like Laplacian and Sobel. The detailed t-test of the combinations has been studied to
find the best technique. After studying the edge maps through statistical evaluation it
has been stated that canny edge detector performs better [7].

3 Edge Detection

Edge detection is a set of mathematical method used to detect the edge of an image.
Edges are formally referred as discontinuities. The same process of detecting discon-
tinuities in one-dimensional signals is referred as step detection or change detection.
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It is a fundamental tool for detecting features and extracting them out of an image.
Edges extracted from images that are not trivial are affected by fragmentation or
discontinuity. It may miss some edge segments or also include some false edges. Thus
complicating interpretation. A pre-processing step for edge detection is noise removal.
Noise means “unwanted signal”. It is an unnecessary and irrelevant information present
in an image. Filters are used for the purpose, especially Gaussian filter.

There are three major criteria for edge detection:

• Detection should have low error rates. Low error rates means accurately catching
maximum possible edges present in the image.

• The edge point detected must be present accurately in the centre of the edge.
• Every edge should be marked only once. False edges should not be created due to

Image noise [3, 6].

The edge detection techniques are broadly classified as:

• Search based
• Zero-crossing based

4 Canny

Canny edge detection algorithm is one of the famous and efficient algorithm used for
edge detection. It was developed in 1986 by, the scientist of computational theory,
John F Canny. It involves a step by step procedure of removing the unwanted infor-
mation and noise from the image and isolates the important features and information.
Then the intensity gradient of the image is found and further optimized to obtain the
edges of the image. It works only on images of PGM (Portable GrayMap) and PPM
(Portable PixMap) format. It is being executed in a series of 5 steps:

4.1 Smoothing

It is done by removing the noise out of the image. This is done by performing Gaussian
filter over the image. The filter convolves with the image. The equation of the Gaussian
filter kernel is given in Eq. 1.

Hij ¼ 1
2pr2

exp � i� k � 1ð Þ2 þ j� k � 1ð Þ2
2r2

 !
ð1Þ

Here ‘i’ and ‘j’ are the index numbers of an entry in the matrix. ‘σ’ is the standard
deviation of the distribution. Whereas ‘k’ comes from the size of the kernel. The kernel
thus formed using the formula is convoluted with the image as shown in Eq. 2.

B ¼ KERNEL � A ð2Þ
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Here ‘*’ operator represents convolution operator. It is to be noted that the kernel
formed will be symmetric.

4.2 Intensity Gradient

Different operators are generated to give the first order derivatives in the horizontal and
vertical directions as (Gx) and (Gy) correspondingly. Form these derivatives the edge
gradient is calculated using the hypot function as shown in function 3,

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
ð3Þ

The direction of the edge is calculated using the atan2 function which is shown in
Eq. 4,

h ¼ atan2 Gy;Gx
� � ð4Þ

The edge direction angle may be anything within the range of 0o to 180o. But it is
rounded to one of the four direction representing angles.

4.3 Non-maximum Suppression

This a famous technique followed for edge thinning. This technique suppresses all the
gradient values except the local maximum to zero, and thus given the name
“Non-maximum Suppression”. This leaves back only the spots with sharpest variation
of intensity value. Then for each pixel in the gradient image, the following algorithm is
applied:

• The current pixel’s edge strength is compared with the edge strength of the pixels in
both positive and negative gradient directions.

• If the current pixel edge strength is largest when comparing with the other pixels in
the same direction present in the mask, then the value will be preserved, otherwise
the value will be suppressed.

4.4 Double Threshold

The unnecessary pixels that may bother the image in any other form must be removed.
To remove these spurious pixels filter out the edge pixels that have weak gradient value
and retain the pixels with higher gradient value. Thus to clarify the edge pixels two
threshold values are set. The two values are high threshold value and low threshold
value. The pixel values less than the low threshold is suppressed. This two threshold
values are determined empirically and are should be defined for every image while
processing.
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4.5 Hysterisis

This is a technique for tracking the edges. Whereas the weak edge pixels may be
extracted from the edge or any other variation in noise or color. So for further accuracy
of result the weak edge pixels that are not extracted from the edge must be removed. So
to find whether the weak edge pixel is extracted from the edge or from a noise we
perform hysteresis. It uses the criteria that all the pixels extracted from an edge will be
connected while the pixels out of noise will be unconnected, irrespective of weak or
strong pixel [2, 8].

5 Sobel

The Sobel edge detector is mostly known as Sobel operator or Sobel filter. Irwin Sobel
presented this operator, as his idea of an “Isotropic 3 × 3 Image Gradient Operator”. It
is a discrete differential operator. It computes and approximates the gradient of the
image intensity function. Now at every point the result will be its corresponding
gradient vector or the vector’s normal. This operator has a small and separable filter
with an integer value. The main step of this operator is convoluting this filter is in the
horizontal and vertical direction [3, 9].

5.1 Gradient Approximation

The operator uses two 3 × 3 kernels to calculate the derivative approximations. One
kernel is used for horizontal changes, while the other is for vertical changes. We
convolute the kernels separately and get two images Gx and Gy. Gx is an image which
at each point contains the approximated horizontal derivative. Similarly Gy is an image
with vertical derivative approximation at each point. These images are computed as
shown in Eq. 1A.

Gy ¼
�1 �2 �1
0 0 0
þ 1 þ 2 þ 1

2
4

3
5 � A and Gx ¼

�1 0 þ 1
�2 0 þ 2
�1 0 þ 1

2
4

3
5 � A ð1AÞ

Here � notes the two-dimensional convolution operator.
The kernel can be decomposed into averaging and differential kernels. So Gx can

be written as shown in Eq. 5.

�1 0 þ 1
�2 0 þ 2
�1 0 þ 1

2
4

3
5 ¼

1
2
1

2
4
3
5 �1 0 þ 1½ � ð5Þ

28 S.N. Abhishek et al.



Similarly Gy can be decomposed into two kernels as expressed in 6.

�1 �2 �1
0 0 0
þ 1 þ 2 þ 1

2
4

3
5 ¼

�1
0
þ 1

2
4

3
5 1 2 1½ � ð6Þ

Here the x-coordinate is defined to be increasing in “right” direction and the
y-coordinate increases in “down” direction. The gradient approximation at the points of
the image is combined to form the resulting gradient magnitude and direction. The
gradient magnitude is found using formula from Eq. 3. The direction is calculated
using the formula from Eq. 4. Since the kernels are separable the gradient calculation
can be further simplified as shown in Eq. 7.

Gx ¼
1
2
1

2
4
3
5 � ð 1 0 �1½ � � AÞ andGy ¼

1
0
�1

2
4

3
5 � 1 2 1½ � � Að Þ ð7Þ

The Sobel operator has two independent steps:

• Using a triangle filter to smooth the image in the direction perpendicular to the
derivative direction. The triangular filter is given in Eq. 8.

h �1ð Þ ¼ 1; h 0ð Þ ¼ 2; h 1ð Þ ¼ 1 ð8Þ

• Along the derivative direction perform central difference. This equation set is
explained in Eq. 9.

h
0 �1ð Þ ¼ 1; h

0
0ð Þ ¼ 0; h

0
1ð Þ ¼ �1 ð9Þ

6 Robert

Robert edge detector is more commonly referred as Robert cross. It is one of the former
edge detection algorithm proposed. It was proposed by Lawrence Robert in 1963. It is a
differential operator that approximates the gradient of the image through discrete dif-
ferentiation. To achieve it the difference between the diagonally adjacent pixels are
found and the sum of their squares is calculated.

• Robert’s idea of an edge detector was:
• It should produce well-defined edges.
• The background noise must be reduced as much as possible.
• The intensity of the edge resulted must be closer to human recognition.

Along with these criteria and the psychophysical theory he proposed these set of
Eqs. 11 and 12.
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yi;j ¼ ffiffiffiffiffiffi
xi;j

p ð10Þ

zi;j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðyi;j � yiþ 1;jþ 1Þ2 þðyiþ 1;j þ yi;jþ 1Þ2

q
ð11Þ

Here x is pixel’s initial intensity value, z is the derivative that is computed and i; j
represent the pixels location within the image.

After the above operations the changes in intensity will be highlighted in a diagonal
direction. The kernel used is very small and simple and contains only integers. Hence
computation is very easy. A major drawback of the algorithm is that it is affected
greatly by noise [6, 9].

6.1 Mathematical Execution

To perform Robert edge detection the image is convoluted with two 2 × 2 kernels in
Eq. 13.

þ 1 0
0 �1

� �
and

0 þ 1
�1 0

� �
ð12Þ

This forms two separate images Gx and Gy. Any point in the image I(x, y) will
have corresponding points Gx(x, y) and Gy(x, y). Then the gradient at any point can be
calculated using the formula in Eq. 14. This equation is also a form of Eq. 3. The
gradient direction is calculated using the formula in Eq. 15. This is also a form of
Eq. 4.

rI x; yð Þ ¼ G x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gxðx; yÞ2 þGyðx; yÞ2

q
ð13Þ

h x; yð Þ ¼ arctan
Gyðx; yÞ
Gxðx; yÞ
� �

ð14Þ

7 Prewitt

The Prewitt edge detector is mostly known as prewitt operator. This operator was
developed by Judith M.S. Prewitt. It is a discrete differential operator. It computes an
approximated gradient of the image intensity function. This operator results in trans-
formation of every point in the image into its gradient vector or gradient’s normal. This
operator is based on convolving the image with a filter. It is to be noted that the filter is
small, separable and integer valued. The convolving is done in both horizontal and
vertical directions.

The main step of the operator is calculating the gradient of the image intensity at
every point of the image. This gradient gives the direction of maximum possible
increase in the intensity and the rate of change in that direction. The change in intensity
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is from light to dark. The results shows the extent of smoothness in the change at every
point. Thus it shows how possibly that point is on an edge also the possible orientation
of the edge [6, 9].

7.1 Mathematical Generation

The operator also uses two 3 × 3 kernels. These two are convolved with the image to
calculate the approximated derivative for changes in horizontal direction and vertical
direction separately. The computation is explained in Eq. 1B.

Gy ¼
�1 0 þ 1
�1 0 þ 1
�1 0 þ 1

2
4

3
5 � A and Gx ¼

�1 �1 �1
0 0 0
�1 þ 1 þ 1

2
4

3
5 � A ð1BÞ

Here Gx and Gy are the new derivatives. A is the source image, � represents the
two-dimensional convolution operator.

The Prewitt kernel can be decomposed into products of averaging and differential
kernel. This will compute the gradient along with smoothing it. As it can be decom-
posed it is referred as separable filter.

Gx can be decomposed as detailed in Eq. 16.

�1 0 þ 1
�1 0 þ 1
�1 0 þ 1

2
4

3
5 ¼

1
1
1

2
4
3
5 �1 0 1½ � ð15Þ

while Gy can be decomposed as explained in Eq. 17,

�1 �1 �1
0 0 0
þ 1 þ 1 þ 1

2
4

3
5 ¼

�1
0
1

2
4

3
5 1 1 1½ � ð16Þ

Here the x-coordinate is defined as increasing right while the y-coordinate is
defined as increasing down. Now the resulting gradient approximation is calculated
using the same formula from Eq. 3. Gradient’s direction is given by the same Eq. 4.
Here h is 0° for vertical edge, darker on right, while 90° for horizontal edge, darker
down.

8 Proposed Idea

It has been stated that based on the intensive literature survey carried out, it is strongly
believed that there is a need for a hybrid algorithm. In many research works conducted
it had been stated that Canny gives the best result. But there may be a possibility of
change in result accuracy. The idea is to enhance the outputs of various available
algorithms [5].
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8.1 Hybrid Algorithms

Based on the above cited results we use canny edge detector to enhance the output of
the other algorithms [1, 7]. Thus we form:

• Hybrid Sobel
• Hybrid Robert
• Hybrid Prewitt

The initial step for creating the hybrid operators is to create the canny operator. So
using the standard inputs of canny operator in the d2dgauss function the standard gauss
filter kernels are generated.

The standard parameters for x-direction kernel are N1 = 10, Sigma1 = 1, N2 = 10,
Sigma2 = 1, Theta = pi/2. Figure 1 shows the resulting kernel.

Similarly the parameters for y-direction were given as N1 = 10, Sigma1 = 1,
N2 = 10, Sigma2 = 1, Theta = 0 and the kernel showed in Fig. 2 was obtained.

Using this kernel the computation is done further as follows.

8.1.1 Hybrid Sobel

The basic Sobel algorithm is able to detect the edges but not as efficiently as Canny. So
the sobel operator is modified by convoluting the result with canny operator as shown
in derivation 2A.

Gx ¼
1
2
1

2
4
3
5 � 1 0 �1½ � � Að Þ andGy ¼

1
0
�1

2
4

3
5 � 1 2 1½ � � Að Þ From Eq: 7

Fig. 1. x-direction kernel

Fig. 2. y-direction kernel
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G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
FromEq: 3

G ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð

1
2
1

2
4
3
5 � 1 0 �1½ � � Að ÞÞ2 þð

1
0
�1

2
4

3
5 � 1 2 1½ � � Að ÞÞ2

vuuut

Combining Eqs. (7) and (3)
Now the new operator formed by convolving again is,

G1x ¼ Gx �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð

1
2
1

2
4
3
5 � 1 0 �1½ � � Að ÞÞ2 þð

1
0
�1

2
4

3
5 � 1 2 1½ � � Að ÞÞ2

vuuut
0
B@

1
CA
ð2A1Þ

G1y ¼ Gy �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð

1
2
1

2
4
3
5 � 1 0 �1½ � � Að ÞÞ2 þð

1
0
�1

2
4

3
5 � 1 2 1½ � � Að ÞÞ2

vuuut
0
B@

1
CA
ð2A2Þ

G1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

1x þG2
1y

q
Altering Eq: 3

h ¼ atan2 G1y;G1x
� �

Altering Eq: 4

Here also A is the input image.
It is to be noted that once G1x and G1y are found the magnitude of the gradient

vector of the image is found by same hypot function. Also the gradient direction is
found using the arctan function. This operator is found to give better results compared
to canny’s output in many cases.

8.1.2 Hybrid Robert

Here also same mathematical methods were used. Robert uses a special small 2 × 2
kernel. Then the resultant kernels will be as shown in equation set 2B.

G1x ¼ Gx �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð þ 1 0

0 �1

� �
� AÞ2 þð 0 þ 1

�1 0

� �
� AÞ2

s !
ð2B1Þ

G1y ¼ Gy �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð þ 1 0

0 �1

� �
� AÞ2 þð 0 þ 1

�1 0

� �
� AÞ2

s !
ð2B2Þ

Here also A represents the input image.
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After this the same procedure of calculating the gradient magnitude and direction is
done using the same modified Eqs. 18 and 19 in derivation 2A. This modification
showed good improvement in Roberts output which has been proven in the dataset
analysis later.

8.1.3 Hybrid Prewitt

Similar to hybrid Sobel the 3 × 3 kernel of original Prewitt operator is convolved with
the Canny’s kernel. This is also based on same mathematical properties and proofs. The
resulting G1x and G1y are expressed in the equation set 2C.

G1x ¼ Gx �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð

1
1
1

2
4
3
5 � �1 0 1½ � � Að ÞÞ2 þð

�1
0
1

2
4

3
5 � 1 1 1½ � � Að ÞÞ2

vuuut
0
B@

1
CA
ð2C1Þ

G1y ¼ Gy �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð

1
1
1

2
4
3
5 � �1 0 1½ � � Að ÞÞ2 þð

�1
0
1

2
4

3
5 � 1 1 1½ � � Að ÞÞ2

vuuut
0
B@

1
CA
ð2C2Þ

Here also A refers the input image.
Similarly after G1x and G1y are formed the gradient vector magnitude and its

direction are calculated using the same modified Eqs. 3 and 4 in derivation 2A. This
operator was also found to be better than Canny in several cases.

9 Proposed Algorithm

This algorithm is based on the original algorithm with the hybrid operators. This
algorithm has been implemented in matlab. Figure 3 shows the flow chart of the
algorithm proposed.

*Absolute difference1 = mod (average resemblance measure of original algorithms –
resemblance measure of Canny edge detector’s output).
Absolute difference2 = mod (average resemblance measure of hybrid algorithms –
resemblance measure of Canny edge detector’s output).
Absolute difference3 = mod (average resemblance measure of original algorithms –
respective resemblance measures of the outputs)
Absolute difference3 = mod (average resemblance measure of hybrid algorithms –
respective resemblance measures of the outputs)

The algorithm is briefed as:

• Filtering
• Applying the operator
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• Threshold and hysteresis
• Enhancing the results
• Finding the mean values
• Computing the output

9.1 Step 1 - Filtering

Based on Canny’s suggestion a standard 5 × 5 Gaussian filter is formed using the same
formula in Eq. 1.

The symmetric filter formed is shown in expression 18,

Fig. 3. Flow chart of proposed algorithm
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Using this filter the image is smoothened first. The resulting image will be prone to
edge noise.

9.2 Step 2 - Applying the Operator

The result of the above filter is processed by these seven operators:

• Canny edge detector
• Sobel operator
• Robert cross
• Prewitt operator
• Hybrid-Sobel operator
• Hybrid-Robert operator
• Hybrid-Prewitt operator

All the results are stored separately without disturbing each other or the original
image.

9.3 Step 3 - Thresholds and Hysteresis

To standardize the thresholds a dynamic threshold is used. It finds the maximum
gradient present in the image. It also finds the minimum gradient magnitude present in
the image. Now a single threshold value is formed using the formula shown in Eq. 19,

Threshold ¼ ðalpha * (max�minÞÞþmin ð19Þ

Here a standard value for alpha is to be used, alpha = 0.1.
After the threshold is calculated and applied to the image, Hysteresis is done. The

process of hysteresis is the same as discussed above. It is to be noted that the step
should be done for all seven outputs separately.

9.4 Step 4 - Enhancing

The above outputs are sharpened using the edge enhancement technique. As discussed
earlier this will increase the clarity of the image. A famous method, unsharp masking is
done for enhancing the output. Now the improvements in the results may be observed
directly.
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9.5 Step 5 - Finding Mean Values

Once all seven outputs are processed and ready, the next work is to calculate the mean
values of all the outputs and the input image. Now all the images are represented as a
single floating point number. Each image is associated with the corresponding mean
value.

9.6 Step 6 - Computing the Output

Once the mean values are ready the amount of resemblance is checked. As the output
has only edges the amount of resemblance will help in finding the amount of edge
present in each output. But the noise present in the output may also affect the amount of
resemblance. From the resemblance amount the result will be computed and given. The
resemblance and result are computed as follows:

• The mean values of all the outputs are subtracted from the mean value of the
original image.

• The values present is the amount of data missing. This a measure of the amount of
resemblance. The least value represents the largest amount of data present (re-
sembling). It is to be noted that the value is directly proportional to the amount of
resemblance.

• The average of all the resemblance measures of the original algorithms and the
Hybrid operators are calculated separately.

• The minimum of the two averages are selected. The minimum average is selected
based on the same fact that the values are proportional to the amount of resem-
blance. Thus the most matching pair is selected. In most of the cases this will be the
hybrid operator’s average.

• Now the absolute difference between the selected average and performance measure
of canny edge detector’s output is calculated.

• If the value is less than 0.01, then canny’s output is given as result. This is decision
is based on the fact that Canny is more efficient than other algorithms and the value
0.01 is negligible [5].

• If the value is greater than 0.01, then from the corresponding resemblance values
(four for original algorithm average and three for hybrid algorithm average), the
value closest to the selected average is taken out. Similarly here the value closest
will be the most resembling. The highest of the group is not always the closest
because of the effect of noise. The image associated to the value taken out is the
required result.

10 Dataset Analysis

Based on the literature survey the original algorithms are analyzed by many researchers
and stated that, Canny is the best. But all the analysis were done only a closed set. So
here a range of different datasets are analyzed. The analysis were done on the original
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algorithm along with the hybrid algorithms. A varied range of datasets are selected for
better analysis of result. The range is based on noise and minute edge structures.

10.1 Landscape

A mountain range is selected. All the seven results were compared. The result was from
the Hybrid-Sobel algorithm. A survey was conducted to a group of people and the
result was found to be in coincidence with most of the people’s opinion. Figure 4
shows all the seven outputs of the mountain range from the operators.

10.2 Insects and Small Objects

A butterfly with more minute patterns are selected. Result was the output of
Hybrid-Prewitt algorithm. This was 85% in coincidence with the people’s result. The
result is found to be only collections of non-continuous dots. Research is further done
to enhance the algorithms to get satisfactory results in even such worst conditions.
Figure 5 shows all the seven outputs of the butterfly from the operators.

Fig. 4. Mountain range edge outputs from all seven operators

Fig. 5. Butterfly edge outputs from all seven operators
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10.3 Animal

For this dataset also, to test a worst case, a tiger with a lot of stripes was selected. And
the result was from canny operator. And this result was satisfactory. Figure 6 shows all
the seven outputs of the tiger from the operators.

10.4 Human Being

A baby’s picture was selected for this datasets. The results were varied in a broad
range. The result was given by Hybrid-Robert operator. Figure 7 shows all the seven
outputs of the baby from the operators.

Fig. 6. Tiger edge outputs from all seven operators

Fig. 7. Baby edge outputs from all seven operators
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10.5 Buildings

A tall building with many windows and glass works were selected. This resulted in
worse outline, especially in the original algorithm. The output of Hybrid-Prewitt
operator was given as result. Figure 8 shows all the seven outputs of the building from
the operators.

11 Conclusion

After the extensive study done on the edge detection techniques it is important to note
that all operators are simple. They can be executed easily in software and hardware like
ARM/ × 86 etc., with less cost. The world of artificial intelligence has embedded the
systems and processors into any object. The new enhanced operator is more efficient
and the comparing feature is involved to suit all datasets. Now it is time to implement
this algorithm in to day-to-day life. This algorithm can be embedded into processors
and used for many applications like, car number plate detection, affected cells and
tissues in medical imaging and many more. Processor connected to a real time camera
burned with this algorithm can perform wonders in collecting information even from
some unexpected situations and negligible objects. Thus we end the article leading you
to a new beginning to move into an ocean of opportunities.

Fig. 8. Building edge outputs from all seven operators
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Abstract. Malware holds an important place in system performance
degradation and information embezzling from the victim system. Most
of the malware writers choose their path to reach the victim system
through the internet, infected browsers, injected files, memory devices,
etc., highly obscured malwares evade the automated tools installed in
the victim. Once the victim system gets affected by the malware, exe-
cutable processes are controlled by malware. In this paper, an algorithm
has been developed to identify the malware using image processing. The
malware detection process has three phases. In first phase, the files (.exe)
are converted into a gray scale image. The binary values of corresponding
files are converted into 8 - bit gray scale intensity value. The band pass
frequency of gray scale image is computed in second phase. In the final
phase, third and fourth order statistical parameter such as skewness and
kurtosis are calculated at the each sub region of band pass frequency
image. The region which has the highest skewness and kurtosis value is
marked as the malware file. The detection performance of the proposed
method has been evaluated by using 1300 portable executable files. The
detection method has a true positive ratio of 93.33% with 0.1 false posi-
tives. Preliminary results indicate that the proposed algorithm is better
than other conventional malware detection methods.

Keywords: Malware · Portable executable files (.exe) · Band pass fre-
quency · Skewness · Kurtosis

1 Introduction

Malwares are the malicious programs which are created by the hackers to steal
the information from the victim system. Few malwares can be easily detected
by the automated tools but these tools fail to identify obscured malwares [1].
They enter into the system through the internet, infected browsers, injected files,
memory devices, etc. These malwares degrade the system performance, utilizing
the network bandwidth and stealing the information. Windows os X version
is a widely used operating system and many malware writers are developing
malicious files which are mostly in the format of portable executable (.exe).
These files are spread over the internet, infected browsers, injected files, memory
devices, etc., to hack the victim.
c© Springer Nature Singapore Pte Ltd. 2016
S. Subramanian et al. (Eds.): CSI 2016, CCIS 679, pp. 42–56, 2016.
DOI: 10.1007/978-981-10-3274-5 4
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The portable executable programs run in the windows os X version [Fig. 1
General Architecture of windows] with valid kernel and user system calls [2,3].
The possible ways through which a malware enters into the victim system are
classified as follows: Injected browsers, Injected websites, Injected files download,
Proxy based firewalls, Infected USB devices, remote access and sharing/folder
sharing. Injected browsers, these are browsers which are compromised by the
malware [4]. When the browser starts to run, it will automatically load the
hidden malicious file and utilize the internet bandwidth to steal the data and
send it to the hacker. The affected browser\injected browser will starts to run
like xxx.exe, 308.exe and steal the master passwords from the browser. Injected
websites: the websites are compromised by the malware developer by injecting
a piece of malicious code (Ex: .php, .aspx sites), so when the user hits the page
from browser, the malware gets an easy way to get into the host. When the page
loads in the victim machines browser, it will be automatically downloaded into
the system. The compromised sites are embedded by a scripting code into the
page, when page gets loaded the script will download the malicious file from the
remote system into the victim. Proxy based firewalls: Many of the well-known
or common service providers are provide services via many proxy servers, which
will in turn update/request from primary server. So, the malware writers taking
advantage of the proxy servers [5] try to send their malware code to reach many
systems using multicasting. The Single attacked proxy servers its multicast the
malwares code and reaches the many online systems.

Fig. 1. Windows file system architecture

Infected USB devices: the common portable devices are the main focus of
malwares writers to reach the personal computer. Once the infected USB devices
connect into the system, it automatically runs the malware code and the mal-
ware immediately takes control of the system via affecting the kernel files. The
Pen drives are most commonly affected devices, when connected into the sys-
tem, it automatically runs the autorun.ini which itself have the shell script to
run the hidden malware code. Remote access and sharing/folder sharing: Many
of organizational computers are commonly connected via any one of the net-
works [6]. Example: LAN (Local Area Network), WAN (Widal Area Network),
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Ad Hoc network, etc. When any of the systems in the network are affect with
malware, then the malware gets easily to the other system via remote access or
file sharing. When the personal computer enables the remote file sharing, the
online hacker easily downloads the malware code into the shared folder.

The paper is divided into four different sections, Sect. 2 describes literature
survey on the existing malware detection techniques, Sect. 3 describes the pro-
posed work based on higher order statistical parameter, Sect. 4 describes about
the results and comparison of the proposed method with various existing meth-
ods and Sect. 5 concludes the work and discuss its future scope.

2 Literature Survey

The challenges being thrown to the modern world by malicious softwares (mal-
ware) and need to counteract them are becoming increasingly imminent. This
is true in spite of the great improvements in the efficacy of procedures of mal-
ware propagation detection, analysis and updating, the bases of signatures and
detection rules. The focus of this problem is to look for more reliable heuristic
detection methods. These methods aim at recognizing of new malicious pro-
grams which cannot be detected by using traditional signature- and rule-based
detection techniques which are oriented to search for concrete malware samples
and families. These heuristic methods provide immunity and defense against tar-
geted and zero-day attacks, since the rate of detecting such relatively new types
of threats by traditional techniques is not satisfactory. Data mining methods
are used for constructing heuristic malware detectors. The approach described
below differs from others through its emphasis on processing static, positionally
dependent features which considers the specificities of the objects file format,
which is potentially a malware container [7]. The paper explains the investi-
gation and realization of the common methodology for design of Data Mining-
based malware detectors using positionally dependent static information. The
given approach does not guarantee absolute accuracy of malware detection. But
it can be effective to make decision by further processing the object and to detect
particular families of executable. For example, this approach can be used in a
task of automating the identification of obfuscation.

A major security threat to the banking industry worldwide is cyber fraud and
malware is one of the manifestations of cyber frauds. Malware propagators make
use of Application Programming Interface (API) calls to perpetrate these crimes.
Malware detection by text and data mining provides a static analysis method
to detect Malware based on API call sequences using text and data mining in
tandem [8]. In this paper the dataset available at CSMINING group is analyzed,
text mining is employed to extract features from the dataset consisting of a series
of API calls. Also, mutual information is invoked for feature selection, and then
resorted to over-sampling to balance the data set. Finally, various data mining
techniques such as Decision Tree (DT), Multi-Layer Perceptron (MLP), Support
Vector Machine (SVM), Probabilistic Neural Network (PNN) and Group Method
for Data Handling (GMDH) used to identify malware. Throughout the paper, 10-
fold cross validation technique is used for testing the techniques. It is noteworthy
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to mention that SVM and OCSVM achieved 100% sensitivity after balancing the
dataset.

As the internet has evolved, the number of malicious software, or malware,
distributed especially for monetary profits, is exponentially increasing, and mal-
ware authors are developing malware variants even using various automated tools
and techniques. Automated tools and methods reuse some modules to develop
malware variants, so these reused modules can be used to classify malware or
to identify malware families. Therefore, similarities that exist among malware
variants can be analyzed and used for malware variant detections and the fam-
ily classification. Malware analysis using visualized images and entropy graphs
proposes a new malware family classification method by converting binary files
into images and entropy graphs [9]. To analyze the malware binary files in which
packing techniques are applied, the method can be extended to instruction-level
analysis with the aid of dynamic analysis [10].

A few different methods have been devised by the researchers to facilitate
malware analysis and one of them is through malware visualization. Malware
visualization is a field that focuses on representing malware features in a form
of visual cues that could be used to convey more information about a partic-
ular malware. There has been research in malware visualization but however,
there seems to be lack of focus in visualizing malware behavior. Emphasis is
on analyzing visualizing malware behavior and its potential benefit for malware
classification. Malware Image Analysis and Classification using Support Vector
Machine research depicts that malware behavior visualization can be used as a
way to identify malware variants with high accuracy [11]. The proposed method
concentrates leveraging both packed and unpacked malicious executable files for
further research study on static analysis of malware.

Graph-based malware detection which utilizes dynamic analysis introduces a
novel malware detection algorithm based on the analysis of graphs constructed
from dynamically collected instruction traces of the target executable [12]. These
graphs represent Markov chains, where the vertices are the instructions and the
transition probabilities that are estimated by the data contained in the trace. The
graph kernels are combined to create a similarity matrix between the instruction
trace graphs. The resulting graph kernel measures similarity between graphs on
both local and global levels. Finally, the similarity matrix is sent to a support
vector machine to perform classification. This method is particularly appealing
as the classifications are not based on the raw n-gram data, but rather on data
representation which is used to perform classification in graph space.

Most of the existing schemes for malware detection are signature-based and
so they can effectively detect known malwares, but they cannot detect variants
of known malwares or new ones. Most network servers do not expect executable
code in their in-bound network traffic, such as on-line shopping malls, Picasa,
Youtube, Blogger, etc. Therefore, such network applications can be protected
from malware infection by monitoring their ports to see if incoming packets con-
tain any executable contents. Classification of packet contents for malware detec-
tion proposes a content-classification scheme that identifies executable content
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from incoming packets [13]. The proposed scheme analyzes the packet payload
in two steps. It first analyzes the packet payload to see if it contains multimedia-
type data (such as avi, wmv, jpg). If not, then it classifies the payload either as
text-type (such as txt, jsp, asp) or executable. The proposed scheme shows a low
rate of false negatives and positives (4.69% and 2.53%, respectively), the presence
of inaccuracies demand further inspection to efficiently detect the occurrence of
malware.

A run-time malware detection method which is based on positive selection
is a supervised methodology to detect malwares [14]. A novel classification algo-
rithm based on the idea of positive selection is proposed, which is one of the
important algorithms in Artificial Immune Systems (AIS), inspired by the bio-
logical phenomenon of positive selection of T-cells. The proposed algorithm is
applied to learn and classify program behavior based on I/O Request Packets
(IRP). After extensive analysis, it is found that the difference between two IRP
traces of the same program is that, sometimes if an IRP is not successful. The
IRP will keep trying until becoming successful. So, the real difference between
the two IRP traces is that some IRPs repeat some times. This difference has
little effect on the results. The system does not need to be retrained in the event
of installation of new applications or programs.

Most of the researchers have analysed to detect the malware based on Data
Mining, optimization technique, neural network, fuzzy logic and SVM tech-
niques. In their methods, the malwares can be efficiently detected, but different
signature of malware cannot be detected by their method. Therefore, the num-
bers of malware missing are quite high in the existing methods. It might be
possible to improve detection accuracy by introducing the skewness and kurto-
sis parameter in malware image analysis. The proposed system has the potential
to detect malware with high detection accuracy.

3 Malware Detection

The Fig. 2 shows the flowchart of the developed malware detection system. In
this system, initially, Portable Executable (PE) files are taken from database
and converted into gray scale image. The portable executable is in the format of
binary by default. The 8 consecutive bits are taken from the binary file and are
converted into decimal value. This decimal value is equivalent to 8-bit intensity
of the image. Similarly, all the bits in the binary file are converted into gray
scale image. The malware regions are identified using Higher Order Statistical
Parameters (HSP) such as Skewness and Kurtosis from gray scale image, which
are measures of the asymmetry and impulsiveness of the distribution. Skewness is
a measure of symmetry, or more precisely, the lack of symmetry. If a distribution
is symmetric, the corresponding Skewness value is close to zero. The Skewness
of a random variable, denoted by γ3 is defined in Eq. (1) [16–18]

γ3 =
E{[x − E(x)]3}

(E{[x − E(x)]2}) 3
2

(1)
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Fig. 2. Architeure of proposed higher order statistical parameters (HSP)

E(x) is the mean value of x and E is the expectation operator. For a sample
of N values, the sample Skewness is calculated using Eqs. (2) and (3)

Skewness =
m3

m
3
2
2

(2)

m3 =
∑N

i=1 (x − x̃)3

N
and m2 =

∑N
i=1 (x − x̃)2

N
(3)

The Kurtosis is a measure of the heaviness of the tails in the distribution.
Distribution has high Kurtosis value with sharp peaks and heavy tail. Distrib-
ution with low Kurtosis tends to have a flat top near the mean rather than a
sharp peak. A Kurtosis value is low when distribution is symmetric.

The Kurtosis of a random variable, denoted by γ4 is defined in Eq. (4) [16–18]

γ4 =
E{[x − E(x)]4}

(E{[x − E(x)]2})2 − 3 (4)

An estimate of the Kurtosis is given in Eqs. (5) and (6)

Kurtosis =
m4

m2
2

− 3 (5)

m4 =
∑N

i=1 (x − x̃)4

N
and m2 =

∑N
i=1 (x − x̃)2

N
(6)

Where, x̃ is the mean value, m4 is the fourth central moment, m3 is the third
central moment, and m2 is the variance of the data.
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The malware regions in the images are identified by using the proposed Higher
order Statistical Parameters technique. A method has been developed for the
distinction between normal regions and malware affected regions in the image.
In order to distinguish the malware areas with normal areas, the two regions with
and without malwares have been taken, which were selected from the bandpass
of the image. The bandpass image is obtained by the image passed through low
pass filter (approximation filter) followed by high pass filter (detailed filter).
The filter coefficient has been chosen from the daubechies wavelet. Two different
types of square region with size of 30× 30 pixels were selected from the image. A
suspicious region was selected that contained the malwares and a normal region
was selected randomly that did not contain malwares. The histograms of both
regions were determined. Figure 3(a and b) shows the histogram of a suspicious
region and a normal region. The histogram of region with malware is asymmetric
and the normal region is symmetric.

Fig. 3. (a) Histogram of regions with malware regions (b) Histogram of normal regions

The Malware region detection approach is as follows: The 30× 30 pixels
square mask is moved on image, in which Skewness value (Sk) and Kurtosis
value (Ku) are computed at each single pixel displacement. Regions with high
positive Skewness and Kurtosis are marked as suspicious regions. The distribu-
tion of suspicious regions is asymmetric and heavy tail, therefore the magnitude
of Skewness and Kurtosis value is high in malware region.
A single row on the malware affected file image was taken, which contains the
malware. Figure 4(a and c) shows the single row pixel value of malware affected
region. Besides, Fig. 4(b and d) shows a single row pixel value of normal region
which does not contain malware.

From the Fig. 4, it is clearly found that it is tedious task to differentiate
both the regions. In order to distinguish both regions, Skewness and Kurtosis
were calculated for both regions. Figure 5(a and b) shows Skewness and Kurtosis
values of Figs. 4(a and b) and 5(c and d) shows Skewness and Kurtosis values of
Fig. 4(c and d). From the Fig. 5, it is identified that Skewness and Kurtosis values
are higher than normal regions. Third order moment (Skewness) and fourth order
moment (Kurtosis) are calculated using Eqs. (2) and (5). A statistical analysis



Malware Detection Using HSA 49

Fig. 4. Single row profile of normal and
malware PE image

Fig. 5. Skewness and kurtosis values of
normal and malware image files

for calculation of Skewness and Kurtosis in normal and Malware affected regions
was carried out. Higher order analysis was performed on 18 random regions, of
which 9 regions have malwares and 9 regions are normal regions. The Skewness
and Kurtosis of various suspecting regions and normal regions are calculated and
are displayed in Table 1.

Table 1. Skewness and kurtosis for suspicious regions and normal regions

Region Skewness (|SK |) Kurtosis (|Ku|) Region Skewness (|SK |) Kurtosis (|Ku|)
Suspicious region 1 0.4684 4.979 Normal region −1 0.362 3.609

Suspicious region 2 0.5213 4.764 Normal region −2 0.224 3.821

Suspicious region 3 0.7971 4.939 Normal region −3 0.368 3.724

Suspicious region 4 0.4633 4.217 Normal region −4 0.142 1.682

Suspicious region 5 0.6702 4.766 Normal region −5 0.405 2.797

Suspicious region 6 0.4354 3.976 Normal region −6 0.380 3.913

Suspicious region 7 0.4326 4.605 Normal region −7 0.119 3.841

Suspicious region 8 0.5732 4.437 Normal region −8 0.391 4.518

Suspicious region 9 0.8841 4.826 Normal region −9 0.295 3.482

The regions in the malware having |SK | > 0.4 and |Ku| > 4 are identified as
suspicious regions. The above threshold values were estimated from analyzing
more suspicious and normal regions. Therefore, it is concluded that higher order
statistical parameters such as skewness and kurtosis are used to identify the
malware affected regions.

4 Results and Comparison

The binary files which contain malware are identified by band pass frequency
based Higher Order Statistical Parameter methods. Malware analysis was per-
formed for 1300 files that were converted into gray scale images. The images
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Fig. 6. (a–d) Normal files (e–h) Malware affected files

contained 345 malware files [20–22] and 955 normal files. Figure 6(a–d) shows
the gray scale images of normal files and Fig. 6(d–h) shows the gray scale images
of malware affected files. It is observed that visualization of both the images
are similar and it is a tedious task to classify these images by naked eyes. So,
the image processing systems are needed to classify these images. The proposed
method can able to identify the malware affected files.

Figure 7(a–d) shows normal PE files which is not affected by any malware.
Figure 7(e–h) shows malware detection output images by the proposed Higher
Order Statistical method (HSP) and Fig. 7(i–l) shows detected results superim-
posed on normal PE Files. From the results, it is found that the normal PE files
can be identified as a normal PE file accurately by the proposed method. But,
the proposed algorithm also has some limitations. Figure 7(c) shows the normal
PE file but the proposed method identifies this normal PE file as abnormal file.
This is the limitation of the proposed method but it can be avoided by increasing
the threshold value of Skewness and Kurtosis value.

Figure 8(a–d) shows PE files which is affected by malware. Figure 8(e–h)
shows malware detection output images by the proposed Higher Order Statis-
tical method and Fig. 8(i–l) shows detected results superimposed on malware
affected PE files. From the experimental results, it is observed that proposed
method can detect the malware in the PE Files efficiently and accurately.

The Free-Response Operating Characteristic (FROC) curve is used to evalu-
ate the performance of malware detection method [19]. This plot provides true-
positive detection ratio versus the average number of False Positives (FPs) per
image. The TP ratio refers to the percentage of malware files that are truly
detected and FP number/image refers to normal PE files that are wrongly iden-
tified as malware files by the proposed algorithm. True positive detection ratio
refers to the malware files that are correctly detected by proposed higher order
statistical method. The proposed method has been evaluated using FROC curve
and it is shown in Fig. 9. The FROC curve presents a summary of the percentage
of malware files truly detected and also the percentage of normal files identified
correctly.

A comparison of the proposed method is performed with the malware detec-
tion methods that was proposed by Kyoung Soo Han et al. [9] and Lakshman
Nataraj [15]. Kyoung Soo Han et all have developed a method for malware clas-
sification based on the entropy graph similarity [9]. In their method, binary files
are converted into bitmap images by bitmap converter. After the bitmap image
conversion, the entropy value of each line of bitmap is calculated and entropy
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Fig. 7. Normal (a–d) PE image files (e–h) Malware detected image by proposed algo-
rithm (i–l) Detected results superimposed on original PE files
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Fig. 8. Malware (a–d) PE image files (e–h) Malware detected image by proposed algo-
rithm (i–l) Detected results superimposed on original PE files
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Fig. 9. FROC curve of proposed HSP for malware detection

Table 2. Comparison of true positive ratio’s of various detection methods with pro-
posed HSP

Malware family No. files

taken for

analysis

No. files

detected

by

proposed

method

TP ratio

(%) of

proposed

method

No. files

detected by

entropy

method

TP ratio

(%) of

entropy

method

No. files

detected

by texture

feature

method

TP ratio

(%) of

texture

feature

method

Rootkits 34 32 94.12 31 65 30 88.23

Ransomware 05 3 60 3 60 2 40

Rogue software 03 2 66.67 2 66.67 2 66.67

Spyware 16 15 93.75 12 0.75 10 62.5

Backdoors 42 38 90.48 36 85.71 32 76.19

Keyloggers 12 9 75.00 7 58.33 8 66.66

Browser Hijacker 23 22 95.65 21 91.30 20 86.95

Trojan horses 97 91 93.81 86 88.65 87 89.69

Adware 21 21 100.00 21 100.00 18 85.71

Bots 14 13 92.86 13 92.85 12 85.71

Worms 15 15 100.00 14 93.33 11 73.33

Viruses 63 61 96.83 57 93.44 55 87.30

Table 3. Comparison of true and false positive ratio’s of various detection methods
with proposed HSP

Methods Number of malware
images are detected

TP ratio (%) FP detected FP ratio (%)

Kyoung 303 87.83 135 0.14

Lakshman 287 83.18 172 0.18

Proposed HSP 322 93.33 96 0.10

Total Number of Malware Image File Taken For Analysis 345
*Total Number of Normal Image File Taken For Analysis 955

graphs based on these values are generated. These entropy graphs are stored as
features and the features are used to identify malware by calculating similar-
ities of entropy graphs. For similarity calculation, the threshold value is used
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and it is fixed as 0.75. They achieved about 3% false-negative rate and 3.5%
false-positive rate. They have analyzed the following malware families: Worms,
Backdoors, Trojans and Viruses that are files in the Windows operating system.
But still false positive is high and their method cant identify some malware fam-
ily (Ex: Trojan-PSW.Win32.EPS). Lakshman Nataraj has developed a method
for detecting malware using image processing [15]. The binary malware is con-
verted into 8 bit grayscale image. Image provides relevant information about
the structure of the malware. Malware can be identified by image features and
feature extraction based on image texture. Demerits of this method are that it
can be able to detect malware that already exists in the database, but it fails to
detect new malwares. Besides more malware detection is achieved by extracting
more texture features from image. But both algorithms failed to detect different
malware families. These two methods were compared by conducting experimen-
tal analysis for 1300 PE image files that contained 345 malware image files, of
which 322 malwares were detected by the proposed method, 303 malware were
detected by Kyoung entropy method and 287 malware were detected by Lak-
shman method. The number of false positives obtained by proposed method,
Kyoung entropy, and Lakshman method were 96, 135, and172, respectively.
Therefore, the proposed method has the TP ratio of 93.33% (322/345) with
0.1 (96/955) Fps per image, Kyoung entropy method has TP ratio of 87.83%
(303/345) with 0.14 (135/955) Fps per image, and Lakshman method has TP
ratio of 83.18% (287/345) with 0.18 (172/955) Fps per image. Tables 2 and 3
summarize the comparison of the proposed method with two existing methods.
Most of the malwares such as Rootkits, Spyware, Backdoors, Browser Hijacker,
Trojan horses, Bots, Viruses are correctly identified and TP ratio of this malware
detection is high. Some of the malwares Ransomware, Rogue security software,
Keyloggers are missed, because the texture pattern of malware affected file is
similar to normal file. From the results, it is found that the proposed method is
able to detect different families of malware than other methods.

5 Conclusion and Future Work

Malicious process is a major threaten to software for both system user and
antivirus/antimalware products. In this paper, the malicious software in the
form of portable executable (as binary was focused) are converted into gray scale
image. An algorithm has been developed to assist malware detector for accurate
malware detection in Portable Executable files. Malware files were identified by
using band-pass frequency based method. The 30× 30 pixels square mask was
moved on bandpass subimage, in which Skewness and Kurtosis were computed.
The sub image which had higher Skewness and Kurtosis value were marked as
malware affected area and the threshold values have been chosen by analyzing
the more normal and malware files. The proposed method achieved TP ratio of
93.33% with 0.1 False Positives per Image (FPI). The strength of the proposed
approach is that it detects various types of malware accurately. Now a days,
large volumes of files are scanned by the malware detection algorithm and it is
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time consuming. In future, it is planned to reduce the time delay for analyzing a
single file without affecting the detection accuracy. In future, texture properties
of the malware will be considered to increase the detection accuracy. The pro-
posed algorithm elevates the signature of malicious file, which can be utilized by
antivirus/antimalware products.
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Abstract. The efficiency of an iris authentication system depends on the quality
of the iris image. Denoising of the iris image is indispensable to get a noise free
image. In this paper, a novel method is proposed to remove Gaussian noise
present in the iris image using Undecimated wavelet, a threshold based on
Golden Ratio and weighted median. First, decompose the input image using
Stationary Wavelet Transform (SWT) and apply the modified Visushrink to the
wavelet coefficients using hard and soft thresholding. Then apply inverse SWT
to get the noise free image. Different kinds of wavelet filters such as db1, db2,
sym2, sym4, coif2 and coif4 for different noise levels are performed. The filter
db1 is outperformed. In this research, experiments have been conducted on the
iris database CASIA. The Peak Signal-to-Noise Ratio (PSNR), Signal-to-Noise
Ratio (SNR), Root Mean Square Error (RMSE) and Mean Square Error
(MSE) have been computed and compared.

Keywords: Iris � Golden ratio � Hard threshold � Undecimated wavelet �
Visushrink � Wavelet filters � Weighted median

1 Introduction

Biometric authentication refers to verifying individuals based on their physiological
and behavioural characteristics. Now-a-days biometric technologies are widely used in
many applications for various purposes of personal authentication. Biometric methods
provide a higher level of security and are more convenient for the user than the
traditional methods of personal authentication such as passwords and tokens [1].
Among all the biometrics, iris recognition can be considered as one of the most reliable
and accurate method of biometric technology. The iris is an externally visible and
protected organ whose unique pattern remains stable throughout adult life [2, 3].

Iris images are contaminated with Gaussian noise during its acquisition and
transmission. Denoising of the iris image is a vital task before further processing to get
a reliable and accurate result. So far several techniques have been developed for
reducing the noises in iris image both in spatial and wavelet domain.

In spatial domain the concept behind image denoising is convolution and moving
window principle. In [4], an advance denoising and smoothing technique on the cap-
tured iris images using the modified version of the anisotropic diffusion is presented.
An attempt is made to retain all the properties of the original model and to enhance the
performance in the presence of noise.
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An efficient approach to remove white noise present in iris image is proposed, in
which phase preserving principle is held to avoid corruption of iris texture features.
Importance of phase information for iris image is shown by an experiment and the
method to implement phase preserving by complex Gabor wavelets is explained [5].

With Wavelet Transform gaining popularity in the last two decades various algo-
rithms for denoising in wavelet domain were introduced. Wavelets are mathematical
functions that analyze data according to scale or resolution. Wavelet transforms have
become one of the most important and powerful tools for image processing [6].

Furthermore, the wavelet provides an appropriate basis for separating noisy coef-
ficient from the image than spatial and frequency based methods. The small coefficients
are more likely due to noise and large coefficients are image features. These small
coefficients can be thresholded without affecting the significant features of the image.
The procedure in which small coefficients are removed while others are left is called
Hard Thresholding [7]. On the other hand, soft thresholding shrinks the coefficients in
the image above the threshold in absolute value.

Denoising by thresholding in the wavelet domain has been developed principally
by Donoho et al. [8]. VisuShrink was introduced by Donoho. It depends on the number
of pixels in the image and noise variance of the image. A threshold based on Stein’s
Unbiased Risk Estimator (SURE) was proposed by Donoho and Johnstone [10] and is
called as SureShrink. It is a combination of the VisuShrink and the SURE threshold.
This method specifies a threshold value tj for each resolution level j in the wavelet
transform which is referred to as level dependent thresholding. BayesShrink was
proposed by Chang, Yu and Vetterli [9]. The goal of this method is to minimize the
Bayesian risk, and hence its name, BayesShrink. It uses soft thresholding and is
subband-dependent, which means that thresholding is done at each band of resolution
in the wavelet domain.

In this paper, a computationally inexpensive yet effective method based on
VisuShrink for iris image denoising using Golden Ratio (GR) and weighted median is
proposed. The proposed method uses undecimated wavelet transform (also known as
SWT) for decomposition and reconstruction over the conventional DWT as it is not a
time-invariant transform. The different kinds of wavelet filters such as db1, db2, sym2,
sym4, coif2 and coif4 have been applied to different noise levels.

The paper is organized as follows. Section 2 presents the review of wavelet based
thresholding methods for image denoising. In Sect. 3, a modified VisuShrink using GR
and weighted median has been proposed. Section 4 provides experimental results of the
proposed method on iris images and compared with the results of the existing methods.
Finally, this paper concludes with some perspectives in Sect. 5.

2 Analysis of Image Denoising in Wavelet

2.1 Undecimated Wavelet Transform

The SWT is studied over the conventional DWT as it is not a time-invariant transform
[6]. During the wavelet transformation, low frequency components in the image will be
filtered out as approximations and high frequency components will be filtered out as
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details. Figure 1 depicts one level filter bank implementation of SWT. It applies high
and low pass filters to the data at each level.

The SWT produces four subbands at each level of decomposition. They are
approximation and detail coefficients such as horizontal, vertical and diagonal as shown
in Fig. 2.

Here, H and L denote high and low-pass filters respectively. The LL subband is the
low resolution residual consisting of low frequency components and this subband
which is further split at higher levels of decomposition. After decomposition, the
coefficients in the detail subbands are thresholded to remove noise and finally the
denoised image is reconstructed from the thresholded subbands [5]. The steps in
wavelet based image denoising are as follows:

• Decompose the noisy image using SWT.
• Threshold the wavelet coefficients using the selected threshold method.
• Reconstruct the image using ISWT to get the noise free image.

Fig. 1. One level filter bank implementation of SWT (a) Forward Pass (b) Backward Pass

Fig. 2. Decomposition of an image using SWT
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2.2 Threshold Determination

The selection of an appropriate threshold for denoising is an essential issue. A very
large threshold eliminates too many coefficients, resulting in an over smoothing.
Conversely, a too small threshold value allows many coefficients to be included in
reconstruction which results in a poor quality image [6]. The proper choice of the
threshold is therefore indispensable. Threshold selection methods can be mainly
divided into three categories: global thresholding, level−dependent thresholding and
subband dependent thresholding. The global thresholding chooses a single value to be
applied globally to all wavelet coefficients, while the level−dependent thresholding
chooses different threshold value for each wavelet level and finally subband dependent
thresholding chooses different threshold value for each subband of each level.

2.3 Thresholding Rule

After the selection of an appropriate threshold, it is to be applied to the subbands based
on the thresholding rule [7]. The thresholding rules are of two types such as hard and
soft. These two rules are studied in the following sequel.

The hard threshold removes coefficients below a threshold value (λ) which is
determined by the thresholding algorithm. This is sometimes known as “keep or kill”
method since it keeps the coefficient above the threshold and kills the coefficients
below the threshold value.

Iðu; vÞ ¼ u for all u[ k

¼ 0 otherwise
ð1Þ

Where I is the image and u is the pixel value of a particular image in absolute value.
Soft thresholding shrinks the coefficients in the subband above the threshold in absolute
value.

Iðu; vÞ ¼ signðuÞ maxðu� kÞ ð2Þ

3 Proposed Modified Visushrink Based on Golden Ratio
and Weighted Median

3.1 Visushrink

Visushrink was introduced by Donoho [8]. It is also referred to as Universal Threshold
(T) and it is defined as

T ¼ rð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � LogðNÞ

p
Þ ð3Þ

where N is the number of elements or pixels in the image and σ is the noise variance in
that image, which is calculated from the diagonal subband (HH) as
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r ¼ MedianðHHÞ
0:6745

ð4Þ

To estimate the noise level σ, Donoho used a result proposed by Frank R Hampel
[11] and showed that the Median Absolute Deviation MAD (X) = |X–Median (X)|
converges to 0.6745 times σ as the sample size goes to infinity. Note that the median is
computed only by considering the absolute value of all pixels.

3.2 Proposed Threhold

The Visushrink is modified using Golden ratio and weighted median to improve the
performance of denoising method. The Golden ratio is also called the Golden section or
Golden mean [12]. The block diagram of the proposed method is shown in Fig. 3.

In (3), instead of computing log (N) two times, the value of the golden ratio ‘1.618’
is multiplied with log (N) in the proposed to compute the threshold (T) as follows:

T ¼ rð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:618 � LogðNÞ

p
Þ ð5Þ

Weighted median is proposed to compute the median of the high pass portion of the
image instead of the conventional median given in (4). This paper adopts the following

Input: Noisy Iris Image

SWT Decomposition

Apply Proposed 
Threshold

ISWT Reconstruction

Output: De-noised Iris 
Image

Fig. 3. Block diagram of the proposed method
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classical weight function (W) [13] for computing the weighted coefficient of the
diagonal subband (HH) which is given by (6),

Wðx; yÞ ¼ 1
ejHHðx;yÞj ð6Þ

Here x and y are the coordinates in the HH subband. The weight W will be
multiplied with HH to get weighted diagonal subband as given in (7),

HH1ðx; yÞ ¼ Wðx; yÞ � HHðx; yÞ ð7Þ
The noise variance r is then calculated from the weighted diagonal subband (HH1)

as given in (8),

r ¼ MedianðHH1Þ
0:6745

ð8Þ

After computing the noise variance, the new modified VisuShrink is applied to the
noisy iris image and the procedure is presented in Algorithm 1.
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4 Experimental Results and Discussion

The performance of the proposed method is compared with Median filter, Wiener filter
and traditional Visushrink [5]. The proposed method has been implemented in
MATLAB. Furthermore, wavelet filters such as Daubechies, Coiflet, Symlet with
different lengths are used to evaluate the performance of the proposed method. Initially
Gaussian noise is added to the pixels of input iris images at different noise levels. Then
the noisy image is decomposed, thresholded and reconstructed to get the noise free
image.

4.1 Dataset

The proposed method is tested on Version1 of CASIA database maintained by Chinese
Academy of Sciences Institute of Automation [14]. It consists of 756 images collected
from 108 persons. The images are resized to 256 × 256 for implementation and further
analysis.

4.2 Quantative Measure

The image quality metrics such as Mean Square Error (MSE), Root Mean Square Error
(RMSE), Signal to Noise Ratio (SNR) and Peak Signal to Noise Ratio (PSNR) [6] are
used to evaluate the performance. The metrics are shown in Table 1.

where I1 is the input image, I2 is the denoised image, m and n are the number of
rows and columns in the image respectively, and R is the maximum fluctuation in the
input image data type. In this experiment R is set as 255, since the image data type is
8-bit unsigned integer.

The resultant images after applying denoising methods are shown in Fig. 4. The
following tables show the mean value of MSE, RMSE, PSNR and SNR of the version1
of CASIA database.

The performance results in spatial domain using median filter and Wiener filter for
Gaussian noise are given in Tables 2 and 3 for level 0.001 and 0.003 respectively.
The MSE, RMSE, PSNR and SNR of Wiener filter are improved than the Median filter.

Table 1. Quantitative Metrics

Metric Formula

MSE
P

m;n
½I1 m;nð Þ�I2 m;nð Þ�2

m*n
RMSE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
m;n

½I1 m;nð Þ�I2 m;nð Þ�2

m*n

r

SNR 10 log10
VarðI1Þ
VarðI2Þ

� �

PSNR 10 log10
R2

MSE

� �
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Fig. 4. Denoising using different methods: (a) input iris image; (b) Gaussian noise added an iris
image; (c) Denoising using Median filter; (d) Denoising using a Wiener filter; (e) Denoising
using Bayeshrink (f) Denoising using Oracleshrink (g) Denoising using VisuShrink; (h) Denois-
ing using the proposed threshold.

Table 2. Median and Wiener filter (0.001)

S.No Filter MSE RMSE PSNR SNR

1 MEDIAN 85.90653 9.261019 28.83866 0.020196
2 WIENER 69.81932 8.353088 29.73067 0.065953

Table 3. Median and wiener filter (0.003)

S.No Filter MSE RMSE PSNR SNR

1 MEDIAN 205.0414 14.31557 25.05087 -0.01236
2 WIENER 190.6319 13.94519 26.92406 0.050575
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The performance results of Bayeshrink and Oracleshrink with Gaussian noise of
level as 0.001 based on hard thresholding are given in Tables 4 and 5 respectively.

The performance results of traditional universal threshold with Gaussian noise of
level as 0.001 based on hard and soft thresholding are given in Tables 6 and 7
respectively.

Table 4. Bayeshrink With Hard Thresholding (0.001)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 45.2383 6.7259 31.5757 0.027361
2 COIF4 46.7274 6.8357 31.4351 0.022403
3 SYM2 42.3676 6.509 31.8605 0.039486
4 SYM4 17.111 4.1365 35.7981 0.0054077
5 DB1 15.8223 3.9777 36.1381 0.00449
6 DB2 19.7185 4.4406 35.1821 0.05431

Table 5. Oracleshrink With Hard Thresholding (0.001)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 5.436943 2.249841 41.41907 0.198349
2 COIF4 2.713885 1.647275 43.83006 0.133168
3 SYM2 2.796191 1.672151 43.69945 0.002904
4 SYM4 2.645334 1.626365 43.94089 0.140314
5 DB1 1.662774 1.285774 46.00799 0.127279
6 DB2 1.643094 1.277638 46.06698 0.126409

Table 6. Visushrink with Hard thresholding (0.001)

S. No Filter MSE RMSE PSNR SNR

1 COIF2 57.06998 7.551300 30.60800 0.01752
2 COIF4 58.5482 7.648352 30.49722 0.015024
3 SYM2 55.66843 7.457904 30.71622 0.02498
4 SYM4 56.94612 7.543042 30.61758 0.017963
5 DB1 54.70183 7.392654 30.89283 0.04471
6 DB2 55.65834 7.457234 30.71699 0.025131

Table 7. Visushrink With Soft Thresholding (0.001)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 60.29405 7.759888 30.37331 0.022128
2 COIF4 61.7512 7.852934 30.26995 0.017728
3 SYM2 58.93478 7.6719 30.47238 0.032777
4 SYM4 60.15211 7.750768 30.38351 0.022236
5 DB1 58.59818 7.649401 30.69854 0.071878
6 DB2 58.97027 7.674268 30.46964 0.032799
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The performance results of traditional universal thresholdwith Gaussian noise based
on hard and soft thresholding are given in Tables 8 and 9 respectively for noise level
0.003. The MSE, RMSE, PSNR and SNR of traditional universal threshold is improved
than median and wiener filter. Among the wavelet filters db1 gives the best result for
hard and soft thresholding.

The performance results of proposed modified universal threshold based on GR and
weighted median with Gaussian noise of level as 0.001 based on hard and soft
thresholding are given in Tables 10 and 11 respectively. The MSE, RMSE, PSNR and
SNR of proposed modified universal threshold is improved than the traditional uni-
versal threshold.

The performance results of proposed modified universal threshold based on GR and
weighted median with Gaussian noise of level as 0.003 based on hard and soft
thresholding are given in Tables 12 and 13 respectively. The MSE, RMSE, PSNR and

Table 8. Visushrink With hard Thresholding (0.003)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 146.4457 12.0984 26.51246 0.019448
2 COIF4 149.7367 12.2336 26.41592 0.015839
3 SYM2 142.6349 11.93999 26.62691 0.029918
4 SYM4 146.1333 12.0855 26.52172 0.019591
5 DB1 139.6193 11.81285 26.72008 0.065331
6 DB2 142.6209 11.93936 26.62741 0.029426

Table 9. Visushrink With soft Thresholding (0.003)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 147.9345 12.15956 26.4688 0.01925
2 COIF4 151.1354 12.29038 26.37586 0.014746
3 SYM2 144.223 12.00606 26.57914 0.031774
4 SYM4 147.6758 12.1489 26.47642 0.020021
5 DB1 141.7559 11.90267 26.65444 0.074426
6 DB2 144.2592 12.00753 26.57811 0.031344

Table 10. Proposed Modified Universal Threshold Based On GR And Weighted Median With
Hard Thresholding (0.001)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 0.160649 0.400765 56.10798 0.001261
2 COIF4 0.162147 0.402628 56.06775 0.001265
3 SYM2 0.159486 0.399313 56.13946 0.001243
4 SYM4 0.162003 0.402447 56.07169 0.001268
5 DB1 0.13210 0.389936 56.84636 0.000708
6 DB2 0.159571 0.399419 56.13720 0.001224
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SNR of proposed modified universal threshold is improved than median, wiener and
the traditional universal threshold.

In summary, the performance of proposed modified universal threshold based on
GR and weighted median with hard thresholding is improved than Median filter,
Wiener filter, Bayeshrink, Oracleshrink and traditional universal threshold for iris
image denoising. Hard thresholding provides better results when compared to soft
thresholding. From the above tables, it is clearly understood that among all the wavelet
filters db1 outperforms. In Fig. 5, the PSNR of various denoising methods is compared
with the proposed method. Figures 4 and 5 shows that the performance of the proposed
is better than that of existing methods for iris denoising.

Table 11. Proposed Modified Universal Threshold Based On GR And Weighted Median With
Soft Thresholding (0.001)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 2.75806 1.660724 43.75894 0.002775
2 COIF4 2.834323 1.683532 43.64044 0.002622
3 SYM2 2.642567 1.62557 43.94483 0.003462
4 SYM4 2.752286 1.658986 43.76803 0.002752
5 DB1 2.279561 1.509785 44.58671 0.005984
6 DB2 2.642409 1.625521 43.94510 0.003454

Table 12. Proposed Modified Universal Threshold Based On GR And Weighted Median With
Hard Thresholding (0.003)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 0.091358 0.302224 58.55912 0.001069
2 COIF4 0.090607 0.300975 58.59521 0.001079
3 SYM2 0.09382 0.306275 58.44329 0.001144
4 SYM4 0.093023 0.304965 58.48069 0.001118
5 DB1 0.090517 0.308756 58.95870 0.000419
6 DB2 0.093685 0.306053 58.44965 0.00112

Table 13. Proposed Modified Universal Threshold Based On GR And Weighted Median With
Soft Thresholding (0.003)

S.No Filter MSE RMSE PSNR SNR

1 COIF2 2.900557 1.703083 43.54018 0.002292
2 COIF4 2.969625 1.723246 43.43792 0.002354
3 SYM2 2.79619 1.672151 43.69945 0.002904
4 SYM4 2.897158 1.702087 43.54525 0.002315
5 DB1 2.331392 1.526874 44.48883 0.004934
6 DB2 2.798167 1.672743 43.69636 0.002913
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5 Conclusion

A novel method for denoising iris image using undecimated wavelet transform and a
threshold based on weighted median is proposed in this paper. Initially Gaussian noise
is added to the iris image at different noise levels and SWT is used to decompose the
noisy iris image into four subbands. Then the new modified universal threshold is
applied to the wavelet coefficients using hard and soft thresholding. Finally the noise
free iris image is reconstructed from the thresholded subbands using inverse SWT. The
daubechies wavelet filter at level 2 gives the best result than symlet and daubechies
filters. The proposed method outperforms Median, Wiener, Bayeshrink, Oracleshrink
and traditional universal threshold in many denoising applications. The quantitative
measures show that the new modified universal threshold removes Gaussian noise
present in iris image more effectively. The proposed threshold is simple in computation
and yet it is effective in denoising.
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Abstract. Stemming is the process of generating root word from the given
inflectional word. Tamil Language has technical challenges in stemming
because it has rich morphological patterns than other languages, so Analogy
Removal Stemmer (ARS) is proposed in this research, to find stem word for the
given inflection Tamil word from text corpora. The performance of the proposed
approach is compared with Light Stemmer (LS) and Improved Light Stemmer
(ILS) algorithms based on correctly and incorrectly predicted stem words. The
experimental result clearly shows that the proposed approach ARS for Tamil
corpora performs better than the LS and ILS algorithm.

Keywords: Natural language processing � Tamil stemmer � Tamil
morphology � Lexical analysis

1 Introduction

Word lists are required resources in many disciplines, from language learning to
morphology. Word list is developed usually from a corpus [3, 9–11]. Stemming is a
technique to transform different inflections and derivations of the same word to one
common stem. Stem can mean both prefix and suffix removal from the given input
words. Stemming can, for example, be used to ensure that the greatest number of
relevant matches is included in search results. A word’s stem is its root or basic form:
for example, the stem of a plural noun men, ANkaL ( ) is the singularman,
(AN ( )), likewise the stem of a past-tense verb ((Acted), nadiththEn )(
is the present tense ((act), nadi ( )). The stem is yet not to be confused with a word
lemma; the stem does not have to be a definite word itself. Instead the stem can be
assumed to be the least familiar denominator for the morphological variants.

In this paper, significant effort is made to generate word (or verb) from the giving
inflectional word. Tamil is a Dravidian and regional language of Tamil Nadu, India. It
has a huge number of morphological variants for a word. Approximately a single verb
of Tamil language has more than 3000 morphological forms so this is the real challenge
to get a verb from the inflectional Tamil word [2, 29]. Word frequency can have several
viewpoints for computational linguistics or information theory; this is called unigram
list and can be seen as a solid representation of a corpus [4, 12, 13, 15]. Unigram is
used to identify the lexical stem which consists of an identification of a string of letters
which co-occurs in a large corpus with various distinct suffixes [5, 16, 17, 24].
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The purpose of this paper is to establish a wide range of stems and suffix possibilities as
possible by giving corpus from a natural language Tamil.

2 Related Work

Earlier, Stemmer was primarily developed for English [1], but later due to the corpus
growth of languages other than English, there was a bigger demand from the research
community to develop stemmers for other languages too. Adam Kilgarriff and et al.,
proposed monolingual and bilingual word lists for language learning, using corpus
methods, for nine languages and thirty-six language pairs [4]. StelaManova proposed
Suffix combinations in Bulgarian pars ability and hierarchy-based ordering for getting
affix order and pars ability Hypothesis for Bulgarian language [6]. In the year of 2013,
Noam Faust proposed decomposing the feminine suffixes of Modern Hebrew:
amorpho-syntactic analysis for getting root word from the distributed morphology [7].
Laurie Bauer proposed a method for large corpora that may help determine the output
of a variable rule in morphology where the productivity of the process is involved. If
that is the case, the notion of productivity has to be re-evaluated [8]. In Indian lan-
guages, the initial work was reported by Ramanathan and Rao [18, 27] to perform
longest match stripping for building a Hindi stemmer. In 2001, Shambhavi et al.
introduced Kannada morphology analyzer and generator using tire [19]. Zahurul.MD
et al. proposed a lightweight stemmer for Bengali [20] in the year of 2009 for devel-
oping the Bengali language spell checker. In the year of 2009, Assas-band an
affix-exception list based Urdu stemmer [21] was developed by Qurat-Ul-AinAkram
and et al. and in this work lexical lookup method (Assas-band) is used to stem the Urdu
inflectional words from Urdu root word (Verb).

In 2010, Dinesh Kumar and Prince Rana proposed the design and development of
stemmer for Punjabi [22], it uses Brute Force algorithm for stem the Punjabi words. In
the year of 2010, Vijay Sundar et al. introduced Malayalam stemmer for information
retrieval [23] in this research the Finite State Automata (FSA) method is used to stem
the Malayalam words. Tamil morphological analyzer [18] proposed by Vijay Sundar
et al. in the year of 2010. In this research matching is performed based on the given
input for example a Tamil verb have more number of forms so the forms of the verb
stored in look-up table. So the algorithm match the forms of input word from look-up
table if match found the result displayed else the stemmer shows notification or
intimation.

3 Stemmers for Tamil Language

Rule for Plural to singular conversion. Supposing the given inflectional word is I, the
length of the I is represented as Il. If Il ends with plural form “ (kaL)” then Il-2 is
applied to truncate the last two characters of the string and the result is stored in the
new string as In and the following rule is used to convert the plural to singular form.
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In = {if I ends with “ (kaL)” then Il -2 truncates the last two characters of the
string} e.g. [They], I = [They], Length of the I is 5, so Il = 5. In the
next iteration “I” checks with rule, ends with “ ”. In the next iteration I = Il -2, and
finally we get new string In = . Likewise Tamil language has many rules for plural
to singular conversions ( , etc.) and this research work includes different types of
plural to singular conversion rules.

For example His/hobby/is/reading/books [puththakangaL/padippathu/avarathu/
pozhuthuPOkku )( ] Using the plural
to singular conversion rule, the above given sentence can be converted into following
form puththakangaL ( )/padippathu( )/avarathu ) ( /
pozhuthuPOkku( ).

His/hobby/is/reading/book, puththakam( )/padippathu( )/avarathu
) ( /pozhuthuPOkku( ), From the sentence the word puththa-

kangaL ( ) changed into puththakam ( ) using the plural to singular
rule.

Rules for Noun, Verb and Adjective Truncation. Tamil Language Nouns. Tamil has a
widespread case system. Root nouns can assume eight different morphological shapes
depending on their role in a sentence. Singular and plural forms are also distinguished
through inflections. Suffixes are attached to stem word of the noun. Tables 1, 2, 3 show
the rules for noun, compound noun, verb and infinite verb truncation for given
inflectional word. These rules are used to design stemmer algorithm for Tamil words.
Existing algorithm and proposed algorithm uses the following execution steps which
includes plural to singular conversion.

I -(Inflectional word), Il -(Length of the Inflectional word), Il-r -(Truncation based
on the rules). Consider the example, an inflectional word word I is (He
acted), Il is 5, according to the Table 2, third singular male rule is matched with I based
on the rule and truncation can be done using the algorithm and finally we get the
stemmed word (He act).

Tamil Language Compound Nouns. Anoun also occurs in different compound forms as
well. It can be made up of numerous units where each unit expresses an exact gram-
matical meaning. The Tamil noun, “Odikondurunthavanai ( )”,
which translates as, “the male who was running”, provides information on tense,
number, gender, person and case. This noun is actually obtained from the full
non-infinite verb, “Odikkondu ( )”, which means, “running”. In English,
deriving nouns from verbs is seen too. The full finite verb, “run”, for instance, could be
changed into a noun by adding the suffix “er” to its stem, so that it becomes “runner”.
But, while Tamil is an agglutinating language, English is not.

Tamil Language Verbs. Tamil verbs may be major or auxiliary. They also exist in
finite and non-finite forms just as in English. Tamil finite verbs, however provides
much more grammatical information than English finite verbs do, in that they mark
number, person, gender, case, tense, mood, etc. In Tables 2 and 3 below, one can
observe the different finite and non-finite morphological constructions for the verb
“nadi( )” [act].
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In this research stemming algorithm uses the two major technique called as

i. Single Prefix non-recursively (SP)
ii. Suffix Prefix Suffix (SPS)

The following rules show the difference between the SP and SPS rules

Rule for Morphological Analysis for Single Prefix non-recursively (SP)

Notes = note + Noun + PluraL

Rule for Morphological Analysis for via Suffix Prefix Suffix (SPS)

Playing = play + Verb + Continuous

Table 1. Font Noun in Tamil language.

Locative stem AN )-idam( ) seti( )-marath( )

Ablative stem
AN –idamirunthu(

)
seti( )
-ilirunthu( )

Vocative stem AN -e( ) seti( ) -e( )
Plural ANkaL / men setikaL ( )/ plants
Oblique stem ANkaL - setikaL( )-
Nominative stem ANkaL setikaL( )
Accusative stem ANkaL -ai setikaL( )-ai

Dative stem
ANkaL -ukku(

)
setikaL( )-ukku( )

Sociative stem ANkaL -odu setikaL( )-odu

Genitive stem
ANkaL -udaiya(

)
setikaL( )-udaiya(

)
Instrumental 
stem

ANkaL -aal( ) setikaL( )-aal( )

Locative stem
ANkaL -idam(

)
setikaL( )-il(

Ablative stem
ANkaL -
idamirunthu( )

setikaL( )-ilirunthu(
)

Vocative stem ANkaL -e( ) setikaL( )-e( )

Singular AN ( )/ man seti ( ) /plant
Oblique stem AN seti( )-
Nominative stem AN seti( )
Accusative stem AN ai seti( ) ai

Dative stem AN ukku( ) seti( )-ukku( )
Sociative stem AN odu seti( ) -odu
Genitive stem AN -udaiya( ) seti( )-udaiya( )
Instrumental stem AN –aal( ) seti( ) -aal( )
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. The major difference between SP and SPS is SP
truncates the possible suffixes for the given input and sometimes it’s given infinite verb
as output. So in SPS the more rules are used (detailed in Tables 1, 2, 3) for getting the
finite verb (root word) for giving input. The existing and proposed algorithms are
detailed in the following sequel.

Table 2. Verbs in Tamil language.

Past Present Future Future-Neg

I 
singula
r

nadi ( )-
ththEn( nadi( )-kkiR

En( )
nadi( )-ppEn(

)

nadi( )-
kkamaattEn(

)

II 
singula
r

nadi( )-t
hthAi

nadi( )-kkiR
aai( )

nadi( )-ppaai(
)

nadi( )-kkamataai(
)

III 
singula
r male

nadi( )-t
hthaan(

nadi( )-kkiR
aan(

nadi( )-ppaan
( )

nadi( )-kkamaattaa
n( )

III 
singula
r 
female

nadi( )-t
hthaaL(

)

nadi( )-kkiR
aaL( )

nadi( )-papal(
)

nadi( )-kkamaattaa
L( )

III 
singula
r hon

nadi( )-t
hthaar 
(

nadi( )-kkiR
aar( )

nadi( )-ppaar(
)

nadi( )-kkamaatdaa
r( )

III 
singula
r inan

nadi( )-t
hthathu(

)

nadi( )-kkiR
athu( )

nadi( )-kkum(
)

nadi( )-kkaathu(
)

I plural
nadi( )-t
thOm(

)

nadi( )-kkiR
Om( )

nadi( )-pPOm
( )

nadi( )-kkamaatTO
m

)

II 
plural

nadi( )-t
hthIrkaL

nadi( )-kkiR
IrkaL(
)

nadi( )-ppIRk
aL( )

nadi-( )-
kkamaattaarkaL(

)

III 
plural 
an

nadi( )-
ththaarkaL

nadi( )-kkiR
aarkaL(

)

nadi( )-ppaar
KaL( )

nadi( )-kkamaattaar
kaL( )

III 
plural 
inan

nadi( )-
ththana(

)

nadi( )-kkin
Rana(
)

nadi( )-kkum(
)

nadi( )-kkaathu(
)
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3.1 Light Stemmer (LS)

Light stemmer is the kind of the rule based stemmer. It works by truncating all possible
suffixes from the given inflectional word (removes suffixes recursively and a single
prefix non-recursively that is called SP). Light stemming is used to find the repre-
sentative indexing form of giving word by the application of truncation of suffixes [14,
21, 25, 26]. The objective of light stemmer is to protect the word meaning intact and
increase the retrieval performance of an IR system. A Light Stemmer Algorithm for
Tamil word is projected in Fig. 1 [30].

Table 3. Non-finite verbs in Tamil language.

Conjunctive nadi( )-thu
Infinitive nadi( )-kka( )
Neg.verbal participle nadi( )-kkaamal( )
Conditional nadi( )-thaal( )
Neg. conditional nadi( )-kkaanittaal( )
Neg.relative participle nadi( )-kkaatha( )
Neg. verbal noun nadi( )-kkaathathu ( )

Deverbal nouns
nadi-( )thal( nadi( )-ppu( ); 
nadi( )-kkai( )

Light Stemmer Algorithm
Input    :  List of Tamil words
Output : Stemmed(Root) words

Step1: remove the total composite plural.  E.g
)

Step2: remove the frequencies from the word suffixes. Eg

A : remove 

B : remove

Step 3: According to the recognized suffix, the subsequently probable suffix 
list is produced using rules mentioned in the tables.

Fig. 1. Light stemmer algorithm
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3.2 Improved Light Stemmer (ILS)

Improved Light Stemming is also an algorithm which removes suffixes recursively and
a single prefix non-recursively which is called as SP. The similar defined affixation
terms list were used but modified using Suffix-Prefix-Suffix truncating process called
SPS. Notice that, some of Tamil words use (Thiru, Thirumathi) prefix as a declarative
term (e.g., Thiru. Dr. A.P.J. Abdul Kalam). Therefore to classify the words based on
the rules like Without-Thiru (WOTH the stemmer accepts the non-stemmed words after
removing the prefixed Thiru) and With Thiru (WTH stemmer acquires the whole
non-stemmed word) an algorithm is proposed in [30]. This work applies improved light
stemming concept to replace plural terms, adjectives and tense words [30]. The
Improved Light Stemmer Algorithms projected in Fig. 2 [28].

3.3 Analogy Removal Stemmer (ARS)

Light stemmer uses the SP technique so it truncates all possible suffixes from the
inflectional word. Sometimes it gives infinite verb from the LS word to
give the infinite verb . This is the major problem in LS so Improved Light
Stemmer algorithm rectify this problem using Suffix Prefix Suffix truncating process
called SPS. Sometimes ILS gives infinite verb during suffix truncation so we need to
rectify the issue using affix truncation. The FBARS uses the Suffix Prefix Affix rules for
generating root word from the inflectional word. Consider the following rule to rectify
the SPS problem. Figure 3 is represented as the FBARS algorithm.

Improved Light stemmer Algorithm
Input:    List of   Tamil  words
Output: Stemmed(Root) words

Step 1:  Remove the plural forms from the inflectional words.  

Step 2: From the step 1, plural word is converted into singular word, 
The word is also checked for adjective using SPS; if it is 
found, then its equivalent verb is substituted. Example, the 
term ‘diya( )’ in Odiya( ) will be changed to 
‘Oodu( )’.

Step3: After the adjectives are converted to main word, the tenses 
are eliminated so that 
Paadiya( ),Paadukinra( ) and Paadum( ) 
will be changed to Paadu( ).

Step 4: According to the recognized suffix, the subsequently 
probable suffix list is produced using adjective and tense 
elimination rules.

Fig. 2. Improved Light Stemmer Algorithm
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Rule for Morphological Analysis for via Suffix Prefix Affix (SPA)

(i) Cheeriest = cheer + Adj + Superlative
(ii) Got = get + Verb + Past

4 Experimental Results and Analysis

Tamil corpus collected from Central Institute of Indian Languages (CILL) is given as
input to this process. The corpus consists of five documents called as Dataset I to
Dataset V. Dataset I consists of 2497 and it has 2224 unique words. A unique word is
used to calculate an exact accuracy of the stemmer algorithm, because total number of
words has repeated words (redundancy). It may affect the stemmer accuracy so we
generate the unique words. Likewise we identify unique words from Dataset II to
Dataset V for calculating stemmer accuracy. The details are tabulated in Table 4. The
goal of stemmer algorithm is to achieve highest accuracy for the given dataset and the
stemmer performance is evaluated by using the interrelated measures of precision and
recall. Precision is defined as the ratio of the number of words stemmed to total number
of unique words. Recall is defined as the ratio of the number of words stemmed
correctly to the total number of words stemmed. The precision (P) formula is provided
in Eq. 1 and Recall (R) is given in Eq. 2. Equations 3 and 4 represent Accuracy
(A) and F-Measure (F).

Frequency Based Analogy Removal Stemmer 
Input:    List of   Tamil  words
Output: Stemmed(Root) words

Step 1:  Remove the plural forms in the inflectional words.  
Step 2: From the step 1, plural word is converted into singular word, 

The word is also checked for adjective using SPA Rules; if it 
is found, then its equivalent verb is substituted. Example, 
the term ‘diya( )’ in Odiya( ) will be changed to 
‘Oodu( )’.

Step3: After the adjectives are converted to main word, the tenses 
are eliminated so that Paadiya( ), 
Paadukinra( ) and Paadum( ) will be 
changed to Paadu( ).

Step 4:  According to the recognized suffix and affix, the 
subsequently probable suffix and affix list is produced 
using adjective and tense elimination rules.

Fig. 3. Analogy Removal Stemmer Algorithm
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Precision Pð Þ ¼ Number of words stemmed=Total number of unique wordsð Þ � 100
ð1Þ

Recall Rð Þ ¼ Number of words stemmed correctly= number of words stemmedð Þ � 100
ð2Þ

Accuracy Að Þ ¼ Number of words stemmed correctly=Total unique wordsð Þ � 100 ð3Þ

F�Measure Fð Þ ¼ 2PR=PþRð Þ ð4Þ

Table 4 shows an overview of the characteristics of the trained corpus. Figure 4
compares stemming algorithms based on the number of words stemmed correctly from
Table 4 and Fig. 4. The proposed ARS algorithm gives more stemmed words com-
pared to LS and ILS.

The comparison of stemmer algorithms based on Accuracy, Precision, Recall and
F-Measure is shown in Table 5.
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Table 4. Test dataset.

Dataset No of words No of unique words No of words
stemmed

No of words
stemmed correctly

LS ILS ARS LS ILS ARS

Dataset I 2497 2224 2047 2106 2123 2033 2098 2118
Dataset II 5078 4289 4081 4137 4194 4067 4128 4184
Dataset III 1946 1704 1649 1682 1695 1643 1677 1686
Dataset IV 6071 5167 4958 4969 5017 4943 4965 5002
Dataset V 5218 4656 4526 4601 4613 4512 4597 4602
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The comparison of average of experimental results is shown in Table 6. The
Average formula is described in Eq. 5.

Average Að Þ ¼ Sum of observations=Number of observationð Þ � 100 ð5Þ

Table 6 describes that average maximum accuracy achieved by ARS which is
97.44% and F-score which is 98.62%. Based on Experimental analysis, in terms of
accuracy, precision and F-score, proposed stemmer performs better than existing
algorithms LS and ILS. The result of the average experimental results is shown in
Table 6. Proposed stemmer is unsupervised and language independent. Corpus is used
to derive set of powerful suffixes and it does not need any linguistic knowledge. Hence,
this approach can be used for developing stemmers for other languages that are mor-
phologically rich. The performance of the proposed paradigm is evaluated in terms of
accuracy, precision, recall and F-score.

5 Conclusion

Stemming plays vital role in Tamil information retrieval, compared with all other
languages. The stemming effects are very large, compared to that found in review on
other stemming algorithms. According to experimental results, the proposed Analogy
Removal Stemmer is performing better than the existing Tamil stemmer algorithms
Light stemmer and Improved Light Stemmer. ARS algorithm is robust. It does not
require complete sentences and it does not try to handle every single case so ARS
algorithm is suitable for Information Retrieval System (IRS) of Tamil language since it
performs efficiently for morphological rich language Tamil.

Table 5. Test dataset (number represented in %).

Test Data Accuracy Precision Recall F-measure
LS ILS ARS LS ILS ARS LS ILS ARS LS ILS ARS

Dataset I 91.4 94.3 95.2 92.0 94.6 95.4 99.3 99.6 99.7 95.5 97.0 97.5
Dataset II 94.8 96.2 97.5 95.1 96.4 97.7 99.6 99.7 99.7 97.2 98.0 98.6
Dataset III 96.4 98.4 98.9 96.7 98.7 99.4 99.6 99.7 99.4 98.1 99.1 99.4
Dataset IV 95.6 96.0 96.8 95.9 96.1 97.0 99.6 99.9 99.7 97.7 97.9 98.3
Dataset V 96.9 98.7 98.8 97.2 98.8 99.0 99.6 99.9 99.7 98.3 99.3 99.3

Table 6. Average results (number represented in %).

Accuracy Precision Recall F-measure
LS ILS ARS LS ILS ARS LS ILS ARS LS ILS ARS

95.02 96.72 97.44 95.38 96.92 97.7 99.54 99.74 99.64 97.36 98.26 98.62
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Abstract. Recommender systems serve as business tools which make
use of knowledge discovery techniques to reshape the world of E-
Commerce. Collaborative filtering (CF), the most effective type of rec-
ommender systems, predicts user preferences by learning from past user-
item relationships. Prediction algorithms are based on similarity between
item vectors or user profiles. However similarity computations become
less efficient if item vectors or user profiles do not contain enough ratings.
A technique which is based on Pseudo Relevance Feedback is proposed
to expand item vectors in order to make them contain more ratings. The
proposed approach first expands item profiles and refines the expansion
in order to remove expansion deviations. The experiments on Movie-
Lens data set show that the proposed technique is efficient in expanding
the rating matrix and outperforms state of the art collaborative filtering
techniques for providing more efficient predictions.

1 Introduction

In many online markets, consumers are faced with extremely large volume of
products and information from which they can choose [8]. With so many products
available on most websites, a customer may get lost. To alleviate this informa-
tion overload problem, many web sites attempt to help users by incorporating a
product recommender system. A product recommendation system provides with
a list of items and/or web-pages that are likely to interest them [25] in order to
narrow down the selection to the right choice. Schafer et al. [24] explains how a
recommender system helps E-Commerce to increase sales. Many online business
systems such as Amazon.comTM (www.amazon.com), CDNOWTM (www.cdnow.
com), eBay.comTM (www.ebay.com), Levi StrausTM (www.levis.com), Match
Maker (www.moviefinder.com) and Netflix (www.netflix.com) are using recom-
mender systems to provide personalized suggestions.

Broadly speaking, Recommended systems use two common approaches for
making recommendations. They are Collaborative Filtering (CF) and Content
Based filtering (CB) [3]. Pazzani et al. [15] defines that content based algorithms
base their recommendations on the contents of items and profiles of users. The
profiles allow programs to associate users with matching products. CB techniques
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use the assumption that items with similar objective features will be rated simi-
larly and users with similar taste will prefer items in a similar manner [18]. Lops
et al. [13] discusses that CB techniques are specific to a domain and the scope
of them is limited to the domain for which they are proposed.

CF is the most popular and successful technique for recommendation sys-
tems [5]. CF [8] relies only on the past user behavior (ratings, preferences, pur-
chase history, time spent etc.). The most common form of CF approaches is the
‘Nearest based approach (called kNN)’. These kNN methods identify pairs of
items that tend to be rated similarly or like-minded users with similar history
of rating or purchasing, in order to deduce unknown relationships between users
and items [16]. Breese et al. [3] researched the ways of improving the predic-
tion accuracy, using Pearson’s correlation coefficient, vector similarity, default
voting, inverse user frequency, and case amplification. However, the major lim-
itation of CF techniques is that the similarity calculations are based on com-
mon items/users and therefore unreliable when data are sparse and the common
items/users are very few. Techniques available in the literature which address
cold start user/item make use of content properties [20] or user’s demographic
information [12,26] to provide solutions for cold start problems, but the proposed
work considers only the rating profiles to alleviate the problem.

In order to improve the efficiency of a recommender system, a vector refine-
ment technique is proposed in this paper. The proposed technique consists of
three steps. In the first step, for each item vector, its neighbouring items are
identified and in the second step, each item vector is expanded by including rat-
ings from its neighbouring items. In the third step, the expansion deviations are
corrected so that new train is created for prediction computations. This results
in item vectors with more number of ratings. Ultimately increased ratings lead to
better predictions. Item refinement can be done in offline and so only prediction
computations are done online.

The geometric view of item vector expansion is shown in Fig. 1. Each user
is considered as a dimension to represent items in vector space. Therefore the
number of dimensions is equal to number of users in the system. In Fig. 1, the
alphabets I1 through I11 represent various item vectors in 3-dimensional user
space. Item vectors which are enclosed in the circle are identified as similar items
to I5 by using a similarity measure, whereas the remaining items are dissimilar
to I5. In order overcome the sparsity of I5, the proposed approach finds the
mean of all similar vectors (Given as C in Fig. 1) and add to I5 so that some of
the unrated items of I5 are filled with ratings. The vector sum of C + I5 is the
expanded vector of I5.

The remainder of the paper is arranged as follows: Sect. 2 presents the work
related to CF. Section 3 discusses about the proposed Item Refinement App-
roach, Sect. 4 discusses about experimental results and Sect. 5 gives conclusions
and possible future work.
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Fig. 1. Geometrical view of item vector expansion technique, C + I5 is the expanded
vector of I5

2 Collaborative Filtering Techniques

Broadly the CF techniques are classified into Neighbourhood based techniques
and Matrix factorization based techniques. The brief introduction about the
techniques is given below.

2.1 Neighborhood Based CF Techniques

The most common form of CF is the neighborhood-based approach (also known
as k Nearest Neighbors). The neighborhood CF techniques can be user based
or item based [27]. These kNN techniques identify items that are likely to be
rated similarly or like-minded people with similar history of rating or purchasing,
in order to identify unknown relationships between users and items. Merits of
the neighborhood-based approach are intuitiveness, sparing the need to train
and tune many parameters, and the ability to easily explain to the user the
reasoning behind a recommendation [1]. In user based CF, given a target user,
the recommender system considers the users who share similar rating pattern
with the target user as his neighbors and use their ratings in order to predict the
unrated items of the target user [17]. Most commonly used metric for calculating
similarity between users is Pearson Correlation coefficient and is formulated as
given in (1)

Wu,v =
∑

i∈I(ru,i − r̄u) × (rv,i − r̄v)
√∑

i∈I(ru,i − r̄u)2 × √∑
i∈I(rv,i − r̄v)2

(1)

where I is the set of items rated by both users u and v. ru,i is the rating provided
by user u for item i. (r̄u) is the average rating of user u. Wu,v can be between
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−1 and +1. Predictions can be made based on the weighted average of known
ratings as defined in (2)

Pa,i = r̄a +
∑

u∈U W(u,a) × (ru,i − r̄u)
∑

u∈U W(u,a)
(2)

where Pa,i is the predicted value of active user a and item i and U is the set of top
k similar users of the active user a. Whereas in case of item based CF [23], given
a target item, items which share similar ratings with the given target item are
used for prediction computations. Most commonly used metric for calculating
similarity between items is adjusted cosine similarity and is formulated as given
in (3)

Simi,j =

∑
u∈U(i)∩U(j)(ru,i − r̄u) × (ru,j − r̄u)

√∑
u∈U(i)∩U(j)(ru,i − r̄u)2 ×

√∑
u∈U(i)∩U(j)(ru,j − r̄u)2

(3)

where U(i) is the set of users who rated for item i. ru,i is the rating provided
by user u for item i. (r̄u) is the average rating of user u. Simi,j can be between
−1 and +1. Predictions can be made based on the weighted average of known
ratings defined in (4)

Pu,i =

∑
j∈S(i) Simi,j × (ru,j)

∑
j∈S(i) Simi,j

(4)

where Pu,i is the predicted value of user u and item i and S(i) is the set of
top k similar items of item i. Slope One [11] algorithm works on an intuitive
principle of a ‘popularity differential’ between items for users. It calculates how
much better one item is liked by another. Given the training data, the deviation
between any two items can be calculated by the formula defined in (5)

Devi,j =
∑

u∈U(i,j)

ru,i − ru,j
card(U(i,j))

(5)

where Devi,j is the average rating deviation of items i and j and Ui,j is the set
of users who rated for both items i and j and Card(U(i,j)) is the cardinality of
the set S. Predictions can be calculated based the formula given in (6)

Pu,i = ū +
1

Card(Ru)
×

∑

j∈Ru

Dev(i,j) (6)

where Pu,j is the prediction for user u and item i and Ru is the set of items
rated by the user u.

Central to most kNN approaches is similarity measure which identifies neigh-
bors of users or items. Even though kNN techniques are popularly used in many
commercial recommender systems, they are fully dependent on similarity mea-
sures. Similarity measures consider common items/users, may fail to identify
neighbours if sufficient ratings are not available in the data set.
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2.2 Matrix Factorization Based CF Techniques

Latent factor models are an alternative approach that tries to explain the ratings
by characterizing both items and users on, say, 20 to 100 factors inferred from the
ratings patterns. Latent factor models are based on Matrix factorization tech-
niques. Examples include pLSA [7], neural networks [28], Latent Dirichlet Allo-
cation [2], or models that are induced by Singular Value Decomposition (SVD)
on the user-item ratings matrix [22]. They have gained popularity because of
their effectiveness in reducing the size of the rating database. Unlike the neigh-
bor based techniques, the matrix factorization techniques [10] use the existing
ratings to learn a model with k latent variables for user and for items. Thus
these techniques represent the entire data set in m × k dimensions space where
m, n are the number of users, items and k < n is the number of latent features.
So the predicted rating of item i for user u can be computed as an inner product
of user-factor vector for user u and item factor vector for item i.

2.3 Relevance Feedback

Relevance feedback is a process to modify a search process to improve accuracy of
search results by incorporating information obtained from prior relevance judg-
ments [21]. The relevance feedback techniques are classified into three categories.
They are Implicit Feedback, Explicit Feedback and Pseudo Relevance Feedback.
Rochio Pseudo Relevance Feedback (PRF) [19] via query expansion (QE) is an
effective technique for boosting the overall performance in Information Retrieval
(IR) domain [14].

Pseudo Relevance Feedback technique is applied in two phases. In the first
phase, documents are ranked for a query and top ranked documents are consid-
ered to be relevant and in the second phase, the original query vector is expanded
by adding potentially related terms from those relevant documents [4].

3 Proposed Item Refinement Approach

For each item, the remaining item vectors are classified as relevant (RE) and non
relevant (NR) based on item-item similarity values. Rochio Relevance Feedback
(RRF ) technique is used to expand item vectors. By expanding an item vector,
we bring in the ratings given by users for relevant items of the target item, if it
is not rated.

The expanded ratings are of two kinds: rating of an item that already exists
in original rating matrix and the rating that is unavailable in the original rating
matrix. The deviation of the ratings in the former one is called as Expansion
Deviation. The deviations are adjusted in order to refine the expansion of item
vectors. The proposed module works in three stages namely Item-Item Similar-
ity Computation Phase, Item Expansion Phase and Item Expansion Refinement
Phase. Although CF techniques take different kinds of input, matrix represen-
tation is considered here.
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Definition 1. User - Item Matrix R

If there are m users who have given ratings for n items, then the ratings data
can be represented as an m×n matrix with rows representing users and columns
representing items. The matrix is called user-item rating matrix R. Each element
Ru,i is an ordinal value which ranges from Rmin to Rmax. Unrated values are
considered to be zero.

A sample rating matrix R is shown in Table 1.

Table 1. User-item rating matrix R

Items

I1 I2 I3 I4 I5 I6

U1 1 2 0 5 0 0

U2 0 3 0 0 5 0

U3 0 0 5 0 0 2

U4 0 1 0 0 0 0

3.1 Item-Item Similarity Computation Phase

The proposed approach works in three phases. The first phase of item refinement
is to find out the items which are relevant (similar) to the target item. Many
similarities namely Pearson correlation coefficient, Cosine Similarity, Adjusted
Cosine Similarity etc., are available in the literature. The similarity measure
considered here is based on user co-occurrence in item vectors. The reason behind
selecting co-occurrence of items is that an item vector with very less number of
ratings would be able to get neighbors. Therefore cold start item vectors get
expansions. The relationship/similarity between item vector i and item vector j
is defined as

Si,j =

{
1 if |Ui ∩ Uj | > 0
0 otherwise

(7)

where Ui is the set of users who have rated for item i and |Ui ∩ Uj | represents
cardinality of the set (Ui ∩ Uj).

Definition 2. Item-Item Similarity Matrix S

In the given m × n user item rating matrix R, Item-Item similarity matrix can
be represented as an n × n symmetric matrix S. The matrix rows and columns
represent items and each Si,j represents the binary similarity of item i and item
j. The Item-Item similarity matrix of R is shown in Table 2.
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Table 2. Item-Item similarity matrix S

Items

I1 I2 I3 I4 I5 I6

I1 0 1 0 1 0 0

I2 1 0 0 1 1 0

I3 0 0 0 0 0 1

I4 1 1 0 0 0 0

I5 0 1 0 0 0 0

I6 0 0 1 0 0 0

3.2 Item Expansion Phase

In Item-Item Similarity matrix S, for each item i, the remaining items are clas-
sified in to RI, the set of relevant items if Si,j = 1, ∀j ∈ 1, 2, 3, ...n and NRI,
the set of non relevant items if Si,j = 0, ∀j ∈ 1, 2, 3, ...n. Relevance Feedback
based Rocchio’s model with no negative feedback has the following steps,

• For each item vector, classify other item vectors into Relevant (RI) and Non-
Relevant (NRI) based on initial relevance decision.

• Each item vector in the feedback set RI is represented as a feedback item
vector.

• The representation of the target item vector is refined by taking a linear
combination of the initial item vector and the set of feedback item vectors.

Each item vector of the original rating matrix is expanded based on Rochio
Relevance Feedback [19] as formulated in Eq. (8)

Inew = α × Iold + β × 1
|RI|

∑

Ij∈RI

Ij − γ × 1
|NRI| ×

∑

Ik∈NRI

Ik (8)

where Iold is any item vector of original rating matrix and Inew is corresponding
expanded item vector. The constants α, β and γ are the weights assigned to
original item vector, set of relevant item vectors and set of non relevant item
vectors of Iold respectively. RI and NRI are sets of relevant and non-relevant
items of Iold. The cardinality of RI and NRI are |RI| and |NRI| respectively.
Since only the relevant item vectors of the given item vector are considered, β
is set as 1 and γ as 0. Since ratings given by users in the original matrix have
to be considered, α is set as 1.

Equation given in (8) is interpreted as

IEMu,i = Ru,i +
1

|RI| ×
∑

j∈RI

Ru,j (9)

where RI is the set of feedback items of i and n is the total number of feedback
items of item i. If an item has many neighbors, the contribution by those neigh-
bors is high. In order to give high priority to less popular items, we divide the
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neighbors contribution by the popularity score of the current item. So Eq. (9) is
modified as

IEMu,i = Ru,i +
1

popi
× 1

|RI| ×
∑

j∈RI

Ru,j (10)

where popi is defined to be

popi =
|Ui|

maxj |Uj | (11)

where Ui is the set of users rated for item i and |Ui| is the cardinality of the set
Ui. Popularity of an item i is the ratio of number of users rated the item i to
the number of users rated for the maximum rated item.

Definition 3. Item Expansion Matrix, IEM

For the given rating matrix R, the Item Expansion Matrix can be represented as
m × n matrix, IEM . Rows of IEM represent users and the columns represent
items. Each IEMu,i represents the expanded rating of user u for item i. Each
expanded rating IEMu,i is greater than the corresponding original rating Ru,i.
IEM for the matrix R is shown in Table 3.

Table 3. Item Expansion Matrix IEM

Items

I1 I2 I3 I4 I5 I6

U1 11.500 4.000 0.000 9.500 6.000 0.000

U2 4.500 4.667 0.000 4.500 14.000 0.000

U3 0.000 0.000 11.000 0.000 0.000 17.000

U4 1.500 1.000 0.000 1.500 3.000 0.000

3.3 Item Expansion Refinement Phase

Given the set of actual and expanded ratings pair <Ru,i, IEMu,i>, the deviation
between them is called Item Vector Expansion Deviation which shows how the
rating is increased by the ratings assigned to the relevant items of i by the user u.
i.e., each is a linear combination of the rating given by user u for item i and the
average of ratings of all relevant items of i by the user u. The deviation between
them is called Item Vector Expansion Deviation. The deviation refinement is
carried out in two steps:

Step 1

Given the set of actual and expanded ratings <Ru,i, IEMu,i> the Item Expan-
sion Deviation is computed as the deviation between ratings of R and IEM and
is as

IEDMu,i = IEMu,i − Ru,i (12)
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Definition 4. Item Expansion Deviation Matrix, IEDM

For the given rating matrix R, the Item Expansion Deviation Matrix can be
represented as m×n matrix (IEDM). The matrix rows represent users and the
columns represent items. Each IEDMu,i represents rating deviation of user u
for item i.

IEDM of the sample rating matrix R is shown in Table 4. According to
the proposed technique, the values in each row of IEDM shows how a user is
deviating between an item and all its relevant items. For example from Table 4,
total deviations of user U1 is 10.500 + 2 + 4.500 = 17.000 (for known ratings of
U1 in the original rating matrix R). Average Expansion deviation of U1 is thus
5.666. In the same way the expanded ratings of the unrated items of U1 namely
I3, I5 and I6 would also contain such deviations. So we subtract the average
rating deviation of U1 from all the three values in order to get the ratings that
would be given by U1 for those unrated items.

Table 4. Item Expansion Deviation Matrix, IEDM

Items

I1 I2 I3 I4 I5 I6

U1 10.500 2.000 0.000 4.500 6.000 0.000

U2 4.500 1.667 0.000 4.500 9.000 0.000

U3 0.000 0.000 6.000 0.000 0.000 15.00

U4 1.500 0.000 0.000 1.500 3.000 0.000

Definition 5. User Average Deviation Vector, UADu

For the given m×n User-Item rating matrix R, UADu is represented as a 1×m
row vector, which is calculated as

UADu =
n∑

i=1

IEDMu,i

q
,∀i ∈ {1, 2, ...n}, Ru,i > 0 (13)

where q is total number of rated items of user u in the original matrix R.

Step 2

Once the Expansion of item vectors and the user average deviations are calcu-
lated, Item Deviation Refinement can be made by subtracting the user aver-
age deviation from IEM. Deviation refinement for user u and item i can be
computed as

IDRMu,i = IEMu,i − UADu, ∀Ru,i = 0, i ∈ {1, 2, ...n} (14)

where UADu is the user average rating deviation of user u.
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Definition 6: Item Deviation Refinement Matrix, IDRM

Given the set of actual and expanded ratings <Ru,i, IEDMu,i>, Item Deviation
Refinement Matrix IDRM can be filled with refined values in case of unknown
ratings of R. IDRM will retain all known ratings of R. i.e., the ratings given by
users in the original matrix are retained in IDRM . Each IDRMu,i represents
the refined rating of user u for the item i if it is not rated in R.

The IDRM matrix for the matrix R is shown in Table 5.

Table 5. Item Deviation Refinement Matrix (IDRM)

Items

I1 I2 I3 I4 I5 I6

U1 1.000 2.000 −5.667 5.000 0.3333 −5.667

U2 −8.337 3.000 −5.333 −.8333 5.000 −5.333

U3 −10.500 −10.500 5.000 −10.500 −10.500 2.000

U4 1.500 1.000 0.000 1.500 3.000 0.000

The proposed technique takes two phases namely offline phase and online
phase. In the offline phase, the expansion refinement is made and Item Deviation
Refinement matrix (IDRM) is generated. In the online phase, based on the
matrix created, predictions are made.

4 Experimental Results

Details about the data sets used, accuracy of predictions and computational com-
plexities are described here. In collaborative recommender systems, it is crucial
to accurately predict how much a user likes an item if less number of ratings is
available. In addition, processing time required to make rating prediction is also
an important issue.

4.1 Data Set Used

The experiments are conducted on standard data set namely Movielens (www.
Movielens.com). Two data sets from Movielens namely Movielens100k and
Movielens1M are considered for experiments. The data set contains ratings given
for movies in the range 1 to 5. Movielens100k consists of ratings given by 943
users for 1684 items. The total number of ratings available is 1,00,000. Movie-
lens1M contains ratings given by 6000 users for 4000 movies. The total number
of ratings available is 1 million ratings. To scale down Movielens1M data set, a
set of 1000 users is randomly selected with 2200 common items. Five fold cross
validation is done to validate the proposed approach.

www.Movielens.com
www.Movielens.com
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In order to prove the efficiency of Item Refinement technique, Item vectors
with very less ratings are considered. In order to discuss about the efficiency of
item expansion approach, two data sets from the given data sets are created.
From the given data sets, item vectors with maximum of 3 ratings, items with a
maximum of 5 ratings and items with maximum of 8 ratings are considered for
comparison of results.

4.2 Evaluation Metrics Used

According to Herlocker et al. [6], metrics evaluating recommendation systems
can be broadly classified into two broad categories: predictive accuracy metrics,
such as Mean Absolute Error (MAE), and its variations; classification accuracy
metrics, such as precision, recall and F1-measure.

In this work, three predictive accuracy metrics as discussed in [29] are used.
The first one is the hit-rate (HR) which is the ratio of the number of hits to the
size of the test set. The predicted rating is referred as a hit if its rounded value
is equal to the actual value in the test set. A HR value of 1.0 implies that all the
ratings are predicted correctly. One limitation of the hit-rate measure is that it
is indifferent to the distance to actual rating in case of a miss. This limitation
is addressed by the Mean Absolute Error, MAE, which penalizes each miss by
the distance to actual rating. The last method is Root Mean Square Error,
RMSE, a measure that emphasizes large errors compared to MAE measure. The
algorithm with low MAE an RMSE values is considered to be the best algorithm.
The metrics are defined as

HR =
no. of hits

n
(15)

MAE =
n∑

i=1

|Pi − Ai|
n

(16)

RMSE =

√
√
√
√

n∑

i=1

(Pi − Ai)2

n
(17)

where Pi is the predicted rating, Ai is the actual rating, n is the total number
of ratings.

Since the motive of the proposed approach is to improve the quantity of rec-
ommendations, the metric ‘coverage’ which is the ratio of number of predictions
made to the total number of known ratings is used. The formula for coverage is
as follows,

coverage =
Nr,s

Nr
(18)

where Nr,s is the number of ratings predicted, Nr is the number of known ratings
in the test set. The algorithm with high HR and coverage is considered to be
the best algorithm.
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4.3 Comparison of Algorithms

This section shows that when item vectors are expanded the number of ratings
in it increases in a meaningful way which in turn improves quality of predic-
tions. In order to prove the efficiency of item vector expansion, kNN approach
for item based collaborative filtering detailed in [23] is considered. kNN algo-
rithm is applied on base line data set as well as expanded item vectors. The
procedures are called as kNN Item, kNN IE respectively. Further the pro-
posed approach is compared with kNN based user collaborative filtering [17],
SVD based collaborative filtering [22] and collaborative error reflected models,
ERR [9].

Comparisons of results for various metrics in case of item expansion of Movie-
lens100k are shown in Table 6. From Table 6, it is understood that kNN IE
seems to produce better prediction accuracy with respect to MAE, RMSE, HIT
and Coverage. The improvement in the quality of predictions is due to expan-
sion of item vectors. The values given in bold letters show the improvement of
prediction accuracy produced by the proposed vector expansion technique.

Table 6. Comparison of results of item expansion in Movielens100k

No. of ratings per item ≤ 3

MAE RMSE HIT COVERAGE

kNN Item 1.1310 1.5054 0.0879 0.1985

kNN IE 1.0260 1.3456 0.1522 0.3551

kNN User 1.1260 1.4456 0.1122 0.2351

SV D 1.1160 1.5456 0.1322 0.2451

ERR 1.0460 1.3956 0.1422 0.2851

No. of ratings per item ≤ 5

MAE RMSE HIT COVERAGE

kNN Item 1.1045 1.2054 0.0879 0.2085

kNN IE 1.0045 1.1156 0.1922 0.4251

kNN User 1.1002 1.2164 0.1217 0.2185

SV D 1.0156 1.1978 0.1349 0.2725

ERR 1.0136 1.1278 0.1649 0.2925

No. of ratings per item ≤ 8

MAE RMSE HIT COVERAGE

kNN Item 1.0985 1.1986 0.1079 0.2385

kNN IE 1.0002 1.1226 0.2222 0.4891

kNN User 1.1085 1.2036 0.1179 0.2585

SV D 1.0245 1.2046 0.1479 0.2456

ERR 1.01415 1.191046 0.1479 0.3286
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Comparisons of results for various metrics on Movielens1M are shown in
Table 7.

Table 7. Comparison of results in item expansion in Movielens1M

No. of ratings per item ≤ 3

MAE RMSE HIT COVERAGE

kNN Item 1.1510 1.5063 0.0759 0.1856

kNN IE 1.1030 1.3446 0.1642 0.2811

kNN User 1.1540 1.4663 0.0984 0.1756

SV D 1.1210 1.4263 0.1259 0.2456

ERR 1.1110 1.3663 0.1559 0.2656

No. of ratings per item ≤ 5

MAE RMSE HIT COVERAGE

kNN Item 1.1055 1.3424 0.1079 0.1985

kNN IE 0.9934 1.1356 0.2022 0.3921

kNN User .9989 1.2387 0.1479 0.2235

SV D 1.1055 1.3424 0.1579 0.2985

ERR 1.0015 1.2824 0.1959 0.2355

No. of ratings per item ≤ 8

MAE RMSE HIT COVERAGE

kNN Item 1.0025 1.2316 0.1129 0.2645

kNN IE 0.9876 1.1226 0.2422 0.4291

kNN user 1.0012 1.2134 0.1676 0.2545

SV D 1.0123 1.3316 0.1729 0.2945

ERR 0.9912 1.1316 0.2229 0.3645

From Tables 6 and 7 it can be observed that the proposed item expansion
improves quality of predictions on different data sets.

4.4 Comparing Computational Complexities

This section, discusses about the computational complexity of the proposed
method. High computational complexity is often needed to enhance the pre-
dictions. In the model based view, the computational complexity can be split
into complexity in offline phase and complexity in online phase [5]. The offline
phase includes computation of IDRM , and similarity computations. IDRM
can be pre-computed since it does not change quickly. Periodically updating this
matrix would be more than enough. Online phase includes prediction compu-
tations of n test items. In online phase, computational complexity needed to
predict ratings for n items using k nearest neighbours is O(kn).



Item Refinement for Improved Recommendations 95

5 Conclusions and Future Work

The goal of this work is to improve the performance of collaborative Filtering. In
many real recommender systems, large portion of item vectors and user profiles
have less number of ratings. Moreover similarity computations largely depend
on ratings available in data set and leads to inferior predictions if sufficient data
is not available. Therefore including additional ratings to rating data set is a
key of success to improve quality of predictions. Item Refinement approach is
presented in the paper includes additional ratings with an objective of improving
prediction quality. The results show that the proposed technique outperforms the
benchmark collaborative filtering technique. Further, most of the computations
can be done in advance as an offline component and thus on-line computational
complexity is same as that of kNN technique. The proposed approach does not
work if the existing item vector is not having even a single rating. The reason
is that an item vector with no rating does not take any similar item and so the
proposed method fails. Instead of binary similarity, different similarity measures
can be used to improve accuracy of predictions still better.
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Abstract. Service Discovery is a process of identifying the compatible
resources of a transaction to result it in a comfort zone. The environment of
Internet of Things would be a mixture of hardware and software independent
components. Offering a service in an IoT architecture is challenging problem
based on participant registration and logs. A model for Integrating Physical world
devices in constrained web environments using Constrained Application Proto-
col (CoAP) together with an end-to-end IP and RESTful Web Services based
architecture is proposed. We suggest a Visa Processing Algorithm for an IoT
environment to maintain time constraint participants and for anonymity finding.
The proposed model is an integrating Constrained Application Protocol with the
algorithm for service discovery issues particularly handling anonymous entity.

Keywords: Service discovery � Internet of Things � CoAP � Visa processing �
Anonymity

1 Introduction

The scope of the Internet is broadened beyond its limits (e.g. servers and routers) and
rapidly growing borders (e.g. Personal Digital Assistants, personal computers and
smart phones) to trillions of tiny embedded devices (e.g. Sensors) in the physical world.
This enormous growth brings more possibilities and challenges to the Internet, such as
seamless integration of constrained devices with the Web. The term Internet of Things
(IoT) was coined more than ten years before by the researchers but has emerged into
the majority public view only more recently. There is an assumption that the IoT will
completely change the usage of computer networks for the next 10 to 100 years.
Internet of Things represents a common model for the capability of network devices to
sense and collect data from the world around us, and then share that data over the
Internet where it can be manipulated and exploited for various interesting purposes.

The existing web technologies and standards can be reused at the maximum level to
merge the cyber-world and physical world. The network of physical objects that include
embedded technology to communicate and sense or with their internal states or the
external environment is termed as the Internet of Things (IoT) and this is emerging as the
Web of Things (WoT) [2]. The devices become IP enabled and connected to the Internet
and enabled to communicate a language to provide interoperability. Re-designing and
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optimizations in application protocols is required to implement machine-to-machine
(M2M) applications over constrained environments on the IoT. Even though HTTP is
widely used with Web Services, it is not the only protocol for M2M communication.
The Internet Engineering Task Force (IETF) published a RESTful web transfer protocol
called Constrained Application Protocol (CoAP) [3]. CoAP comprises of several HTTP
functionalities which can be suited for the constrained environment M2M applications
on the IoT, meaning it takes into account the less processing power and energy
restrictions of small embedded devices, such as sensors.

Figure 1 illustrates the various applications of Internet of Things (IoT). IoT assumes
that the underlying network devices and the associated technology can operate
semi-intelligently and many times automatically. Maintaining the mobile devices con-
nected to the Internet can be hard enough to make them smarter. People have ample
number of needs that seek an IoT system to accommodate or be configurable for different
situations and preferences. Hence, with all those challenges overcome, if people become
too dependent on this concept and the technology is not highly robust, any technical
knowledge in the system can cause serious system and/or financial damage.

Section 3 describes the Visa Processing algorithm. Section 4 presents the service
discovery process in IoT environment. Section 5 briefs about the implementation of the
Visa Processing algorithm using CoAP and the Sect. 6 gives the concluding remarks.

2 Literature Review

Internet Engineering Task Force (IETF) has Constrained Restful environments (CORE)
working group published a restful web transfer protocol named as constrained appli-
cation protocol (COAP) in June 2010 [3]. COAP offers different http functionalities
which have been designed again for mobile to mobile applications over constrained
environments on the IoT that takes into an account low processing power and energy
restrictions of small embedded devices, such as sensors. COAP also offers a number of
features that HTTP not covers, such as IP multicast support, built-in resource discovery,
native push model, and asynchronous message exchange [13, 14]. The passenger can

Fig. 1. Few applications of IoT
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automatically get a service during his travel using a FlyPS model and discussed the
service discovery issues in Airport Scenario [13]. A device/person enters into a network
is treated as anonymous user rather a malicious user. Registrations and logs are main-
tained in a Pervasive environment [14].

3 Visa Processing

A. VISA Processing Techniques for an IoT Constrained Environment. VISA is a
special type of document provided to an individual for the entry/exit to a region for
being some amount of time. Visa provider is usually being the authority body of the
Region of Interest (ROI). The Person who receives Visa can be a visitor/guest to the
region. The task of issuing the visa for a new arrival device or a user is taken care by an
IoT Server by referring the Guest Registry. Visa document is categorized into multitude
ways in many nations in real time context. The IoT Constrained Environment is
assumed as a region of interest to be visited and the device/user requires getting a visa
from the Server. Visitor visa referred as Short-stay visa is the essential one. The Server
identifies a new arrival to the boundary region is touched. On-arrival visa is issued with
a time stamp.
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The algorithm verifies every user in order to permit into the Pervasive space. An
interface installed with Entry processor verifies the registered users. Similarly the exit
processor verifies to permit a device/resource to leave the network. The entries of GR
are used for this purpose. Consequently, the nodes pass the signals in the network. The
signals are repeated generally in order to keep the information safe. This is referred as
replicated signals. As a refinement and filtering process of aggregation the replicated
signals are to be identified.

4 Service Discovery in IoT Environments

Service discovery is an growingly an important issue as we move towards realizing
pervasive systems. How does the user find and access to a particular service from the
plethora of services that may potentially be available around him at any moment? After
discovered a service, a next important issue is how the user interacts with them. An IoT
environment is a mixture of devices, people and services. A life span of a service
completes only when the result of the communication is proper. Usually a service layer
in the form of middleware resolves this issue.

(i) Constrained Environment
A Constrained Environment is a workspace with low powered hardware devices,
with minimum networking capabilities. The existing web services are extended
with REStful architecture to provide a service to the IoT devices. The use of web
services (web APIs) on the Internet has become pervasive in most applications
and depends on the fundamental Representational State Transfer [REST] archi-
tecture of the Web.
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(ii) CoAP
According to IETF Standards Release, The Constrained Application Protocol
(CoAP) is a specific web transfer protocol for use with restricted nodes and the
restricted (e.g., low-power, lossy) networks. The nodes frequently have 8-bit
microcontrollers with small amounts of primary memory, while constrained net-
works such as IPv6 over Low-Power Wireless Personal Area Networks (6LoW-
PANs) frequently will have high-level packet error rates and a usual throughput of
10 s of Kbit/s. The protocol is generated for machine-to-machine (M2M)
applications such as smart home and building automation. CoAP provides a
request/response interaction model between domain endpoints, supports discovery
of services in built-in mode and resources, and includes key concepts of the
Internet such as URIs and Web media types. CoAP is designed to easily interface
with HTTP for integration of the Web when addressing specialized requirements
such as multicast support, very less overhead, and simplicity for constrained
environments

CoAP is an Application Layer service discovery protocol for constrained envi-
ronments. Resource discovery in built-in, IP support for multicast routing, native push
model, and asynchronous message exchange are other special features of CoAP that are
not offered by HTTP (Fig. 2).

5 Implementation

The Model is realized in a Simulated Environment. The Contiki Operating System for
CoAP environment is used to implement the Visa Processing Algorithm. An Agri-
cultural logistics is the application scenario. The datasets are used from Great IoT,

Fig. 2. An IoT environment using CoAP interactions
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Sensor and other Data Sets Repositories for Japanese Logistics Sensor Data. Among
the various attributes observed in the original dataset we consider the boundaries in the
form of longitudes and the validity of the endpoint. As the Visa Processing Algorithm
concentrates on the boundary crossing and verification, expiry timestamp of the end-
point, we observe the nodes for the above.

Fig. 3. Movement of a vehicle

Fig. 4. Time stamp of data transmission at a node level
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The Fig. 4 illustrates the timestamps of a single endpoint in a virtually fenced farm.
As the time increases linearly, we observe the node with a synchrounous data
transmission.

The CoAP environment is created in a simulated scenario with 15 nodes of
IoT devices. The node specification and configuration is assumed as random and
self-configured. The heterogeneous devices are deployed to interact each other and to
the base station. No cluster/cluster head is fixed. The Web of Things is assumed as an
extension of HTTP in the form of CoAP. The following graph in Fig. 3 illustrates the
movement of an Endpoint in various locations of the farm. The Endpoint is assumed as
a moving vehicle to serve the farming practices. The locations are the landmarks
deployed with specific static sensor nodes. When the vehicle enters into the node
coverage, the interaction is initiated and accounted. The four directions are measured
for virtual fencing environment as constrained. The interaction itself is a service dis-
covery process of the environment.

6 Conclusion

The proposed model and algorithm recommend the integration of CoAP in IoT envi-
ronment. The authors highlighted the use of CoAP in pervasive agriculture environ-
ment. CoAP is used on the sensor nodes in the vehicle container to retrieve resources in
both directions. This model is an IP based solution to integrate sensor networks used in
the agriculture farm, highlighting the use of the CoAP protocol for the retrieval of
sensor data during the traversal of a vehicle. The proposed model defines service
discovery for IoT at the middleware level. The entry and exit visa processing algo-
rithms provides a virtual fencing to a pervasive space. The key research issue is to
handle unidentified and unauthorized entities into the pervasive environments. The first
time enquiry or missing registrations are to be focused for future avenues. The real time
implementation of a precision farming with IoT devices interacting to each other using
our model is also planned.
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Abstract. Vehicle Routing Problem with Time Windows (VRPTW) is a well
known combinatorial optimization problem. Many solution strategies are pro-
posed to solve VRPTW. In this work, a constraint based (COB) heuristic
approach is proposed to solve VRPTW. The algorithm uses two stages to solve.
In the first stage, priority based decomposition is introduced that partitions the
customers based on spatial constraints with a devised priority metric. In the
second stage, an urgency based orientation is introduced based on temporal
constraints to direct the customers along the route. The routes obtained are
improved for optimality. The proposed algorithm is tested on Solomon’s
benchmark data sets and implemented using MATLAB 7.0.1. The results
obtained are found to be competitive with other well known methods.

Keywords: Vehicle Routing Problem with Time Windows � Combinatorial
optimization � Heuristics � Spatial constraint � Temporal constraint

1 Introduction

The distribution of goods or products from a set of production centers to a set of
customers is of great economic and social importance. The focal point of distribution
logistics is to minimize the overall cost of delivery. However, cost minimization alone
is not a fundamental strategy. There should be a good tradeoff between minimizing cost
and maximizing other competitive performance metrics such as quality, delivery,
service, etc. Also the success of a distribution depends on planning of routes and
prompt delivery of goods. These problems are extensively studied under Vehicle
Routing Problems (VRP) and are used widely in the areas of Transportation Engi-
neering, Logistics and Operations Research. VRP is a NP hard Combinatorial Opti-
mization Problem (COP). It is used to design optimal routes for serving customers who
are all geographically distributed with some demand. They are to be served by vehicles
with homogenous capacity stationed at depot. The objective of VRP is to optimize the
route cost and to serve all customers. In VRPTW, a set of vehicles with homogenous
capacity is to be routed from a central depot to serve customers with some demand who
are geographically dispersed. Each customer has a time window with two quantities,
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early time and late time within which the vehicle should serve them. The objective is to
reduce the route cost without violating the time constraints.

This paper aims in introducing a solution technique using the spatial and temporal
constraint of customers. The algorithm aims to solve the problem in two stages. In the
first stage, the problem is decomposed into smaller sub problems using the spatial
location with a devised priority metric. This reduces the complexity of the problem.
Then, each sub problem is solved separately and integrated to get the solution to the
original problem using a devised algorithm urgency based orientation.

2 Literature Survey

The solution strategies used to solve VRPTW are varied and can be classified into
solutions obtained using exact algorithms, Heuristics and Meta heuristics. Exact
algorithms are used to get accurate results, but often take exponential time. [1] pro-
posed an exact algorithm and devised a method based on shortest path problem with
resource constraints. Their algorithm required a tight deadline constraint. [2] suggested
a set of heuristics and improvement methods for VRPTW that has its origin in solving
VRP. Similar to Clarke and Wright’s savings heuristic, Solomon described a heuristic
that works in parallel route construction along with time window constraints. Insertion
heuristic and nearest neighborhood heuristic described by Solomon were widely used
by researchers. These form the base for new heuristic to emulate. [3] described a
procedure to solve the delivery schedules for a food processing company with greedy
look ahead heuristic with less number of vehicles. [4] proposed a reactive tabu search
with adjustable tabu list during the iteration process. A simulated annealing approach
combined with a local search can be found in [5]. Work on genetic algorithms can be
found in [6] where they formulated VRPTW as a set partitioning problem with genetic
algorithm. [7] proposed a hybrid Meta heuristic which uses the Ant Colony Opti-
mization (ACO) and the tabu search. ACO is used to arrive at a solution and tabu is
used to explore new solutions, a local improvement method is also used. Particle
Swarm Optimization (PSO) is also used to get solution for VRPTW. [8] extended their
work of VRP with PSO to solve VRPTW with PSO.

3 Problem Description

VRPTW can be formulated on undirected graph G ¼ ðV ;EÞ with a set of vertices
V representing the set of N customers fC1;C2; . . .;CNg where Ci 2 Vnf0g are dis-
tributed in the Euclidean plane with co-ordinates ðxi; yiÞ Let E be the set of edges
connecting the vertices. Each edge is associated with a cost cos tij connecting the
customers Ci and Cj. Each customer i has a demand di. The depot V0 has a fictitious
demand zero and has a fleet of M vehicles stationed at the depot with homogenous
capacity Q. Each customer has a service time pi and time window ðai; biÞ where ai is
the early time, bi is the late time. The vehicle should start from the depot, service the
customer with the required demand exactly once within the time window and return to
the depot without violating the capacity constraint of the vehicle. The service time pi is
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the time taken for servicing the customer. If a vehicle arrives before early time ai there
is a wait time wi given by wi ¼ ti � ai where ti is the total time taken to reach
the customer i. Each vehicle should arrive before the late time bi. TTk is the total
allowable time taken by vehicle k, k 2 M. A decision variable xijk is introduced to
know the customers i and j who are served by a particular vehicle k

xijk ¼
1 if k travels from i to j

0 otherwise

(
.

The mathematical formulation of the problem as given by (Yu et al. [7]) is

min
XN

i¼0

XN

j¼0

XM

i6¼jk¼1

cos tijxijk ð1Þ

XM

k¼1

XN

i¼1

x0jk �M ð2Þ

XN

j¼1

xijk ¼
XN

j¼1

xjik � 1 for i ¼ 0; k ¼ 1; 2; . . .;M ð3Þ

XN

j¼1

xj0k ¼ 1 for k ¼ 1; 2; . . .M ð4Þ

XN

j¼1

x0jk ¼ 1 for k ¼ 1; 2; . . .M ð5Þ

XN

i¼1

xihk �
XN

j¼1;j6¼i

xhjk ¼ 0 for h ¼ 1; 2; . . .N k ¼ 1; 2; . . .M ð6Þ

XN

i¼1

XN

j¼0;j 6¼i

xijk �Q for k ¼ 1; 2; . . .M ð7Þ

XN

i¼1

XN

j¼0;j 6¼i

xijkðtij þ pi þwiÞ� TTk for k ¼ 1; 2; . . .;M ð8Þ

XM

k¼1

XN

i¼0;i6¼j

xijk ¼ ðtij þ pi þwi þ tiÞxijk � tj for j ¼ 1; 2; . . .;N ð9Þ

ai � ti � bi for 1 ¼ 1; 2; . . .;N ð10Þ

Time when a vehicle arrives at customer j is calculated as,
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tj ¼
XN

i¼0

XV

k¼1

xijkðtij þ pi þwi þ tiÞ for j ¼ 1; 2; . . .;N ð11Þ

Equation (1) is the objective function to minimize the total travel length under
several constraints. Constraint (2) sets the maximum number of vehicles that start from
the depot. Constraint (3) is the travel constraint, (4) and (5) shows that the vehicle starts
and ends at the depot, constraint (6) shows that the vehicle enters to serve customer
h and leaves customer h is the same, constraint (7) describes the capacity of the vehicle,
constraint (8) is the maximum travel time. (9) and (10) are the time window constraints.
Constraint (11) shows the time taken to reach a customer.

4 Proposed Work

The proposed work aims to solve VRPTW in two stages. The first stage is the
decomposition stage where the problem is decomposed and each individual sub
problem is solved separately. With decomposition, the dimensionality of the problem to
be solved is reduced. This decomposition can be related to decide the number of
vehicles used to service the customer. Based on the geographical location and demand
of the customer a priority metric is devised to carry out the decomposition. Though the
dimensionality of the problem is reduced it is still difficult to solve, hence a Constraint
Based heuristic is introduced that exploit the temporal constraints of the customer to
find the route. The resulting route is feasible and a local search is employed to improve
the route for optimality.

4.1 Decomposition Based on Priority

The process by which a complex problem is divided into parts that are easier to
conceive and solve is referred as decomposition. It aims in breaking down a problem to
minimize the static dependencies among the parts. The methodology is as follows.

Construction of Groups: The customers C1;C2; . . .;Cn are distributed in the Euclidean
plane with co-ordinates ðxi; yiÞ for i ¼ 1; 2; . . .;N. These N customers are decomposed
into K groups. The minimum value of K is taken as one so at least one group is formed.
The total number of groups formed is K�M. Using Eq. (12) the number of groups K is
determined.

K ¼

PN
i¼1

di

Q

2
6666

3
7777
;

PN

i¼1
di [Q

1; otherwise

8
>>><

>>>:
ð12Þ
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The number of vehicles based at a depot is M. After decomposition, each group will

have nj number of customers assigned to it, satisfying the condition
PK

j¼1
nj ¼ N.

Selection of Seeds: The number of groups to be formed corresponds to number of
vehicles required to serve the customers. An initial set of seeds, Sk for k ¼ 1; 2; . . .;K
are determined. The distance disti for i ¼ 1; 2; . . .;N is calculated for N customers from
the depot. These are arranged in non decreasing order as dist1 [ dist2. . .[ distN .
Roughly above half the number of seeds SK

2

� �
are chosen from the farthest set of

customers and the remaining ðSK � SK
2

� �Þ set are chosen from the nearest set of cus-
tomers from the depot. These seeds play an important role in forming the groups that
spans the entire Euclidean space.

Formation of Groups: With the seeds got, an initial grouping of the customers is made.
The customers C1;C2; . . .;Cn are assigned to corresponding seed S1; S2; . . .; Sk based
on a priority metric. A priority metric is devised based on the customers demand and
distance. The proposed work decomposes the customer based on the demand; this will
pack the customers tight within the group, which aims in the minimal use of vehicles.
Two attributes of customers namely the demand and the distance are considered for
calculating the priority metric. It assigns the customer with high demand and low
distance to have higher priority, so it is included in the group first. These customers are
given preference because if the higher demand customer with less distance is grouped
first then it is easy to pack the customers with less demand which indirectly aid in the
reduction of vehicle. A priority metric Pij for N customers to K seeds S1; S2; . . .; Sk are
calculated using Eq. (13).

Pij ¼ distij
demandi

for i ¼ 1; 2; . . .;N; j ¼ 1; 2; . . .;K ð13Þ

distij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þðyi � yjÞ2

q
ð14Þ

This grouping will pack the customer tightly. In each group, the number of cus-
tomers is limited by the capacity of the vehicle. For a group Li; i ¼ 1; 2; . . .;K, Li �V

and #Li ¼ nj such that
PK

i¼1
#Li ¼ N. Then each group should satisfy the Eq. (15)

Xni

r¼1

dr �Q 8i ¼ 1; 2; . . .;K ð15Þ

Let ðx1; y1Þ; ðx2; y2Þ; . . .; ðxni ; yniÞ be the co-ordinates of the customer in a set
Li �V ; i ¼ 1; 2; . . .;K. The seeds are updated as in Eq. (16).

Zi ¼
Xni

i¼1

xi=ni and Zj ¼
Xni

i¼1

yi=ni ð16Þ

A Constraint Based Heuristic for Vehicle Routing Problem 111



Where ni ¼ #Li; i 2 K.
After seeds are updated, the groups are regenerated to obtain the optimal grouping

of customers. After the grouping, based on the time constraint the customers are
checked for service by a corresponding vehicle. If any customer left without service,
then the number of seeds is arbitrarily incremented. The process of grouping the
customers is iterated until convergence, till all the customers are allocated to the group
and there is no change in the customers allocated to the groups. This decomposes the
graph G into disjoint sub graphs G1;G2; . . .;GK .

4.2 Orientation Based on Urgency Metric

Each sub graph Gi; i ¼ 1; 2; . . .;K has the set of customers to be served. This paper
proposes urgency metric to direct the customers along the route. Since customers are
already grouped together based on spatial constraint, the task is to serve the customers
by the vehicle within the specified time window of the customer. Urgency metric is
devised based on the late time, wait time and the distance.

Earliest Late Time Rule (ELTR): Within each group, the customers are initially
arranged in ascending order of late time.

Wait Time Rule (WTR): For any customer Cw, the wait time ww is calculated as
ww ¼ aw � tl where aw is the early time, tl is the travel time till Cw and aw [ tl. The
customer with the least/no wait time is selected, assuming to be an urgent customer for
servicing.

Closest Distance Rule (CDR): When more than one customer is having the least wait
time, then those customers are pipe lined by CDR to identify the closest one, con-
sidering that customer as the most urgent.

Methodology. Each sub graph Gi; i ¼ 1; 2; . . .;K obtained through decomposition is
used for routing. For each group, Li; i 2 K, the customers in each group Cr; r 2 ni
where i ¼ 1; 2; . . .;K are arranged in non decreasing order of their late time br, where
b1\b2. . .\bni . Let Hi; i 2 K be a list constructed within each group with customers
arranged with the above ordering of late time. A typical list has customers arranged as
C1;C2; . . .;Cl;Cw;Cr; . . .;Cni ; ni ¼ #Li. The list Hi is used as a base list to be con-
sulted to validate whether all customers are visited. The customers with identical time
window and cannot be served in a group are transferred to the next nearest group and
checked for constraint satisfaction. Since hard time window is considered, to serve a
customer Ci, the total travel time ti while serving Ci should be ai � ti � bi. The selection
of customers for servicing is based on two factors, wait time and distance. The wait
time of all customers in a list Hi is calculated and stored in list H0

i . The customer with
least wait time and smallest distance is selected for service. Equation (17) will decide
the servicing of customer Cw by a vehicle after Cl

visitðCwÞ ¼ 1; ww � 0 and bw � tl\pw
0; ww [ 0

�
ð17Þ
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If visitðCwÞ is 0 then service to customer Cw can be delayed. For any customer Cr, a
list PCr having the set of all probable customers ðPCrjÞ; r 2 ni; r 6¼ j; where 0\j\ni
is formed. To decide the customer to be served after customer Cl the customers with
wait time less than or equal to ww of Cw are selected as probable customers and stored
in PCl. If there is more number of customers having the least wait time, then CDR is
followed to resolve the situation. Let fC#

1 ;C
#
2 ; . . .;C

#
Mg be the list of customer in PCl

with least wait time than Cw. The customer C� is selected using CDR from
C#
m8m ¼ 1; 2; . . .;M using Euclidean distance from Cl to C#

m 8m ¼ 1; 2; . . .;M.

4.3 Improvement Procedure

The route formed at the end of the Constraint Based heuristic will be a feasible route.
When constructing the route using urgency metric the concentration is made to serve all
customers within the time windows. So, the wait time of the customer plays a major
role in deciding the service of customer along the route. The proposed method builds
the route with the criteria that instead of spending the time in waiting for servicing a
customer, the vehicle can serve any other customer with no wait time. This is the basic
principle for devising the urgency metric. This in turn guides to serve all customers.
Since the objective is to reduce the total travel time the route obtained is tried for
optimality with a compromise in wait time. So an improvement method is used to
optimize the route. A simple greedy heuristic is used to improve the route. A customer
is selected and inserted in the cheapest position. If the cost is less than the calculated
cost, route is updated.

VRPTW introduces many complications in improving the routes as hard time
window constraints are involved. The precedence in terms of the time window con-
straints should be taken into account. One way to get an infeasible route is when a
violation in precedence is found in terms of time window constraints. To eliminate this,
a preprocessing step is included to eliminate the introduction of infeasible route by the
construction of probable list. Since the probable list of all customers to be served is
maintained for each customer, alternate route can be formulated without considering all
possibilities which reduces the time complexity. But, if there is a change in the path,
then again based on the time window alternate route are to be constructed.

4.4 Theoretical Analysis of Proposed Algorithm

Lemma 1: Route obtained using constraint based heuristic is a feasible route.

Proof: Let Li, 8i 2 K be the groups formed. Let the initial ordering formed within
each cluster based on the late time in Li be Hi 8i 2 K. To prove that the route obtained
is feasible, it is enough to prove that the solution satisfies the constraints Eqs. (2)–(10).
To satisfy the constraints related to travel and vehicles used, the clustering Li, i 2 K is
analogous to the number of vehicles ðKÞ used, where K �M. This implies that each
cluster Li, i 2 K is served by one vehicle. If Cr; r ¼ 1; 2; . . .; ni 8i 2 K is the set of all
customers in each Li, then all customers within Li are served by the same vehicle which
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starts and ends at the depot. To satisfy the constraint related to capacity of a vehicle, the
initial clustering Li is formed as specified in Eq. (7) hence it is satisfied.

To verify whether the temporal constraints are satisfied, the ordering of customer Cr

within each Li is done with the ELTR. Each customer Cr; r ¼ 1; 2; . . .; ni 8i 2 K, has a
time window ½ar; br�. If a typical customer ordering has customer Cl followed by
customer Cw then bl\bw which fixes a priority on the order of the customer to be
served based on their late times. Hence the routes formed are feasible.

Lemma 2: Customers within each group are tightly packed using priority metric.

Proof: Let C1;C2; . . .;CN be the customers with demand d1; d2; . . .; dN . If the cus-
tomers are put in a group using Euclidean distance alone as a measure, then the
customers with minimum distance from the group center will be considered for
including in the group. This may be true for those customers with lesser demand also.
Then the customer with less demand also gets packed in a group that leads to
Pni
r¼1

dr þ b ¼ Q 8i ¼ 1; 2; . . .;K where n1 is a group. Let b be the remaining space

within a group. Since demands of the customers are not considered there is a chance of
customer with greater demand ðdgÞ not packed in to the group and not able to find place
in any groups because of higher demand i.e. dg [ b of each vehicle. In this case there
may be a chance of a few customers with greater demand not be able to fit in a vehicle
that leads to an additional vehicle to be allocated.

If the customers are arranged in decreasing order of their demand and increasing
order of distance, then the high demanding customers are packed first leaving space for
less demanding customers to be accommodated at the end.
Pni
r¼1

dr þ b ¼ Q 8i ¼ 1; 2; . . .;K Where b � 0. Since these customers’ demands are less

they can be accommodated in any of the groups, hence the need for another vehicle is
eliminated. Thus the customers within each group are tightly packed.

5 Results and Discussions

The proposed work is tested with the Solomon’s 56 test cases. They are C1, R1, RC1,
C2, R2 and RC2. The customers C1 and C2 are clustered customers. RC1 and RC2 are
both remote and clustered customers, R1 and R2 are remotely placed customers.
Problems C1, R1 and RC1 have a narrow time window, so less number of customers is
served in this category when compared to C2, R2 and RC2. The algorithm is coded
with MATLAB 7.0.1 with Intel core 2 quad processor. The proposed method’s effi-
ciency is tested by comparing the overall cost and cumulative total number of vehicles
with the published results [8]. Table 1 project that the proposed method works better.
To supplement the strength of the algorithm it is also compared against Meta heuristics
like tabu search, genetic algorithm and Ant colony optimization algorithms. Table 2
shows the comparison obtained.

Table 2 describes the cumulative total number of vehicles used and the cumulative
total distance travelled by the vehicle. The average Relative Percentage Deviation
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(RPD) is used to compare the relative performance of the algorithms with the proposed
method. RPD is calculated using Eq. 18. Table 3 projects the RPD’s obtained for the
proposed method with other methods.

Table 1. Comparison of the proposed method with other heuristic

Data set [9] This work

C1 NVa 10 10
TDb 828.38 828.6

C2 NV 3 3
TD 596.63 590.92

R1 NV 12.42 12
TD 1233.34 1225.37

R2 NV 3.09 4.5
TD 990.99 990.08

RC1 NV 12 11.63
TD 1403.74 1411.68

RC2 NV 3.38 5.6
TD 1220.99 1169.04

Cumulative Total Vehicle TNV 420 445
Cumulative Total Distance TD 58927 58272
aN - Number of Vehicles; bTD - Total Distance.

Table 2. Comparison of the results of the proposed method with other methods

Data set [10] [11] [4] [12] [13] [14] [7] This work

C1 Na 10 10 10 10 10 10 10 10
TDb 838 828.45 828.38 828.94 828.38 832.13 841.92 828.6

C2 N 3 3 3 3 3 3 3.3 3
TD 589.90 590.30 591.42 589.93 589.86 589.86 612.75 590.52

R1 N 12.60 12.25 12.17 12.50 12 12.16 13.1 12
TD 1296.83 1216.70 1204.19 1268.42 1217.73 1211.55 1213.16 1225.37

R2 N 3.00 3.00 2.73 3.09 2.73 3 4.6 4.5
TD 1117.70 995.38 986.32 1055.90 967.75 1001.12 952.3 990.08

RC1 N 12.10 11.88 11.88 12.25 11.63 12.25 12.7 11.63
TD 1446.20 1367.51 1397.44 1396.07 1382.42 1418.77 1415.62 1411.68

RC2 N 3.40 3.38 3.25 3.38 3.25 3.37 5.6 5.6
TD 1360.60 1165.62 1229.54 1308.31 1129.19 1170.93 1120.37 1169.04

All N 422 416 411 423 408 418 470 445
TD 62572 57993 58502 60651 59597 58476 57799 58272

aN - Number of Vehicles; bTD - Total Distance.
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RPD ¼ ðobtained result � Known resultÞ
Known result

	 100 ð18Þ

For some data sets, the proposed method works better compared to the published
results. As seen in the results, the deviations if exists are lesser in case of clustered data
sets when compared to remote and clustered data sets. Since the algorithm proceeds

Table 3. RPD’s obtained by other method with the proposed method

Other methods C1 C2 R1 R2 RC1 RC2

[10] −1.12 0.105 −5.510 −11.418 −2.386 −14.079
[11] 0.018 0.037 0.7125 −0.532 3.229 0.293
[4] 0.026 −0.15 1.758 0.381 1.019 −4.920
[12] −0.041 0.100 −3.393 −6.233 1.118 −10.645
[13] 0.026 0.111 0.627 2.307 2.116 3.529
[14] −0.424 0.111 1.140 −1.102 −0.499 −0.162
[7] −1.582 −3.627 1.006 3.967 −0.278 4.344

Table 4. Effects of Improvement heuristic on the proposed method

Dataset ACBI ACAI RPI

C1 836.3126 828.6 0.92221
C2 615.78 590.5163 4.102723
RC1 1482.738 1411.675 4.792655
RC2 1234.263 1169.039 5.284431
R1 1291.758 1225.369 5.139442
R2 11844.7 10890.95 8.052125

Fig. 1. Grouping obtained for data set C201
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with grouping the customers with the spatial constraint the customers are tightly packed
within a group, and not much deviation is obtained for clustered set of customers.

Table 4 presents the solutions obtained by the proposed method before and after
improvement. ACBI is the Average Cost obtained before the improvement heuristic,
ACAI is the Average Cost obtained after the improvement heuristic where RPI is given

as, RPI ¼ ðACBI�ACAIÞ
ACBI 	 100.

This work use the priority metric that groups the customers based on both demand
and distance. Figure 1 shows the grouping obtained at the end of decomposition based
on priority metric for the data set C201 and routing for C101 is shown in Fig. 2. Since
the customers are tightly packed, as the vehicle number increases, more grouping is
formed which increases the cost of the solution. After the construction of the feasible
route, the route is improved for optimality.

6 Conclusion

In this paper a constraint based heuristic method is proposed for solving the VRPTW.
The method is used to solve the VRPTW in two stages. In the first stage the problem is
decomposed into sub problems and each individual sub problem is solved separately.
A priority metric is used to group the customers based on the spatial constraint. The
second stage uses an urgency metric based on a set of rules that orients the customers
along the route. The results obtained using the proposed work is tested on the data sets
of Solomon. To assess the efficiency of the algorithm the obtained results are compared
with the other well known heuristics. The total distance and the total number of
vehicles used are also tabulated.

Fig. 2. Routing for C101 data set
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Abstract. Preprocessing is one of the steps in Data Mining, which involves
Noise removal, Identification of outlier, Normalization, Data transformation,
Handling missing values, etc. Missing value is a common problem in large
datasets. Most frequently used method to handle missing values by statistical is
discarding the instances with missing values. Sometime deletion of instances
with missing values cause loss of essential information, which affects the per-
formance of statistical and machine learning algorithms. This paper focuses on
handling missing values using unsupervised learning techniques. Rough
K-Means based missing value imputation was proposed and compared with
K-Means, Fuzzy C-Means based imputation methods. The experimental anal-
ysis is carried out on two data sets Lung Cancer and Cleveland Heart data sets.
The proposed method achieves the best accuracy for some of the datasets.

Keywords: K-Means � Fuzzy C-Means � Rough K-Means � Missing value
imputation

1 Introduction

Missing data refer the incompleteness in attribute values in a data set which may occur
for different reasons. The reasons for missingness are considered as the failure of
equipment, measurement error, ignorance and data corrupted. The observation with
missing values are difficult to analysis in the statistical modeling [1].

Decision making is one of the process of Data Mining which refers to extracting the
knowledge from large amounts of data. It depends on the rich complete data, from
which accurate information can be extracted. But many data sets available for research
contain missing data [2]. Some of the preprocessing methods are data transformation,
data normalization and missing values handling. One of the most significant issues of
missing values in a large data sets are imputing the missing values and improve the
accuracy. Imputing the missing values is really a challenging task in data mining
preprocessing [2].

Based on the pattern and the mechanism of the missingness, the characteristics of
the missingness are identified. In the data set, the way of missing occurred is identified
by the pattern and the mechanism shows that the probabilistic definition of the missing
values [3]. The missing data mechanisms are Missing at Random (MAR), Missing
Completely at Random (MCAR) and Missing Not at Random (MNAR).
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Some of the methods for handling missing values are as follows [4], (i) Ignore the
tuple is usually done when the class label is missing. (ii) Fill in the missing value
manually is another approach, but it is time-consuming and may not be feasible for a
given large data set with many missing values. (iii) One may use the most probable
value to fill all the missing value [5].

In the past few years, clustering based missing values imputation was popularized
among the researcher. Basically clustering techniques are unsupervised method use to
group similar objects in the same cluster and based on the information on the cluster the
missing values are imputed [6]. Sometime the data points that are similar distance to
two or more clusters are simply placed exactly any one of the clusters. It leads to being
the wrong conclusion of the missing values.

Simplicity and speed are the main advantages of K-Means clustering algorithm in
large dataset [7]. In K-Means clustering algorithm group similar objects in the same
cluster and dissimilar objects in different clusters. The main drawback of the K-Means
clustering have not yielded the same result on each run, it depends on the initial random
assignments of the K centroid. It affects the experimental results because each run it
imputes different value. To obtain the optimal result, we need some efficient method to
impute the missing values [8].

In Fuzzy C-Means the data point which belong to more than one cluster are
represented by membership function whose values are between zero and one [9–11]. In
Fuzzy C-Means the data point which belong to the particular cluster is represented by
the high degree of belongingness. In Rough K-Means, it enables the data point they
belong to one or more clusters, but the degree of membership value is not available.
The Proposed Rough K-Means Centroid based imputation methods is compared with
K-Means and Fuzzy C-Means based imputation methods.

The rest of the paper is organized as follows. Section 2 discusses clustering
algorithms related to missing values imputation. Section 3 discusses three imputation
algorithms based on centroid method and three imputation algorithms based on
parameters. Section 4 discusses the experimental analysis. Section 5 discusses the
conclusion.

2 Clustering Algorithm Used for Imputation

2.1 K-Means Algorithm

The K-Means Clustering algorithm was developed by MacQueen in 1967. The brief
description of K-Means algorithm was given by Hartigan in 1975. The main aim of the
K-Means algorithm is partitioning X point into K clusters on the basis of a sample.
Clustering is the process of grouping similar data point within the same cluster and
dissimilar data point in different cluster.

The K-Means algorithm for clustering X input data points into K cluster, where
X ¼ xij i ¼ 1; 2; . . .; nf g is the data points, C ¼ Cij i ¼ 1; 2; . . .;Kf g, is the cluster,
where 0 < K < n. The dissimilarity measure is used to cluster the data is given as
follows:
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E ¼
XK

i¼1

X
x2Ci

dist x;mið Þ2 ð1Þ

where x represents the data point in the cluster Ci and mi is the mean of cluster Ci. The
most popular clustering algorithm is K-Means clustering algorithm, which initially start
from random assignment of centroid and assign the data item to the cluster by the
closest value of centroids. The same process is repeated until there is no more con-
vergence. The details and steps involved in K-Means are detailed in [6].

2.2 Fuzzy C-Means (FCM) Algorithm

In Fuzzy C-Means each data point is characterized by membership, which belongs to
all the cluster by a membership function with ranges between zero and one as against
K-Means algorithm where the membership function takes either zero or one. Each data
point memberships close to unity signify a high degree of similarity between the data
point and a cluster while memberships close to zero imply little similarity between the
data point and that cluster. In Fuzzy C-Means ‘fuzziness’ m is the important parameter.
One can find the steps involved in Fuzzy C-Means algorithm in [12].

2.3 Rough K-Means Algorithm

Rough set properties were introduced by Zdzislaw Pawlak in the early 1980’s. It is a
mathematical approach to treat imprecision, uncertain and vagueness information [11].
Based on the properties of rough set and the data mining concepts of classic K-Means
clustering approach, Lingras et al. proposed a Rough Cluster algorithm. Peter’s
Refinements on rough clustering algorithms is used in this work. In rough clustering
each cluster contains the lower and upper approximation. Lower approximation is the
subset of the upper approximation. The importance of the rough clustering is an object
belongs to the lower approximation is one and only membership to that cluster and also
that object present in upper approximation. An object belongs to the upper approxi-
mation that is not contained in the lower approximation of the cluster is at least the
present in more than two upper approximations of the clusters and the actual mem-
bership of the data object are missing. In rough clustering Lingras et al. are not
considering all the properties of the rough set, but the use following property for rough
cluster algorithm [10].

• A data object belongs can belongs to one lower approximation at most.
• A data object is a member of lower approximation, it’s also a member of at least one

upper approximations.
• A data object that does not belong to any lower approximation is a member of at

least two upper approximations.
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3 Imputation Algorithms

3.1 Centroid Based Imputation Methods

In centroid based imputation methods, missing values imputation is achieved by the
following ways. The original dataset is partitioned into two groups, they are objects
without missing attribute values or Complete Data (CData) and objects with missing
attribute values or Missing Data (MData). Clustering algorithm is applied to CData to
partitioning the dataset into K cluster, which gives M ¼ mij i ¼ 1; 2; . . .;Kf g centroid is
the average value of column vectors of each cluster Ci. The object with missing attribute
values in MData is fetched one by one, the missing column value of an object si,j is
replaced by corresponding column values of mi,j centroid where S ¼ s1; s2; . . .; snf g.
Then the distance is calculated for the object si and the mi centroid. In the same way K
distance is calculated for all possible m centroid and object si. Find the minimum distance
dk fromK distance, then permanently placed missing column value of an object si,j by the
corresponding column value of dk,j centroid value and placed the object si to the dk cluster
[6]. The same process is repeated for all objects in MData.

In K-Means Centroid based imputation method the non-reference attribute (objects
with missing values) values are imputed based on the knowledge of the same cluster.
Objects within the cluster are more similar to each other that show the mean values
(cluster centroid) of objects in the cluster and the object within the cluster are
approximately holds the similar values. Imputing the non-reference attributes from the
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knowledge of cluster centroid value gives the best optimal values for the missing
attribute. Where m is the centroid value here K ¼ 1; 2; 3; . . .;Kf g Stands for the
number of clusters.

mk ¼
P

xi2Ck
xi

Ckj j ð2Þ

Equation 2 shows the centroid calculation for K–Means algorithm, it generated the
mean value for each cluster. The non-reference attribute in an object is imputed by the
corresponding centroid value of that cluster. The accuracy of the imputed value is
changed based on the data set and the imputing algorithm. If the variation of the data
set is very less, then the objects are very close to each other and that improves the
imputation accuracy of the non-reference attribute in centroid based imputation.

In Fuzzy C-Means centroid based imputation algorithms the missing attribute
values are imputed by the information of the same cluster. The cluster centroid for
Fuzzy C-Means is computed by the following equation.

mj ¼
PN

i¼1 u
v
ij:xiPN

i¼1 u
v
ij

ð3Þ
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where xi is the object and the uij represents the membership values for the data object.
In Fuzzy C-Means the clusters are formed by the membership function based on the
belongingness of the cluster. In Fuzzy C-Means the well separation of data into one
cluster is achieved by the membership value of data. In this case, each data contains
membership value for all cluster, the highest membership value to the cluster are
grouped into one cluster. Then the centroid value for each cluster is computed by using
the Eq. 3 and based on the information of the centroid value the missing attribute
values are imputed. Based on the closeness of the data in each cluster the algorithm
gives the optimal value for the non-reference attribute. In centroid based imputation
method the accuracy of the imputed value is increased when there are less variations
between the data objects within the cluster.

In Rough K-Means Centroid based imputation algorithms, the missing attribute
values are imputed based on the knowledge of the centroid values. The Eq. 4 is the
centroid calculation equation for Rough K-Means algorithm. Here mk holds the cen-
troid value.

~mk ¼ wl

X

~Xn2Ck

~Xn

Ck

�� �� þwu

X

~Xn2Ck

~Xn

Ck

�� �� ð4Þ
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wl þwu ¼ 1 where wl and wu represents the importance of lower and upper approx-
imations. Based on the Rough K-Means imputation algorithm, accuracy of the
imputing value is improved when the data objects are in less variance. The importance
of lower approximation is taken into 0.7 percentages and the importance of upper
approximation is taken into 0.3 percentages [10, 11, 15–17].

3.2 Parameter Based Imputation Methods

In parameter based imputation methods, missing values of an object is imputed based
on the information about the object in the cluster and some property of that cluster. In
Fuzzy C-Means product of membership value with centroid value are used. In Rough
K-Means lower bound and upper bound object information are used instead of the
cluster centroids [13, 14].

In K-Means Parameter based imputation algorithms the non-reference attributes or
the missing attribute of an object are imputed based on the information on the closest
object within the cluster. In this method Nearest Neighbor algorithm is used to find the
closest object within the cluster, the Eq. 5 shows the distance measure for Nearest
Neighbor. Very close to the non-reference object within the cluster is identified by
Nearest Neighbor Algorithm and imputed the missing values.
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dist X1;X2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
x1i � x2ið Þ2

q
ð5Þ

Searching nearest object from the entire data set is complicated process and also
increases the computation time. So clustering algorithm is applied to the data set to
group the similar object in a cluster, then the Nearest Neighbor algorithm is applied to
the cluster to find closest object.

In Fuzzy C-Means Parameter based imputation algorithms, the imputation of the
missing value is based on the information of the membership degrees and the values of
the cluster centroids. The Eq. 6 is used to impute the missing attribute by Fuzzy
C-Means Parameter based imputation algorithm [9, 12, 18, 19].

xi;j ¼
XK

k¼1
U xi;Ckð Þ � mk;j ð6Þ

In Fuzzy C-Means clustering algorithm, each object is present in all the clusters by
membership value. The object importance to the cluster is identified based on the
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membership value. The equation shows summation of the product value of the centroid
and the membership values of the corresponding object with missing attributes. In
Fuzzy Clustering, for a non-reference object xi which is present in all the cluster and the
contribution information to all the cluster is getting from the membership degree. By
Fuzzy C-Means Parameter based Imputation algorithm, Contribution of an object to a
cluster is identified by the above method, then the knowledge of the cluster is added to
impute the missing attribute.

In Rough K-Means Parameter based imputation algorithm, the rough clustering is
applied to the dataset [10, 11, 15–17].

xi ¼

P
xi2A Ckð Þ xi
xjj j �Wlower þ

P
xi2�A Ckð Þ�A Ckð Þ xj

xjj j � wupper;

if xi 2 A Ckð Þ for any 1� k�K; and xj is a complete object;P
xj2�A Ckð Þ xj
xjj j ; if xi 62 A Ck0ð Þ for all 1� k0 �K:

8
>>>><

>>>>:

ð7Þ

The Eq. 7 shows that the imputation is based on the information on a lower
approximation object and upper approximation objects. Object with missing value is
present in a lower approximation mean, then the information about the lower
approximation is used to impute the attribute value. If the non-reference object is
present in the upper approximation, than the information about the upper
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approximation object is used to impute missing values. If the data set with high
variance, Rough K-Means Parameter based Imputation that gives optimal accuracy to
the imputed value.

4 Application

4.1 Classification

In this study, Back Propagation based Neural Network classification is used to evaluate
the accuracy of the imputed value. The importance to choose the neural network based
classification has been addressed on the following. Artificial Neural Network is simply
referred as Neural Network, is the models of the biological Neurons System (Human
brain). The significance of the biological neural systems is parallel distributed pro-
cessing, neurons are highly interconnected and computation or decision making is very
fast compared to any other system. The huge amount of neurons and interconnection
between neurons makes the system to get optimal result. The same process of the
biological neural system concepts is imitated to build a new computation system called
Artificial Neural Network. It contains an input layer, hidden layer and output layer. In
input layer each neuron gets signal from p piece of signal and each neuron in input layer
that are connected to all other neurons in hidden layers, this way of connection is called a
fully connected network. The number of neurons in the hidden layer is chosen based on
the application. The transfer function of neuron is chosen based on the application and
basically the transfer function used in a neural network are sigmoidal [20–22].

4.2 Medical Dataset

The K-Means, Fuzzy C-Means and Rough K-Means clustering based missing value
imputation method is applied to two different medical data sets. The datasets are
downloaded from UCI Repository [6]. Table 1 shows the full details of the data sets.

Table 1. Medical datasets.

Dataset name Total number of instances Total number of features

Lung Cancer 32 56
Cleveland Heart 303 13
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The missing attribute are removed and formed the complete data matrix. From the
complete data Matrix Manually make the missing Values, the actual value and position
of the missing attribute is known. The various clusters based imputation algorithm is
applied to the complete data. The Table 2 shows the actual value and the predicted
values.

4.3 Application on Lung Cancer Dataset

Table 2 shows the predicted values by six clustering based imputation methods.
Overall performance of Rough K-Means Centroid based Imputation method gives
optimal results compare to other imputation algorithm for this dataset. Figure 1 shows
the Performance of the Imputation algorithms to the Lung Cancer dataset. The Rough

Table 2. Comparison between actual value and the predicted value by various clustering
methods

Name of the
dataset

No of
cluster

Actual places Imputed value

Centroid based Parameter based

Row Column Actual
values

K-Means Fuzzy
C-Means

Rough
K-Means

K-Means Fuzzy
C-Means

Rough
K-Means

Lung Cancer 2 3 4 2 1.428571 1.35286 1.8125 2 1.35294 1.33333

6 6 3 2.5 2.47074 2.15 3 2.47058 2.53333

11 19 0 0.142857 0.35333 1.5125 2 0.35294 0.26666

12 20 2 0.642857 0.88165 0.24375 2 0.88235 0.86666

13 29 2 2.142857 2.17644 2.7375 2 2.17647 2.06666

20 40 1 2.666666 2.11777 2.7375 2 2.11764 2.06666

22 43 1 2 2.05888 2 2 2.05882 2

23 46 3 2 2.05888 2.71875 2 2.05882 2

24 53 2 2.333333 1.88241 2.6625 3 1.88235 1.8

27 55 2 1.785714 1.823457 1.24375 2 1.823529 1.866667

3 3 4 2 1.6 1.35287 1.651 2 1.352941 1.357143

6 6 3 2.3 2.470825 2.616 3 2.470588 2.571429

11 19 0 0.2 0.353319 1.52 0 0.352941 0.285714

12 20 2 0 0.881318 0.26 0 0.882353 0.928571

13 29 2 2.25 2.176435 2.02 2 2.176471 2.071429

20 40 1 2.666667 2.117772 2.74 3 2.117647 2.071429

22 43 1 2 2.058877 2 2 2.058824 2

23 46 3 2 2.058877 2.72 2 2.058824 2

24 53 2 2.333333 1.882412 2.68 3 1.882353 1.857143

27 55 2 1.7 1.823426 1.24 2 1.823529 1.857143

4 3 4 2 1.75 1.35283 1.80714 2 1.352941 1.25

6 6 3 2.5 2.47096 2.67142 3 2.47058 2.66666

11 19 0 1.33333 0.35350 0.08571 2 0.35294 0.33333

12 20 2 1.11E-16 0.88084 1.67857 0 0.88235 0.83333

13 29 2 2.66666 2.17644 2.02142 3 2.17647 2.16666

20 40 1 2.66666 2.11783 1.02142 3 2.11764 2.08333

22 43 1 2 2.05890 2 2 2.05882 2

23 46 3 2.33333 2.05890 2.72307 2 2.05882 2

24 53 2 2.33333 1.88244 2.07692 3 1.88235 1.83333

27 55 2 1.85714 1.82339 1.9571 2 1.82352 2
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K-Means Centroid based imputation algorithm gives minimized cross-entropy results,
than other clustering based imputation algorithms. It shows the correct prediction of
missing values.

4.4 Application on Cleveland Heart Dataset

Table 3 shows the predicted values of Cleveland Heart Dataset by six clustering based
imputation methods. Compare to other imputation algorithm the proposed Rough
K-Means based imputation algorithm gives best results. Figure 2 shows the Perfor-
mance of the Imputation algorithms of the Cleveland Heart dataset. For this
dataset also, the Rough K-Means Centroid based imputation algorithm gives mini-
mized cross-entropy results. That shows the missing values are correctly predicted and
placed in the exact clusters.

Table 3. Comparison between actual value and the predicted value by various clustering
methods

Name of the
dataset

No of
cluster

Actual places Imputed value

Centroid based Parameter based

Row Column Actual
values

K-Means Fuzzy
C-Means

Rough
K-Means

K-Means Fuzzy
C-Means

Rough
K-Means

Cleveland
Heart

2 29 1 43 53.226 53.0676 50.2328 60 54.399 56.6379

38 4 150 135.38 134.920 132.33 130 134.18 131.931

82 5 264 299.26 293.651 300.557 305 502.61 267.810

159 6 0 0.1415 0.15559 0.12662 0 0.1528 0.12069

186 7 0 0.9171 0.87222 0.59873 2 1.0166 1.17241

242 8 96 152.19 152.335 147.883 140 152.08 152.662

269 10 1.8 1.1349 1.06086 1.06592 1.8 1.0585 1.05942

277 11 2 1.6037 1.58489 1.67754 3 1.58631 1.56521

278 12 0 0.5801 0.57005 0.57402 2 0.67497 0.70689

296 13 7 4.6906 4.71292 5.72232 3 4.69786 4.69375

4 29 1 43 50.934 51.5497 50.7627 60 54.3269 53.4705

38 4 150 135.4 132.024 145.262 150 132.409 140.314

82 5 264 191.52 196.658 196.229 197 878.340 184.963

159 6 0 0.175 0.15986 0.14715 0 0.15334 0.22857

186 7 0 1.325 1.2425 1.02490 2 1.06715 1.54285

242 8 96 141.94 144.337 141.431 140 159.212 147.518

269 10 1.8 1.0477 1.00489 1.03692 1.8 1.03355 0.99591

277 11 2 1.4545 1.46868 1.81770 3 1.50936 1.46938

278 12 0 0.5108 0.50534 0.64303 2 0.62602 0.63529

296 13 7 4.9577 4.91765 6.85117 3 4.79476 4.88888

6 29 1 43 53.869 52.7962 46.5156 60 54.4027 50.7142

38 4 150 127.4 129.985 139.246 124 132.307 134

82 5 264 306.80 258.025 253.708 197 1077.35 248.325

159 6 0 0.1630 0.16963 0.15520 0 0.15812 0.13513

186 7 0 1.1333 1.23952 1.16857 2 1.08016 0

242 8 96 128.43 133.966 120.616 140 196.668 159.529

269 10 1.8 1.0606 0.8735 0.9785 1.8 1.03556 1.24444

277 11 2 1.5245 1.4336 1.7681 3 1.4883 1.4444

278 12 0 0.6304 0.5516 0.7296 2 0.6149 0

296 13 7 5.3333 5.2220 6.284 3 4.7929 5.3142
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5 Conclusion

Incomplete data is common in real word data. Analysis of missing values is an
important task in statistical model and also increasing in many other fields. The Rough
set theory handles the inconsistence and uncertainty on the object. Based on the rough
set theory, this paper proposed Rough K-Means Centroid based Imputation. Rough
K-Means based Imputation Algorithm overcome the problem of crispness by placing

Fig. 1. Performance of imputation algorithms on Lung Cancer dataset

Fig. 2. Performance of imputation algorithms on Cleveland Heart dataset
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an object to more than one cluster. The proposed Rough K-Means Centroid based
Imputation Algorithm was successfully tested with two medical datasets such as Lung
Cancer and Cleveland Heart. Further, the proposed algorithm was compared with
K-Means Centroid based Imputation, Fuzzy C-Means Centroid based Imputation,
K-Means Parameter based Imputation, Fuzzy C-Means Parameter based Imputation
and Rough K-Means based Imputation algorithms. The experimental results also
showed that the overall performance of Rough K-Means based Imputation was better
than the existing methods. Further, the proposed method will be applied to large data
sets to handle missing values in future.
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Abstract. This paper focuses to address the suppression of residual speckle
content, thereby leading to performance improvement of Anisotropic Diffusion
(AD) filtering. The present work proposes an optimized AD filtering approach
for despeckling of Synthetic Aperture Radar (SAR) images using Ant Colony
Optimization (ACO). The residual speckle suppression has been attained via
optimal parameter selection of parameters of AD using ACO algorithm. Further,
computation of conductance function via eight-directional gradients (deriva-
tives) leads to effective edge preservation during despeckling. During simula-
tions, the fidelity of restored SAR images is validated using PSNR and SSIM as
image quality metrics.

Keywords: Ants � Anisotropic diffusion � Conductance function � Directional
gradient

1 Introduction

Remote sensing images are generally the outcome of coherent imaging systems like
Synthetic Aperture Radar (SAR), which are generally contaminated with signal-
dependent Speckle noise. It is a type of granular noise causing lack of resolution in such
images. It is modeled as multiplicative noise and also occurs in images from other
modalities like laser illuminated and ultrasound images. It is therefore necessary to apply
speckle filtering (coined as ‘Despeckling’) as an initial step, prior to any feature
extraction or high-level processing operation in SAR images. However, such a
pre-processing of SAR images is often a compromise between speckle suppression
and loss of useful information (like linear and curved features, texture, point objects etc.)
[1, 2]. Speckle filtering procedure has been considered to be a non-trivial operation,
owing to non-linear relationship between speckled and noise-free images. A common
approach to deal with such multiplicative noise models is to convert the same to additive
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models. The same has been achieved by employing homomorphic transformation by
taking logarithm of the SAR images. However, such an approach tends to introduce bias
in the filtered image. As an outcome of logarithmic transformation unbiased estimation is
coherently mapped to a biased one in spatial domain; this perceptually, affects the
brighter regions of the image causing an effective enhancement in the average
gray-levels of the local region (homogeneous region) [3]. With such a constraint,
despeckling via incoherent averaging only moderately filters the noise at the expense of
degradation in spatial resolution [4]. The review of despeckling approaches broadly
categorizes the same as Bayesian and Non-Bayesian approaches [5]. Bayesian approa-
ches include local statistics filtering [6] in spatial domain whereas Homomorphic [7] and
Wavelet based multi-resolution filtering [8] in transform domain. The functionality in
these approaches could be limited in terms of manual threshold selection and ability to
discern homogeneous and non-homogeneous regions. Non-Bayesian approaches on the
other-hand consist of Order-Statistics [9, 10], Morphological filtering [11, 12] and AD
filtering [12–14]. Amongst the Non-Bayesian despeckling approaches, AD filtering has
gained ample prominence; wherein the outcome of conduction function(s) in the small
regions (within an image) provides effective criteria to discern the image into hetero-
geneous and homogeneous regions. Further, the computation of directional gradient
serves to discriminate true and false edges [12, 15]. The research in the domain of AD
filtering has been evolutionary, starting from the traditional Perona-Malik Anisotropic
Diffusion (PMAD) filtering [13], Speckle Reducing Anisotropic Diffusion (SRAD) [16],
DPAD [17] and OSRAD [18]. However, the performance deteriorates at higher degree of
speckle variances. In addition, the persistence of residual speckle content has been a
prime concern in these approaches. This very issue has been focused in this paper to carry
out performance improvement of Anisotropic Diffusion (AD) filtering. The present work
proposes an optimized AD filtering approach for despeckling of Synthetic Aperture
Radar (SAR) images using Ant Colony Optimization (ACO). The residual speckle
suppression has been attained via optimal parameter selection of parameters of AD using
ACO algorithm. After the introduction and problem definition in Sect. 1; the proposed
optimized despeckling approach has been narrated in Sect. 2. Further, Sect. 3 presents
the simulation results and Sect. 4 concludes the manuscript.

2 Proposed Optimized Despeckling Approach

The classical isotropic diffusion equation was replaced with the AD differential
equation and presented in discrete form as stated below:

Itþ 1
s ¼ Its þ

k
jgsj

X

p2gs
g rIs;p
� �rIs;p ð1Þ

The terms of Eq. (1) are defined as in PMAD filtering algorithm [13]. The con-
ductance function of PMAD has been defined in terms of image gradient in Eq. (2).

cðx; y; tÞ ¼ 1

1þ jjrIjj
k

� �2 ð2Þ
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Where: k denotes diffusion constant. The conductance function is selected in such a
manner to prevent diffusion across the edges while the diffusion process may continue
in homogenous region. The computation of gradient can be made in terms of direc-
tional derivatives of each pixel within 3 × 3 spatial mask centered at any pixel location
I(i, j). This can be mathematically expressed in eight directions covering vertical,
horizontal and diagonal edges respectively as in Eq. (3).

rNIni;j ¼ Ini�1;j � Ini�1;j
rNEIni;j ¼ In

i�1;jþ 1
� In

i;jrNWIni;j ¼ Ini�1;jþ 1 � Ini;j
rEIni;j ¼ Ini;jþ 1 � Ini;j
rWIni;j ¼ In

i;j�1
� In

i;jrSEIni;j ¼ In
iþ 1;j�1

� In
i;jrSWIni;j ¼ In

iþ 1;jþ 1
� In

i;jrSIni;j ¼ Iniþ 1;j � In
i;j

8
>>>>>>>>>><

>>>>>>>>>>:

ð3Þ

Hence, the restored pixel can be stated using Eq. (4).

Inþ 1
i;j ¼ Ini;j þ k

cN :rNIni;j þ cNE:rNEIni;j þ cNW :rNWIni;j þ cE:rEIni;j
þ cW :rWIni;j þ cSW :rSW Ini;j þ cSE:rSEIni;j þ cS:rSIni;j

� �
ð4Þ

Where: the parameter k 2 0; 1=4½ �; and c denotes the diffusion coefficient computed in
each direction with necessary directional subscripts as defined in [19]. The factor λ of
Eq. (4) serves to exercise control over smoothing action of filter along with edge preser-
vation. In this paper, the optimal selection of value for parameter λ has been performed
using Ant Colony Optimization (ACO) algorithm (which is presented below in general-
ized form asAlgorithm-1). This algorithm is based on ant’s behavior and their tendency to
search for foodwithin shortest path [20–22].ThisACOalgorithmhasbeendeployed in this
work for optimal parameter selection of AD speckle suppression algorithm.
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This factor λ has been updated based on the movement of ants and pheromone
concept. Therefore, within a spatial mask (w × w), the probability of movement of ants
based on pheromone trail can be determined as:

pij ¼
wði; jÞ:n0:1ij

Pm

i¼1

Pn

j¼1
wði; jÞ:n0:1ij

ð5Þ

This parameter quantity of pheromone (nij) has been mapped to mean gradient in a
particular direction as:

nij ¼ ½ððwði� 1; jÞ � wði; jÞÞþ ðwði; j� 1Þ � wði; jÞ�P
i
w

ð6Þ

The fitness function of ACO may be stated as:

k0 ¼ kþ tið0:015Þ ð7Þ

If condition: pij > 0; Eq. (7) is executed otherwise, the spatial mask is shifted to
next pixel. Henceforth, λ has been optimized based on the update function for the same
using ACO is given by:

ti ¼ ð1� qÞti þ qðDti;jÞ ð8Þ

Where: ρ is tuning parameter and the Δti,j denotes the initial pheromone value. The
new value of λ is used in Eq. (8) for generation of the restored image. Henceforth,
Mean Squared Error (MSE) has been computed taking last processed image as refer-
ence and restored image is the one obtained using new value of λ.

MSE ¼ 1
MN

XM

i¼1

XN

j¼1

xi;j � yi;j
� �2 ð9Þ

The entire algorithmic process is repeated unless the MSEi−1 is greater than the
value of current MSEi.

3 Simulation Results and Discussions

The simulation results in this paper are demonstrated on SAR Image of ‘Moon Crater’
in its normalized form. Results are computed and analyzed on this input test image with
different levels of speckle noise from 0.01 to 0.1 variance levels. The spatial mask
deployed is of size (w = 3 × 3), ACO parameters ρ is chosen as 0.05 and Δti,j as 0.001.
The response of the proposed optimized despeckling algorithm has been demonstrated
on speckled image with variance of 0.04 as shown in Fig. 1.
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It has been also compared with other state-of-art despeckling approaches like
PMAD [13], SRAD [16] and OSRAD [18] respectively (in same Fig. 1). The objective
image fidelity assessment and performance comparison with other approaches has been
carried out using Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM)
as fidelity metrics [23, 24]. The computed values of aforesaid metrics are also included
in Fig. 1. It is evident from Fig. 1(e) that the restored SAR image with optimized
despeckling approach shows smoothening in homogenous regions and also preserva-
tion of structure and edges significantly. The performance improvement with respect to
PMAD has been possible with optimal selection of parameter λ, thereby suppressing

(a) (b) PSNR=25.0175 dB;
SSIM=0.9655

(c) PSNR=24.3404 dB; 
SSIM=0.9678 

(d) PSNR=23.5342 dB; SSIM=0.9685 (e) PSNR=26.4456 dB; SSIM=0.9855

Fig. 1. Response comparison despeckling techniques. (a) Noisy SAR (Moon Crater) with
variance 0.04. Simulation results obtained using (b) PMAD [13], (c) SRAD [16], (d) OSRAD
[18], (e) Proposed optimized despeckling approach.

Table 1. Performance evaluation and comparison of proposed optimized despeckling approach
with other despeckling approaches using PSNR (dB).

Speckle variance PMAD [13] OSRAD [18] Proposed optimized
despeckling approach

0.01 25.6899 25.5522 27.3848
0.04 25.018 23.5342 26.4456
0.06 23.5858 22.2660 24.6192
0.08 22.4178 21.2599 23.0123
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the residual speckle content. The performance evaluation using PSNR (dB) at different
speckle variance levels has been shown in Table 1.

4 Conclusion

It is known that SAR images consist of sharp edges and variant textures owing to
variable landscape. This poses difficulties during speckle filtering in terms of estimation
of details and other information content. The present work addresses the issue of
residual speckle suppression during filtering action in order to enhance the performance
of AD filtering. The same has been achieved using optimal parameter selection of AD
filtering using ACO algorithm. It has been observed from simulation results that
reduction in residual speckle has been achieved without enhancing computational
loads.
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Abstract. Women Breast Cancer has high incidence rate in worldwide.
Computer aided diagnosis helps the radiologist to diagnose and treat the breast
cancer at early stage. Recent studies states that Adaptive Neural Fuzzy Inference
System (ANFIS) classifier achieves notable performance than the other classi-
fiers. The major forte of ANFIS is that it has the robust learning mechanism with
fuzzy data. However, the connections between the layers are not pruned for their
significance. An Ant Colony Optimization (ACO) based learning is proposed in
this paper to improve ANFIS classifier with a novel pruning strategy. The
proposed algorithm is inspired from the social life of a special species called
‘Weaver Ants’. The proposed classifier is evaluated with the mammogram
images from MIAS database, the quantified results show that this weaver ant
based learning strategy improves the ANFIS classifier’s performance.

1 Introduction

Breast cancer causes the leading death among women in worldwide. Early diagnosis
could help to increase the survival rate. Mammography is one of the most reliable
methods available for early detection [1]. At the same time, Computer Aided Diagnosis
(CAD) plays a major role on providing second opinion for the radiologists, as they are
capable to work with huge data and consistency. Numerous CAD systems has been
developed and studied in the past decades. Figure 1 shows a typical CAD system that
involves 5 major phases such as preprocessing, segmentation, feature extraction,
classification and performance evaluation. This paper focuses on the classification
phase. Neural Networks (NNs) is one of the most successful algorithm applied for the
supervised classification task. The NNs are capable of mapping the spatial or spectral
data inputs to output through learning algorithms. However, NNs are not suitable for
vague and incomplete data, and they are adaptive enough to derive the associations
between numerical samples. Fuzzy Logic (FL) is one such concept could handle such
data adaptively using inference rules. But FL is unable to learn from the samples for
setting suitable parameters by its own. Then the Fuzzy Neural Networks (FNN) have
been introduced [2], a hybrid solution, which is able to construct the fuzzy inference
rules through learning. The Takagi-Sugeno fuzzy systems are successfully proven to
work with any nonlinear function approximation problems [2].

© Springer Nature Singapore Pte Ltd. 2016
S. Subramanian et al. (Eds.): CSI 2016, CCIS 679, pp. 141–152, 2016.
DOI: 10.1007/978-981-10-3274-5_12



Mitra and Hayashi [3] conducted a study of neuro-fuzzy algorithms for real-time
applications, and conclude the investigation with the high quality results. The
rule-refinement strategy and building adaptive rule concept is explored by Mousavi
et al. [4]. Huang et al. [5] proposed an integrated algorithm for medical diagnosis using
Adaptive Neuro Fuzzy Inference System (ANFIS) with two-pass learning algorithms.
The ANFIS produces greater results for the computer aided diagnosis of glaucomatous.
Walia et al. [6] implemented ANFIS for tuberculosis diagnosis, ends up with better
accuracies.

Though the ANFIS outperforms NN performance, they are not suitable for the
problems with higher dimension of inputs. The increase in dimension will increase the
fuzzy rules exponentially, which requires high computation cost and it might affects the
classification performance. To resolve this problem, a novel Ant Colony Optimization
(ACO) based learning is proposed in this paper.

Ant Colony Optimization (ACO) was introduced by Dorigo colleagues in 1990s,
as a novel nature-inspired metaheuristic for the solution of Combinatorial Optimization
(CO) problems [7]. ACO algorithm simulates the foraging behavior of real ants. The
ants starts their travel in random, once an ant find the food source, it carries a piece of
food and return back to the nest. The path of the return journey is marked with a
chemical substance called pheromone, which is self-evaporating in nature. Another ant
starting from the nest will start following this path to reach the food source. This way of
indirect communication helps them to find the shortest path has the highest pheromone
deposits. This behavior is simulated to solve CO problems.

Digital Mammogram

Image Preprocessing

Image Segmentation

Feature Extraction and Selection

Classification

Performance Evaluation

Fig. 1. Typical CAD system framework
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The general procedure for ACO is given below: 
Procedure ACOMetaheuristic 

Set parameters, initialize pheromone trails 
while (termination_condition not met) do

Construct_Ants Solutions 
Apply_Local_Search (optional) 
Update_Pheromones 
Daemon_Actions  

end
end

In this paper, a novel ACO algorithm is proposed to improve the ANFIS classifier’s
performance. The ACO algorithm used here is modeled from the behavior of an ant
species called ‘Weaver Ants’, so the algorithm is named as Weaver Ant Colony
Optimization (WACO).

The rest of the paper is organized as follows: The following section describes the
basic architecture of Sugeno-type ANFIS. Section 3 explains the proposed WACO-
based ANFIS classifier. Section 4 presents the experimental setups for the evaluation of
the proposed classifier. The quantified results are summarized and explained in Sect. 5.
Section 6 concludes the paper.

2 Adaptive Fuzzy Neural Network Inference System

ANFIS is a feed-forward multi-layer classifier, where the learning is achieved by the
concept of neural network and the inputs to output mapping is done with the help of
fuzzy logic [8]. Figure 2 shows a typical ANFIS architecture, has 5 layers by default.
Initially the data samples are fed to the network.

The first layer finds the linguistic descriptions of each input, the number of
descriptions are depends upon the type of fuzzy membership functions used. Making
use of more number of fuzzified values will increase the complexity of the architecture.

Fig. 2. Structure of a typical ANFIS network
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The second layer finds the product of all the connected membership values. Third layer
normalize the incoming values, fourth layer is used for defuzzification and the output is
calculated at the fifth layer. ANFIS is used for solving parameter identification prob-
lems using a hybrid learning rule combining the back-propagation gradient descent and
a least-squares method. The following algorithm details the ANFIS learning procedure.
The algorithm has two flows: forward-pass (moving from Layer-1 to Layer-5) to
calculate the output of the network, backward-pass for parameter updation (at Layer-4
and Layer-1).

3 The Proposed WACO–ANFIS

The proposed ant algorithm is modeled from the behavior of a special ant species called
‘Weaver Ants’. The weaver ants are known for their nest building characteristics. They
choose a bunch of living leaves from the branch of a plant, and started pinching and
pasting the leaves to construct a closed nest for their living [10]. This behavior of nest
construction is simulated to bind the neurons between successive layers in the ANFIS
architecture. Each layer of the ANFIS is considered as one leaf, the neurons in the
layers are assumed as the pinched made by the weaver ants, and let the ants to connect
portion of a leaf from one layer to another, makes the connection between the layers.
As discussed in the previous section here we are using a five-layer ANFIS, with a small
change in the architecture to form the closed nest. Initially the ants are allowed to select
the paths between the layers in random, and the network error is calculated. From the
next iteration, the paths are selected based on heuristic search and the error is checked
against with the previous error value, if the error gets reduced then the current path’s
pheromone is updated, otherwise the unselected paths pheromone are updated. This
procedure is continued for the entire learning phase.

In general, the neurons from one layer are connected to the neurons in the suc-
cessive layer only. Here in the proposed WACO-ANFIS adds one more connection
from layer-1 to layer-5 as illustrated in Fig. 3.

Fig. 3. The proposed ANFIS architecture
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The proposed architecture is able to reduce the number of epochs competitively,
though it might be a simple modification. Owing to an extra connection is added, the
output of the layer-5 is calculated with the modified function as defined below

f ¼ w1f1 þw2f 2 þ
lA1

lA2

þ lB1

lB2

ð6Þ

With this proposed architecture, the WACO based learning approach begins as
described in the following text.

Initially ‘k’ number of ants is chosen to construct the path between the layers. The
construction has the assumption that the ants are allowed to move only in the forward
direction and the connection should be established only with the successive layers
(except for the connection between layers 1 to 5). So, the possible connections are from
L1–L2, L2–L3, L3–L4, L4–L5 and L1–L5.

Pheromone Initialization: The connections between the layers are assigned with the
initial pheromone value T0, a random value between −0.5 to +0.5 [11]. These pher-
omone values are maintained in matrices V12, V23, V34, V45, and V14.

For each pheromone matrix, a corresponding flag matrix is used to denote whether
the path has been selected or not with the Boolean values 0 or 1 (‘0’ for unselected and
‘1’ for selected). At first, the error of the network is calculated by keeping all the
connections selected and stored in Emin.

Path Construction: From the second iteration, let ‘k’ number of ants to choose the
paths and the network error is calculated. Figure 4 illustrates a sample path con-
struction between the layers, the solid lines represents the paths chosen by the ants
whereas the dotted lines represent the unselected paths. The paths are chosen based on
the following probabilistic transition rule

Pk
ijðtÞ ¼

TijðtÞ½ �a gijðtÞ½ �b
P

u2jk
TijðtÞ½ �a gijðtÞ½ �b i 2 jk

0 Otherwise

8
><

>:
ð7Þ

Where Pk
ijðtÞ is the probability of the connection between layers Li and Lj, for the kth

ant at ‘t’ iteration. T and η are the pheromone and heuristic values of the corresponding
connection. The α and β are the constants used to control the pheromone trail oscil-
lations. And jk is the path constructed by the kth ant.

Pheromone Updation: Once the path is constructed, the output and error (Lmin) of
the neural network is calculated. If the error is low, then store it as Emin, and update the
pheromones for the selected connections using the following equation

T½ �tþ 1¼ ð1� qÞ T½ �t þ q½DT� ð8Þ

where ρ is rate of pheromone evaporation parameter in global update called as track’s
relative importance, ranges from [0, 0.5] i.e., 0 < ρ < 0.5, and Δ is equal to (1/Emin).

The paths which are unselected are not updated. And in regular interval of time, the
pheromones are evaporated as:
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T½ �tþ 1¼ ð1� qÞ T½ �t ð9Þ

And for the next iteration, once again a random number of ants are allowed to construct
the path and the error is calculated to update the pheromones. This procedure is
repeated till the error is less than the threshold. And the network learning is continued
with the next pattern to be trained. The algorithm for the proposed Weaver Ant Colony
Optimization based Backpropagation Neural Network (WACO-BPN) learning is
summarized in Fig. 5.

Fig. 4. Path construction in weaver ant based learning

Inputs: Data Samples, DBij with the Class Labels Ci

Output: Optimized ANFIS Architecture. 
a. Choose the number of neurons in L1, L2, L3, L4 & L5. 
b. Construct a WACO-ANFIS network. 
c. Choose the Training Samples. 
d. Initialize the pheromones for the connections 
e. For each training sample 

i. Let ‘k’ number of ants to choose the connections.
ii. Forward-Pass: With the selected connections, find the outputs at L2, L3. 

And find the consequent parameter values using LSE method, and find the 
outputs at L4 and L5. 

iii. Calculate the network error. 
iv. Backward-Pass: Using gradient descent method, update the premise 

parameters. 
v. Update the pheromones based on the network output. 
vi. If the error is greater than the threshold, continue at step-ii, otherwise 

continue with step-i with the next training sample. 

Fig. 5. WACO-BPN algorithm
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4 Experimental Setup

The digital mammograms used in the experiments were taken from the Mammographic
Image Analysis Society (MIAS). The database consists of 322 images, which belong to
three categories: normal, benign and malign (ftp://peipa.essex.ac.uk). There are 202
normal images and 120 abnormal images (69 benign and 51 malign). These 322 images
are used in for analyzing the performance of the proposed classifier.

A typical CAD system for mammogram image analysis contains at least four stages
including preprocessing, segmentation of the suspicious Microcalcification Clusters
(MCCs, are the suspicious regions contain either benign or malignant tissues), feature
extraction from the suspicious regions, and classification.

Initially the mammogram images are enhanced by removing the x-ray labels and
pectoral muscle region using simple binary thresholding method [12]. Then the
mammogram images are subjected to contrast enhancement using a Walking Ant
Histogram Equalization [13]. Next, an improved watershed transformation is applied to
derive the initial segmentation, and a Guided Ant Colony Algorithm (GACA) has been
employed to merge the regions based on their homogeneity, into two clusters such as:
normal and abnormal. The homogeneity is measured with Local Spectral Histogram
(LSH) to analyze the normal and abnormal region [14].

From the segmented mass regions, both the textural and shape features are
extracted. For the textural features, the Spatial Gray-Level Dependence (SGLD)
Method is used to construct the co-occurrence matrix and 14 Haralick features have
been extracted. And for each mass region, 7 signal contrast and 13 shape features are
extracted [15, 16]. Totally 34 features are calculated for each mass region as shown in
Table 1, and the most relevant features are selected using a Leaf-cutter Ant Colony
Optimization [17].

The reduced feature set contains two texture features, (Contrast, Sum Entropy) two
contrast features (Skewness, Kurtosis) and one shape feature (Roundness). Further the
abnormal images are classified as given in Table 2 based on mass types and tissue
types, these dataset are used for evaluating the proposed WACO-ANFIS training
algorithm under these class labels.

Table 1. Features extracted from microcalcification clusters

Feature types Extracted features

Textural
features

Angular second moment, contrast, correlation, variance, inverse difference
moment, sum average, sum variance, sum entropy, entropy, difference
variance, difference entropy, information measure of correlation I & II, and
maximal correlation coefficient

Signal
contrast

Minimum, maximum, mean, median, standard deviation, skewness, kurtosis

Shape
features

Area, convex area, filled area, perimeter, orientation, eccentricity, euler
number, roundness, EquivDiameter, solidity, extent, Centroidx, Cedntroidy
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According to the annotations and classifying the masses in the following sizes:
small lesions have the pixel radius ≤40, medium size has the radius ≤80 and above 80
pixel radius lesions are considered as large in size, there were 53, 42 and 18 masses in
each interval, respectively.

The performance of the proposed ANFIS training is compared with the conven-
tional ANFIS [2], Particle Swarm Optimization based ANFIS (PSO-ANFIS) [18],
Rough Set based ANFIS (RS-ANFIS) [18], and with our recently proposed classifi-
cation algorithm which hybrids WACO with BPN [19]. As mentioned in Table 2, here
we have four groups of classifications for the feature patterns, (i) major classification as
benign or malign, (ii) based on mass types, (iii) based on tissue types, and (iv) based on
lesion size. The classifier is evaluated on each of the four classes independently and the
performance is analyzed with the four metrics: True Positive (TP), True Negative (TN),
False Positive (FP) and False Negative (FN). Where TP and TN as the numbers of
correctly classified positive and negative samples, FP and FN for the numbers of
incorrectly classified positive and negative samples, i.e. false alarms and missed pos-
itives. Several metrics can be determined below for quantitative evaluations:

True Positive Rate TPRð Þ ¼ TP= TPþ FNð Þ ð10Þ

False Positive Rate FPRð Þ ¼ FP= FPþTNð Þ ð11Þ

5 Results and Discussions

In this section, comprehensive experiments are conducted and the results are presented.
Quantitative evaluations are used to validate the effectiveness of our proposed method.
Once the mammograms that contain masses have been detected, the algorithms have to
be capable of precisely identifying the position and borders of them. This capability is
evaluated using ROC analysis, with the emphasis on performance with respect to the
different morphological aspects as given in MIAS annotations: the mass type, lesion
size and breast tissue type. For this classification scheme, the proposed WACO-ANFIS
learning approach obtains the highest accuracy (98%). Next to this, the PSO-ANFIS
and RS-ANFIS and WACO-BPN approaches are able to cover 97%, 96% and 97% of

Table 2. Summary of mammogram image dataset

Types of mass Types of breast tissue Total
Dense Fatty Glandular

Architectural distortion 7 6 6 19
Asymmetry 7 4 4 15
Calcification 10 6 7 23
Circumscribed 3 12 8 23
Ill-defined 2 7 5 14
Spiculated 7 5 7 19
Total 36 40 37 113
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area under the curve. Table 3 summarizes the quantified results. Figures 6, 7, 8 and 9
shows the ROC curve for the classifiers performance on benign vs. malignant, mass
type, tissue types and lesion size based classifications.

Table 3. Comparison of classifiers’ performance

Classifiers Accuracy
Benign vs. malign Mass types Tissue types Lesion size

WACO-ANFIS 98.1321 95.6098 97.7778 91.2361
PSO-ANFIS 97.7611 95.1894 97.0595 90.4231
RS-ANFIS 96.8941 96.1410 96.6559 88.9101
WACO-BPN 97.2207 96.5292 97.3496 89.9701

Fig. 6. ROC graph for classifiers performance on benign and malign classification

Fig. 7. ROC graph for classifiers performance on mass types classification
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6 Conclusions

A novel learning algorithm to improve the ANFIS classifier is proposed in this paper.
The connections between the layers in the ANFIS architecture are pruned for their
significance using a Weaver Ant Colony Optimization (WACO) algorithm. The pro-
posed classifier is used to classify the mammogram images on four different classifi-
cation schemes. The performance is compared and analyzed with the well-known
conventional ANFIS and the other three methods. The result indicates that the proposed
ANFIS outperforms the other.

Fig. 8. ROC graph for classifiers performance on tissue types classification

Fig. 9. ROC graph for classifiers performance on lesion sizes classification
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Abstract. A Wireless sensor network (WSN) is composed of a large
number of sensor nodes, which perform multiple tasks, namely sensing,
data processing and forwarding of observed data. WSNs nodes may pos-
sess sensitive data that are prone to various attacks. For such a network
to be viable, integrity and authenticity should be provided to the data
generated by the sensor nodes. For example, in military surveillance and
enemy tracking applications, the localization system of the nodes is the
target for many attackers. In such applications, the base station would
broadcast the command for localization to all the sensor nodes in the
field. The sensor nodes would respond to this query with the required
data. Any compromised node at this point would generate false data and
may lead to miscalculation of the localization process and incorrect deci-
sion making. Hence, a resilient authentication is necessary to authenti-
cate a node. As a first step towards this objective, a lightweight identity
based signature for authentication of the sensor nodes is proposed in
this paper. The scheme uses “fingerprint”, i.e. a lifetime secure memory
fraction in the sensor nodes as a parameter for signature generation. In
addition, the parameters for fingerprints are generated dynamically and
the computed fingerprint values are not stored permanently in the hard-
ware. Because of these features, the sensor nodes can overcome identity
based attack like Sybil attack. Also, it is impossible to read the contents
of the sensor node even if the node is captured by the attacker. The secu-
rity proof for this scheme is based on the Computational Diffie-Hellman
assumption and proved in the random oracle model. On the computa-
tion point of view, the proposed scheme requires minimal operations in
signing than the existing identity based signature approaches.

Keywords: Wireless sensor network · Identity based signature ·
Authentication · Security · Sensor hardware · Bilinear pairing

1 Introduction

Wireless Sensor Networks have emerged as a promising way for communicating
and distributing information in the wireless environment. They are widely used
in applications like environmental monitoring, disaster handling, traffic control,
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object tracking, battlefield monitoring and various ubiquitous applications. Due
to the hostile nature of the network, the nodes are vulnerable to various physical
attacks which further cause node compromise, node cloning, man-in-the-middle
attack and replay attack. Hence techniques that would provide a high level of
security against these attacks are essential. In applications like surveillance and
target tracking, finding the location of the sensor node is crucial which has
become the target for the attackers. The cluster head forwards the base stations
query to the sensor nodes, which in turn will respond to the query. In such cases,
if a node is compromised the location of a node would be miscalculated leading to
incorrect decision making. As the data collected by the sensor nodes are valuable
and sensitive, an efficient source authentication procedure is required in order
to secure the data sent from a sensor node to a cluster head node or to a base
station. Though the traditional authentication schemes using hash chains are
efficient in terms of processing and energy consumption, they suffer from the
following issues:

– Slow speed in large scale sensor networks
– DOS attack against storage due to late authentication
– Not scalable in terms of number of senders

To handle the above mentioned issues, a lightweight identity based digital sig-
nature scheme is proposed in this paper.

1.1 Related Work

In WSNs, digital signatures are used for source authentication of messages broad-
cast from the base station to the sensor nodes. For this purpose, digital signatures
are generated by the base station and verified by the sensor nodes. Node to node
authentication is a key property to support a number of security functionalities.
Any scheme that is used to revoke misbehaving nodes is based on the certainty
that node identities are correctly detected. A number of powerful attacks like
Sybil attack, where a node illegitimately claims multiple identities, are mitigated
if authentication is enforced [8]. μ Tesla [20] is a lightweight symmetric-key based
cryptographic primitive designed for efficient authentication of broadcast mes-
sages in WSN.

In [2], authors conducted a survey of several authentication schemes used in
wireless sensor networks. Time Synchronized μ Tesla, One Time Signature, and
Public Key Authentication are used for broadcast authentication. Kerberos is a
network authentication system that uses a trusted third party to authenticate
two entities (i.e., to prove their identity to one another) by issuing a shared
session key between them [8]. Identity based signatures are particularly suitable
for power constrained devices such as sensor nodes in a WSN. The public key
generated based on the identity provides non-repudiation of sensor data, and the
signature authenticates the message sent from the sensor nodes to the base sta-
tion. Several identity based signature algorithms [2,6,9–11,15,18,22] have been
proposed. In [1], the authors use the timestamp of the message and the current
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time in the node for authentication. The difference between the timestamp in
the authentication request message and the current time of the node is com-
pared with a threshold value. Also, the signature verification algorithm makes
use of the timestamp that comes with the authentication request message. This
requires a tight synchronization between the sender node and the receiver node,
which may not be feasible in a real time application.

Inspired by the acceleration technique, Benzaid et al. [4] proposed an accel-
erated verification of digital signatures generated by vBNN-IBS. In this scheme,
the sensor node involves two of its neighboring nodes for intermediate computa-
tion of certain parameters in the signature verification to speed up the process.
Though the scheme aims to reduce the time for verification, the energy consump-
tion would be high during verification and also the neighboring nodes deplete
their energy in this calculation process. In addition, if the neighboring nodes are
captured by the attacker, then the verification process may not be successful
leading to a Denial of Service attack.

The authors in [21] used a pairing-optimal IBS scheme with message recov-
ery to improve the communication and signature verification costs. In fact, there
exists a pairing-optimal IBS scheme proposed by [2], where the resulting signa-
ture consists of a single element of the underlying group and a 160-bit hash value
at an 80-bit security level. In this scheme, the original message is not required
to be transmitted together with signature since it can be recovered during the
verification process. In [8], multiple copies of the same keys are distributed in
the network which may lead to faking of sensor identities. Chen et al. [7] have
used bilinear pairing for authentication between sensor nodes, sensor and the
cluster node. This scheme uses HMAC to support authentication between the
sensor nodes and the cluster node. Here the BS selects a random number and
calculates the sensor node ID and cluster node ID with some random value it
hashes. The authentication happening between the cluster node and the sensor
node is through the exchange of the nonce values and keyed hash of these nonce
concatenated with the authentication request message. The scheme requires the
cluster nodes to be equipped with GPS capability.

Sakai and Kasahara [19] proposed an efficient identity based signature
scheme. Though the scheme achieves efficiency in computation by reducing
the number of pairing operations in verification, it is not secure since univer-
sal forgery of the signature of any user is possible. Bellare et al. [3] modified
this scheme and proved it to be UF-CMA secure under the CDH assumption in
the Random Oracle model. Libert and Quisquater [12] proved that their scheme
provides better security guarantees than its counterparts for the same security
levels. Later, Barreto et al. [2] designed an identity based signature scheme which
is EUF-CMA secure and claimed it to be the most efficient scheme as it uses
a single pairing operation for signature verification. Tso et al. [22] proposed an
identity based signature scheme with the idea of reducing the signature size.
Although the communication cost of this scheme is little larger than that of a
short signature, the computational cost is less than that of Boneh et al.’s [5]
short signature in the verification phase. Narayan and Parampalli [15] proposed
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an identity based signature in the standard model with reduced public parame-
ter size. It is secure against a signature forgery attack in the adaptive identity
notion of security.

Our Contribution: The main contribution of our paper is an Identity Based
Signature Scheme based on hardware parameters of the sensor node, that is a
lightweight solution for authentication problem in WSN. Our scheme achieves
this by performing pairing computations in the verification process by the cluster
head node and not in the generation process. This is easily computable by the
cluster head node which has comparatively lesser constraints on the resources
utilized. The significant advantage of our scheme is that the unique structured
identity is computed dynamically for every session and is not stored permanently
in the sensor node making it impossible for the attacker to extract the identity,
thus overcoming the identity based attacks and node capture attacks.

2 Preliminaries

This section presents a brief overview of the definitions and other basic mathe-
matical assumptions followed in this paper.

2.1 Bilinear Pairings

Pairing based cryptography has a number of positive applications like identity-
based encryption, identity-based signatures, key agreement and short signatures.
The computational capability of sensor nodes are limited, so traditional pub-
lic key cryptography in which the computation of modular exponentiation is
required, cannot be implemented on WSNs [14].

Let G1 be a cyclic additive group generated by P , whose order is a prime
q, and G2 be a cyclic multiplicative group of the same order q. Let a and b be
the elements of Zq. It is assumed that the discrete logarithm problem (DLP) in
both G1 and G2 is hard. A bilinear pairing is a map: ê : G1 ×G1 → G2 with the
following properties:

1. Bilinear: ê(aP, bQ) = ê(P,Q)ab.
2. Non-degenerate: There exists P , Q ∈ G1 such that ê (P , Q) �= 1.
3. Computable: For all P,Q ∈ G1, there is an efficient algorithm to compute

ê(P Q).

2.2 Gap Diffie-Hellman (GDH) Groups

Let G be a cyclic group generated by P , whose order is a prime q. G is assumed
to be an additive group, and a, b and c are the elements of Z∗

q [6].

– Computational Diffie-Hellman Problem (CDHP): Given (P, aP, bP )
where a, b ∈ Z∗

q , compute abP .
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– Decisional Diffie-Hellman Problem (DDHP): Given (P, aP, bP, cP )
where a, b, c ∈ Z∗

q , decide whether c = ab in Z∗
q . (If so, <P, aP, bP, cP > is

called a valid Diffie-Hellman tuple).

Definition. A group G is a GDH group, if the DDHP in G can be efficiently com-
puted and there exists no probabilistic algorithm which can solve the CDHP in G
with non-negligible probability within polynomial time. If we have an admissible
bilinear pairing in G, we can solve the DDHP in G efficiently as follows:

(P, aP, bP, cP ) is a valid DH tuple ⇐⇒ ê(aP, bP ) = ê(P, cP )

2.3 Identity Based Signatures

An Identity Based Signature scheme (IBS) consists of the following four
polynomial-time algorithms:

– Setup: Given a security parameter κ, the algorithm generates and outputs
the system public parameters along with the master public key mpk, while
the corresponding master secret key msk is kept as secret.

– Extract: An algorithm which takes as input an identity IDi as a master
secret along with the public parameters of the node if a node and outputs the
corresponding private key SKi.

– Sign: An algorithm which takes as inputs a signer’s private key SKi ,identity
IDi and a message m, outputs a signature σ on message m.

– Verify: An algorithm which takes as input parameters mpk, a signature σ, a
message m and an identity IDi and outputs accept if σ is a valid signature on
m for identity IDi, and outputs reject otherwise.

A universally accepted security notion of a signature scheme is existential
unforgeability under adaptive chosen message attack (EUF-CMA) in the ran-
dom oracle model. Under such a model, a forger can query the signing oracle
in an adaptive fashion. Its goal is to produce a valid signature on a message
that has not been queried to the signing oracle. This model is described as a
game EUF-CMA played between a challenger C and a forger F [13].

2.4 Fingerprint

In a wireless sensor network, every sensor node is loaded with the executable
binary code of the application. The beginning part of an application’s executable
binary code is stored in the sensor node’s memory and is termed as the fingerprint
of a sensor node [17]. This fingerprint is lifetime secure against many attacks
[16]. Any attacker trying to read the memory contents has to load a malicious
code for the same. This code would be forcefully loaded into those memory
locations occupied by the fingerprint thus overwriting and hence it is practically
unforgeable by an outsider. The hardware in the sensor node ensures that the
loaded malicious code gets executed. Hence, the attacker will not able be to
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read the fingerprint, thereby securing the same. For certain applications like
surveillance and health care, the node identity need not be unique and fixed one.
To authenticate itself to the cluster head node, the sensor node will generate an
identity dynamically for every session [23]. The attacker may be interested in the
sensitive data collected by the sensor nodes. If the attacker is able to gain access
to the data and alter, then data integrity could be violated. Hence it becomes
important to authenticate the node and thus the data originating from that node.
As the fingerprint of a sensor node is life time secure enough against many
attacks, we utilize it for authentication purpose. In the proposed scheme, all
the nodes in the network including the cluster head node are preloaded with the
application before deployment. The length of the fingerprint is fixed for a certain
kind of node. This size is decided by the length of the binary code of a minimum-
sized malicious program. The fingerprint is partitioned into n non-overlapping
key elements with a specific length, each of which has a unique identifier Si

where i ∈ {0, 1, . . . , n − 1}. Here, the minimum size of the application program
is assumed to be 1600 bytes with the length of a key element set to 64 bits [16].
Thus the fingerprint is partitioned into 200 non-overlapping key elements.

3 Proposed Work

In this paper, we propose a hardware based scheme that can be used to augment
the security of wireless sensor networks. The main contribution of this work is an
authentication scheme to provide security between the sensor node and the clus-
ter node. Rather than relying solely on higher-layer cryptographic mechanisms,
wireless sensor devices can authenticate themselves based upon an identity and
hence, a physical parameter of a node that can’t be compromised is chosen.

In this scheme, a small fraction of the memory where the binary executable
of the application program is stored is used as the fingerprint of the sensor node.
This unforgeable fingerprint is used for generating the node identity and digital
signature for a session. In addition, the scheme scales properly, being able to
manage networks with an arbitrarily large number of nodes.

4 Construction

This is a PKI based signature scheme in the random oracle model under the
GDH assumption and will be used by the PKG to generate the private key for
the users of the proposed identity based system. The identity of the node is
not preloaded in the individual nodes before deployment instead the identity is
based on the application code and generated dynamically.

The protocol is modeled as a collection of different nodes N1, N2..Nn with
identities ID1, ID2 . . . IDn. The node identities are generated dynamically for
each session and is not stored in the node permanently, which would overcome the
node capture attacks. The identity generation algorithm produces the identity
of the node dynamically from the set of valid 64-bit keys for every session. The
signature scheme consists of the following four algorithms: Setup, Extract,
Sign, and Verify.
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– Setup: Let G1, G2 be cyclic prime order groups of order p, where G1 is
an additive group and G2 is a multiplicative group. Let P ∈R G1 be the
generator of G1, ê : G1 × G1 → G2 be a bilinear map and H1(.), H2(. , .) be
two cryptographic hash functions defined by,

H1 : {0, 1}64 → G1 and H2 : {0, 1}∗ × G1 → G1

The PKG chooses x ∈R Z∗
p as the master secret key (msk) and sets the

master public key mpk = xP . The system parameters are (P , mpk, ê, G1, G2,
H1, H2).

– Extract: For a node NA, the identity IDA is computed as follows: The node
NA chooses a random number i in the range 1< i < 200 and sends it to the
cluster head node, along with the timestamp TSi. Meanwhile, the cluster
node also chooses a random number j (j �= i) in the range 1< j < 200, adds
the timestamp TCj = TSi+1 and sends it to the node in a secure channel.

The node NA as well as the cluster head node sets the node’s identity as
IDA = Si

⊕
Sj where Si and Sj are the key elements from the fingerprint

corresponding to i and j values. These node identities are generated dynami-
cally for every session and the freshness is maintained. The public key PKA

and the private key SKA are computed as

PKA = H1(IDA) and SKA = x.H1(IDA).

SKA is the private key of the node NA corresponding to the public key PKA.
The computed private key SKA is sent to the node in a secure communication
channel.

– Sign: To generate the signature on message m, the node NA using IDA exe-
cutes the following algorithm:

1. The node picks a random value r ∈R Z∗
p and computes U = r.P

2. The node then computes ym = H2(m,U) and computes V = SKA +r.ym

3. The signature is computed for a message m by the node NA as
σA = (U, V )

– Verify: On receiving σA = (U, V ), the cluster node checks the validity as

ê(V, P ) ?= ê(H1(IDA),mpk).ê(U, ym) (1)

If the above equality holds, then the signature is “valid” for a message m from
a node with identity IDA else “reject”.

Correctness: The correctness of the scheme is proved as follows:

ê(V, P ) = ê(SKA + r.ym, P )
= ê(SKA, P ).ê(r.ym, P )
= ê(H1(IDA),mpk).ê(U, ym).
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5 Security and Performance Analysis

In this section, the security analysis against existential forgery and the resiliency
of the scheme against certain identity based attacks are discussed. The perfor-
mance analysis of the scheme in terms of the computational cost of signature
generation, verification are mentioned in this section. Also the results are com-
pared with that of the schemes by Barreto et al. [2], Tso et al. [22] and Narayan
and Parampalli [15].

5.1 Security Analysis

The security for the ID-based signature scheme is proved against existential
forgery on adaptively chosen message attacks in the random oracle model. In
this model, an adversary wins the game if he outputs a valid pair of a message
and a signature, where he is allowed to ask the signing oracle to sign any message
except the actual message. The scheme is secure against existential forgery on
adaptively chosen message and ID based attacks if no polynomial time algorithm
A has a non-negligible advantage against a challenger C in the following game:

In this model, the challenger C runs the key generation algorithm to generate
a public/private key pair (PK, SK), SK is kept secret while PK is given to the
forger F . Further, F performs a series of oracle queries in an adaptive fashion.
The following queries are allowed:

– Hash query: F submits a string and obtains its corresponding hash value.
– Sign query: F submits a message (m, ID) to the challenger C and obtains a

signature σ on message m using the private key SK.
– Extract query: F submits an identity ID to the challenger C and obtains the

private key SK corresponding to the identity ID.

At the end of the game, F outputs a message and signature pair. F wins the
game, if the output is a valid message-signature pair (m∗, σ∗) with the restriction
that m∗ has never been asked to the signing oracle. The above game describes
a security model for signature unforgeability. F ’s advantage is defined to be
Adv(F ) = Pr [F wins the game EUF-CMA]. The following theorem shows that
the scheme is secure following GDH assumption on the groups (G1, G2).

Theorem 1. Let A be an EUF-CMA adversary who tries to forge the signature
with security parameters κ, in the random oracle model. If A can break the
scheme in time t1 with success probability ε1, then the CDHP can be solved in
time t2 with success probability ε2 such that ε2 ≥ ε1

[
1 − 1

qE

]
.
[

1
qH2 (qH1−qE)

]
and

t2 ≤ t1 +O(qE +qS +qH1 +qH2), where qE , qS , qHi
(i = 1, 2) are the total number

of queries to Extract, Signing and Hash Oracles respectively.

Proof. Consider F to be a forger who is assumed to break the signature scheme.
If F can forge the signature scheme, then the challenger C solves CDHP on (G1,
G2) with probability at least ε1.
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For this, assume P be the generator of G1 and (P, aP, bP ) ∈ G3
1 be the CDH

problem instance given to C. The goal of C is to find abP ∈ G1. The challenger
C simulates the oracles and interacts with F as defined in the EUF-CMA game.
The game is viewed as given below:

– Setup: The challenger C runs the setup algorithm and generates the public
parameters and msk.C starts interaction with F by providing a common string
(P,G1, G2) where P ∈ G1, and the public key P1 = aP ∈ G1. C also chooses
0 < γ ≤ qH randomly and sets the γth unique identity queried to the H1

hash oracle as the target identity, where qH be the total number of queries
generated. Without loss of generality, we assume IDγ to be the target identity.

– Training: C interacts with F using Hash Oracles H1, H2, an Extract Oracle
and a Signing Oracle as follows:

• Hash Oracle H1: C maintains the list LH1 , consisting of tuples of the
form <IDi, PKi, ri>. When F queries the oracle H1 with input IDi, it
responds to F ’s queries in the following way:

* If the tuple <IDi,H1(IDi), ri> is already available in the LH1 list,
retrieve and return PKi = H1(IDi).

* Otherwise, if i �= γ, choose ri ∈R Zp
∗ and set PKi = riP ∈ G1. Store

the tuple <IDi, PKi, ri> in LH1 and return PKi.
* else if i = γ, set PKi = bP . Store the tuple <IDi, PKi, ri> in LH1

and return PKi to F .
• Hash Oracle H2: The input to this oracle is a pair <mi, Ui>. To respond

to the queries by F , challenger C maintains the list LH2 , having tuples
of the form <mi, Ui, ymi

, si >, where ymi
= H2(mi, Ui). If the tuple is

already in the list LH2 , retrieve and return corresponding ymi
to F

• else, it picks si ∈R Zp
∗, sets ymi

= siP and stores <mi, Ui, ymi
, sm> in

LH2 list and return ymi
to F

– Extract Oracle: To respond a query, C maintains a list LE , consisting of
tuples of the form <IDi, SKi>. When F makes a query with IDi as input, C
checks whether i = γ, if so, the process is aborted. Otherwise, C performs the
following:

• If i �= γ, then C searches the list LE for a matching IDi. If it exists,
C retrieves SKi and returns. Otherwise C searches LH1 and retrieves
(PKi, ri) and computes the following:

* Sets SKi = rimpk = rixP = xriP

* Stores the tuple <IDi, PKi, ri> in LH1 list, the tuple <IDi, SKi>
in LE list and return SKi as the private key to F

Without loss of generality, we assume that any identity is queried only once
to this oracle.

– Signing Oracle: Let (mi, IDi) be the message and identity pair for which F
requests the signature. In response, C performs the following:

• If i �= γ, then C runs the sign algorithm as it knows the private key SKi

corresponding to IDi and returns (Ui, Vi) as the signature on mi.
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• otherwise, if i = γ, then C performs the following:
* Queries H1 oracle with input IDi and retrieves the entry correspond-

ing to IDi from LH1

* Chooses r1 ∈R Zp and set Ui = r1(PKi)
* Chooses r2 ∈R Zp and set the hash value Hmi

= r2P − r−1
1 P1 and

store the tuple <mi, Ui, ymi
, ∗> in LH2 list

* Set Vi = r1r2PKi

• Returns (Ui, Vi) as the signature on the message mi

Forgery: Eventually, after getting enough training, F produces a forgery <
m∗, σ∗ = (U∗, V ∗)> for IDi. C aborts if any of the following is true:

– if i �= γ (i.e., IDi is not the target identity set by the challenger).
– The last field of the tuple corresponding to <mi, Ui, ymi

, ∗> in list LH2 is
not *

– σ∗ corresponding to m∗ is invalid

Otherwise, C does the following:

– Retrieves H1(IDγ) corresponding to IDγ from the list LH1 .
– Retrieves ymγ

corresponding to <m∗, U∗> from the list LH2

– Computes V ∗ − sγU∗ = SKγ = abP

It can be proved as follows:

V ∗ = SKγ + rγH2(m∗, U∗)
SKγ = V ∗ − rγH2(m∗, U∗)

= V ∗ − rγymγ

= V ∗ − rγsγP

= V ∗ − sγrγP

= V ∗ − sγU∗

(2)

The value SKγ can be equated to

SKγ = bP1 = baP = abP (3)

Equations (2) and (3) ⇐⇒ V ∗ − sγU∗ = SKγ = abP . This completes the
description of the game between C and F . Now, we show how C solves the
CDHP instance (P, aP, bP ) with probability at least ε1. For showing this we
have to analyze the probability related to the following events:

– E1: C does not abort as a result of Extract query
– E2: F generates a valid message - signature forgery (m∗, σ∗) for IDi = IDγ ,

where σ∗ =(U∗, V ∗)
– E3: (m∗, U∗, V ∗) such that the last field of the tuple corresponding to (m∗, U∗)

in the list LH2 is *
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Let qH1 , qE denote the number of queries made to Hash oracle H1 and Extract
oracle respectively. The probabilities of the above events are discussed below:

– Probability of C aborting during one extract query is 1
qE

. Thus the probability

that C does not abort in any of the extract queries is
[
1 − 1

qE

]
.

– There are totally qH1 − qE identities eligible for being a valid IDi and thus
IDi = IDγ happens with probability

[
1

qH1−qE

]
.

– Assuming E2 has happened, the probability that <mi
∗, U∗, ymγ

,∗>∈ LH2 is[
1

qH2 (qH1−qE)

]

Now, the probability of Challenger C solving the CDHP is

ε2 ≥ ε1.

[

1 − 1
qE

]

.

[
1

qH2(qH1 − qE)

]

and t2 ≤ t1 + O(qE + qS + qH1 + qH2).

5.2 Quantitative Performance Analysis

In this section, we evaluate the performance of our scheme in terms of commu-
nication overhead. We also give a quantitative analysis of our scheme compared
to previous ID-based Signature Schemes - Barreto et al. [2], Tso et al. [22] and
Narayan and Parampalli’s [15] ID-based signature scheme in terms of the signa-
ture size and the computation cost for the signing and verification process. The
detailed comparison is given in Table 1. From Table 1, it can be inferred that
Narayan’s scheme may not be suitable for lightweight devices, such as wireless
sensors. Both Barreto’s and Tso’s schemes require exponentiation operation in
the signing stage, which is considered fairly heavy. Due to resource constraints,
lightweight devices may not be able to execute such operations. On the other
hand, the proposed scheme consists of such heavy operations only in the ver-
ification stage. This is easily computable by the cluster head node, which has
comparatively lesser constraints on the resources utilized.

Table 1. Efficiency comparison of identity based signature schemes

Scheme Sign Verify

Barreto et al. [2] 1SM + 1E + 1H +1A 1P+ 1SM + 1E + 1M + 2H + 1A

Tso et al. [22] 1SM + 1E + 3H 1P+ 1SM + 1E + 1M + 4H + 1A

Narayan and Parampalli [15] 5E + 1M + 2H 3P+ 1E + 1M + 2H

Shim et al. [21] 1E + 3H+ 1SM 1P+ 1E+ 1M+ 3H+ 1SR

Proposed Scheme 2SM + 1H + 1A 3P+ 1M + 2H

H-Hash, A-Addition, SM-Scalar multiplication
M-Multiplication, P-Pairing, E-Exponentiation
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5.3 Resiliency Against Specific Attacks

The resiliency of the proposed scheme against certain attacks are discussed
below:

Replay Attack: In replay attack, an attacker replays successfully the previously
sent authenticated messages. Because of the wireless multi-hop communication,
an adversary could perform a successful replay attack by first preventing the
reception of messages and then replaying valid messages at a later point in time.
This is a problem that all signature schemes have in common. The addition of
timestamp along with the authentication information would serve the purpose
of overcoming replay attack.

Node Compromise Attack: As the name suggests, an adversary tries to
compromise a sensor node to access all data stored on the node. In symmetric
key schemes, where a single key or a subset of keys are used by more than one
sensor node to create a private key for a node, a compromise of a single node
enables an intruder to generate valid signatures of all sensor nodes sharing that
key. Our scheme is resilient to node compromise attacks by the way of using
fingerprints for authentication. By the way of its basic architecture, even when
the node is compromised, the attacker cannot read the fingerprint of the node as
it will be overwritten by the malicious program intended to read the contents.
The additional security aspect is that the node IDs are dynamically created at
the time of signature generation and not stored in the node’s memory.

Sybil Attack: In the Sybil attack, a malicious node will replicate as multiple
identities, by either fabricating new identities or impersonate existing ones. In
the worst case, an attacker may generate an arbitrary number of additional node
identities, using only one physical device, providing a disproportionate amount
of influence over the network. The proposed scheme is resilient to this attack
since the identity is created at the time of message communication with the help
of the cluster node and it is not stored in the node. Hence, the attacker may not
be able to find the identity of the node.

6 Conclusion

In this paper, we have designed a lightweight identity based digital signature
with the fingerprint for authentication in WSNs. From computation point of
view, this scheme requires minimal operations both in signing and verifying
than the existing identity based approaches. The main advantage of our signature
scheme is that it uses the fingerprint to identify nodes thereby providing security
against Sybil attack, node compromise attack, and replay attack. Since the nodes
are authenticated with a dynamic identity, the authentication process is not
delayed and hence the issues related to late authentication are overcome. Since



Authentication in WSN Using Dynamic Identity Based Signatures 167

the identities are dynamically created for every session and not stored in the
node, the WSN is scalable. More importantly, attacks created by compromised
content-dependent signatures are not possible. This scheme has a limitation of
being applicable to WSNs having same application program in all the nodes. In
future, the work can be extended for a generic WSN.

References

1. Al-Mahmud, A., Akhtar, R.: Secure sensor node authentication in wireless sensor
networks. Int. J. Comput. Appl. 46(4), 10–17 (2012). Full text available

2. Barreto, P.S.L.M., Libert, B., McCullagh, N., Quisquater, J.-J.: Efficient and
provably-secure identity-based signatures and signcryption from bilinear maps.
In: Roy, B. (ed.) ASIACRYPT 2005. LNCS, vol. 3788, pp. 515–532. Springer,
Heidelberg (2005). doi:10.1007/11593447 28

3. Bellare, M., Namprempre, C., Neven, G.: Security proofs for identity-based iden-
tification and signature schemes. In: Cachin, C., Camenisch, J.L. (eds.) EURO-
CRYPT 2004. LNCS, vol. 3027, pp. 268–286. Springer, Heidelberg (2004). doi:10.
1007/978-3-540-24676-3 17

4. Benzaid, C., Lounis, K., Al-Nemrat, A., Badache, N., Alazab, M.: Fast authenti-
cation in wireless sensor networks. Future Gener. Comput. Syst. 55(C), 362–375
(2016)

5. Boneh, D., Lynn, B., Shacham, H.: Short signatures from the weil pairing. J. Cryp-
tol. 17(4), 297–319 (2004)

6. Choon, J.C., Hee Cheon, J.: An identity-based signature from gap Diffie-Hellman
groups. In: Desmedt, Y.G. (ed.) PKC 2003. LNCS, vol. 2567, pp. 18–30. Springer,
Heidelberg (2003). doi:10.1007/3-540-36288-6 2

7. Chen, C., Shih, T., Tsai, Y., Li, D.: A bilinear pairing-based dynamic key man-
agement, authentication for wireless sensor networks. J. Sens. 2015, 534657:1–
534657:14 (2015)

8. Di Pietro, R., Mancini, L.V., Mei, A.: Energy efficient node-to-node authentication
and communication confidentiality in wireless sensor networks. Wirel. Netw. 12(6),
709–721 (2006)

9. Galindo, D., Garcia, F.D.: A Schnorr-like lightweight identity-based signature
scheme. In: Preneel, B. (ed.) AFRICACRYPT 2009. LNCS, vol. 5580, pp. 135–
148. Springer, Heidelberg (2009). doi:10.1007/978-3-642-02384-2 9

10. Herranz, J.: Deterministic identity-based signatures for partial aggregation. Com-
put. J. 49(3), 322–330 (2006)

11. Hess, F.: Efficient identity based signature schemes based on pairings. In: Nyberg,
K., Heys, H. (eds.) SAC 2002. LNCS, vol. 2595, pp. 310–324. Springer, Heidelberg
(2003). doi:10.1007/3-540-36492-7 20

12. Libert, B., Quisquater, J.-J.: The exact security of an identity based signature and
its applications. IACR Cryptology ePrint Archive 2004:102 (2004)

13. Ma, C., Weng, J., Zheng, D.: Fast digital signature schemes as secure as Diffie-
Hellman assumptions. IACR Cryptology ePrint Archive 2007:19 (2007)

14. Mishra, M.R., Kar, J., Majhi, B.: One-pass authenticated key establishment proto-
col on bilinear pairings for wireless sensor networks. In: 2014 International Confer-
ence on Privacy and Security in Mobile Systems, PRISMS 2014, Aalborg, Denmark,
11–14 May 2014, pp. 1–7. IEEE (2014)

http://dx.doi.org/10.1007/11593447_28
http://dx.doi.org/10.1007/978-3-540-24676-3_17
http://dx.doi.org/10.1007/978-3-540-24676-3_17
http://dx.doi.org/10.1007/3-540-36288-6_2
http://dx.doi.org/10.1007/978-3-642-02384-2_9
http://dx.doi.org/10.1007/3-540-36492-7_20


168 S.D. Suganthi et al.

15. Narayan, S., Parampalli, U.: Efficient identity-based signatures in the standard
model. IET Inf. Secur. 2(4), 108–118 (2008)

16. Niu, X., Tan, C., Wei, C.: eFKM: an enhanced fingerprint-based key management
protocol for wireless sensor networks. In: 2nd International Conference on Net-
working and Distributed Computing, pp. 299–303. IEEE (2011)

17. Niu, X., Zhu, Y., Cui, L., Ni, L.M.: FKM: a fingerprint-based key management pro-
tocol for soc-based sensor networks. In: Wireless Communications and Networking
Conference, pp. 1–6. IEEE (2009)

18. Paterson, K.G.: Id-based signatures from pairings on elliptic curves. IACR Cryp-
tology ePrint Archive 2002:4 (2002)

19. Sakai, R., Kasahara, M.: Id based cryptosystems with pairing on elliptic curve.
IACR Cryptology ePrint Archive 2003:54 (2003)

20. Seshadri, A., Perrig, A., van Doorn, L., Khosla, P.: SWATT: software-based attes-
tation for embedded devices. In: Security and Privacy, pp. 272–282. IEEE (2004)

21. Shim, K., Lee, Y., Park, C.: EIBAS: an efficient identity-based broadcast authen-
tication scheme in wireless sensor networks. Ad Hoc Netw. 11(1), 182–189 (2013)

22. Tso, R., Gu, C., Okamoto, T., Okamoto, E.: Efficient ID-based digital signatures
with message recovery. In: Bao, F., Ling, S., Okamoto, T., Wang, H., Xing, C. (eds.)
CANS 2007. LNCS, vol. 4856, pp. 47–59. Springer, Heidelberg (2007). doi:10.1007/
978-3-540-76969-9 4

23. Zhang, J., Shankaran, R., Orgun, M.A., Sattar, A., Varadharajan, V.: A dynamic
authentication scheme for hierarchical wireless sensor networks. In: Sénac, P., Ott,
M., Seneviratne, A. (eds.) MobiQuitous 2010. LNICSSITE, vol. 73, pp. 186–197.
Springer, Heidelberg (2012). doi:10.1007/978-3-642-29154-8 16

http://dx.doi.org/10.1007/978-3-540-76969-9_4
http://dx.doi.org/10.1007/978-3-540-76969-9_4
http://dx.doi.org/10.1007/978-3-642-29154-8_16


Trust Based Data Transmission Mechanism
in MANET Using sOLSR

S. Rakesh Kumar(&) and N. Gayathri

Bannari Amman Institute of Technology, Sathyamangalam, Erode, India
{rakeshkumar,gayathrin}@bitsathy.ac.in

Abstract. A mobile ad hoc network (MANET) is a type of infrastructure-less
network with mobile nodes communicating with each other. The distributed
administration and dynamic nature of MANET makes it vulnerable to variety of
security attacks. So there is a need to secure the data transmission. The Opti-
mized link state routing protocol is an efficient proactive routing protocol which
is suitable for such dense and large scale MANET. In this paper, secure-OLSR
(sOLSR) is proposed to ensure the secure path data transmission. A new
algorithm has been proposed which calculates the trust values for each node.
Based on the trust values, the malicious nodes are found and then a path is
selected from the available paths based on the maximum path trust. Simulation
results using NS-3 simulator shows that the proposed mechanism is very
effective than the existing trust based protocols in terms of packet drop ratio,
average latency and overhead.

Keywords: MANET � OLSR � sOLSR � Trust management

1 Introduction

MANET is a kind of wireless ad hoc network that is self-configured by mobile devices
communicating with all other nodes freely and dynamically. MANETs has a routable
networking environment on top of a Link Layer ad hoc network. Manet has security
issues out of which Black-hole attack is one. This attack always have an impact on the
routing algorithms. OLSR protocol is optimized link state routing protocol for
MANET, which uses hello and topology control (TC) messages to discover and then
spread link state information throughout the mobile ad hoc network. The protocol
provides an efficient multipoint relays (MPR) selecting mechanism. When comparing
with reactive routing protocols, OLSR keeps more stable links and provides better
performance in terms of bandwidth and traffic overhead. It is particularly suitable for
large and dense mobile network.

1.1 Overview of the OLSR Protocol

The OLSR [26] protocol was published in 2003 by Internet Engineering Task Force.
The new version, OLSRv2 [7] was published in 2014. OLSR operations include
neighborhood discovery, Multipoint Relay (MPR) selection, topology discovery and
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route calculation etc. In OLSR-based MANET, nodes repeatedly broadcast HELLO
messages to find its 1-hop and 2-hop neighborhoods. In OLSR, a node selects its MPRs
which will forward messages of its selectors during flooding process and further
broadcasting continues. Information in the routing table is given below

In MPR selection process, each node identifies a set of its MPR nodes that can
broadcast its routing messages. In OLSR, a node finds its MPR set that can reach all its
two-hop neighbors. In case there are multiple choices, the minimum set is selected as
an MPR set.

In OLSRv2 [7] MPR set is a subset of 1-hop neighbors, but with minimum link
metrics. In OLSRv1, MPR set is also a subset of 1-hop neighbors but the element nodes
are able to reach all of its 2-hop neighbor’s (i.e. the minimum hop counts). To advertise
the link to its selectors, an MPR generates Topology control (TC) messages that
contain certain link information [17]. These TC messages will be flooded to the entire
network. As a result, a node will know the information of the entire topology after
receiving certain TC messages.

2 Related Works

Recently several techniques had been contributed for securing OLSR. Li [1] had
proposed a trust reasoning model based on fuzzy Petri net to evaluate trust values of
mobile nodes. In addition, to avoid compromised nodes, a trust based routing algorithm
is proposed which will help to select a path with the maximum trust value among all
possible paths.

Abdalla et al. [2] proposed a mechanism in which Path validation message
(PVM) and Path validation message back (PVMB) are sent to check the malicious node
in a data forwarding path. If a malicious node is detected then Attacker Finder Message
(AFM) and Attacker Finder Message back (AFMB) are used to detect its address. Then
the corresponding node with that address would be alerted by Attacker Isolation
Message (AIM) such that it is isolated from the entire network. Boukerch et al. pro-
posed a mechanism called novel agent-based trust and reputation management scheme
(ATRM) in [3]. Using this scheme requires paying close attention to the bandwidth and
delay overhead. The major aim of this scheme is to manage trust and reputation locally
with minimal overhead.

Jia et al. [4], proposed a trust model, which is multi-path routing protocol and is of
reactive nature, named as ad hoc on-demand trusted multi-path (AOTMDV) routing
protocol in [5]. This protocol provides a flexible approach to choose the shortest path
which will meet the security requirements of packet transmission. The effectiveness of
the proposed mechanism in identification of the compromised nodes is evaluated based
on various real time experiments. Xia et al. [5], proposed a trust prediction model to
calculate the trustworthiness of nodes, which is based on nodes historical behavior as
well as future behaviors using extended fuzzy logic rules. Adnane et al. [6], proposed
trust specification language and showed how trust based reasoning can allow each node
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to evaluate the behavior of other nodes. After finding the misbehavior nodes, the pro-
posed solution takes necessary measures to resolve the situation of inconsistency and
counter the malicious nodes. Efficient broadcast encryption scheme for key distribution
in MANET is chosen Cipher text attack (CCA). In this, no message exchange is required
to establish a group key [8]. Novel trust based mechanism for AODV is proposed in
[10]. A trust model which evaluates neighbor’s direct trust by factors such as mobility
and cooperation frequency. To diminish vulnerabilities of OLSR protocol, a new
method is presented which is trust based reasoning in the nodes [9, 11]. A knowledge
based acquisition and representation approach using the fuzzy reasoning and dynamic
adaptive FPNs to solve the problems is proposed in [12, 13]. Security mechanisms
which combat the security issues have been proposed in [14]. The system survivability
is critically low because of the selfish nodes. To tackle that a trust management approach
is proposed in [15]. The comparative study between the behavior modes of the node
with the OLSR specification is briefly explained in Trust Reasoning model [23]. The
formal specification for trusted neighbor is proposed by Verma in [16]. In [18] a
trust-based reactive multipath routing protocol is proposed. It is used to discover mul-
tiple loop-free paths as candidates in one route discovery. A composite trust metric is
derived from social trust and quality of service (Qos) in [19].

Extension to OLSR protocol is presented in [20, 25]. In this method, security
features are added to existing OLSR protocol. Security features are based on authen-
tication checks of information injected into the network, mutual authentication between
two nodes. Countermeasures are presented to prevent the attacks against OLSR [21].
Kishore deals with collision attack [22]. Collusion attack is prevented by incorporating
an information theoretic trust framework in OLSR. The comparative study between the
behavior modes of the node with the olsr specification is briefly explained in Trust
Reasoning model [23] If a node does not send TC message for a long period of time it
is identified and isolated in [24]. An effective trust evaluation system is proposed [27]
by performing extensive simulations. A secured route is found by the source node
using the trust levels [28] and then the message is transmitted. A central trust authority
is demonstrated by presenting a model for trust based communication in [29].

In this paper, an attack based routing mechanism is proposed to deal with the
malicious node and prevent the node from attacking the network. In this mechanism,
the trust worthiness of each node is calculated and based on that value; the malicious
node in the network is detected. For routing, each node separately has a routing table.
Based on the trust worthiness, the nodes update their routing table and select the path
which has the maximum trust value.

3 Proposed Work

In this section, an attack based routing mechanism is presented to find the secure path
for data transmission and also the energy consumed by each node is calculated. Trust
Evaluation algorithm is the one which aids in calculating the trust value for further
examination and selection of a trustable path.
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3.1 Trust Evaluation Algorithm

In MANET, Black hole means a node in the network which discards the messages
without informing the source that the message is not reached by the destination. The
proposed algorithm is as follows which helps in efficient trust evaluation.

The initial tokens (S), input incidence from places the transitions (W), output
incidence from transition to places (U), and the threshold (H) is taken as the input. The
trust value (Etrust) and non trust value (E−trust) are recorded as the output.

Algorithm
Input: S

(n)
, W, U, H, n=0

Output: Etrust, E-trust, Euncertain 

Step1: R=W . S 
(n)

Step2: If R
T
> H THEN M = R 

T 

Else M = 0

Step3: S
n+1

= max {U , M }

Step4: S
n+1

= max { S
n
, S

n+1
 } 

Step5: If S
n+1

=S
(n)

go to step6

Else replace S
(n)

with S
n+1

Step6: If S
(n)

ij + S
(n)

(i(j+1))< 1
Etrust = S(n)

                                                            (i(j+1))

                             E-trust = S(n)ij

E
uncertain

=1-S
(n)

n-S
(n)

(i(j+1))
Else Etrust = S(n) (i(j+1))

Euncertain = 0

E-trust = 1-S(n)

(i(j+1))

end if

Step1: The input incidence is multiplied with the initial tokens and it is assigned to a
matrix variable (R).
Step2: If the transpose of the matrix is less than the threshold the transpose matrix is
assigned to another variable (M) otherwise the value is assigned to 0.
Step3: The initial token of the next node is calculated from the maximum value of
output incidence and the variable M.
Step4: The initial token of the next node is calculated from the maximum value of
current node and the next node value.
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Step5: If the initial token of next and current node value is equal then go to step6
otherwise replace the value of current node with the previous node value.
Step6: If sum of the value of current and next initial token is less than 1 then the
trust value is equal to next initial token value and non trust value is equal to current
initial token value and the remaining is uncertain value. In the other case, if the sum
is more than one, then the trust value is equal to next initial token value and
uncertain is equal to 0 and non trust value is equal to remaining value.

3.2 Secured OLSR

An attack based routing technique sOLSR aims to protect the data from malicious or
compromised nodes. This is done by selecting a path which has the maximum path
trust value among all the possible paths between any pair of nodes. Before that the path
trust value of each node must be calculated. Based on that value and the information
from the other nodes, it is decided that the node is malicious or not. If the node has
minimum path trust value, then that node is eliminated from the data forwarding route.

3.2.1 Path Trust Value
Each node has a trust value. While forwarding a data from source to destination, it
checks all the possible paths. From that it selects the path with the maximum trust
value. For calculating the trust value, initialization of the trust factors for every node is
done. From the trust factors, trust value is generated using the trust evaluation algo-
rithm. While creating a routing table, a node needs to manage two tables: the trust value
based routing table TABPT and the register table TABREG. TABPT records the path with
the maximum path trust value, and TABREG has all possible paths from source to
destination. An entry in a routing table is labeled as Entry = (Dest, PT, Next Hop)
where Dest is the address of destination node, PT is the trust value, and Next Hop is the
address of next hop. OLSR enables a node to know the entire network topology
information. Consider the network as shown in Fig. 1.

Fig. 1. Network depicting the trust value of every node
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Consider the routing table for A. At first TABPT has its first hop neighbors and
TABREG has the second hop neighbors as in Table 1. From TABREG, the path with the
maximum trust value is selected.

From the TABREG Table, TABPT selects the next hop neighbor which is having the
highest trust value. And the table TABPT is updated for each node in the network as in
Table 2.

Finally the table will be like this.

Table 3 shows that TABPT contains only the selected path which has the maximum
trust value. Thus using the algorithm and the table formulation, the best path is
selected.

Table 1. Routing algorithm calculation

TABPT TABREG

(A,1,A) (D,0.8,B)
(B,1,B) (F,0.85,C)
(C,1,C) (1,0.3,C)
(D,0.85,C) (H,0.3,C)

Table 2. Updated table

TABPT TABREG

(A,1,A) (D,0.8,B)
(B,1,B) (F,0.85,C)
(C,1,C) (1,0.3,C)
(D,0.85,C) (H,0.3,C)

Table 3. Final routing table

TABPT TABREG PATH

(A,1,A) Ø A—> A(1)
(B,1,B) Ø B—> B(1)
(C,1,C) Ø C—> C(1)
(D,0.85,C) Ø A—> C—> D(0.85)
(F,0.85,C) Ø A—> C—> F(0.85)
(E,0.8,C) Ø A—> C—> D—> E(0.8)
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4 Flow of the Mechanism

Figure 2 shows the flow of the proposed mechanism. The initialization of number of
nodes (say-20 nodes) is done. Then initialization of the trust factors namely load,
packet forwarding rate, average forwarding rate and protocol deviation flag of each
node is done. By using trust evaluation algorithm, the trust value of each and every
node is calculated and malicious node is identified using that value. Routing table is
subsequently created. The path with the highest trust value is selected.

5 Simulation Result

The proposed algorithm for malicious node detection in MANETs using OLSR pro-
tocol is assessed for its performance. The results are simulated using ns3.20 simulator.
The assumption is that all the nodes are moving dynamically.

Figure 3 shows the initial position of the nodes, where node 1 is considered as
malicious node. Node 4 is assumed to be the source and Node 19 as destination. In
Fig. 4 the node 1 which is the malicious node receives messages from the other nodes
but does not transfer any message further. Routing table for this network is created and
from that the secure path is identified based on the proposed algorithm. It is clearly
shown in the routing table in Fig. 5 that node1 does not send any messages to other
nodes and hence the particular node is eliminated from the secure path.

Fig. 2. Flow of the mechanism sOLSR
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5.1 Results

The parameters for simulation are listed in the table below:
Table 4 shows that 50 nodes are randomly placed in a 1000 m * 1000 m rectan-

gular area. End-to-end data traffic flow at the rate of 300 kbps is set. The performance
of the protocol is evaluated using three metrics namely.

Fig. 3. Initial position of nodes

Fig. 4. Malicious node receives message
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a. Packet Delivery Ratio: It is defined by the ratio of packets that are successfully
delivered to a destination when compared to the number of packets that have been
sent out by the sender.

b. Average End-to-End Latency: It represents the average time incurred in transmitting
data packets from source to destination.

c. Routing packet Overhead: Average number of routing control packet.

The performance of OLSR and sOLSR with varying number of malicious nodes is
studied. Figure 6(a) shows that sOLSR performs better than OLSR in terms of packet
delivery ratio. The packet delivery ratio of sOLSR is not 100% because of the fact that
the malicious nodes may be used as intermediate node to forward the data until
trustable routes are established.

Fig. 5. Routing entry for the malicious node

Table 4. Simulation parameters

Parameter Value

Topology area 1000 m * 1000 m
Number of nodes 50
Node moving speed 0–10 m/s
Bandwidth 2 Mbps
Data rate 300 Kbps
Number of data traffic flow 3
Simulation time 100 s
Transmission radius 250 m
Number of malicious nodes 0–10
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Figure 6(b) gives the comparison of the average latency for OLSR and sOLSR. The
average latency ofOLSR is low because only few data packets are delivered through short
routes. sOLSR performs better than OLSR in terms of average latency. Figure 6(C)
gives the routing overhead values of sOLSR and OLSR. Overhead of OLSR is compa-
rable with sOLSR.

Figure 7 gives the performance measures with respect to speed of the node.
Figure 7(a) gives packet delivery ratio which is better with respect to sOLSR in terms
of speed of the node. Overhead is also minimum with respect to sOLSR.

6 Conclusion

Security of the packet transfer in a network is being addressed in this paper. A se-
cure-OLSR (sOLSR) is proposed to remove the malicious node from the network.
A secure path is selected based on the trust value of the node. The proposed algorithm
is evaluated against OLSR for its performance in terms of packet delivery ratio, latency
and routing overhead. Simulation results show that the performance of sOLSR is far
better than OLSR with varying number of malicious nodes as well as varying mobile
speed. In future, the sequence number could also be considered for trust value calcu-
lation to improve its performance.
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Abstract. Live virtual machine (VM) migration relocates running virtual
machine from source physical server to the destination physical server without
compromising the availability of service to the users. Live VM Migration
guarantees energy saving, fault tolerance and uninterrupted server maintenance
for the cloud datacenter. The workload handled by the cloud datacenters are
unpredictable in nature. Hence, the migration needs intense planning. Resource
starvation occurs due to dynamic nature of workload handled by cloud data-
center. The objective of this paper is to predict the resource requirement of the
virtual machines running various workloads and to appropriately place them
during migration. The resource requirement of the running virtual machines are
predicted using combined forecast technique. The combined forecasting tech-
nique improves the forecasting accuracy. Every host machine suitably migrates
based on the current and forecasted utilization. The proposed algorithm has been
validated using set of simulations conducted on Google Datacenter Traces. The
results show that the proposed methodology improves the forecasting accuracy.

Keywords: Neural networks � Combined forecasting � Cloud datacenter �
Virtual machines migration

1 Introduction

Virtualization has been a meritorious implementation to cloud data centers in managing
its resources efficiently. Live Virtual machine Migration is a technique that migrate the
entire OS and its associated application from one physical machine to another. The
Virtual machines are migrated lively without disrupting the application running on it.
The benefits of virtual machine migration include conservation of physical server
energy, load balancing among the physical servers and failure tolerance in case of
sudden failure [6]. However the application running in cloud datacenters are dynamic
in nature. Improper migration without considering the dynamic nature of workload
increases the number of migration. This degrades the performance of cloud datacenter
[4]. The dynamic nature of the workload is predicted using the forecasting techniques.
The prediction is used to migrate the virtual machine from source physical server to the
destination physical server to reduce the migration overhead.
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This paper focuses on predicting the resources of physical servers using combined
forecasting techniques. Many classical prediction techniques have been proposed in the
literature for forecasting the dynamic nature of workload. However to improve the
accuracy an attempt has been made to propose a novel methodology to combine the
classical techniques for forecasting. Adequate simulations and analysis have been
carried out to investigate the performance of the proposed methodology. The results
show that proposed combined forecasting methodology improves the accuracy.

The remainder of the paper is organized as follows. Section 2 presents the existing
methods for live virtual machine migration. Details of the proposed combined fore-
casting techniques is given in Sect. 3. The experimentation and result analysis are
provided in Sect. 4. Section 5 gives the conclusion and future scope.

2 Related Works

Live virtual machine migration are classified into Pre-copy and Post copy migration
techniques. In Pre-copy [2] technique the destination physical server is selected and the
resources are reserved. The memory pages are iteratively copied from source to the
destination physical server until the stop and copy phase. During the stop and copy the
virtual machine is stopped, the remaining memory pages and the CPU state are copied
from source physical server to the destination physical server. The virtual machine is
then resumed at the destination physical server. In Post-copy approach the minimal
CPU state information and memory pages are transferred to the destination physical
server. Then the memory pages required by the running process are fetched from
source physical server to the destination physical server through page faults. Wood
et al. [5] proposed a migration technique by considering the load of the physical
servers. The hotspots are monitored and detected and the overloaded virtual machines
are migrated to the under loaded physical servers. Monitoring and detecting such
sudden spikes is challenging in a distributed environment. One way of proactively
handling the sudden spike is to predict the workload handled by cloud clusters.
Combined forecasting technique proved to be the most accurate technique for workload
prediction [1, 10, 11]. Using the combined forecasting output suitable decision is made
to migrate the virtual machine to the suitable destination. This could prevent further
migration and could reduce migration overhead.

3 Proposed Methodology – Combined Forecasting Module

Combined forecast method combines several forecasts made through classical fore-
casting models [9]. The resource utilization of all the physical machines is forecasted
using combined forecasts and the virtual machines are placed suitably to manage
sudden spikes in cloud environment. The classical forecasting methods combined in
this paper are Exponential smoothing average, Holt winter’s method, Autoregressive
model and ARIMA model. The block diagram for the combined forecasting technique
is shown in Fig. 1.
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CPU, Memory and Disk usage details are captured by resource usage profiler. The
output is given to the forecaster and then to the forecast combiner for accurate forecasting.

3.1 Exponential Smoothing Average

The past observations are weighted in exponentially decreasing order to forecast the
future value. Let Yt be the observed samples and St be the predicted sample. If the
value of α is small, more weightage is given to the sample in more distant past. If the
value of α is large, more weightage is given to the recent observations.

St ¼ a Yt�1 þ 1� að ÞSt�1 0\a� 1 ð1Þ

In the proposed methodology, the value of α is selected to be 0.9. The pseudocode
for the Exponential Smoothing Average Forecasting is given in Pseudocode 1.

3.2 Holt Winter’s Method

Holt winter’s method considers the seasonal changes in the data set. Seasonality occurs
when a specific pattern repeats over a period of L in the time series data. It also captures
the trend fashioned in the time series data. Suppose Yt be the observed sample that
exhibits seasonal behavior in every period P. Let s (t) be the smoothing value. Let Tt

denotes the linear trend that was hidden inside the seasonal changes. Ct be the seasonal
correction factor. The pseudocode to calculate the forecasted output F (t + m) using
Holt Winter method is given in Pseudocode 2.

Fig. 1. Block diagram for combined forecasting techniques
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3.3 Autoregressive Model

Let X(t) be the observed input samples in time series data set. The forecasting using
autoregressive model is given by

X tð Þ ¼ c þ
Xi¼p

i¼1
Ui � xðtþ iÞ ð2Þ

C is the constant. The value of Φ is calculated using MATLAB function aryule for
the regression of three past samples. The Pseudocode for Autoregressive model is
given in Pseudocode 3.

3.4 Autoregressive Integrated Moving Average (ARIMA) Model

The Autoregressive integrated moving average model aims at removing the
non-stationary behavior from the time series data. The regression part of ARIMA
model indicates that the future values strongly depend on its lagged values and the
moving average part takes the past error to predict the future values. The forecasting
using ARIMA model is given by

ŷt ¼ l þ /1yt�1 þ . . .þ /pyt�p � h1et�1 � . . .� hqet�q ð3Þ

Here yt indicate the observed time series data and yt-1 is the lagged form of the
observed samples. Pseudocode 4 gives the Autoregressive Integrated Moving Average
Model

3.5 Neural Networks

The neural network back propagation method is used to combine all the output of the
classical forecasting techniques [6]. Four nodes per forecasting technique have been
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selected in the input layer. To combine the output one node has been selected in the
hidden and output layer. The weights in the input layer is given in Eqs. (4) to (7).

w input 1ð Þ ¼ 1� mse esat ð4Þ

w input 2ð Þ ¼ 1� mse hwt ð5Þ

w input 3ð Þ ¼ 1� mse art ð6Þ

w input 4ð Þ ¼ 1� mse arimat ð7Þ

By subtracting the weight with one, the method with more error is given less
weightage. The output of the input layer are given in Eqs. (8) to (11),

Output inputt ¼ linear forecast esatð Þ ð8Þ

Output inputt ¼ linear forecast hwtð Þ ð9Þ

Output inputt ¼ linear forecast artð Þ ð10Þ

Output inputt ¼ linear forecast arimatð Þ ð11Þ

The Linear method is applied in the input layer as the forecasted output with high
error is given less weightage when combined in the hidden and output layer. Sigmoidal
function is applied in the hidden layer as given in Eq. (12).

output hiddent ¼ 1=ð1�exp input hiddentð Þ ð12Þ

The output to the hidden layer is multiplied by weights and applied as the input to
the output layer to find the predicted value at time t as given in Eq. (13).

outputt ¼ 1=ð1�exp input outputtð Þ ð13Þ

The error is calculated as predicted value subtracted from the actual value [12]. The
weights in the hidden and the input layers are updated as δW and δV. The iteration
continues till the error value is minimum.

4 Proposed Methodology – Migration Module

Using combined forecasting technique the future CPU and memory requirement of
individual server and virtual machines are calculated. The servers are classified into
four different sets in the given forecasting window W. The detail of the classification
set is given in Table 1.

The Source virtual machine request the migration controller for migration. The
source virtual machine holds the current resource requirement Rc = {Rcpu, Rmemory},
where Rcpu stands for the number of MIPS required to complete the task running in the
virtual machine and Rmemory stands for Memory space required for completing the task
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running in the migrating virtual machine. Based on the resource requirement Rc servers
Sn are selected from the server farm. The forecasted resource requirement Rf is the
considered for target selection. The virtual machine requesting for migration falls in
any one of the four categories viz., {Lc, Lm}, {Lc, Hm}, {Hc, Lm}, {Hc, Hm}. Based
on the criteria server Sm is selected. The source virtual machine is placed in the target
server based on the pre-copy based migration algorithm. The Flow diagram for com-
bined forecasting based pre-copy migration algorithm is depicted in Fig. 2. The
Pre-Copy Migration algorithm is explained in the Pseudocode 5.

Table 1. Classification of server farm

Server farm ID Notation Resource requirement in forecasting window W

S0 {Hc, Hm} Higher CPU and Memory requirement
S1 {Hc, Lm} Higher CPU and Lower memory requirement
S2 {Lc, Hm} Lower CPU and Higher memory requirement
S3 {Lc, Lm} Lower CPU and memory requirement
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5 Performance Analysis

5.1 Combined Forecasting Technique

The proposed methodology of combined forecasting techniques is simulated in
MATLAB 2014. Google cluster 2011-2 has been used as the trace data. These are data
collected from 12.5 K machines over a period of 29 days. The trace includes normalized
resource utilization details of CPU (core count), memory (bytes) and disk space (bytes).
The CPU and Memory Data for 50 servers are segregated from the google data trace.
The classical forecasting techniques have been implemented. Analysis were carried out
to investigate the performance of the classical methods in forecasting the future CPU
and Memory Load. The actual CPU and Memory rate against the predicted rate were

Fig. 2. Combined Forecasting based Pre-copy migration flow diagram

Fig. 3. Actual vs. Predicted CPU rate using
Exponential smoothing average

Fig. 4. Actual vs. Predicted Memory rate
using Exponential smoothing average
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obtained. The actual and predicted value using exponential smoothing average is shown
in Figs. 3 and 4.

The mean square error is calculated. It is observed that the error for exponential
smoothing average technique is 0.9455 for CPU and 0.0621 for memory. The actual
and predicted CPU and Memory usage using Auto regressive model is shown in Figs. 5
and 6. It is observed that the mean square error for autoregressive technique is 0.0069
for CPU and 0.0005 for memory.

The mean square error is measured for ARIMA model. It is found to be 0.0029 and
0.0004 for CPU and memory respectively. The mean square error is calculated for the
proposed combined forecasting technique. It is found to be 0.0019 and 0.0002 for CPU
and memory respectively. The Table 2 summaries the mean square error for all the
techniques.

It is observed from the table that the proposed combined forecasting technique
exhibits 34 % improvement in mean square error for CPU forecasting in comparison
with ARIMA model. It is also observed that the proposed technique exhibits 50 %
improvement in mean square error for memory forecasting in comparison with ARIMA
model.

5.2 Migration Algorithm

The virtual machine migration is simulated using Cloudsim Toolkit [3]. The experi-
mental setup has one datacenter and 50 servers. The Google data Trace is used to

Fig. 5. Actual vs. Predicted CPU rate using
Auto regressive model

Fig. 6. Actual vs. Predicted Memory rate
using Auto regressive model

Table 2. Mean Square error for classical Forecasting Techniques

Exponential
smoothing

Holt Winter’s
method

Auto Regressive
method

ARIMA model Proposed
methodology

CPU Memory CPU Memory CPU Memory CPU Memory CPU Memory

0.9455 0.0621 0.0122 0.0122 0.0069 0.0005 0.0029 0.0004 0.0019 0.0002
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generate Cloudlets by modifying the utilization model. The sudden spikes in workload
has been simulated using random workload generator. The random workload generator
introduce sudden spikes in the google workload in random interval of time. The
simulation was carried out for 1400 s. The number of virtual machines is selected as
200 and stochastic utilization model is used. Space shared scheduling is used to
schedule VM to the servers. The forecasting window W is varied to analyze the number
of migrations in the cloud environment. The number of migrations for every 200 s is
recorded by varying number of forecasting window and depicted in Fig. 7

It is observed that when the forecasting window is 100 s the server cluster has to
reform more frequently. The random workload generator introduce random spikes that
cause more number of migration. The condition was better in forecasting window
200 s. However the number of migration is greater than 100 in certain periods and this
degrade the performance of the cloud service provider. The number of migration was
considered to be optimal when forecasting window was fixed as 300 s.

It is also observed that the as forecasting window size increases above the optimal
range the number of migrations increases. This condition occurs due to the random and
dynamic workload spikes introduced. Due to random spike the server farms are not
updated for certain period of time and cause severe migration flow in the cloud Dat-
acenter. From the above simulation it is clear that the forecasting window should not be
neither small nor too large. However dynamic forecasting windows can be used to
improve the performance of the migration.

6 Conclusion

In this paper a novel methodology to predict the dynamic nature of workload in cloud
datacenter has been proposed. The proposed methodology has been simulated and the
results were obtained. The results were compared with the classical forecasting
methods. The experimental results show that proposed methodology improves the

Fig. 7. Number Migrations for Simulation period of 1400 s by varying Forecasting Window W
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forecasting accuracy. Hence combined forecasting method will improve the perfor-
mance of virtual machine migration.

This prediction output can be applied in various fields such as resource manage-
ment, scheduling, virtual machine migration in a distributed environment. As future
work the prediction can also be handled not only by considering CPU and Memory
usage but also by analyzing the application running behavior. The combining technique
can be enhanced using other machine learning concepts like support vector machines,
classification algorithm.
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Abstract. In IT services SOA is one of the most elastic and modular approa-
ches and it is a prerequisite for arising technologies like cloud, these cloud
services are exposed as web services based on industry standards, which follows
WSDL for service illustration. These services depend on SOAP to handle ser-
vice request and response. Hence Web services security is one of the important
factors which are used to assess cloud system security. While creating a new
web service or with an existing web service communication, it is prudent to have
secure data transmission with end users identity such as card numbers, user
names, passwords etc. Security standards like WS-Security only addresses
message integrity, confidentiality, user authentication, and authorization. The
proposed system offers confidentiality and integrity protection from the creation
of the message to its consumption. This system will look at a color palette
scheme which records the RGB color values of the chosen color during regis-
tration and these values are used during sign on, subsequently it performs the
access control mechanism. To strengthen web services towards message level by
encrypting SOAP messages with AES and shared key is derived using new
cryptosystem called Rbits (Random bits) cipher as a service and digital signature
handler facilitates secure key exchange which is completed ahead with SOAP
message generation. The essential aspect of this proposed system is from core
key form multiple random keys which safeguards the messages with highest
possible immunity to crack when the applications or services communicating
with web services.

Keywords: Color palette scheme � Simple Object Access Protocol (SOAP) �
AES (Advanced Encryption Standard) � Random bits (Rbits) � Digital signature

1 Introduction

Broader application accessibility is achieved when widening the Web services concept.
But it is also catalysis for collaboration between several distributed applications through
the composition concept. The security breaches and threats which are exposed by that
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web services should be effectively handled for its secured communication. Based on the
users need, Web services are created and with their preference and requirement, they are
composed with other web services. Web services almost exclusively use SOAP (Simple
Object Access Protocol) for all messaging. The first important protection in this type of
communication is during wired communication where, the SOAP messages that are
sending across the services have to be delivered confidentially and without tampering.
The second focus is that it has to ensure that the content of the communications can only
be read by the right server, and also it should ensures that it can only be read by the right
process on the server and each one has to be signed with proper message level security.
After that it has to focus System message logs to reconstruct the chain of events with
adequate information to track those back to the authenticated callers.

This paper proposes an infrastructure that supports the dynamic composition [1]
and secure communication among web services. The first and foremost requirement is
User authentication when a Web service is being consumed by other Web developers
or by the general public, which leads to the next level of security called secure message
communication, that is messages containing sensitive data must be encrypted with
strong data encryption, not just transport encryption. Using strong encryption tech-
nique, both the sender and the receiver have to encrypt their sensitive data. A signifi-
cant quality of this kind of message focal is hasty encryption with huge amount of data
with restricted resource and time by the sender. In the receiving end, the receiver faces
many forgery attempts with large volumes of data. In order to overcome these com-
plications, the sender and receiver encrypt messages using strong encryption function
that should handle large volumes of data with adequate encryption time which is also
suitable for wider range of applications. Web services security can be classified in to
two major categories. First one is to how to protect the confidentiality and integrity of a
message and the second one is to employ the measures to guarantee that authentic
messages are received only from authorized parties which are considered below.

2 Related Work

In this section, we will review some existing schemes which provide secure web
services composition and communication. This helps to turn core security features such
as Authentication, Authorization, Auditing, Confidentiality, Integrity, and Availability
into action.

2.1 Color Scheme Authentication

In Web services, user authentication is one of the common techniques to restrict
unauthorized access and usages of services. Textual password is the prevailing tech-
nique used for user authentication, but eves dropping, dictionary attack, social engi-
neering and shoulder surfing vulnerabilities of this kind of approach makes it
unreliable. Graphical passwords and biometrics are other alternative techniques which
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also have their own disadvantages like slow identification process and expensive
nature. In registration phase, users are required to choose their pictures, symbols or
icons from a collection in Recognition-based schemes and also with a recognition
phase of their choice for successful identification.

An authentication mechanism must provide adequate security in order to meet its
goal. Guessing attacks (brute-force and dictionary attacks) and capture attacks
(shoulder surfing, spyware and social engineering attacks) are the major broad attacks
sections of graphical password system. RGB is a general colors used in web page
design. Netscape Color Cube [1] defines 216 RGB colors as the limited color depth of
most video hardware.

2.2 Web Services Security

In distributed computing environment, security is one of the Influential factor which
leads to secure communication. Using web services, businesses percolate many
transactions among their trading partners. In the frame of reference Internet commu-
nication is not a great defender against intruders. To overcome this issue equips
policies and mechanisms to emphasize Web services security. Numerous Security
standards such as Assertion Markup language (SAML) [2], WS-Security [3] and
WS-XACML [4] were proposed for secure communication. WS-Security is nothing but
the SOAP messages are appropriately encrypted and digitally signed using XML. In
today’s e-business scenario, organizations are investing a huge amount of their
resources in Web Services and apparently they complete their transactions using
plain-text, XML formats like SOAP and WSDL which leads to effortless hacking. To
safeguard XML documents XML Signature and XML Encryption plays major role and
also appropriate maintenance of document structure and smooth implementation. This
can be estimated using the parameters authentication, authorization, integration, con-
fidentiality, and non-repudiation.

Elemental web architecture and HTTP transport protocol build common Web
Services which leads to identical threats and Vulnerabilities in distributed environment.
To safeguard web services from intruders, Web Service Security (WS-Security) is one
of the impressionable and feature-rich extension to SOAP based web services and to
regulate this, numerous security standards are created. In the time of service provider
and consumer message communication, innumerable SOAP messages are exchanged
among them which escalate the security overhead. To overcome the security overhead,
users avail XML encryption, decryption and signatures with increased CPU resources
and WSS also give security extensions which are established using PKI, X.509, Ker-
beros, or other algorithms which also yield increased overhead [15]. Users can request
and use web services far and wide with existing security standards and there can be a
security hole if it offers for a specific domain or enterprise which necessitates a new
secure token to verify, control or monitor the service consumer location [13]. With this
recommended token sender location can be validated which slashes demand on system
resources by holdup bogus users.
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2.3 SOAP-Based Web Service Security

In web services architecture, SOAP is the most prevailing core component, in fact it is a
specification for transferring structured messages among computers through common
communication protocols. SOAP message formats build based on XML. Communi-
cation protocols like Hyper Text Transfer Protocol (HTTP), Simple Mail Transfer
Protocol SMTP give foundation to implement interoperable machine-to-machine
interaction over the Internet and also with this the interaction can also pass through the
firewall. In SOAP, message level security and transport level security are the two
important layers for secure communication. To protect the data, such as IPSec, SSL,
etc. the transport level security utilizes layer 3 or layer 4 protocol and Layer 7 is
responsible for message level security and that has to be protected efficiently for end to
end communication.

2.4 SOAP Message Security

In order to attain secure message exchanges among web services, message integrity and
message confidentiality are the two major objectives. To achieve these objectives
“WSS: SOAP Message Security” is a kind of pattern which leads to construct secure
Web Services With the help of XML Signature [11] XML Encryption [12]. The SOAP
message consists of SOAP header (optional element) and SOAP body (mandatory
element) which encompasses value-added services, payload or information, respec-
tively to transfer and illustrate the data XML-based message elements or tags are used
also these tags should be acknowledged and accepted among the participants. To
safeguard SOAP messages during web services communications we can use Web
Service Security (WSS) Specification which uses <wsse:Security> tag to append
security related information. With this WSS foundation recipient can determine mes-
sage security information and also recover the details of the processing rules. Here,
message encryption and signature are based on the XML-based security tokens which
are used to provide an authentication and authorization during communication.
Helander and Xiong came up with secure web service framework based on peer-to-peer
model [5, 6] This illustrates two-way authentication and peer-to-peer key exchange
which is based on RSA and AES [7, 14].

Using RSA algorithm two-way authentication and peer-to-peer key exchange were
achieved and with the help of AES algorithm transmission and communications were
encrypted. Authentication and key establishment can be realized using either the sym-
metric key method or the public key method [7]. End- to- end security [8] solution for
m-banking in wireless networks utilizes Advanced Encryption Standard (AES) to ensure
data confidentiality, authentication, and data integrity also maintained effectively.

Symmetric and Asymmetric key encryption algorithms are major two classifica-
tions encryption algorithms which uses same key used for encryption and decryption
[10] and different key used for encryption and decryption, respectively. Encryption
algorithms like AES, DES, 3DES, BlowFish and IDEA [10–12] fall on to symmetric
key encryption algorithm category and the significant favor for using these symmetric
algorithms are its rapid speed and security [16–18]. Based on performance and security
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AES is relatively one of the efficient encryption techniques than others. To achieve 128
bit key symmetric encryption algorithms level of security, Asymmetric encryption
algorithms have to use 3,000-bit key and it is slow and not feasible to handle huge
amount of data. Generally they are used concurrently where to encrypt a randomly
generated encryption keypublic-key algorithm is used and with the help of that random
key we can encrypt the actual message using a symmetric algorithm which is labeled as
hybrid encryption [19].

3 Method and Analysis

In this proposed model, a color Scheme Authentication pattern is used to validate the
user when they get in to the services. This pattern is a kind of session passwords that
should use only once that is for each and every login it acquire distinct password that is
exclusively for a single time. In this method, user can give text or numbers to choose
colors. This method safe guards the service from shoulder attack, dictionary attack,
eves dropping etc. In 24-bit displays, the use of the full 16.7 million colors of the
HTML RGB color code no longer poses problems that is color palette consists of the
216 (6^3) combinations of red, green, and blue have six values (in hexadecimal): #00,
#33, #66, #99, #CC or #FF based on its intensity it may represent 0%, 20%, 40%, 60%,
80%, 100%, correspondingly. In this way 216 colors are splitting up into a cube of
dimension 6. CRT/LCD’s standard 2.5 gamma perceived intensity is only 0%, 2%,
10%, 28%, 57%, 100%. This type of Web color Palette is used in this model to change
the color of images to authenticate users from unauthorized access.

To acquire data integrity in web services, disparate encryption algorithms like
(DES, 3DES, AES etc.) are employed to safe guard SOAP messages during web
services communication. To achieve remarkably secure web service communication,
the security level of each one of these ciphers is evaluated to conclude highly secured
web service communication. With respect to this we propose AES encryption algo-
rithm to safe guard SOAP messages and with Rbits security method shared key is
generated, again this key exchange is protected using SHA1 digital signature to attain
utmost protection. With the help of AES algorithm Service requester and the service
provider should encrypt and decrypt the SOAP messages, respectively in order to
obtain its original message. AES or Advanced Encryption Standard is a symmetric key
encryption technique of 128 bit block size, and its key size ranges between 128, 192
and 256 bit. Based on its key sizes, the number of round operations varies (i.e. AES128
10 rounds, AES192 12 rounds AES256 14 rounds). AES algorithm Encryption phase is
divided in to 2 phases such as Key Expansion (Expands the key into the required
number of keys) and Message Encryption (data block goes through n rounds depending
on the key size). Each round consists of a SubByte substitution, ShiftRow, MixColumn
and Add round key.

With the foundation of Michael O. Rabin’s oblivious transfer mapping, Lenore
Blum, Manuel Blum and Michael Shub.

Proposed BlumBlumShub (B.B.S.) pseudorandom number generator in 1986
which has the following format.
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xnþ 1 ¼ x2n mod M ð1Þ

xi ¼ x2i mod k Mð Þ
0

� �
mod M ð2Þ

Here,

M = pq where p and q are two large primes.
xn+1 = Each step Output.
x0 = co-prime to M (i.e. p and q are not factors of x0) and not 1 or 0 it must be
integer.

In this, some output is got from xn+1 or the bit parity of xn+1 or one or more of
the least significant bits of xn+1. The two large primes, p and q, must be congruent to
3 (mod 4) (this guarantees that each quadratic residue has one square root which is
also a quadratic residue) and gcd (φ(p–1), φ(q–1)) should be small (used to create huge
cycle length) and using Euler’s theorem Blum BlumShub generator can have a option
to calculate any x which is its remarkable feature. Penchalaiah and Ramesh Reddy
proposed Rbits (Random bits) a symmetric key block stream cipher in 2013 which
generates random bits at sender and the receiver side which is used to encrypt and
decrypt and these random bits are created based on Blum BlumShub (BBS) algorithm.

4 Proposed Technique/System

Figure 1 illustrates main architecture flow of the proposed technique. Securing the
SOAP messages during web service communication is the main target of this proposed
model and this web service model consists of set of components which step up the
secure SOAP message transmission than the conventional web service models. This
Rbits keybased SOAP message security model is discussed in this paper.

4.1 Key Value Generation

The public key and privatekey pair values which are required to the requestor and the
provider during service communication were created in this module and using requester
and provider’s credentials they are used to obtain their public key. These keys are
digitally signed and verified and it transferred using Rbits, which is created via Blum
BlumShub (BBS) algorithm. Service Requester (SR) and the Provider (SP) should use
BBS algorithm. Common shared Core-Key (SCK), parameter ‘P’ are the inputs to BBS
to create random bits and the most important part of this algorithm is randomly
changing multiple keys (RKi) (Bellare et al. [9]). This is used for encryption using a
single key SCK and P which are common to both requester and Provider. The sig-
nificant feature of BBS generator is it is unpredictable to left and right (i.e. the
cryptanalysts couldn’t calculate the next bit or the previous bit from the BBS generated
bit sequence) and direct manipulation of x values.
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xi ¼ xð2
iðmod P�1ð Þ� Q�1ð ÞÞÞð Þ

0

� �
modNð Þ ð3Þ

During service communication, it require multiple keys in the sense that can be
calculated and recovered from previous values and the initial x and N (Junod [21],
Blum et al. [20]) which preserves memory (i.e. No need to store all keys).

Where

Bi - ith Plain Block Stream
+ - XOR operation
Ki - ith Key
Ci - Cipher Block Stream

4.2 Deriving Common Shared Core-Key (SCK) and Parameter (P)

The common Shared Core-Key (SCK) is retrieved from BBS.
Preliminary steps as follows

1. Select two large prime numbers, x and y. x ≡ y ≡ r (mod m).
2. Manipulate n = x * y.
3. Choose a random number ‘s’, relatively prime to ‘n’
4. Calculate Z0 = s2 mod n. SCK = Z0

Here ‘Z0’ is the common shared core key ‘CK’ and ‘n’ is parameter ‘P’.

Fig. 1. Rbits encryption process
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4.3 Multiple Key Generation with CBC Mode

With the help of BBS algorithm multiple keys are created the same as follows.

loopi = 1 to msglen
scki = (scki-1)2 mod n
bi = scki mod 2
kj = kj|| bi
if (i% ksize) = 0 then
j = j + 1
end loop

msglen = Message length in binary mode.
ksize = Key length.

With an adequate amount of multiple keys Ki of size ksize are created to encrypt a
message with msglen instream or binary mode. In order to build this algorithm as a
trouble-free and faster one XOR operation is carried out and its data processing
complexity is represented as O(b) where b is the no of bits. In this algorithm, repetitive
pattern of same plaintext block leads to similar repetitive ciphertext blocks. To over-
come this difficulty and make it as a more secure one append Cipher Block Chaining
(CBC) with this algorithm which leads to tough cryptanalysis. In this CBC mode of
operation plain text block performs XOR operation with preceding cipher text block
prior to its encryption process. In this way every cipher text block is depend with other
plain text blocks. In the decryption process decrypting the present ciphertext and then
adding the preceding ciphertext block leads to the final resultant message. This type of
operation is suitable for services which have a need of both symmetric encryption and
data origin authentication. During cryptanalysis statistical properties of the on hand
ciphertext is utilized. Here this model protects the statistical characteristics of the
plaintext with the additional CBC mode of operation which defends from any type of
cryptanalysis (Bellare et al. [9]). In 32-bit platform, bit which is less than 2 GB of
addressable space are in process and some of the remaining are fragmented into smaller
pieces. Unless the message size of its default setting is increased, the maximum size of
message will be 64 KB. So, the proposed work is tried with up to 64 KB with Base 64
encoding. If the Base 64 results in larger messages, the message is compressed with the
help of WSE filter tools, such as GZIP. The SOAP Messages size is limited to an
appropriate size limit (here 64 KB) because Larger size limit (or no limit at all)
increases the chances of a successful DoS attack

4.4 Rbits Encryption and Decryption Handlers

Both the sender and the receiver must fulfill the pre-requisites before the encryption
and decryption process which is illustrated as follows.

(a) A strong Security Binding (SB) must be formed among the sender and the
receiver which leads to proper core-key exchanging, parameter agreement(pa-
rameter here means block size).
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(b) Same Block size should be used for both sender and receiver.
(c) Core-key, Parameter and block size should be kept secret and infeasible to predict.

Encryption Handler. During Encryption process the sender or requester has to per-
form the following operations.

(a) Given message has to be converted in to stream of bits.
(b) The binary stream is partitioned into definite block sizes called block stream.
(c) To create random block of bits at sender end, acquire a block stream and XOR

with key Ki.
(d) Utilize CBC encryption operation.
(e) Repeat Step c and d till last block stream of message produces cipher stream.

CBC encryption process is illustrated as follows

Ci ¼ Ek ðpi � CiÞ ð4Þ

C0 = IV
IV = Initialization Vector.

Decryption Handler. During Decryption process the, Receiver or provider has to
perform the following operations.

(a) The cipher stream is converted in to specific size of block of bits as sender.
(b) Acquire a block stream and XOR with key Ki with instantly generated random

block of bits at receiver or provider end.
(c) Utilize CBC decryption operation.
(d) Repeat Steps b and c till last block stream of message.
(e) Convert stream of bits in to plaintext.

Pi ¼ Dk Ci � Ci�1ð Þ ð5Þ

C0 = IV

Signature Creation. When a web service is evoked, with the above security handlers
the service is acquired safely. In order to safeguard it from intruders the service
requester and provider wrap the above public value which is generated using Rbits with
digital signature as follows.

The requester carries out the public value creation as described above (Rbits) and
generates the signature for a requester and sends the Rbits generated public value using
Digital Signature produced to the provider.

SCK þDSig SCK;WSReq
� � ð6Þ

Then the provider detaches the digital Signature DSig(SCK,WSReq) and the public
key value SCK and verifies the digital signature if it matches then it proceeds its
communication otherwise it declines its further process. In the same way the providers
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also performs the digital signature formation and verification operation and safeguard
its service communication.

SCK þDSigðSCK;WSProÞ ð7Þ

In web services both Requester and the Provider have to verify their identity using
Certificate Authorities. In the proposed work, the provider and requester credentials are
verified using trusted authority such as a digital certificate (Secure Hashing Algorithm
SHA1). Once the signature is verified, the requester or the provider can ensure the
message is not tampered. They can also validate the certificate to make sure that it is
not expired or revoked and ensure that no one has actually tampered their private key
using the Formulas 6 and 7 which leads to trusted message communication.

4.5 SOAP Message Encryption Algorithm

When requester or the provider acquire the web service for its services throughout its
communication the message from Web service SOAP request and the message
obtained from the client is safeguarded using AES encryption algorithm as proceeds.

SOAP Request Encryption and Decryption Handler. During web service communi-
cation when the service is requested then the SOAP request encryption handler obtain
the message from SOAP request and the message received from the client is encrypted
using AES algorithm by utilizing the shared core key SCK. Then the encrypted
message (AESencrypt(SCK,message)) is safely transmitted to the provider. To decrypt
that message we have to depend on the SOAP decryption handler to acquire the
encrypted message from the SOAP request and decrypts it using AES algorithm with
the generated secret key.

SOAP Response Encryption and Decryption Handler. Throughout web service com-
munication SOAP Response Encryption Handler handles SOAP response messages
and encrypts the same using AES with its secret key. This Encrypted SOAP response
messages will be decrypted via SOAP Response decryption Handler. The encrypted
message which is received from response handlers (AESencrypt(SCK,message)) is
decrypted using (AESdecrypt(SCK,message)). Here, for each block of stream distinct
key is used and its total Key length is as long as the length of the SOAP message and it
achieves unpredictable randomness of Key for each Block with its added CBC mode of
operation which makes complex cryptanalysis.

AES Encryption. At the time of web service communication, AES encryption and
decryption is carried out with the help of above handlers in both web service requester
and provider region. AES algorithm works with 4 × 4 column-major order matrix of
bytes, for the plain text with 128 bytes and it is composed with the following four
round of operations.

1. SubBytes
2. ShiftRows
3. MixColumns
4. AddRoundKey
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Initial round starts with add round key and the Mixcolums operation is not there in
the final round. The number of rounds/cycles are replicated based on its key size, 10
cycles of repetition for 128-bit keys, 12 cycles of repetition for 192-bit keys and 14
cycles of repetition for 256-bit keys. Each round of operation is performed with the
above mentioned steps with the help of encryption key and set of reverse rounds are
carried out to convert ciphertext back into the original plaintext using the same
encryption key [11].

This proposed secure web service communication model performs its service
communication safely as illustrated in the following Fig. 2.

When a service requester requests a web service through the user interface then it
sends the request to the proposed secure communication channel, where the client
service requester and provider communicate safely. Initially, a requester selects a
random private key and create a public key with the help of Rbits encryption and
decryption handlers for each block and send it to signature handlers, there it creates
digital signature using requesters private key and wrap this with signature conjointly
with its public key and forward the SOAP request to the provider. With the help of
SOAP message Encryption, handlers encrypt the SOAP message using AES encryption
Algorithm.

Service provider acquires the request received from requester and separates the
message and its signature. Initially, it performs signature verification using requesters

Fig. 2. Proposed architecture model
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public key and it verifies the signature, once it matches it proceeds otherwise it denies
the request, with this we achieve data integrity. By SOAP message Decryption handlers
decrypt the SOAP message using AES decryption Algorithm. In the meantime Rbits
Encryption and decryption handlers choose random number and creates public key (for
each block) which is send to the provider. Then, the signature handlers create digital
signature using the private key of the provider and enfold the message with this
signature and send it as response to the requester. To enhance the security here also the
SOAP encryption handlers are called to encrypt the SOAP response message. Once the
requester receives the request which is transmitted by the provider then the same
process repeats as did in provider side like message and the signature separation and
verification with signature using the public key of the provider to maintain integrity and
finally SOAP decryption to receive Secure SOAP Response messages.

In block cipher, the transformation is invertible. It maps an N bit block of bits to
an N bit block of bits with the Key control where n = 128 in the case of AES and this
mapping blocks are performed within the Mode of Operation. In Cipher Block
Chaining Mode (CBC) the message is always multiple of N bits, so padding can be
added to the message before the actual CBC-mode transformation is done for more
security and it is hard to cryptanalysis. AES with Rbits is suitable for both short and
long message communication, moreover it is faster in both Encryption and Decryption
Process (but it is complex to cryptanalysis). Its Unpredictable Key randomness for each
Block with added CBC mode of operation satisfies avalanche effect. Here, for each
block of stream new key is used. All keys are distinct and total Key length is as long as
the length of the plaintext which is not supported much in other algorithms.

5 Implementation and Inferences

A hospital web service is created and a separate database is allotted for it. The doctor
names are obtained by giving the place and disease as the input. Similarly blood bank,
bank web service and a travels web services are also created. Bank web service per-
forms functions like withdrawals deposits and bill payments. The User Registration
system which possess credit/Debit card for bill payments is safeguarded by this pro-
posed model. With the help of Rbits key exchange, the key is shared among the
requester and the provider safely with digital signature wrap and using AES algorithm
the SOAP message during request and response is encrypted at each end only when
both requester and provider are trusted (with proper key exchange) as represented in the
Fig. 5.

The Utility ratio of the system is interpreted as the ratio of the SOAP messages with
the digitally signed key exchange with the adequate procurement of SOAP message
communication with authorized users measured in terms of %.

UR ¼ No: of SOAPmessages� Retrival Rate of SOAPmessagesð Þ
ðNo: of SOAPmessagesÞ ð8Þ
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This Secured Key exchange with AES encryption algorithm yield higher utility
ratio when compared to the formal Diffie Hellman key exchange. Table 1 illustrates the
proposed algorithm offers tremendous utility ratio when compare to formal Diffie
Hellman. The Rbits key exchange with digital signature performed using hash values
and random multiple keys for each block commence increased utility ratio of a system
as shown in Fig. 3. To ascertain the performance of the decryption time, for numerous
runs the time taken by the system is explored for AES with Diffie Hellman and AES
with Rbits key exchange and illustrated as follows. Decryption time Using this pro-
posed Secured AES algorithm to respond the provider or requester is measured in terms
of milliseconds (Fig. 4).

DT ¼ TimeðEnhanced AES Rbits DSig þCPU time
� �� �Þ ð9Þ

The above graphical representation illustrates that the decryption time is minimal
when compared to Diffiehellman key exchange because of its variable length of block
sizeand random multiple key structure. This analysis simulation is performed on

Table 1. Utility ratio

Document size (MB) AES-Rbits AES-Diffie–Hellman

5 55 50
10 59 57
15 63 60
20 61 63
25 65 66
30 67 68
35 72 70
40 74 71

Fig. 3. System utility ratio
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windows 7 OS, 3.0 GHz Dual core intel processor, using Java 1.6 and IDE Netbeans.
This interpretation builds upon the underlying operating system, and Hardware
resources available at that time and this algorithm is applied on 5 MB to 40 MB of data
and the experimental results are illustrated in Figs. 5 and 6 while communicating with
Hospital web service Environment (Table 2).

Fig. 4. Encryption & decryption time speed analysis

Table 2. Speed analysis (encryption & decryption)

Doc Size (MB) AES-Rbits AES-Diffie Hellman
Encryption
Time (ms)

Decryption
Time (ms)

Encryption
Time (ms)

Decryption
Time (ms)

5 16 15 20 18
10 32 16 31 26
15 32 30 34 29
20 32 41 37 44
25 34 43 37 45
30 39 46 42 48
35 43 48 45 50
40 42 47 47 51
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6 Conclusion and Future Work

An AES based SOAP message security with Random multiple key values have been
constructed, to attain security on SOAP message communication and to enhance the
security, protect the key exchanges with digital signatures and color palette scheme
during sign on. Subsequently, it performs the access control mechanism. In addition to
this, during web service communication either in service request or response, the SOAP
messages in service communication are separated in to different blocks and for each
block unique random multiple key is generated and prevent it from transmission
overheads. This multiple keys to each block of message ensure favorably secured
ciphertext and the added CBC mode process conceal the statistical characteristics of the
messages to some extend which leads to complex cryptanalysis.

Fig. 5. Web service invocation

Fig. 6. Cipher text processing and signature verification
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Abstract. A MANET (Mobile Ad-Hoc Network) is composed of mobile,
autonomous, wireless nodes that could be connected at network edges to that of
fixed wired internet. The ad-hoc network does not need infrastructures that are
required for other wireless networks. The term infrastructure includes need of
base stations, routers etc. The network execution ought to be supported up by
protecting collaboration among various nodes and it is finished by essential
mechanisms. In further, most proficient routing protocols are utilized to route the
packets to the destination from the source by the method of routing process.
In MANET, there are various kinds of routing protocols and every one of them
is associated with systematic circumstances. This paper focuses on designing a
new routing protocol which considering minimum number of nodes for routing
and select optimal route. This protocol also concentrates clustering as well as
security considerations in order to provide tenable and proficiency routing.

Keywords: MANET � Routing � DTV � On-demand � Prophecy � Cluster

1 Introduction

The chief characteristics and challenges of the MANETs are Cooperation: MANETs
rely on the cooperation of the nodes for routing and packet transmission. If the source
and destination nodes are not in the range of each other then the communication
between them takes place with the cooperation of other nodes. All the nodes between
them form an optimum chain of mutually connected nodes. In this each node is to act as
a host as well as a router. Simultaneously, this is known as multi hop communication.
Dynamism of Topology: The MANET nodes are random and unpredictable and so is
the topology. The nodes may leave or join the network at any point of time also the
topology is vulnerable to link failure, all these affect the status of trust among nodes
and the complexity of routing. Lack of fixed infrastructure: The absence of a fixed or
central infrastructure is a key feature of MANET. There is no centralized authority to
control the network characteristics. Due to the absence of authority, traditional tech-
niques of network management and security are scarcely applicable to MANET.
Resource constraints: MANET is a set of mobile devices which are of low or limited
power capacity, computational capacity, memory, bandwidth etc. by default. So in
order to achieve a secure and reliable communication between nodes, these resource
constraints make the task more enduring.

© Springer Nature Singapore Pte Ltd. 2016
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In MANET, there are various kinds of routing protocols and every one of them is
associated with systematic circumstances. The routing protocols for ad hoc networks
can be broadly classified into four categories based on Routing information update
mechanism, and based on the usage of temporal information for routing. Routing
topology and Utilization of specific resources.

Proactive, Reactive and Hybrid routing protocols are three major categories based
on the routing information update mechanism. The protocols based on the use of
temporal information for routing can be further classified into two types: Routing
protocols using past temporal information and future temporal information. There are
two other major protocol types which are based on routing topology: Flat topology
routing protocol and Hierarchical topology routing protocols. Based on the Utilization
of specific resources the routing protocols can be classified as Power-aware routing and
Geographical information assisted routing. Proactive Routing Protocol: Proactive
routing protocols are also known as table driven routing protocols. In this routing
mechanism every node keeps up routing table which restrains information in relation to
the network topology yet without entailing it [1, 2]. This component albeit valuable for
datagram movement, acquires the common signaling traffic and power utilization [3].
Reactive Routing Protocol: The routing protocol in which the route is initiated at any
point where a path is required by a node to communicate with a destination. This kind
of protocols do not maintain the network topology information. In addition, the source
node perceives its route store for the available route from source to destination and if
the route is not reachable then it institutes route discovery method [4].

2 Related Works

Destination Sequenced Distance Vector (DSDV) routing protocol [5] is one of the
table-driven protocol where each node maintains a table that contains the shortest
distance and the first node on the shortest path to every other node in the network. It
incorporates table updates with increasing sequence number tags to prevent loops, to
counter the count-to-infinity problem, and for faster convergence. The tables are
exchanged between at regular intervals to keep an up-to-date view of the network
topology. The tables are also forwarded if a node observes a significant change in local
topology. Much less delay is involved in the route setup process. This protocol suffers
from excessive control overhead and is not scalable. Another drawback of DSDV is
that in order to obtain information about particular destination node, a node has to wait
for a table update messages initiated by the same destination node.

The Dynamic Source Routing (DSR) [6, 7] is an on-demand protocol designed to
eliminate the periodic table-update messages required in the table-driven approach. The
routing construction phase is to establish a route by flooding Route Request packets in
the network. The destination node on receiving a Route Request packet, responds by
sending a Route Reply packet back to source. The intermediate nodes also utilize the
route cache information efficiently to reduce the control overhead. This protocol lacks
in route maintenance mechanism which does not locally repair a broken link. Route
setup delay and routing overhead are some drawbacks of this protocol. The perfor-
mance of this protocol degrades rapidly with increasing mobility.
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Ad Hoc On-Demand Distance Vector (AODV) [8] is an on-demand approach which
employs destination sequence number to identify the most recent path. The source node
and the intermediate nodes store the next-hop information corresponding to each flow for
data packet transmission. This protocol use destination sequence number (DestSeqNum)
to determine an up-to-date path to the destination. A node updates its path information
only if the DestSeqNun of the current packet received is greater than the last number
stored at the node. The advantages of this protocol are it finds the latest route and
connection setup delay is less. One of the disadvantages of this protocol is that inter-
mediate nodes can lead to inconsistent routes. Multiple Route Reply Packets in response
to a single Route Request can lead to heavy control overhead. Another drawback is that
the periodic beaconing leads to unnecessary bandwidth consumption.

Temporally Ordered Routing Algorithm [9, 10] which uses a link reversal algorithm
and provides loop-free multipath routes to a destination node. This process establishes a
destination-oriented directed acyclic graph usingQuery/Updatemechanism. By limiting
the control packets for route reconfigurations to a small region, TORA incurs less control
overhead. But local reconfiguration of paths results in non-optimal routes.

Location-Aided routing protocol (LAR) [11] utilizes the location information for
improving the efficiency of routing. LAR designates two geographical regions
Expected Zone is the region in which the destination node is expected to be present and
Request Zone is the region within which the path-finding control packets are permitted
to be propagated. The path-finding control packets are discarded by the nodes outside
of the zone. LAR reduces control overhead by limiting the search area for finding a
path and increased utilization of bandwidth. LAR cannot be used in situation where
there is no access to location information.

3 Work Descriptions

The proposed method concentrates on designing a new protocol named as Dynamic
Triangular Vision and Optimized Slant Selection Protocol (DTVOSSP) which uses the
location information to improve performance of routing protocols. In this proposed

Fig. 1. The structure of the proposed method
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protocol there are three modules which are names as Dynamic Triangular Vision
(DTV) algorithm a new approach in route discovery, Prophecy weighted clustering
algorithm which is based on DTV and Security algorithm. The overall structure is
given Fig. 1.

3.1 DTV Algorithm

A Dynamic Triangular Vision algorithm is an on-demand routing scheme based on
location information of nodes which are updated based on location management. This
method reduces control overhead. When a node starts to communicate with a node, a
triangular vision request zone is created between source and destination to reduce the
route discovery region. The DTV mechanism shows the best way to select a route to
the destination in on-demand basis. In this algorithm the source node does not send
route request packet to all its neighboring nodes. The source node selects only few
nodes within a triangular region which is focused towards the destination. This method
uses flooding, but here flooding is restricted to a small geographical region. Within
request zone only limited nodes can be elected based on some weights. Each node
maintains a DTV table which contains the information of all its adjoining nodes likes
node ID, location and Grade Point (GP).

GP = W1X1 þW2X2 þW3X3. . .: ð1Þ

Where Wi represents weights of a metric i and 0 < Wi < 1. Xi represents the value of
metrics i which represents the node quality. The DTV table will be updated regularly
and it is maintained in ascending order of GP values. The nodes which satisfying the
constraints (within request zone) are considered as feasible nodes and top three nodes
with highest GP values are treated as optimal nodes. The various metrics that are used
in ranking the nodes are given below:

X1 - Packet Forwarding Ratio. The cooperative node can be identified by their pre-
vious Packet Forwarding Ratio (PFR) which can be calculated as below

PFR =
No: of packets forwarded
No: of packets received

ð2Þ

X2 - Link Alive Time (LAT). This metric is used to find the approximate lifetime of a
given wireless link using the mobility and location information of nodes. Link Alive
Time between two nodes can be estimated using the information such as current
position of the nodes, their direction of movement, and their transmission ranges. The
wireless link between nodes a and b with transmission range TX, which are moving at
velocity Va and Vb at angles Ta and Tb can be estimated as below

LAT =
�ðpqþ rsÞþ ðp2 þ r2ÞTx2 � ðps� qrÞ2

p2þ q2
ð3Þ
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Where
P = VacosTa − VbcosTb

Q = Xa − Xb

R = VasinTa − VbsinTb

S = Ya – Yb

X3 - Average Throughput. Throughput is defined as the total amount of data a receiver
actually receives from the sender S divided by the time it takes for R to get the last
packet. The average throughput in Kbps can be computed as shown below:

Average throughput ¼ X � Lð Þ=t ð4Þ

Where (X) denotes the number of the packets successfully received, (L) is the packet
size and (t) is the simulation time. The node which improves the throughput will be
selected for routing.

X4 - Node Buffer Size. Every node need to store the data packets for particular time
periods to recover it in case of any route failures. Each intermediate node should store
the selected feasible nodes temporarily for future routing. So the node with highest
buffer size will be given priority.

X5 - Node Mobility. In MANET the network topology is highly dynamic due to the
movement of nodes; hence routing suffers from frequent path breaks. Mobility of a
node can be measured using the following the formula

Mv ¼ 1
T

XT

t¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXt � Xt�1Þ2 þðYt � Yt�1Þ2

q
ð5Þ

where (Xt, Yt) and (Xt−1,Yt−1) are the coordinates of a node at time t and t−1. The
current time is T. So the node with highest mobility will be given lower weight.

X6 - Load on Node. Data packets will be buffered in the nodes when the routes are
busy. Number of packets waited in the buffer queue for transmission is to be calculated
in order to choose the node with minimum load.

X7 - Energy. In MANET power consumption by the nodes is a serious factor to be
taken into consideration by routing protocols. The energy efficiency of a node is
defined as the ratio of the amount of data delivered by the node to the total energy
expended or using loss power using the distance.

The remaining energy of the nodes can be calculated using

ER ¼ ET � t � d(u,v)n ð6Þ
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Where
ER – Remaining energy
ET – Total energy
t – a constant
n – The path loss exponent indicating the loss power with distance from the

transmitter
d(u, v) – distance between two nodes u and v

Request Zone Creation Phase:

Step 1: If (Xs,Ys) location of S, the location of D at time t0 is (Xd, Yd).
Step 2: If destination is in moving with the nodal speed v, the distance travelled at

time t1 is

dis ¼ v � ðt1 � t0Þ: ð7Þ

Step 3: Then location of destination D may be at any one of the following locations.

ði) (Xdþ dis,Yd

ðii) (Xd;Ydþ disÞ
ðiiiÞ ðXd�dis;YdÞ
ðiv) (Xd;Yd�disÞ

ð8Þ

Step 4: (Xid, Yid) is the position of D at time ti.
Step 5: A request zone is created between (Xs, Ys) and (Xid, Yid) as shown in Fig. 2

Fig. 2. Request zone creation
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Route Discovery

Step 1:  If a source node S intends to send data to destination D. First S has to find 

whether  the route for D is available in the buffer or not.

Step 2: If there is a route then start communication.

Step 3: Otherwise starts route discovery. 

Step 4: A request zone is created based on the location of S and D.

Step 5: Only feasible neighbor nodes are selected for routing if (Xid  - Xs ) > 0 then

intermediate nodes at (Xk Yk) are feasible only when (X s<= Xk <= Xid  ) else nodes in

range (Xid <= Xk <= Xs)   are feasible. Likewise y coordinate constrains are

(Ys <= Yk <= Yid) id <= Yk <= Ys)

Step 6: Among the feasible nodes three nodes with highest GP value is considered and stored 

in buffer of S.

Step 7: The S send RouteRequest packet to one optimal node among these three nodes which 

satisfies MAX ∑WiXi 

Step 8: If the source is X the successive nodes may be named as X1, X2 and X3. Suppose X1 

has picked, it consists of three nodes and that is indicated as X1Y1, X1Y2, X1Y3 and 

so on.

Step 9: Repeat these procedure until destination reached.

Step 10: Destination will send   Route Reply. After receiving Route Reply source starts 
communication.

Step 11: If any failure in the route , the source 

 (Fig. 3) 

will select next optimal node which is in the 

buffer for data communication.

 or (Y
the 

considered 

Route Maintenance: Route maintenance is accomplished through the use of route
error packets and acknowledgment. Route error packets are generated at a node when
the data link layer encounters a fatal transmission problem. When a route error packet is
received, the hop in error is removed from the node’s route buffer and all routes
containing the hop are truncated at that point. As a result, the acknowledgements are
used to verify the correct operation of the route links.
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3.2 Prophecy Weighted Clustering Algorithm

Clustering refers to a technique in which MANET is divided into different virtual
group. Generally nodes which are geographically adjacent are allocated into the same
cluster. Clusters are driven by set of protocols based on behaviors and characteristics of
the node. This enables the network to become manageable. Various clustering tech-
niques [14–17] allow fast connection and also better routing and topology management
of MANET. Clustering technique ensure scalability and load balancing in MANETs,
increases the system capacity by facilitating the spatial reuse of resources and enhances
the co-ordination of transmission activities by electing central authority. To provide a
stable and smaller vision of ad hoc network clustered structure can be created within
request zone of DTV. This algorithm is composed of two phases: First Phase: Clusters
are formed and an appropriate Cluster Head (CH) is elected for cluster. Second Phase:
To overcome the disadvantage of the single cluster, the multiple cluster head are
elected and these are maintained by using Cluster Head Probability.

Fig. 3. DTV algorithm
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Cluster Head selection

Step 1: For every Node Connection among the node neighbors and nodes in a network;
Step 2: Bn.(Yt, Zt) = measure of the node mobility w at moment t or the average speed for 
each node until the present time T; 
Step 3: The measure of the battery force has been devoured = Pc. Thought to be more for a 
cluster head when contrasted with a conventional node; 
Step 4: The node transmission scope = Rt; 
Step 5: The node transmission rate = Xt; 
Step 6: Cw = w1Rt + w2Xt + w3 Bn + w4Pc
Step 7: If (Cw>Maximum) 
Step 8: Maximum=Cw; 
Step 9: Once the cluster head is chosen, all the while in view of the following closest weight 
node is doled out as next cluster head. 
Step 10: Rest of the neighbors of the picked cluster heads are no more permitted to partake in 
the race system; 
Step 11: end for; 

Battery force of the nodes is an important factor in the changes of clustering. The
cluster head power diminishes more quickly. At the point when the cluster Head
Probability falls beneath the threshold then the node is never again having the capacity
to execute as a cluster head and another cluster head is picked.

3.3 Security Mechanism

Unlike the traditional wired Internet, where dedicated routers controlled by the Internet
Service Providers (ISPs) exist, in ad hoc wireless networks, nodes act both as regular
terminals and also as routers for other nodes. In the absence of dedicated routers,
providing security becomes a challenging task in these networks [19, 20]. Various
other factors which make the task of ensuring secure communication in ad hoc wireless
networks difficult include the mobility of nodes, a promiscuous mode of operation,
limited processing power, and limited availability of resources such as battery power,
bandwidth, and memory. To provide secured routing a security mechanism is inte-
grated in the proposed DTVOSSP. The Cluster Head (CH) distributes a randomly
generated key to authenticate the cluster members at regular interval. Only authenti-
cated nodes selected for data transmission. Every Route Reply will contain Time To
Reply (TTR), and update hop count at every hop. In order to find out the cooperative
nodes the trust value of each intermediate node compared with threshold value. Trust
value of every node can be computed based on Trace and Hope Based Method
(THBM) in which the CH premeditate the trust value through tracing all member nodes
and Report Based Method (RBM) [21] in which the trust value is reported by node to
its neighbor node. If all conditions satisfied then Secured Data communication starts
(Fig. 4) [18, 22, 23].
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Report Based Method &Trace and Hope Based Method (RBM & THBM) 

Step 1: Collect data for Rp, Sp, f, d, m, i.
Step 2: Find the threshold values associated to each behavior fn, dn, mn.
Step 3: Calculate ratio fs, ds, ms, is of each behavior and Rp, Sp total sent or received packet
Accordingly.
Step 4: Calculate the deviation fd, dd, md, id from the corresponding threshold.
fs = f / Rp and fd= fn / fs 
ds = d / Rp  and dd = dn/ ds 
ms = m / Rp  and  md= mn/ ms
is = i / Sp and id= in/ is
Step 5: Calculate the corresponding direct trust value using the formula
Trust (t) = (w1*fd) - (w2*dd) + (w3*md) + (w4*id)

Trust Metric
f = No. of packets forwarded
d = No. of packets dropped
m = No. of packets misrouted
i = No. of packets falsely injected
Rp= Total no. of packets received by B sent from A
Sp= Total no. of packets sent by B to A

Trust value ¼ Trust value of RBMþTrust value of THBMð Þ=2

Fig. 4. Security mechanism
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3.4 Features of DTVOSSP

It reduces route request flood and delay in route discovery. The protocol minimizes the
number of nodes for Route computation and maintenance. It optimally uses scarce
resources such as bandwidth, computing power, memory and battery power. It is an
adaptive to frequent topology changes caused by mobility of nodes. It provides an
efficient route and a certain level of Quality of Service as well as ensures scalability and
load balancing in MANETs. Increase of system capacity by facilitating the spatial reuse
of resources. Enhances the co-ordination of transmission activities by electing central
authority and provides a stable and smaller vision of ad hoc network.

4 Experimental Setup

With the network simulator, DTV model is employed for simulation with 80 mobile
nodes in the 1000 m × 1000 m for the simulation time of 500 s. In the network, the
node transmission will be 250 m for all nodes. For traffic source, the CBR (Constant
Bit Rate) is used Table 1.

5 Results and Discussion

The table represents the simulation setup with different pause time to calculate the
performance of Enhanced DTV, DSR and AODV. The performance metrics are
(Figs. 5, 6, 7, 8, 9, 10, 11 and 12)

• Packet delivery ratio
• Network Lifetime
• End to End Delay
• Routing Overhead
• Throughput

Table 1. Experimental parameters and setup

Parameters Values

Routing protocols Enhanced DTV, AODV and DSR
Simulation time 500 s
Traffic type CBR
Maximum connections 10
Transmission rate 4 packets per second
Packet size 512 byte
Pause time 0, 10, 20, 50, 100, 250 and 500 s
Number of nodes 80
network area 1000 m × 1000 m
Maximum speed of nodes 20 m/s
Parameters Range/value
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Fig. 5. Packet delivery ratio Fig. 6. Network lifetime

Fig. 7. Comparision of end-to-end delay Fig. 8. Comparision of throughputs

Fig. 9. Routing overhead comparison between DTV, DSR and AODV
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6 Conclusion

Nowadays specialists were pulled towards the rising innovation of MANET. The
principle shortcomings of a MANET are to facilitate as asset obliged, for instance, a
MANET has restricted data transmission, battery power, and computational force, and
it is not to carry out to have a dependable incorporated organization. The routing
protocols are utilized for exchange of information from source to destination. In this
research work, another protocol called DTVOSSP (Dynamic Triangular Vision Opti-
mized Slant Selection Protocol) has been acquainted to expand the node capacity,
bandwidth, node behavior and throughput competence of the network. The outcomes
acquired outflank the current calculations in every single considered parameter and
ended up being commendable commitment. Its efficiency is proved through simulation
and compared with existing protocols. In most of the metrics proposed protocol out-
perform the existing protocols.

Fig. 10. Energy consumed in the neighbor
discovery DSR and proposed routing protocol

Fig. 11. Comparison of packet overhead in
AODV, DSR and proposed routing protocol

Fig. 12. Comparison of transmission range and connectivity for proposed prophecy weighted
clustering algorithm and weighted clustering algorithm
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Abstract. Social networks have acquired much attention recently, largely due
to the success of online social networking sites and media sharing sites. In such
networks, rigorous and complex interactions occur among numerous
one-of-a-kind entities, main to massive statistics networks with notable enter-
prise capacity. Community detection is an unsupervised learning task that
determines the community groups based on common interests, occupation,
modules and their hierarchical organization, using the information encoded in
the graph topology. Finding communities from the social network is a difficult
task because of its topology and overlapping of different communities. In this
research, the Girvan-Newman algorithm based on Edge-Betweenness Modu-
larity and Link Analysis (EBMLA) is used for detecting communities in net-
works with node attributes. The twitter data of the well-known cricket player is
used right here and community of friends and fans is analyzed based on three
exclusive centrality measures together with a degree, betweenness, and close-
ness centrality. Also, the strength of extracted communities is evaluated based
on modularity score using proposed method and the experiment results con-
firmed that the cricket player’s network is dense.

Keywords: Edge-Betweenness � Modularity � Degree � Closeness �
Community detection � Social network

1 Introduction

The developing use of the internet has brought about the development of networked
interplay environments inclusive of social networks. Social networks are graph struc-
tures whose nodes represent people, organizations or other entities, and whose edges
represent relationship, interaction, collaboration, or influence between entities. The
rims in the network connecting the entities might also have a path indicating the drift
from one entity to the other; and a power denoting how plenty, how often, or how
critical the connection is. Researchers are increasingly interested in addressing a wide
range of challenges exist in these social network systems.

In recent years, social community research has been completed the use of large
amount of data collected from on-line interactions and from explicit courting hyper-
links in online social community systems including facebook, Twitter, LinkedIn,
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Flickr, instant Messenger, and so on. Twitter is pretty rated as a new shape of media
and utilized in numerous fields, consisting of corporate advertising and marketing,
education, broadcasting and etc. Structural characteristics of such social networks can
be explored using socio metrics to understand the structure of the network, the prop-
erties of links, the roles of entities, information flows, evolution of networks,
clusters/communities in a network, nodes in a cluster, center node of the
cluster/network, and nodes on the periphery etc. To discover functionally associated
objects from network groups [1, 2] allow us to observe interaction modules, lacking
characteristic values and are expecting unobserved connections among nodes [3]. The
nodes have many relationships among themselves in communities to percentage
common homes or attributes. The identifying community is a trouble of clustering
nodes into small communities and a node may be belonging to a couple of communities
straight away in a community structure.

Two exclusive assets of facts are used to carry out the clustering mission, first is
ready nodes and its attributes and the second one is ready the connection between
nodes. The attributes of nodes in community structure are known properties of users
like network profile, author publication, publication histories which helps to determines
similar nodes and community module to which the node belongs. The connection
between nodes provides information about friendships, authors collaborate, followers,
and topic interactions.

A few clustering algorithms [4, 5] employ node attributes but ignores the rela-
tionships among nodes. However, the network detection algorithms use corporations of
nodes which can be densely linked [6, 7] but ignore the node attributes. By means of
the use of those two sources of data, the positive algorithm fails to describe the critical
shape in a community. For example, attributes may also inform about which com-
munity node with few hyperlinks belonging to and it is difficult to determine from
community shape alone. On the contrary, the community offers detail about nodes
belongs to the equal community even someone of the nodes has no attributes values.
Node attributes can balance the network shape which ends up in an extra correct
detection of communities. Thus community detection becomes challenging task when
taking into account of both nodes attributes and network topology.

The proposed method overcomes the above hassle by identifying groups based
totally on the node and its attributes with the aid of implementing Girvan-Newman set
of rules.

2 Related Work

A community is a densely linked subset of nodes that is sparsely connected to the
remaining network. Social networks are a combination of vital heterogeneities in
complex networks, which includes collaboration networks and interaction networks.
Online social networking applications are used to represent and model the social ties
among people. Finding groups inside an arbitrary community may be a computation-
ally hard task. Various research dealings in recent past years have been conducted on
the topic of community detection and some of the important research works are
mention below.
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Chen and Yuan have referred to that counting all feasible shortest paths in the
calculation of the brink betweenness can make unbalanced partitions, with groups of
very distinctive length, and proposed to rely on handiest non-redundant paths, i.e. paths
whose endpoints are all special from every different. The resulting betweenness con-
firmed higher consequences than general facet betweenness for blended clusters at the
benchmark graphs of Girvan and Newman. Holme et al. have used a changed model of
the algorithm wherein vertices, instead of edges, have been removed. A centrality
measure for the vertices, proportional to their web page betweenness that became
inversely proportional to their in-degree turned into selected to perceive boundary
vertices, which have been then iteratively removed with all their edges. Only the
in-degree of a vertex becomes used as it indicated the number of substrates to a
metabolic reaction concerning that vertex [8].

One of the most popular algorithms changed into provided via Newman and Girvan
(denoted GN) [9, 10] which turned into a divisive hierarchical clustering set of rules.
Edge removal divided network to groups, the rims to take away had been chosen
through the usage of betweenness measure. The concept changed into that if companies
are related by a few edges between them, then all the paths between vertices in a single
group to vertices in different companies blanketed these edges. Paths give ratings to
edges betweenness, with the aid of accounting all the paths passing via each aspect and
removing the threshold with the maximal rating, hyperlinks inside the community had
been broken. This system was repeated and turned into divided into smaller paths until
a stop criterion is reached, this criterion become modularity. A hybrid model of this
method in [11] and a faster version primarily based on the equal strategy in [12]
become proposed.

Approaches to network detection based totally on the genetic set of rules have been
available in [13–15]. A genetic method proposed by using [16] applied an algorithm
that used a health characteristic which recognized businesses of vertices within the
network that have dense intra connections and sparser inter connections.

In [17, 18] authors proposed a genetic set of rules that uses Newman and Girvan
fitness feature for measuring network modularity. Characters become covered of N
genes that N changed into the node range. The ith gene corresponds to a jth node, and its
fee becomes the identifier of node i. Authors used a non-fashionable one-manner
crossover in which, given two people A and B, a network identifier j was selected
randomly, and the identifier j of nodes j1,…,jh of A become transferred to the identical
nodes of B.

On this research, the Girvan-Newman set of rules based totally on part-
Betweenness Modularity and link analysis (EBMLA) is applied for discovering
groups in networks with node attributes. The twitter data of the famous cricket par-
ticipant is taken for have a look at and network of friends and followers is analyzed
based totally on 3 different centrality measures along with the degree, betweenness,
closeness centrality, and modularity score.
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3 Girvan-Newman Algorithm

3.1 Girvan-Newman Algorithm Based on Edge-Betweenness Modularity
and Link Analysis

The Girvan and Newman is a general community finding algorithm. It performs natural
divisions among the vertices without requiring the researcher to specify the numbers of
communities are present, or placing limitations on their sizes, and without showing the
pathologies evident in the hierarchical clustering methods. Girvan and Newman [19]
have proposed an algorithm which has three definitive features (1) edges are gradually
removed from a network (2) the edges to be removed are chosen by computing
betweenness scores (3) the betweenness scores are recomputed for removal of each edge.

As a degree of traffic flows Girvan and Newman use part betweenness a general-
ization to the edge of the renowned vertex betweenness of Freeman [20, 21]. The
betweenness of an edge is defined because of the quantity of shortest paths among
vertex pairs. This quantity can be calculated for all edges in the time complexity of O
(mn) on a graph with m edges and n vertices [22, 23].

Newman and Girvan [23] define a degree called modularity, which is a numerical
index that shows proper separation among nodes. For a separation with g organizations,
define as g × g matrix e. Whose thing eij is the fraction of edges in the authentic
network that connects vertices in institution i to those in institution j. Then the mod-
ularity is described as

Q ¼
X

i

eii �
X

ijk

eijeki ¼ Tr e� e2
�� ��;

wherein shows the sum of all elements of x, Q is the fraction of all edges that lie within
groups minus the predictable value of the same amount in a graph in which the vertices
have the same tiers however edges are positioned at random with outlook upon the
communities. The Q = 0 indicates that community shape isn’t any more potent than
could be expected by using random chance and values other than 0 represent deviations
from randomness. Restricted peaks inside the modularity for the duration of the pro-
gress of the community shape set of rules imply correct divisions of the community.

3.2 Girvan-Newman Partitioning Algorithm

Successively Deleting Edges of High-Betweenness

Step 1: discover the threshold or multiple edges with the best betweenness, if there
may be a tie in betweenness then eliminate the rims from the graph. This technique
may additionally spill the graph into numerous components; it makes first level
partition of the graph.
Step 2: Recalculate all betweenness values and then remove the edges/edge with
high betweenness value. Again split the first level region into several components
such that there are nested within larger regions of the graph.
Step 3: Repeat steps (1) and (2) until edges continue to be within graph.
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Computing Betweenness Values
For each node A:

Step 1: Do Breath First seek to start at node A
Step 2: remember the quantity of shortest paths from A to every different node
Step 3: determine the quantity of flow from A to all other nodes.

3.3 Centrality Measures and Modularity Scores

Centrality measures are used to discover the node’s relative significance inside groups
by using summarizing structural relation with different nodes. The three simple cen-
trality measure targeted on this work are a degree, closeness, and betweenness.

Degree. The degree centrality represents the wide variety of connections a selected
node has. In a directed graph, wherein the route of the node is applicable, there may be
a differentiation between the in-degree and out-degree; the quantity of hyperlinks a
specific node receives is in-diploma, and the range of links a selected node sends is
out-degree. The sum of in-degree and the out-degree offers the degree measure. The
following method gives degree and normalized degree centrality ratings.

Degree centrality

CD vð Þ ¼ deg vð Þ

Normalized degree centrality

CD vð Þ ¼ deg vð Þ=g� 1

where g is the size of the group.

Closeness. The closeness measure represents imply of the geodesic distances among a
particular node with other nodes related to it. It is a measure of ways long a message
will take to unfold during the network from a specific node n sequentially. It also
describes the speed of the message within social systems. Closeness is primarily based
on the period of the average shortest direction among a vertex and all of the vertices in
the graph. The subsequent formulation is used to calculate closeness centrality.

Closeness Centrality

CcðniÞ ¼
Xg

j¼1

dðni; njÞ
" #�1

Normalized Closeness Centrality

C
0
CðniÞ ¼ ðCCðniÞÞðg� 1Þ
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Betweenness. The betweenness measure quantifies the quantity of times a node acts as
a bridge alongside the shortest direction among other nodes. It’s miles a measure for
quantifying the manipulate of the node at the conversation between nodes in a social
network. It also represents how a long way a message can reach inside a network from
a specific node ‘n’ and additionally describes the span of the message within social
systems. Nodes that arise on many shortest paths among other nodes have higher
betweenness than those that do not. This is vertices that have an excessive possibility to
occur on a randomly chosen shortest direction among two randomly chosen vertices
have an excessive betweenness. The following formulas are used to determine
betweenness centrality measure.

Betweenness Centrality

CBðniÞ ¼
X

j\k

gjkðniÞ=gjk

where gjk = the number of geodesics connecting jk, and gjk(ni) = the number that
actor i is on.

Normalized betweenness centrality measure

C
0
BðniÞ ¼ CBðniÞ=½ðg� 1Þðg� 2Þ=2�

Modularity. The modularity Q is proposed via Newman and Girvan [23] as a degree
of the nice of a selected division of a network, and is defined as follows:

Q ¼ range of edges inside communitiesð Þ � predicted wide variety of such edgesð Þ

The modularity Q measures the fraction of the edges within the community that join
vertices of the same type, i.e., inside-community edges, minus the expected value of the
same quantity in a community with the equal network department however with ran-
dom connections among the vertices. If the variety of inside community edges is not
any higher than random, Q = zero. A price of Q this is near 1, which is the maximum,
indicates strong community shape. Q usually falls inside the range from 0.3 to 0.7 and
excessive values are rare.

4 Experiments and Results

The proposed framework includes four phases: twitter facts, directed network,
Girvan-Newman algorithm, and modularity score. Every phase is described in fol-
lowing sections and the architecture of the proposed system is shown in Fig. 1.

Real time twitter statistics was extracted from twitter API 1.1 the use of R 3.3.1
tool. A directed network is created using Twitter buddies/followers listing as the graph.
In this directed community, three centrality measures degree, closeness, and
betweenness are used for the stage of evaluation of network Girvan-Newman algorithm
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is used to detect communities and subgroups. The size of subgroups is found using
Girvan-Newman algorithm of this network. The algorithm also detects modularity
score of the community.

Girvan-Newman algorithm is implemented for community detection based on edge
betweenness. Analysis of the social network is carried out using various centrality
measures such as degree, closeness, and betweenness. These centrality measures are
evaluated with various properties like minimum and maximum values of in-degree,
out-degree, in-closeness, out-closeness, and betweenness. The real-time data is col-
lected using the twitter application programming interface 1.1 for this research work.
Nine thousands records of friends and followers list of the famous cricket player have
been crawl from his twitter account. The data is collected at run time from twitter
network using R3.3.1, a statistical tool.

Figure 2 shows the cricket player’s initial community network and Fig. 3 depicts
the relationship types of community network such as friends and followers both friends
and followers of the initial network. This network has 7095 edges and 6831 vertices.

Degree, closeness, and betweenness are the three centrality measures that are
evaluated for the above network using R script. The number of connections that a

Fig. 1. Community detection framework

Fig. 2. Cricket player’s initial network
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particular node makes is called the degree centrality. The Twitter network is a directed
graph and a node encompasses both in-degree and out-degree. The number of arcs from
a node to other nodes is out-degree and it is 95 for this network. The in-degree is the
number of arcs coming into a node from other nodes and it is 7000 on the same
network. The total degree centrality measure is 7095. The histogram representation of
in-degree, out-degree and total degree measurement for the cricket player’s network is
shown in Figs. 4 and 5. The minimum and maximum values of in-degree and
out-degree measures are given in Table 1.

Similarly, the closeness centrality measure is evaluated for the same directed graph.
The closeness measure represents the shortest path between nodes connected with it.
The out-closeness is 0.0000000217 for this network. The in-closeness is 0.00000161
for the same network. The total closeness centrality is 0.0000000217. Figures 6 and 7
displays the histogram representation of in-closeness and out-closeness of this network.
The minimum and maximum values of in-closeness and out-closeness measures are
given in Table 1.

Fig. 3. Friends and followers network

Fig. 4. In-degree of given network
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Fig. 5. Out-degree of given network

Fig. 6. In-closeness of given network

Fig. 7. Out-closeness of given network
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The minimum and maximum values of betweenness measures are computed for this
cricket player’s network in a similar manner and the values are given in Table 1.

A community consists of a closely connected group of vertices, with only meager
connections to other groups. Girvan-Newman Algorithm is used here to find different
communities from cricket player’s twitter network based on edge betweenness mea-
sure. The modularity score for this network is obtained as 0.91. Thirty-nine different
communities are extracted for this network based on edge betweenness modularity
measure and demonstrated in different colors in Fig. 8. These 39 communities are
clustered based on followers, friends, and both followers and friends in the network.
The distribution of nodes in various communities is showed in Fig. 9. The membership
of size of Community 1 is 69, community 2 has the highest size with 166 memberships.
Communities 3 and 4 have the membership sizes 42 and 39 respectively. Communities
5 and 7 have the same membership size 37 and so on.

Fig. 8. Community detection using edge betweenness algorithm (Color figure online)

Table 1. Evaluation measures for community detection

232 K. Sathiyakumari and M.S. Vijaya



5 Discussion and Findings

In this research work, the out-degree is 95 and in-degree are 7000 for the cricket
player’s network. An entity or node is an active player, hub when it has high degree
centrality and obtains an advantaged position in the network. Since closeness centrality
is low, the node has slow interaction to other entities in a network. The node has a
better influence over the other nodes in the network and is in a powerful position
because the betweenness centrality is 468 for this network. The modularity score
obtained through Edge-Betweenness and Link algorithm is 0.91; it is proved that the
cricket player’s friends and followers network are highly dense. Also, the
Girvan-Newman algorithm has detected 39 different communities from the cricket
player’s network and found that out of 39 communities, 5 communities are dense.

6 Conclusion and Future Work

This work elucidates the application of Girvan-Newman algorithm based on
Edge-Betweenness and Link Analysis for detecting communities from networks with
node attributes and its properties. The real time twitter directed network of a cricket
player is used to carry out social network analysis with various centrality measures. The
modularity value 0.91 of the tested network by EBMLA confirms that the network is
dense and the algorithm is efficient in finding different communities. As a scope for
further work more network properties can be used for social network analysis and more
interpretation can be drawn. Also, other community detection algorithms can be
adopted for detecting communities and finding significant node attributes for each
community.

Fig. 9. Community size
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Abstract. GIS based Smart Energy Infrastructure Architecture and Revenue
Administration is an integrated framework of web, mobile and GIS technology
to manage electrical infrastructure and produce energy bills for the consumers.
This framework helps to plan new electrical transmission infrastructure needed
for quality power supply and assist in detailed planning for infrastructure. This
helps to create state-of-the-art Geomatics oriented models which can assist in
decentralized planning and development for robust development. The Revenue
Administration Model being proposed is easily adaptable which allows for
ultimate flexibility as government processes may change over a time due to
changes in tariff, as well as being able to easily integrate with external appli-
cations such as Revenue accounting, ATP, IVRS, GIS, Spot billing, Payment
Gateway, SMS alert and work management. The framework focuses on practical
steps to be carried out for exploiting full potential of technology convergence,
with emphasis on technically viable smart energy infrastructure keeping in view
of sustainable growth.

Keywords: GIS � Electricity � Mobile � Framework � Geographical
Information Systems � SOA � Geomatics

1 Introduction

A comprehensive framework needs to be developed for smart electrical infrastructure
and revenue administration for all the electrical resources. GIS mapping of various
functional equipments such as Grid Sub Stations, Power Sub Stations, Power Trans-
mission Line, and Transmission Towers need to be completed to complete the network
diagram. GIS based application model is being proposed for Grid Sub Stations
220 kV/133 kV/33 kV/11 kV, Transmission Line (Operational, Proposed, Under
Construction), Transmission Towers along with attributes, Power Sub Stations etc. The
application model must provide facility for buffer analysis of these substations based on
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capacity for 50 km, 25 km, 5 km etc. which may to identify those habitations which
are not yet served. Distribution of electricity facilities can be mapped on GIS platform
as shown in Fig. 1. This helps to spatially analyze new facilities to be created for
extending quality electricity to the citizens [1].

For effective energy management an comprehensive energy billing software need to
be developed for accepting various modes of payments, delivering services through
multi-channel delivery systems and allowing customers access to their current billing
and accounts information. It is also necessary to enhance security as the accessibility
may be made open through mobile phones and there is need for configuring high end
security and access rules for individual consumers. The services can be accessible
either through mobile APP or through SMS and all the stakeholders need to access the
updated information instantaneously. There is are need to develop a mobile module
which is easily configurable, and allows maximum flexibility as government processes
may change due changes in government rules over a time. There is also need to
integrate itself with external platforms or applications such as Financial Accounting,
Any Time Money, Any Time Payment, Interactive voice Response System, GIS and
work and asset management systems. These is need to create a comprehensive com-
plaint management system to address various grievance at different levels. The inte-
grated electricity ICT based framework proposed should help in building, maintaining
and operating the functions in an efficient and coordinated manner. The methodology is
economical as well comply with inter-State transmission system or intra-State trans-
mission also complies with the directions of the Regional Load Dispatch Centre and the
State Load dispatch Centre. These are existing problems associated with planning in
distribution system which can be solved using new ICT tools [7, 14] based on GIS and
Mobile technology because there is necessity of accurate and up-to-date information of
the assets of electricity network. GIS technology can help to discover new things about
infrastructure planning and various kinds of financial investments as well as various
project risks associated and also allows to simultaneous assess technical, financial, and
environmental factors for enhancing the networks. It is necessary to align with existing
habitations to ensure that electricity networks do not affect the populace.

Fig. 1. Grid substations with their attributes
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2 GIS Modeling of Electricity Networks

Over Years GIS has been used in electrical domain to develop various kinds of systems
to fetch huge database information and understand behavior of customers and also
understand various other aspects of electrical management such as billing, material
management, inventory management, analysis of distribution networks and outage
reporting. Geographical Information Systems are now being used currently for the
mapping and modeling of distribution network systems. GIS software [5, 15] can help
to model changes in the electricity network, install new equipments, cover m ore area,
enhance services and various parameters in the network can be updated in less time
through mobile phones so that accurate information on regular interval can be collected
and integrated into a comprehensive system. GIS mapping process starts with mapping
of infrastructure and a visual interface to the spatial data as well as attribute data can be
created. The organization of complete electrical infrastructure is depicted in Fig. 2.

This kind of web GIS application not only support normal database queries, spatial
queries but information can also be examined through a variety of spatial attributes
such as distance, proximity, and elevation. Geographical Information System can also
help in network route planning which may determine the path based on optimality
principle and provides the shortest distance and at minimum cost. Spatial data analysis
of electrical infrastructure can help stakeholders to analyze various kinds of patterns in
spatial data and MIS. Business Intelligence can also be developed as decision support
system with the purpose of improving network efficiency [2, 11] of electrical services,
delivery services to the citizen and customer grievances management. Mapping and
digitization of electrical transmission network, Consumer geo-tagging and imposition
of the various geospatial base map of the identified location such as habitation, road,
industries, schools and other infrastructures with related important attribute data on
available satellite imagery [4] has been extensively being used as excellent practice of

Fig. 2. Power transmission network
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delivering quality services in many of the service applications. However, the main
challenge is to integrate GIS components with main distribution processes like Man-
agement of new Connections, establishment of additional networks, electricity net-
works for rural areas, Collection of Payments from consumers, other Customer
Services, Network analysis, Network Coverage analysis, Habitation coverage Analysis,
area uncovered analysis etc. This methodology emphasizes that there is need for
adoption of Service-oriented architecture (SOA), Mobile Computing, SMS and using
standard middleware tools with business rules for integrating Web GIS applications
with other applications.

3 Geospatial Model for Power Transmission Line

Geomatics-based Application Model for Electricity network can be conceived as an
enterprise G2G/G2C based decision-support system which uses Distributed Architec-
ture and is based on Service Oriented Architecture. Spatial data related to electricity
network need to be collected about distribution network [3, 8] consisting of information
related to power substations, feeders, revenue village locations, habitations as well as
other basic amenities associated with the citizen. The entire GIS based framework may
assist in planning for rural electricity related e-governance services up-to panchayat
level and providing connectivity through optical fiber cables over electrical transmis-
sion networks. Electricity transmission poles are integral part of integrated electrical
infrastructure and each poles contains different type of electrical equipments. Inventory
of these equipments and maintenance require up to date information of these devices
along with location. Figure 3 describe inventory at each electrical transmission pole
which is suitable for up to date status of equipments.

Fig. 3. GIS mapping of electricity transmission poles
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The digitization of electrical related assets of network management, consumer
indexing and mapping involves the following steps:

• GPS survey of electrical consumers and network assets.
• Digitization of electrical network assets (Substations, Feeders, Transformers and

Poles)
• GIS mapping, indexing and codification of electrical consumers and network assets

with defined electrical relationships:

The applications of GIS are important for power system planning, analysis and control.
They can help to improve power system visualization by depicting spatial data with
transmission network and other associated assets of the electrical network. This also
helps to maintain inventory of electrical items at each pole and power sub-stations.

4 Proposed Methodology for Infrastructure Mapping

GIS mapping of power distribution network requires GPS survey of infrastructure and
geo referencing and mapping the relevant electrical assets on the digital base map. This
can be done through a mobile App which can be used by field officers to visit each of
the locations of GSS, PSS, electrical poles etc. These data then can be uploaded on to
the GeoDB through Web services. A mobile application to capture current status of
equipments at each electrical transmission can be developed as shown in Fig. 4.

The data so collected can then be plotted on to GIS platform [7, 13]. There can be
different kinds of deviations which can be corrected at later stage and attributes col-
lected through mobile phone can be integrated. In some of the GIS applications various
kinds of electricity consumers are also mapped to the corresponding electricity net-
work. The purpose of these kinds of applications is to index all the consumers based on
various criteria and later categorize them to create the complete geo-tagged consumer
database with respect to their unique electrical address. A successful GIS framework
can seamlessly [10] integrate with the spatial data with various distribution and

Fig. 4. Mobile application for capturing attribute data
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consumer related applications such as Customer Information System, Assets Man-
agement, Outage Management [6, 9] and Utility Billing System. This can also provide
interfaces for the cross-application and support data portability. The total integration of
these electricity networks in only one shared physical electricity infrastructure, with
copper cables for electric power and fiber optics for telecom, would result in an
unprecedented improvement in e-governance infrastructure [5]. This can also help in
much needed improvement in digital service delivery to citizens and bandwidth
requirements for connecting remotest villages. There is growing need for bandwidth for
both G2G and G2C services and expected that the entire governance services is likely
to go digital.

5 Revenue Administration

A comprehensive billing software can be developed for billing the consumer based on
prevailing tariff however there is growing requirement for providing spot billing facility
so that consumer need to visit the electricity counters for receiving Bills as well as
making Payments. Spot Billing Mobile App [3, 6] can have two separate applications
which can be given to Meter reader. A Web site may be maintained for providing
administrative functions. From the beginning of the day, a android mobile phone with a
route chart which contains route of consumer houses which has to be covered within a
day can be provided. Figure 5 depicts various facilities to be provided to the meter
readers for generating energy bills, taking geo-tagged, time-stamped photograph of
meters and synchronizing with servers.

The Meter Reader can preload the entire details of the electricity bill details in the
mobile before moving to the location. If the particular meter in the route map is
indicated with the green color indicate that data is to be collected and in case the color
is red then it indicates that data has already been captured in earlier visit. This helps in
capturing all households and no household will be left. Meter readers need not do any
calculation manually rather it can be done through the mobile app. All that Meter

Fig. 5. Mobile application for revenue billing
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Reader need to do is to get the meter reading and send it to the Server using mobile app
as web service. There is also possibility that SMS service can be enabled for this. Then
the billing software running on the server does the entire calculation and processed
electricity bills are may be sent to the relevant consumers via SMS or Consumers can
also view the electricity bills using Mobile App. It is also possible to lodge complain by
the meter reader and report fault in case it exists.

6 BharatNet over Electricity Poles for Remote Connectivity

A GIS based electricity network map of most of the electricity infrastructure including
Grid Sub Station (GSS), Power Sub Station (PSS), HT Line, LT Line, pole, transformer
etc. may be created. The locations and attributes of these infrastructure may be captured
through mobile App. This can use various GPS points taken of Grid Sub stations
(GSS) and Power sub stations (PSS) and even towers of the electrical transmission lines
along with various attributes. Various layers can be prepared for mapping every aspect
of transmission lines [2] and mapping the path by which they can reach up-to the
Block HQ. From Block HQ to Panchayat electrical infrastructure of 33 kV or 11 kV
can be used. This GIS mapping is part of Digital India initiative [15] in which optical
fiber cable is to be taken to panchayat over electrical transmission lines.

GIS Database Development:

• Digitization Process:
• GPS survey of electrical consumers and network assets.
• Digitization of electrical network assets.
• GIS mapping, indexing of electrical consumers and network assets

• Data Collection:
• GPS Base Station & adequate number of GPS Receivers.
• Surveyors walk along and capture the spatial position.
• Collect attribute data.
• The digital base map must show the important landmarks for better

visualization.

The process of integration of electricity transmission network initially excel sheet need
to be prepared containing all the required locations and their associated parameters. An
android application may also be developed for capturing geo-tagged location pho-
tographs and other attributes. The master data available can be downloaded to the
mobile phone so that less work is to be done by the field engineer and also quality of
Data can improve [12]. The longitude and latitude which is one of the important feature
can be converted from degrees, minutes seconds to decimal degrees and then spatial
data can be imported in GIS software for creating electricity network. Later the data can
be ported to Web GIS platform so that it is possible to view the network over internet or
intranet. This can also lead to creation of coordinated network.
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7 Technology Perspective

GIS enhance visualization of power systems by associating spatial data with trans-
mission assets, such as animation, making them attractive platforms for displaying
geographically referenced real time power system data such as the voltage and line
loading monitoring [2]. GIS information is stored in geographical map layers making it
easy to relate transmission network conditions with other relevant information such as
weather, vegetation growth, and road networks. Real-time weather data integrated in
GIS increases the operator’s situational awareness. For example, with the help of such a
system, the identification of a weather front moving towards a given area enables
operators to quickly determine transmission facilities with increased risks of outage.
Figure 6 represents integration framework of GIS technologies to support decision
making process.

8 Optimizing Electrical Lines Routing and Load Forecasting

The electrical transmission network routing and optimization is highly complex pro-
cedure involving lot of parameters to be considered before laying the design. In case it
is not planned properly it may lead to health issues of citizen due to the electric and
magnetic fields, especially from high voltage transmission lines. The cost involved in
shifting transmission line from one location to another aligning to habitation is a
difficult task. During the selection of route for electricity transmission line, a straight
route with minimum level of curve [4, 13] is desirable as it gives the best engineering
and economic solution. However in order to connect to various habitations the elec-
tricity network need to be created near habitation only. In order to achieve this elec-
trical route the line may have to pass through certain places which are already inhabited
by citizen or areas that are unsuitable for locating the transmission towers. GIS tech-
nology can be used to analyze the selection of suitable areas for transmission lines
[7, 10], so that there is minimal disruption and less hazard to the citizen. This can be
done by methods such as minimizing the number of trees in a forest area, implement
optimal routing algorithms based on electrical and material properties in addition to

Fig. 6. GIS integration framework and spatial modeling
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location characteristics, visualize the network on a map helps make appropriate deci-
sion. Installing transmission lines is very expensive, so it’s not an option to make errors
about location. Buffer zone concept from spatial informatics can help in routing the
High tension transmission line near to a populated area, where spatial buffer zone will
protect the inhabitants from strong electric and magnetic field effects. Forecasting the
amount of future load growth and predicts the location of load increment is called load
forecasting. It is very important for power planning and the whole planning work
depends on it. To perform spatial load forecasting techniques Gathering spatial
information can be performed on the Geographic Information System (GIS) Platform.

9 Conclusion and Future Work

Applications of GIS in Network Management System as stated in this paper, which are;
Integrating between text and spatial data can be used to perform auditing of Energy,
Management of Load, Planning for Network expansion, Network analysis, determining
the optimum, shortest, and most economic path for electrical transmission lines;
forecasting and predicting the amount of power needed in the future [6] etc. Geo-
graphical Information System in electrical power management system can help to
determine the optimal path for creating or expanding transmission lines. This can also
help to forecast the growth of load and increase in infrastructure requirements due to
increase in services and manage electrical infrastructure in case of disasters. The
framework can be extended in future to focuses for exploiting full potential of tech-
nology convergence, with emphasis on technically viable smart energy infrastructure
keeping in view of sustainable growth.

Acknowledgement. This work is a part of the National GIS Framework being established by
NIC for 1:10 K scale multi-layer GIS project and iBhugoal-Phase-II project funded by Govt. of
Bihar.
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Abstract. Radio Frequency Identification (RFID) is a valuable tech-
nology for tracking objects in the supply chain. Security and privacy
requirements arise with the fast deployment of RFID in supply chain
in a heterogeneous environment. Authentication is one of the important
security requirements in cloud environment. Even though several RFID
cloud authentication protocols are available for supply chain manage-
ment, they lack to satisfy some security requirements. There is a need
for secure, efficient, and scalable protocol for agile supply chain. In this
paper, an RFID cloud authentication protocol is proposed and an infor-
mal security analysis is carried out. Performance analysis is done with
respect to the tag entity. The proposed protocol is scalable and it pre-
serves tag/reader privacy, provides mutual authentication and resistant
to many attacks. Comparison with the existing protocol in terms of com-
munication cost shows that our protocol outperforms the other protocols.

Keywords: Mutual authentication · RFID · Cloud authentication ·
Supply Chain Management · Security and privacy issues

1 Introduction

In Supply Chain Management (SCM) system, products are moved from supplier
to customer. It integrates and coordinates the flow of material and information
from supplier to manufacturer to wholesaler to retailer and to consumer. Effec-
tive SCM ensures the availability of the product when needed. SCM is a complex
and knowledge intensive process [3,15]. In order to address the inventory prob-
lems and logistics problems in SCM, the products are to be tracked to check its
availability in an efficient manner. Radio Frequency IDentification (RFID) tech-
nology implemented in supply chain ensures that the right goods are available
in the right place. RFID makes the supply chain considerably more precise and
improves the efficiency and reliability of the entire chain.

An RFID system has three components tag, reader, and server. The tags are
classified as active tag and passive tag. Active tag has read/write capabilities,
where as passive tag does not contain internal power source and the tag can be
c© Springer Nature Singapore Pte Ltd. 2016
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read only at very short distances [12,13]. An active tag consists of the prod-
uct details and secret data for secure communication. Readers provide linkage
between the tag and the server, allowing data to be read from the tag and trans-
mitted to the server. Reader scans the tag to check the data and communicates
with networked servers and reader can be a mobile or handheld device. The
server is responsible for storing and processing the data. The tag data can be
updated by a reader [8,15].

After a product is manufactured, a unique RFID tag is attached. The product
moves to warehouse, retail store and finally to customer. In warehouse, the object
availability is checked with RFID tag. Customer uses RFID tag attached to the
product in any novel RFID application. After sales also the service provider
records the history of the product service details in the tag. Therefore, it is
necessary to track the object till its lifetime.

Cloud environment makes supply chain to track the product throughout its
lifecycle easily. As real time information is made available, administration and
planning processes can be significantly improved. Cloud computing provides data
availability and supports business agility [3–5]. In any RFID based system in the
cloud, authentication is the most important security requirement. Each partici-
pating entity in the system can make sure that they are communicating to the
right entity. Improper authentication can result many attacks like, tag imper-
sonation, reader impersonation, and replay attack. Hence it is necessary to have
protocol for achieving mutual authentication between the reader and the tag
[14,20]. Thus, security and privacy issues remain a major issue [9,10]. The com-
munication between the tag and the reader is in wireless environment and reader
to cloud server is in public channel. Authentication between the reader and cloud
server is achieved using Message Authentication Code (MAC) [6,7].

In this paper, an enhanced RFID cloud authentication protocol is proposed
to provide solutions for security and privacy issues. Cloud server stores the tag
details and its associated reader details in a secured manner, which enables
the application logic to change the reader and the tag details in a pervasive
environment. The main objective of this paper is to highlight the security and
privacy issues and propose an enhanced RFID authentication protocol for the
supply chain management with greater scalability.

The rest of the paper is organized as follows. Section 2 details some related
work. Proposed protocol is presented in Sect. 3. Section 4 describes the security
and performance analysis of the protocol. In Sect. 5, the paper is concluded with
some future work.

2 Related Work

Initially, RFID security protocols are modelled to address mutual authentication
as an important security requirement [11,16]. As mobile readers are introduced,
new requirements for efficient protocol are raised and also the design should be
made privacy preserving. Existing protocols are not well suitable for address-
ing several security and privacy issues [10]. It is very difficult for companies
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to maintain the storage and authentication services. Evolution of cloud, serves
the purpose. Implementation of RFID for supply chain management system in
cloud environment brings out new security challenges in the research field like
ownership transfer, authority recovery, data usage, etc.

In [3], the authors aimed to provide mutual authentication between the tag
and the reader in SCM. They have maintained routing table in the tag which
is prone to attack. Once the authentication is successful, the tag is ready to
receive the communication from the other reader in the chain. It is very difficult
to maintain the secret value in all the readers in a heterogeneous environment.
Authority recovery is not addressed.

In [20], encrypted hash table is introduced to preserve the privacy of the
tag/reader from database keepers in cloud. Scalable protocol is proposed. The
main important assumption in that paper is communication between reader
and cloud provider is through Virtual Private Network (VPN). Cost of deploy-
ing VPN is not suitable for small and medium enterprises and business data
is exposed to VPN agency. In this protocol, tag initiates the protocol execu-
tion where as in all other protocols reader initiates. It is advisable that always
reader initiates the execution. Otherwise, the tag possibly will communicate with
an unauthorized reader. Any reader deployed in the supply chain can perform
authentication. Updation of reader information in tag is not addressed.

In [10], mobile reader is considered in the design. This protocol makes the tag
free from storage and computations, but heavy computation on reader device.
As a mobile reader it is difficult to have such a storage space and computational
capacity. The authors ensure the data integrity between the tag and reader for
every message using hashing. Between the reader and cloud server MAC is used.
Reader can say the missing products as available one, which will create serious
problem in inventory tracking. The authentication protocol fails accountability
property since, without the tag’s knowledge the reader can be able to prepare
the message [17,18]. The formal security verification is carried out using Auto-
mated Validation of Internet Security Protocols and Applications (AVISPA) tool
[1,2,19]. The various technical issues observed in this protocol are as follows:

– The mobile reader initiates the protocol, the tag generates a random number
and prepares M1 and sends without authenticating the reader. If replay attack
is carried out, then the tag repeats many computations unnecessarily.

– In case of tag impersonation attack, fake tags can store details in the reader
which leads to memory overflow, a kind of DoS attack.

– The cloud server encrypts the session key and tag ID and sends it to the
reader, but that could be prepared by the reader itself and freshness property
is not proved.

In [14], security requirements, common attacks and privacy problems in RFID
authentication protocol are defined. The message transferred in this protocol is
protected with cryptographic primitives. Trusted Third Party (TTP) is included
for ownership transfer, authority recovery, and data sharing. In the tag, secret
key is stored and updated for every successful session but it is not used for
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encryption. This protocol cannot withstand DoS attack; however privacy is still
preserved.

Almost all the authentication protocols meet the basic authentication pur-
poses. But, when value added services in supply chain domain are considered,
the authentication protocol has to be redesigned by defining the security and
privacy requirements clearly. It is essential to design an efficient RFID authen-
tication protocol to resist all possible attacks and threats and implementation
ease.

3 Proposed Authentication Protocol

In the supply chain management the objects are embedded with passive tag.
The reader devices in various departments are used to track the objects. This
front-end communication uses public radio channels. As the reader is not capable
of storing large amount of data, storage is moved to the cloud server. This back-
end communication is to be secured as the database service provider is not a
trusted one. The objective of cloud deployment is to provide scalability and the
ability to manipulate the tag data in a secure manner by different supply chain
participant. When the object is moved from one department to another, the
reader associated with the tag is changed. The application logic written in the
server updates the active reader, which is currently associated with the tag.

The proposed authentication protocol is depicted in Fig. 1. Cloud server uses
Encrypted Hash Table (EHT) to store tag ID and its associated details like
the owner of the tag and list of readers [20]. The protocol preserves the list
of authenticated readers for the tag. It is made easy to control the legitimate
readers processing on the tag and delegating the reader responsibility to the other
readers in the list. The notations used in this protocol are shown in Table 1.

3.1 RFID Cloud Authentication Protocol

The proposed protocol consists of four important online phases.

(1) Setup phase. The tag is associated with the reader and the details are
stored in the cloud server. Tag possesses TID, pre-computed h(OW ‖ TID),
reader identity R, and pseudo identity Tid. The reader holds its permanent iden-
tity R. In cloud server EHT is stored and its structure is as follows. For each
tag separate record is maintained. Its index value is h(OW ‖ TID). Each record
comprises list of readers associated with the tag in the past, and active reader
detail E(Tid ‖ R). Among the list of readers only one can be active at a time
which is decided by the application logic. The list is encrypted by the reader to
achieve privacy of the reader tag association.

(2) Reader authentication phase. Reader is authenticated to the tag in this
phase to ensure that the tag responses only to the authenticated reader.

Step RAP1. The reader (R) selects a random nonce r1 and initiates the com-
munication by sending m1 = 〈r1, h(r1 ‖ R)〉 to the tag.
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Table 1. Notations used in the protocol

Notation Description

Tid Pseudo id, updated upon successful authentication

TID Manufacture’s tag ID

R ID of the reader

r1, r2 Random nonce generated by reader and tag

KRC Key between reader and cloud server for MAC

HKRC(m) Message Authentication Code of m prepared using KRC

TS Timestamp

T Acceptable time difference between the tag’s response and cloud server’s
response at reader

‖ Denotes concatenation of two strings

EHT Encrypted Hash Table contains the hashed index and list of encrypted
reader tag details

h(·) Secure one way hash function

E(·) Encrypt function by using the reader’s secret key

D(·) Decrypt function by using the reader’s secret key

⊕ Denotes bitwise exclusive OR operation

T1 Timestamp at tag side

T2 Timestamp at cloud server side

OW Owner of the tag

Step RAP2. After receiving m1, tag computes V1 = h(r1 ‖ R) and checks
V1

?= h(r1 ‖ R) to verify R. If it fails, then authentication is not done and hence,
the tag terminates the session.

Step RAP3. Otherwise, tag generates a random nonce r2 and computes V2 =
h(Tid ‖ R ‖ r1). Now, the tag sends a message m2 which contains h(OW ‖ TID)
(pre computed and stored in the tag), V2, r2 and the current timestamp T1 to
the reader.

(3) Tag authentication phase. In order to authenticate the tag, reader
communicates with cloud server.

Step TAP1. Upon the receipt of m2, the reader stores 〈V2, r2, T1〉 corresponding
to r1. The reader computes L1 = HKRC

(h(OW ‖ TID)), which is a MAC for
the message h(OW ‖ TID) and sends the message m3 = 〈h(OW ‖ TID), L1〉
to the cloud server.

Step TAP2. After receiving the message m3, the cloud server computes
L∗
1 = HKRC

(h(OW ‖ TID)) and checks L∗
1

?= L1. If it is not true, then
authentication fails. Otherwise, cloud server checks EHT table entry for the
index value h(OW ‖ TID) and finds the active reader R with its associated
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redaeRgaT CloudServer
〈R, Tid, PRNG(·), h(·)〉 〈PRNG(·), h(·), E/D(·), HK (·)〉 〈PRNG(·), h(·), HK (·)〉

Reader selects r1
Computes h(r1 ‖ R)

m1 = 〈r1, h(r1 ‖ R)〉
←−−−−−−−−−−−−−−−−−−−−−

Computes V1 = h(r1 ‖ R)

Checks V1
?= h(r1 ‖ R)

Selects r2
Computes V2 = h(Tid ‖ R ‖ r1)

m2 = 〈h(OW ‖ TID), V2, r2, T1〉
−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Stores 〈V2, r2, T1〉 with r1
Computes
L1 = HKRC

(h(OW ‖ TID))

m3 = 〈h(OW ‖ TID), L1〉
−−−−−−−−−−−−−−−−−−−−−−→

Computes
L∗
1 = HKRC

(h(OW ‖ TID))

Checks L∗
1

?= L1
Extract E(Tid ‖ R) from EHT
Computes L2 = HKRC

(E(Tid ‖ R))

m4 = 〈E(Tid ‖ R), T2, L2〉
←−−−−−−−−−−−−−−−−−−−−−−−−−−

Checks T2 − T1 <� T
Computes L∗

2 = HKRC
(E(Tid ‖ R))

Checks L∗
2

?= L2
Decrypts E(Tid ‖ R) and
Extracts Tid
Computes V ∗

2 = h(Tid ‖ R ‖ r1)

Checks V ∗
2

?= V2
Computes L3 = E((Tid ⊕ r2) ‖ R)
L4 = HKRC

(L3)
Computes V3 = h((Tid ⊕ r2) ‖ R)
m4 = 〈h(OW ‖ TID), L3, L4, T3〉

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
m5 = 〈V3〉

←−−−−−−−−−
Checks T3 − T2 <� T
Computes L∗

4 = HKRC
(L3)

Checks L∗
4

?= L4
Replace
E(Tid ‖ R) with L3 in EHT

Computes V ∗
3 = h((Tid ⊕ r2) ‖ R)

Checks V ∗
3

?= V3
Updates pseudo tag ID

Fig. 1. Authentication and ID update process

E(Tid ‖ R). If not found, then authentication fails. Also, the cloud server com-
putes, L2 = HKRC

(E(Tid ‖ R)) and sends m4 = 〈E(Tid ‖ R), T2, L2〉 to the
active reader.

Step TAP3. Reader R checks the time delay T2 − T1 <� T , where � T
is the acceptable time delay. If the time difference is too long, then it is
identified as replay attack and authentication fails. Otherwise, R computes
L∗
2 = HKRC

(E(Tid ‖ R)) and also checks the correctness of L∗
2

?= L2. If it is
not true, then authentication fails.

Step TAP4. Now, the reader decrypts the cipher E(Tid ‖ R) for the extraction
of Tid. The reader computes V ∗

2 = h(Tid ‖ R ‖ r1) and checks computed V ∗
2 with

the stored V2. If the verification V ∗
2

?= V2 is successful, then the reader confirms
that the tag is an authenticated one.
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(4) Pseudo Tag ID updation phase. To preserve the privacy of the tag,
its identity is to be updated upon every successful authentication. Anonymity is
also achieved by using dynamic ID.

Step TUP1. The reader computes L3 = E((Tid ⊕ r2) ‖ R), L4 = HKRC
(L3)

and sends m4 = 〈h(OW ‖ TID), L3, L4, T3〉 to the cloud server.

Step TUP2. Before updating the record in the EHT table, cloud server
checks T3 − T2 <� T to prevent replay attack. The cloud server computes
L∗
4 = HKRC

(L3) and checks L∗
4

?= L4, if not terminates the updation process.
Otherwise, cloud server replace the existing E(Tid ‖ R) with L3 in EHT table
corresponding to the index h(OW ‖ TID). It is worth noting that, the old Tid

in E(Tid ‖ R) is replaced by Tid ⊕ r2 in the updation process.

Step TUP3. At the same time, the reader also computes V3 = h((Tid⊕r2) ‖ R)
and sends the update m5 = 〈V3〉 to the tag. The tag computes V ∗

3 = h((Tid⊕r2) ‖
R) and checks whether the received message V ∗

3
?= V3 and updates the pseudo

tag ID.

Upon successful authentication, the access control policies can be executed.

4 Analysis of the Protocol

In this section, security analysis, performance analysis and applicability issues
of the proposed protocol are discussed.

4.1 Security Analysis

In this section, the protocol is analysed for various security issues informally.

Mutual authentication. Tag checks h(r1 ‖ R) from the request message and
authenticates R. Reader decrypts E(Tid ‖ R) which is received from the cloud
server to check whether the tag is associated with it or not. By computing
h(Tid ‖ R ‖ r1) it checks with message V2 in Step TAP1 and authenticates the
tag. The reader and the cloud server authenticate each other by using Message
Authentication Code (MAC). Thus mutual authentication between the entities
is obtained.

Replay attack. Attacker performs replay attack in three ways: (i) The replay
of reader’s message in Step RAP1 will not be authenticated by tag because
the message contains random number r1, which will be newly generated by the
reader for each communication. (ii) The replay of tag’s message in Step RAP3
will not be possible because updated Tid is used for each session and also a
random number r2 is a part of the message. (iii) The replay of cloud server’s
message in Step TAP2 is not possible because of timestamp T2 inclusion.

Untraceability. The data stored in the cloud server is encrypted and it is
difficult to map which tag is associated to which reader. The tag ID and reader
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ID are also securely transmitted. Pseudo ID for the tag Tid is updated upon
successful authentication. Thus, tag cannot be traced by attackers.

Tag impersonation attack. This attack can be performed by the attacker to
project that an unavailable object as available or sometimes to perform denial of
service. In the proposed protocol, tag authenticates the reader only then it sends
response to the reader. Step RAP2 fails for fake tag. Thus tag impersonation
is not possible.

Reader impersonation attack. Request from the forged reader is not
processed by the tag because it is not possible to generate h(r1 ‖ R) by a
forged reader.

Forward and Backward secrecy. From a compromised tag, the attacker
obtains the data stored in it. But it is not possible to trace the previous and
future conversation with the current data. In the proposed protocol, Tid is
updated for each successful authentication. It is difficult to predict the previ-
ous and future Tid, because it is updated by Xoring a random nonce r2 with
Tid.

4.2 Performance Analysis

In RFID cloud authentication protocol, tag is a lightweight component, so the
protocol designed is suitable and efficient with respect to tag entity. We consider
the operations performed by the tag and secret details stored in the tag for
discussion. The performance factors and their values are listed in Table 2. It is
observed that the number of hash operations to be performed by the tag is less
still the protocol meets the security needs. Message prepared by the tag in the
protocol execution is one. Privacy is also preserved by not revealing the tag or
reader identity.

Table 2. Comparative analysis on performance properties

Performance

measure

Bi and Mu [3]

(2010)

Xie et al. [20]

(2013)

Lin et al. [14]

(2015)

Dong et al. [10]

(2015)

Cao et al. [4]

(2016)

Proposed

protocol

M1 1 1 2 1 1 1

M2 3 2 4 3 4 3

M3 2 2 1 1 2 1

M4 4 3 4 2 3 3

M5 5L 9L 4L 8L 9L 6L

M6 h(·), PRNG(·) h(·), PRNG(·) h(·), ⊕,

PRNG(·)
h(·), PRNG(·) h(·), PRNG(·) h(·), ⊕,

PRNG(·)
M1: Random number generation in Tag, M2: Number of hash operations, M3: Number of message sent by

the tag, M4: Number of secrets on tag, M5: Length of the hash values transmitted, M6: Cryptographic

operations by Tag.

In order to ensure the freshness of the message sent by the tag, at least one
random nonce is generated for each session. Except Lin et al.’s [14] protocol,
all other protocols generate one random nonce. Number of hash operations and
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number of messages sent by the tag is minimized, except for the Xie et al.’s
[20] protocol, because their assumption is that the communication between the
reader and cloud server is through VPN. Considering L as the length of hash
values transmitted in the protocol, proposed protocol uses 6L for successful
authentication, whereas the recently proposed protocol by Cao et al. [4] uses 9L.
Thus, the proposed protocol provides security with less communication cost.

4.3 Applicability and Complexity

The proposed protocol requires tag to support PRNG for maintaining the fresh-
ness of the message sent from the tag. It requires lightweight one way hash
function to achieve data integrity. In order to secure communication between
the reader and cloud server, readers are required to support symmetric encryp-
tion and decryption such as AES algorithm. Reader executes PRNG(·), h(·),
XOR(·), and a MAC algorithm. Complexity to identify the tag by the reader
lies only on the search logic in the cloud server. Thus search is scalable. The
random numbers involved in the message, which is hashed provides freshness for
each message transmitted in the protocol. Privacy of the tags and readers are
preserved against attackers as well as from the cloud service providers.

5 Conclusion

In this paper, we have briefly analysed many recent RFID cloud authentication
protocols for SCM. Cross-organizational information sharing, change in busi-
ness policies and massive scale of RFID related information flow creates security
and privacy challenges in a rapid manner. Entities participating in the protocol
execution are from heterogeneous environment, which makes the protocol execu-
tion more challenging. This paper provides an enhanced authentication protocol
which meets the security needs. The future work includes design of cloud based
ownership transfer protocol with formal security analysis. In all authentication
protocols the reader, tag, and its association must be known in advance. But, in
case of Internet of Things (IoT) environment, it is very challenging to make the
initial setup.
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Abstract. Automatic segmentation of continuous speech plays an important
role in building promising acoustic models for a standard continuous speech
recognition system. This needs a lot of segmented data which is rarely available
for many languages. As there are no industry standard speech segmentation
tools for Indian languages like Tamil, there arises a need to work on Tamil
speech segmentation. Here, a segmentation algorithm that is based on Graph cut
is proposed for automatic phonetic level segmentation of continuous speech.
Using graph cut for speech segmentation allows viewing speech globally rather
locally which helps in segmentation of vocabulary, speaker independent speech.
The input speech is represented as a graph and the proposed algorithm is applied
on it. Experiments on the speech database comprising utterances of various
speakers shows the proposed method outperforms the existing methods Blind
Segmentation using Non-Linear Filtering and Non-Uniform Segmentation using
Discrete Wavelet Transform.

Keywords: Speech segmentation � Graph cut � Tamil speech � Phonetic-level
segmentation

1 Introduction

The success of any of the research on speech recognition system lies in the correctness
of segmentation of speech. The process of segmentation is done based on the
requirement and nature of the problem. Building speech models requires a lot of
correctly segmented speech data to ensure the accuracy of the model. The segmentation
process can be done either manually or automatically. Manual segmentation of huge
database is a tiresome process. Thus there is a need of automatic segmentation of
continuous speech. There are some methods available for automatic segmentation of
speech worked on many different languages. A few methods have been applied to
Tamil speech [8–10]. The aim of this research is to propose an efficient algorithm to
segment the continuous speech in Tamil.

Many approaches like knowledge-based, feature-based, sub-band based approaches
have been used in speech segmentation. In [1], 13 knowledge-based acoustic param-
eters and Support vector machines are used for segmenting and classifying the speech
components to a broad class such as vowel, stop, fricative, sonorant consonant and
silence. This performs well when compared to the HMM based segmentation that used
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39 MFCC features. A blind segmentation approach is applied [2], where the short-term
FFT features are extracted and non-linear filters are applied to identify the segmental
points in the continuous speech. Auditory model (AM) techniques are reported better
when compared to acoustic models based on FFT, cepstrum or LPC [3]. Here Multi
Level segmentation is performed by repeatedly clustering the neighboring frames based
on their Euclidean distance similarity measure. This segmentation works for different
speakers, vocabulary or speech with background noise. It is suggested that 8-order
Discrete Wavelet Transform (DWT) better suits for speech segmentation [4]. It uses
cubic spline wavelet as the mother wavelet, which is applied upon the actual speech to
identify the segment points. Also many other authors have focused their work of speech
segmentation using Wavelet Transforms [5–7]. An algorithm based on group delay is
used in [8] for segmenting continuous speech into syllabic units, which is then sub-
jected to a HMM for classification of syllables. In [9], short-time energy and
zero-crossing rate of the speech signal are used to segment the continuous speech of
Indian languages. The spontaneous speech is segmented into syllabic units using
sub-band-based group delay technique [10]. It makes use of two properties for
smoothing the speech signal’s short-term energy function; the Fourier Transform’s
additive property and the Cepstrum’s deconvolution property for detecting the syllable
boundary. In the paper [15], a tool is developed, the ALISA tool which uses a lightly
supervised method. This method aligns the speech with imperfect transcript at
sentence-level. A GMM-based activity detector and a grapheme-based aligner are used
for speech alignment.

Accuracy of earlier researches including automatic speech recognition and other
rely on the accuracy of speech segmentation. A generalized approach that segments the
speech into phonetic units that is independent of the vocabulary used is proposed,
which additionally aims to improve the segmentation accuracy. This also aims in
bringing out an approach that can also be used in other languages as well in the future.
Graph cut based segmentation have shown better results in segmenting objects of an
image or motion videos [11]. The idea of representing pixels as nodes and their
similarity as edges of graph paved the motivation to use graph cut for this speech
segmentation problem. Here, an algorithm which uses graph cut approach to segment
continuous speech is proposed. The graph cut method represents the data points as
nodes of graph and their similarity as edges of the graph. It then identifies a best
splitting point to split the graph. Here, we propose a statistical approach in identifying
the candidate splitting points from which the best splitting point is selected to bipartite
the graph whereas [11] considers l evenly spaced points as candidate splitting points
and choose the best from that candidate set. The proposed work turned out with
comparable segmentation results with the existing methods. The accuracy of seg-
mentation is measured here using precision, recall and F-score measures. The result of
this graph cut based segmentation is finally compared with the existing methods Blind
Segmentation using Non-Linear Filtering (BSNLF) and Non-Uniform Segmentation
using Discrete Wavelet Transform (NUSDWT).
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2 Graph Cut Based Segmentation

Graph cut has its roots in graph theoretic techniques. Several graph theoretical tech-
niques have been proposed for cluster analysis one of which is graph cut approach [14].
These approaches can be applied to any problem which can be converted into a graph
constructed based on the data points and its neighborhood. Here the speech segmen-
tation problem is converted to a clustering problem considering the fact that the data
points belonging to a phoneme should be placed together and similar phonemes lying
apart need not be connected with an edge to the nodes of this phoneme. These tech-
niques have been already used in image segmentation where the pixels are considered
as graph nodes and their relationship with neighborhood pixels are considered as edges
to construct the undirected graph [11]. Similarly, here the time frames are considered as
nodes and the likelihood with its locally distributed frames as the edges of the graph.

2.1 Graph Cut

A Graph G = (V, E) can be partitioned into two subgraphs G1 = (V1, E1) and
G2 = (V2, E2) such that V1 [ V2 = V and V1 \ V2 = ∅, by simply removing the
edges between the sub graphs G1 and G2. The optimality of the bipartition of the graph
relies on the selection of edges that we remove. The degree of dissimilarity between the
two subgraphs is calculated as

cutðV1;V2Þ ¼
X

u2V1;v2V2
w u; vð Þ ð1Þ

where w(u, v) is the similarity between the nodes u and v (refer Eq. 5).

2.2 Optimal Cut

Identifying the optimal graph cut is necessary to turn out with optimal segmentation of
speech (Fig. 1). To achieve this, a measure of disassociation, normalized cut (Ncut)
[11] is used.

Ncut V1;V2ð Þ ¼ cut V1;V2ð Þ
assoc V1;Vð Þ þ

cut V2;V1ð Þ
assoc V2;Vð Þ ð2Þ

where assoc V1;Vð Þ ¼ P
u2V1;t2V w u; tð Þ denotes the sum of edge weights that con-

nects the nodes of the graph G1 to all the nodes in the Graph G and assoc V2;Vð Þ ¼P
v2V2;t2V w v; tð Þ is the sum of edge weights that connects the nodes of graph G2 to

each node present in the Graph G.
Similarly, the normalized association between the subgraphs G1 and G2 of graph G

is defined as:
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Nassoc V1;V2ð Þ ¼ assoc V1;V1ð Þ
assoc V1;Vð Þ þ assoc V2;V2ð Þ

assoc V2;Vð Þ ð3Þ

where assoc V1;V1ð Þ and assoc V2;V2ð Þ represents the within nodes association of V1

and V2 respectively. The normalized cut measure is naturally related to the normalized
association, and it can be represented in terms of normalized association as follows

Ncut V1;V2ð Þ ¼ cut V1;V2ð Þ
assoc V1;Vð Þ þ

cut V2;V1ð Þ
assoc V2;Vð Þ

¼ assoc V1;Vð Þ � assoc V1;V1ð Þ
assoc V1;Vð Þ þ assoc V2;Vð Þ � assoc V2;V2ð Þ

assoc V2;Vð Þ
¼ assoc V1;Vð Þ

assoc V1;Vð Þ �
assoc V1;V1ð Þ
assoc V1;Vð Þ þ assoc V2;Vð Þ

assoc V2;Vð Þ �
assoc V2;V2ð Þ
assoc V2;Vð Þ

)Ncut V1;V2
� � ¼ 2� Nassoc V1;V2

� �

ð4Þ

Thus, performing an optimal partition of the graph can be ensured by choosing the
best edge set for partition. The image segmentation problem for segmenting static
images and motion sequences is considered and solved using the normalized cut cri-
terion [11]. Here the image is represented as a graph where each pixel is represented as
a node and the likelihood between the pixels as the edges. A dense stereo matching
algorithm which considered the disparity between the regions in the images to segment
epipolar rectified images is proposed in [12].

3 Phonetic Level Segmentation of Continuous Speech

Let the continuous speech S be denoted as feature vectors in set, X ¼ X1;X2; . . .Xngf
where n shows the total number of frames representing the given continuous speech.
A second order filter is applied to the speech wave and Discrete Wavelet Transform
(DWT) is applied on the speech to extract the features of the speech. The DWT features
are represented as feature vectors. A graph is build by considering each feature vector
as a node and similarity between the feature vectors as the edge connecting the nodes.

Fig. 1. Case showing the importance of optimal cut for better partition

260 B.R. Laxmi Sree and M.S. Vijaya



The distance of the one feature vector from the other in the feature set (X) is called the
physical distance. The physical distance between the nodes is considered as a factor to
restrict the number of edges in the graph. An edge between nodes is allowed if their
physical distance is less than the distance factor (r). The graph is then represented as a
weight matrix (W), where the weight of edge is the likelihood between the feature
vectors representing the nodes connected by the respective edge. The eigenvectors for
the whole system represented as a graph is calculated and the eigenvectors with the
median eigenvalues are chosen. Then the optimal cut is identified using which the
graph is segmented into two graphs. This is iteratively applied to each graph to obtain
the required segmentation.

3.1 Algorithm

1. Extract the features of the speech and represent it as X ¼ X1;X2; . . .Xngf , where Xi

is the ith feature vector of the given speech S.
2. Build a multigraph G = (V, E), consider each feature vector as a node and the

relationship between the vectors as edge. Each edge is represented through a
similarity measure between each node and graph is represented as a weight matrix
(W) as follows,

wði; jÞ ¼ e
� Xi�Xjk k2

2
r2X

if distance Xi � Xj
� �

\r
0 Otherwise:

(
ð5Þ

3. Find the eigenvectors with the median eigenvalues of the system by representing it
as a standard eigenvalue problem,

D�Wð Þx ¼ kDx ð6Þ

where D a diagonal matrix with elements di ¼
P

j wði; jÞ; the weight of wi. Let c1,
c2, … cn be the sorted list of eigenvalues and E1, E2, …… En be their corresponding
eigenvectors.

4. Starting from the eigenvector of second median eigenvalues, an eigenvector is
selected for each level of segmentation and then an optimal cut is identified for the
graph considered.
(a) If Ei is the selected eigenvector, then 0, mean(Ei) and median(Ei) are considered

as candidate values to bipartite the graph using the selected eigenvector.
(b) The Ncut values for the candidate options in step 4(a) are calculated using (2).

The candidate having a greater Ncut value is then considered as an optimal
candidate.

5. The optimal candidate identified in step 4 is used to bipartite the graph. Then step 4
is repeated for each partition (subgraph) as graph until the required level of seg-
mentation is achieved.
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4 Experimental Results

The experiments were conducted on locally built speech corpus which includes the
speech of 39 speakers in the age group between 17 and 45. Each speaker has spoken for
about five minutes of speech that comprises of 45 sentences. This corpus as a whole
contains about 195 min of speech. The speech used for this work is continuous speech
spoken in Tamil language. A raw spoken sentence is initially filtered using the second
order filter for noise removal, which is given as,

Y ið Þ ¼ b0S ið Þþ b1S i� 1ð Þþ b2S i� 2ð Þ ð7Þ

where S represents the input speech and Y, the filtered speech. The filtered speech is
given as input to this algorithm which is first subjected to DWT feature extraction.
Here, Daubachies wavelet (db2) is applied on the speech to extract the features at
different frequency bands. The speech is decomposed to six levels and 6 Low fre-
quency band (LFB) features are considered for further experiments. The feature vectors
extracted so are then considered as nodes of the graph and the likelihood of the nodes
as their edge weight as explained in the above algorithm to build a graph. The physical
location of the nodes in the speech influences the existence of edges between nodes in
the graph. The node distance (r) decides the existence of an edge. In this experiment,
the distance factor (r) is set to 50. Figure 2 shows the weight matrix of a sample speech

Fig. 2. Weight matrix of the graph G constructed from the feature vectors
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‘Thinai ennum sollukku ozhukkam enbathu porul’. The weight matrix shows the edges
in the diagonal part of the matrix which is due to the restriction of the node distance on
the edge existence.

The problem of segmentation is converted into a standard eigenvalue problem as
represented in the step 3 of the algorithm and the eigenvalues and their corresponding
eigenvectors are calculated. The selection of eigenvectors plays a crucial role in the
segmentation accuracy. Experiments were performed by selecting eigenvectors corre-
sponding to high, low and median eigenvalues respectively. The result of the experi-
ments on two different speech samples spoken by two different individuals (1 female and
1male) is shown in the Table 1, Fig. 4 and Table 2, Fig. 5 respectively. The study shows
that choosing the eigenvectors with the median eigenvalues for successive levels of
partitioning of the Graph produces better segmentation results. Figure 3 shows the sorted
eigenvalues for the corresponding eigenvectors. The eigenvectors of median eigenvalues
are considered for graph partitioning as it supports in better segmentation [13].

Fig. 3. Sorted eigenvalues for sample speech 1 ‘thinai ennum sollukku ozhukkam enbathu
porul’ (female)

Table 1. Result of choosing eigenvectors belonging to different eigenvalues (high, median and
low) for sample speech 1 ‘thinai ennum sollukku ozhukkam enbathu porul’ (female) with actual
boundary points of 37

Eigen value
selection

True
positives

True
negatives

False
positives

Total boundary
points identified

Precision

High Eigen
values

30 4 8 38 0.8

Median Eigen
values

37 0 11 48 1

Low Eigen
values

23 14 7 30 0.6
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The segmentation was performed hierarchically until the desired level of seg-
mentation was achieved. Figure 6 shows the segmentation results of the sample sen-
tence along with the hand segmentation. The red vertical lines in the plot shows the
boundary points of hand segmentation and the green vertical line shows the boundary
points acquired through Graph cut based segmentation. The hand segmentation of the
sample speech had 37 boundary points. The proposed graph cut based segmentation
algorithm resulted with 37 true positives (boundary points that were detected correctly),
0 true negatives (undetected boundary points) and 11 were false positives (wrongly
detected boundary points), totally 48 points for sample 1: ‘thinai ennum sollukku
ozhukkam enbathu porul’. And the result of applying the algorithm on sample 2:
‘vaigai Nathi mathuraiil paaigirrathu’ tured out with 25 true positives, 3 true negatives
and 3 false positives for which the hand segmentation had 27 actual boundary points.
The Fig. 7 and Table 3 shows the accuracy measures precision, recall and F-measure
for the experiments conducted on Blind Segmentation using Non-linear filters
(BSNLF) [2], Non-uniform segmentation using DWT (NUSDWT) [6] and the pro-
posed Graph cut based segmentation methods. It shows the proposed method performs
better in terms of precision, recall and F-measure which is 0.9259, 0.8928 and 0.9090
respectively.

Fig. 4. Accuracy of segmentation based on the selection of eigenvalues for sample 1

Table 2. Result of choosing eigenvectors belonging to different eigenvalues (high, median and
low) for sample speech 2 ‘vaigai Nathi mathuraiil paaigirrathu’ (male) with 27 actual boundary
points

Eigen value
selection

True
positives

True
negatives

False
positives

Total boundary
points identified

Precision

High Eigen
values

20 5 3 25 0.7

Median Eigen
values

25 3 3 28 0.9

Low Eigen
values

9 10 3 19 0.3
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Fig. 5. Accuracy of segmentation based on the selection of eigenvalues for sample 2

Fig. 6. The sample speech ‘thinai ennum sollukku ozhukkam enbathu porul’ showing the hand
segmentation points (red) and graph cut based segmentation points (green) (Color figure online)

Fig. 7. Precision, recall and F-measure of graph cut, NUSDWT and BSNLF algorithms

Table 3. Comparing the accuracy of graph cut based segmentation with BSNLF and NUSDWT

Algorithm Precision Recall F-measure

BSNLF 0.7977 0.8189 0.8067
NUSDWT 0.6156 0.5860 0.7172
Graph cut 0.9259 0.8928 0.9090
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4.1 Discussion

The experiments show that the algorithm identifies almost all the phonetic boundary
points for the sentences spoken by both the male and female speakers. The selection of
the eigenvectors plays an important role in segmentation results. Also the number of
true positives increases with eigenvectors selected with median eigenvalues. The false
positives are from longer phonemes and missing points (true negatives) are from
shorter phonemes or diphthongs. The precision of graph cut based segmentation
algorithm is better for female speech when compared to the male speech. This algo-
rithm uses a statistical approach in choosing the candidate splitting points to bipartite
the graph. So, it theoretically reduces the number of splitting points considered and
thus the time taken to identify the optimal cut. This algorithm blindly works on the
speech given as input without referring any model, which infers it is independent of the
vocabulary used. Finally, the study shows that the proposed graph cut based seg-
mentation algorithm performs acceptably better and is irrelevant of the speaker’s
gender. The results of this algorithm show better segmentation results in terms of
precision, recall and F-measure when compared to the existing algorithms BSNLF and
NUSDWT.

5 Conclusion

In this work, the graph cut based segmentation which has shown its success in image
segmentation was employed on the speech data. The experiments were conducted on
the speech corpus which includes of both male and female speech. The segmentation
algorithm was applied on one sentence at a time to segment the speech into phonetic
units. The results of graph cut based segmentation algorithm was compared with the
existing algorithms BSNLF and NUSDWT and found that graph cut based segmen-
tation algorithm show better segmentation results in terms of precision, recall and
F-measure than BSNLF and NUSDWT. Also it is concluded that the graph cut based
segmentation works better for the continuous speech of both male and female speakers.
As a scope for further work, there is a need to explore further on the false and missing
boundaries identified as a result of continuous speech segmentation.
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Abstract. Diabetic Retinopathy (DR) is the root cause for retinal blood vessel
damages among the diabetic patients. If it is not identified and treated earlier, at
the later stage it leads to 100% vision loss. Thus there is a need of a system to
identify the early stage of DR, so that it can be treated according to ETDRS
(Early Treatment Diabetic Retinopathy Study). The proposed Pulse Coupled
Neural Network (PCNN) model segments the retinal blood vessels from the
depigmented fundus images and provides the structure of the retinal blood
vessels. This segmented blood vessel map helps the ophthalmologist to identify
the severity level of the blood vessel damages and to treat the early Diabetic
Retinopathy among different age group populations. The proposed PCNN model
is applied over the DRIVE database and the results are compared with various
supervised and unsupervised segmentation approaches. The proposed method
improves the accuracy in detecting the tiny blood vessels in the depigmented
fundus images than other existing methods. This system increases the number of
true positives; true negatives and reduces the false positives, false negatives
while compared with the ground truth images. The Specificity of the proposed
system over DRIVE database is 99.31%, Sensitivity is 67.54% and Accuracy is
97.23%. The resultant image of the segmented blood vessels can be used for
further diagnosis and to measure the severity level of DR.

Keywords: Retinal blood vessel � Diabetic Retinopathy (DR) � PCNN � Pulse
Coupled Neural Network � Segmentation

1 Introduction

The Diabetic Retinopathy (DR) which affects the retina of the working age group pop-
ulation and people with Type 2 diabetes. It is due to high blood pressure and high glucose
level in the body [17]. There are chances for pregnant women to be affected by the DR
during their pregnancy period. Even small children can have the possibility of occurrence
of this disease. At later stage it leads to vision impairment and vision loss [26].

The damage of retinal blood vessel causes leakages of proteins and lipids into the
retina while the nerves continue to carry the blood into the retina. The proteins and lipid
deposit in the retina blocks the flow of blood and makes the outer layer of the retina to
thicken [31].
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While rubbing the eye, the outer layer of the retina burst out and causes bleeding.
Due to this lot of exudates, micro aneurysms, cotton wool spots, hemorrhages are
spread inside the retina [13]. If it is identified very early, then one can be rescued from
vision loss [15, 23]. Thus there comes a need for a system to predict the retinal vessel
damages. The retinal blood vessel segmentation techniques have been used to identify
the retinal vessel damages.

There are different segmentation techniques proposed by various researches,
while all these methods work only on the images without any pigmentation [21, 27,
28]. Still there are problems in identifying the vascular tree [12] without any dis-
continuities in identifying the tiny blood vessels [1, 14, 16, 22]. The Otsu [35]
method produces good segmentation results. However with complex multimodal
images, the segmentation effect of this algorithm is not ideal. This method only takes
the background of the image and the goal is to find the difference between the two
classes of the objects.

The proposed Pulse Coupled Neural Network (PCNN) model segment the retinal
blood vessel on depigmented images, it detects the vessel at their cross boundaries if it
is suppressed with any other abnormalities also capable of detecting the tiny blood
vessels. This process can be applied for any retinal fundus image databases.

2 Methods

The PCNN (Pulse Coupled Neural Network) is an unsupervised model which can
operate without any training. The significant advantage of the network is that it is
self-organized [7, 20]. This model can be used for image segmentation, image thinning,
motion detection, pattern recognition, face detection, image de-noising, image
enhancement, image fusion.

PCNN is the robust algorithm which is anti-noise against translation, scale, rotation
of the input image patterns. The neurons in the network have the ability of responding
to the stimuli. The PCNN firing matrix includes the geometry of the image to identify
and remove the Gaussian noise and impulse noise [4, 8].

There are various methods that have been proposed to improve the PCNN
parameters and to reduce the iteration time in order to achieve good segmentation
results [1, 18, 19]. There is no method to automatically locate all the necessary
parameters of PCNN [6] in order to accomplish the precise image segmentation. The
parameters used in PCNN has been reduced by the simplified PCNN model with
immune algorithm [5], Gray Scale Iteration Threshold [2, 3] Cross entropy, Shannon
entropy, information entropy, Otsu method [9, 10], unit linking, Bayes clustering
method, Nearest Neighbor Clustering Algorithm [11] etc.

The proposed PCNN model in this paper is proficiently determining the best choice
of segments matching the target. This model identifies the retinal blood vessels from
depigmentation. Hence it is capable to distinguishing the tiny blood vessels without
any discontinuities.
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3 Retinal Blood Vessel Segmentation Using PCNN

In this proposed method the retinal blood vessels are segmented using PCNN model
within 5 iterations as shown in the Fig. 10, which is the less iteration level obtained in
the depigmented retinal images of the DRIVE database [29] could be used for the
classification of DR as mild, moderate and severe based on the formation of the vessel
tree.

3.1 Preprocessing

Retinal images have luminosity deviations; they are noisy and have poor contrast. Thus
pre-processing is required for the input images as shown in Fig. 1. The retinal images
have three different channels; where the green channel is extracted for processing. In
fundus image, the intensity of the vessel pixels is darker than the background. The
contrast of the vessel pixel is more likely available only in the green channel of the
RGB image. Hence the intensity of each pixel in the green channel image is taken for
further processing. The green channel of the retinal image is preprocessed by the
Adaptive Histogram Equalizer.

3.1.1 Adaptive Histogram Equalization (AHE)
The contrast of the image is enhanced by transforming the values on small regions
called tiles. The enhancement is done on the contrast of each data region rather than the
entire image. The output of the histogram region will match approximately to the
specified histogram. The algorithm of Adaptive Histogram Equalization is as follows:

for each I(x,y) 
do
{ 

rank = 0
for each I(i,j) in tile region of I(x,y) 
do
{ 

if I(x,y) > I( i,j) then
rank = rank+1

} 
output_I(x,y)=rank*max_intensity(pixels in tile region)
} 

where I(x,y) is the input image, I (i,j) is the tile region of the image. The tile size is
automatically fixed based on the retinal vascular local geometry. The intensity of each
pixel is transformed based on the histogram of the surrounding pixel with maximum
intensity. The contrast enhanced image is shown in Fig. 9. Hence this process yields a
high contrast fundus image which increases the accuracy in the consecutive segmentation
results.
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3.2 Processing

The contrast enhanced image is segmented by means of PCNN model as shown in
Fig. 10. The neural networks are typically organized as layers. These Layers are made
up of a number of interconnected nodes which carry out an activation function as
shown in Fig. 2. In Fig. 3, the input patterns are presented to the network via the input
layer, which communicates with one or more hidden layers where the actual processing
is taking place via a system of weighted connections.

The hidden layers are linked with the output layer. The each generated output
would be given back to the network through a feedback layer to choose the best choice
of segments matched with the target.

Fig. 1. The original color retinal image (DRIVE) (Color figure online)

Adjust 
Weights

Input 
Image

Neural Network  
(Neurons &

Connections) 

Output Image

Compare

Target Result

Fig. 2. Function of a neural network
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3.2.1 The Normal PCNN Model
The PCNN model has three Fields: Feeding input Field, Linking Modulation, Pulse
Generator. The decision to fire a neuron depends on its eight neighbors. The neuron in
the neural network corresponds to an input image pixel of the input pattern. These
neuron operations are described by the iterative equations. To compute Fij the feeding
input value of a neuron, where it initially has the pixel intensity value in ith, jth position.
Each neuron is connected or linked to another neuron with synaptic weight W. The
linking force depends on β. It calculates the Lij. Uij is the dynamic threshold value for a
pixel.

Pulse generator acts as a leaky capacitor; its value is initially zero, because of the
intensity of the neighboring pixel, its value increases exponentially. At dynamic
threshold E, it decays; for non-blood vessel pixel it cannot increase its Eij larger. Hence
the pixel Uij(n) < Eij(n − 1) is considered as non-blood vessel.

3.2.1.1 Input Part

Feeding Input:

FijðnÞ ¼ e�aFFijðn� 1ÞþVF

X

kl

MijklYklðn� 1Þþ Sij ð1Þ

Where (i,j) is the position of the neuron in the network to identify the pixel which is
present in the input image. The feeding input takes the normalized images obtained
through AHE. If the input image is of 128 × 128 dimensions, then (i,j) will be between
(1,1) to (128,128). (k,l) is the position of the surrounding neurons in the image. n is the

Sij  Lij

Fij Uij              Y[n]     

Feeding Input     Linking Modulation        Pulse Generator

W 1+ βLij E

Fig. 3. PCNN model
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iterative step number. Sij is the gray level of the input image pixel. Fij is the feeding
input of the network. αF, αL, αE are the attenuation time constants. VF, VL, VE are the
voltage potential of the feeding signal, linking signal and dynamic threshold.

Linking Input:

Lijðn) = e�aL Lijðn� 1Þ + VL

X

kl

WijklYklðn� 1Þ ð2Þ

Lij is the linking input of the network. M, W is the synaptic weights, their values
depends on the surrounding linking field neurons.

3.2.1.2 Linking Part

Internal Activity of the Neuron:

Uijðn) = Fijðn) 1þ b Lijðn)
� � ð3Þ

Uij is the internal activities of the network. β is the linking coefficient constant.

3.2.1.3 Pulse Generator

Output:

YijðnÞ ¼ 1 UijðnÞ[Eijðn� 1Þ
0 Other

�
ð4Þ

Eij is to set the dynamic threshold value in the network. Yij is the output neuron and its
binary value will decide the status of the neuron as shown in Fig. 4.

Threshold Potential:

EijðnÞ ¼ e�aEEijðn� 1ÞþVEYijðnÞ ð5Þ

The output neuron Yij contains the regional information, edge information and the
features of the binary image according to Fig. 3. If Yij is equal to one then the neuron is
activated.
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3.2.1.4 PCNN Output

The PCNN model produces the feature vector as the output which is used to identify
the blood vessels from each active neuron in the network. The feature vector can be
obtained by summing up the pixel values in the output binary image.

The feature vector GðnÞ ¼
X

ij

YijðnÞ ð6Þ

The length of the feature vector is the total number of iteration steps in the PCNN
model. If the iteration is n times then the feature vector has the length of n elements.
The quality of the output image depends on the length of the feature vector. The benefit
of PCNN model is that the generated feature vector is unique for the image which is
used to recognize the vessel pixels accurately and it is free from noise. The feature
vector is invariant against the geometrical changes in the image.

In Fig. 5, the input images are taken from the DRIVE dataset as shown in Fig. 1,
and given as an input to the system for preprocessing, whereas the green channel of the
retinal image has been taken and the pixels are enhanced by AHE. The enhanced image
is shown in Fig. 9 will be taken into processing, where the PCNN model segment only
the blood vessels from the background and classify them from non- blood vessel pixels
as shown in Fig. 10. This is obtained through the Algorithm 1. The morphological
thinning processes darkens up the extracted vessels. Then, the PCNN method is
compared with the predefined quality measures of the ground truth image, through
which the algorithms performance is compared to show its successive retrieval of

T F

Dynamic Threshold, (Eij), 
Decay Constants (Uij) 

Uij > Eij

Vessel Pixels
Non Vessel Pixels 

Fig. 4. Feature selection by the active neurons.
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vessels. According to Fig. 6, the vessel pixels are highlighted as (�) and the non-vessel
pixels are highlighted as (.) which depicts the differences among the active neurons and
non-active neurons.

In Fig. 7, the active neurons started firing with the seed point pixels which has high
intensity value. Each active neuron will compare their decay value with the dynamic
threshold value of the seed point vessel pixels. The Weight matrix will link this active
neuron with the seed point vessel. Currently, no methods have been designed to

Fig. 5. The schematic diagram of the proposed retinal blood vessel segmentation method.
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automatically set all the necessary parameters of PCNN model to triumph accurate
image segmentation.

Algorithm 1. Retinal blood vessel segmentation using PCNN model implemented in 
Matlab R2010a is as follows:

Step 1: Read the input image.
Step 2: Extract the green channel of the image.
Step 3: Apply Adaptive Histogram Equalization to enhance the contrast of the 

image.
Step 4: Get the row and column values of the binary image.
Step 5: All 0’s in the matrix are stored in Y.
Step 6: All 1’s in the matrix are stored in E.
Step 7: Set the weight matrix M & W as,

M=         0.5      1     0.5  
1      0      1

0.5      1     0.5
W=         0.5      1     0.5  

1      0      1
0.5      1     0.5

Step 8: Set the PCN parameter as, F=0.3, α L=0.5, α E=0.2, VF=0.1, VL=0.3, 
VE=220.

Step 9: Filter the edges and segment the vessels.
Step 10: Find the seed point vessels in the image and calculate Fij according to 

Eq(1).
Step 11: Connect the next seed point vessels and calculate Lij according to Eq(2).
Step 12: Cluster the seed point vessels with the neighboring high intensity pixels 

and calculate Uij according to Eq(3).
Step 13: Set the dynamic threshold value Eij to decide the neighbor pixel for 

connection according to Eq(4).
Step 14: Compare the pixel with the seed point thresholding value.
Step 15: If matched with threshold, mark the pixel as vessel which is shown in Fig. 7.
Step 16: If match is not found, mark as non-vessel.
Step 17: Segmented results are stored in Yij.
Step 18: Draw a line over the detected seed point vessel.
Step 19: Display the segmented retinal blood vessel image.
Step 20: Compare the resultant blood vessel image with the corresponding ground 

truth images available in the DRIVE dataset.

α

In Fig. 8, each pixels fitness value will be calculated and it will be compared with
the neighboring pixels fitness value, if it is high then the pixel will be connected with
the nearest neighbor pixels from the seed point vessel pixels. Thus the centerline of the
vessel tree structure is formed by connecting all the tiny vessel pixels by comparing its
fitness value with the dynamic threshold. The dynamic threshold shows the pixels with
high intensity value; thus all the vessels will be clustered together with its nearest
neighbor. Thus it can omit all other non-vessel pixels with lowest fitness value than the
seed point vessel pixels.
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Fig. 6. The highlighted vessel and non-vessel pixels of 8 nearest neighbor pixels of the input
fundus image.

Fig. 7. Firing of neurons towards active neurons

Fig. 8. The highlighted vessel pixels of 8 nearest neighbor pixels of the input fundus image.
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3.3 Post Processing

In post processing the segmented seed point vessel pixels are connected with the
nearest neighboring pixels and undergo for the thinning process, in which the detected
vessels are marked with the morphological operator line.

3.3.1 Morphological Thinning
Morphological process starts at the peaks in the marker image and spreads throughout
the rest of the image based on the connectivity of the pixels. Connectivity defines
which pixels are connected to the nearest neighboring pixels. It erodes away the
boundaries of foreground objects as much as possible, but it does not affect pixels at the
end of the line.

4 Results

The results are obtained for the 40 images available in the DRIVE database. The
obtained vascular tree structure of the input images are evaluated with the ground truth
blood vessel image map and it shows that more accuracy is found in the proposed
retinal vessel segmentation method.

The depigmentation found in the image at the vessel points are removed auto-
matically by the PCNN model and enable the system to track all the tiny vessels hidden
by this depigmentation. The vessels pixels connected with its nearest neighbors are
clustered with the next 8-nearest neighboring vessel pixels. These are clustered together
to form the structure of the vessel map.

The vessel map connects the outer vessels with the inner vessel line structures. The
seed point vessel pixels connect all the interlinked vessel pixels together. Thus this seed
point vessel clusters connects all other clustered vessel structures to form the complete
vessel map.

The vessels on the boundary can be tracked and identified by their fitness value. If
their fitness values are matched with the threshold value of the seed point vessel pixel,
then they are identified as the vessel pixels.

Step 1 Step 2 Step 3
Original Image 
(09_test.tif)

Green Channel of the
Image

Adaptive Histogram 
Equalized Image

Fig. 9. Preprocessing results of the fundus image (DRIVE).
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The overlapping boundary vessels are also identified and they are connected with
their corresponding vessel line. Finally, all other non-vessel pixels are omitted to form
the vessel structure.

The 40 images of DRIVE dataset is considered for testing. Table 1 shows the
generated sample results for the first ten images. The background pixels are masked
while segmenting the vessel pixels. If the pixel location of ground truth image’s where
the vessel pixel is present and which is incorrectly identified as non-vessel pixel in the
segmented image then it is marked as FP. If the pixel location of ground truth image’s
where the non-vessel pixel is present, then it is incorrectly identified as vessel pixel in
the segmented image which is marked as FN. The same pixel location of both ground
truth image and the segmented image contains vessel pixel then it is marked as TP. TN
is high since, the same pixel location of both ground truth image and the segmented
output image does not contain vessel pixels. The overall performance of this proposed
algorithm is better than all other existing methods.

4.1 Performance Analysis

The parameters used for analyzing the performance of the resultant blood vessel seg-
mentation images are True Positive (TP), True Negative (TN), False Positive (FP),

Step 4 Step 5 Step 6
Iteration 1 Iteration 2 Iteration 3

Step 6 Step 7
Iteration 3 Iteration 4

(Final Segmented 
Retinal Blood Vessel 

Image)

Ground Truth Image
(09_manual1.gif)

Fig. 10. Function of PCNN over retinal image (DRIVE)
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False Negative (FN), False Positive Rate (FPR), Sensitivity (SP), Specificity (SPE) and
Accuracy (ACC). Where TP is the correctly identified blood vessel, FP is the incor-
rectly identified blood vessel, TN is the correctly rejected non blood vessel and FN is
the incorrectly identified non blood vessel.

Sensitivity refers to the algorithm’s ability to correctly detect the blood vessels.

Sensitivity SPð Þ ¼ TP= TPþ FNð Þ

Specificity relates to the algorithm’s ability to correctly detect the non-blood
vessels.

Specificity SPEð Þ ¼ TN= TNþ FPð Þ

Accuracy is the degree of closeness of measurements of a quantity to that quantity’s
true value.

Accuracy ACCð Þ ¼ TPþTN= TPþ FNð Þþ TNþ FPð Þ

The proposed system has achieved Sensitivity 67.54%, Specificity 99.31% and
Accuracy 97.23% for the DRIVE image datasets. The performance of this proposed
model has been compared with all other supervised and unsupervised algorithms as
shown in Table 2.

The quantitative evaluation of the contrast enhanced image is done by the following
metrics.

(1) The Image Contrast (IC) between the retinal vessels (Y) and the background (G) is
measured by,

IC ¼ IY � IG
IY þ IG

ð7Þ

where IY is the average gray values of the retinal vessels and IG is the average gray
values of the background.

(2) The Contrast Rate (ICR) between the Enhanced Image (ICE) and the Source Image
(ISE) is measured by,

ICR ¼ ICE
ISE

ð8Þ

In this experiment the value of IC and ICR is larger, so it highly differentiates the
retinal vessels from the background. The DRIVE dataset contains 40 images. In which
7 of the images are pathological images. These pathological images are infected dis-
eased images, which contains microaneurysm, hemorrhages, exudates, cotton wool
spots. These particles cause more depigmentation in the image. But the PCNN model
identifies the blood vessels among these 7 pathological images with high accuracy of
97.23%. This proves that the algorithm is efficient to detect the blood vessels in spite of
depigmentation among the images.
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The proposed method is able to detect all the tiny vessels without any deviation.
The algorithm is sensitive to identify the non-vessel pixels. Hence it’s able to classify
the non-vessel pixels from the actual vessel pixels. The sensitivity of the proposed
algorithm is 67.54%. The algorithm shows that it specifies the vessel pixels up to
99.31% as shown in Table 2. Thus the proposed method is better in identifying the tiny
vessels from the depigmented images among the pathological images of DRIVE
datasets.

5 Discussions

It is important in the clinical analysis to accurately identify the retinal blood vessels for
analyzing the severity level of Diabetic Retinopathy. Many algorithms are not able to
identify the retinal blood vessels from the depigmented pathological retinal images.

There are algorithms which are misclassifying the non-vessel pixels as vessel pixels
and it leads to false identification of vessels and increases the False Negative Rate
(FNR) and decreases the False Positive Rate (FPR) in classifying the vessel pixels as
non-vessel pixels.

Some algorithms are difficult in identifying the vessel pixels in the cross boundary
section. Due to depigmentation the paler exudates causes the system to fail in mis-
classification of vessels pixels. Table 2 shows that the performance of the proposed
algorithm is better than all other methods which are having lower performance on
DRIVE datasets.

In the Compensation Factor Method [22], the presence of noise which degrades the
image and enhancement may pick up some more additional noise which leads to false
vessel detection. Hence, extracting the complete vascular tree, there are discontinuities
in the vessel branches. In severely damaged images the performance is low. The vessels
inside the disk have weak connections with the neighborhood pixels.

In Adaboost Algorithm [23], due to retinal occlusions, the images are classified as
abnormal, even if the patients do not suffer from DR. In Level Set and Region Growing
[24], method some thin vessels are missed in segmentation, since their grey values are

Table 1. Generated segmentation results by the proposed method on DRIVE dataset for 1–10
sample images.

Source image TP TN FP FN FPR Sensitivity % Specificity % Accuracy %

01_test.tif 489 264414 11338 6726 0.041116656 67.77 99.81 93.61

02_test.tif 383 261578 11286 5649 0.041361264 63.49 99.85 93.92
03_test.tif 3209 222370 7897 46587 0.034294971 64.44 98.57 80.54
04_test.tif 2028 236747 9300 35022 0.037797657 54.73 99.15 84.34

05_test.tif 3507 221608 8466 47823 0.036796857 68.32 98.44 79.99
06_test.tif 1617 245396 11046 21011 0.043074067 71.46 99.34 88.51

07_test.tif 2268 234271 8571 39972 0.035294554 53.69 99.04 82.97
08_test.tif 1739 241636 9478 30092 0.037743814 54.63 99.28 86.01
09_test.tif 217 272584 10769 2937 0.038005597 68.80 99.92 95.21

10_test.tif 2989 220905 8356 53809 0.036447542 52.62 98.66 78.26
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similar to background and their width span is narrow in range. In the Standard Line
Operator method [30], the evaluation of new vessel pixels cannot be distinguished from
non-vessel edges in the vessel map.

In the Matched Filter Based Approach [34], the preprocessing technique fusing the
vessels with the background and it is difficult to segment them out because of the low
contrast with the background. It decreases the vessel diameter along the vascular
length.

The Back propagation Neural Networks are applied to the image pixels without any
prior feature extraction. Each pixel is classified as raw pixel values in a square window
centered on it are fed to the network as input pattern. The proposed method can
segment the retinal blood vessels including the normal and abnormal images.
The PCNN model is an unsupervised neural network and it doesn’t need any input
patterns. The network can train itself and the feature vectors are generated automati-
cally for identifying the vessel pixels. The PCNN is robust and anti-noise against
translation, scale and rotation of the input process.

The connection coefficients, decay time constant and weighing factors are to be set
in advance. The result quality depends on loop iterations. This proposed PCNN

Table 2. Performance comparisons of different techniques for retinal vessel segmentation on the
DRIVE database.

Method type Name of
the author
and year of
publication

Name of the
method

Sensitivity
(%)

Specificity
(%)

Accuracy
(%)

Supervised Salazar
et al. [22]

Compensation
factor method

84.64 - -

Zhao et al.
[24]

Level set and
region
growing

73.54 97.89 94.77

Welikala
et al. [30]

Standard line
operator

87.93 94.40 -

Ramlugun
et al. [34]

Matched filter
based
approach

64.13 97.67 93.10

Unsupervised Franklin
et al. [25]

Back
propagation
feed forward
network

- - 95.03

Marin et al.
[33]

Back
propagation
multilayer
neural network

70.67 98.01 94.52

Mookiah
et al. [32]

Probabilistic
neural network

96.27 96.08 96.15

The proposed method Pulse coupled
neural network

67.54 99.31 97.23
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network can segment the retinal blood vessels within 4 iterations. The algorithm per-
forms vessel segmentation only in the pixels and its 8 neighborhood pixels and it
avoids processing of all other pixels in the image.

PCNN is better than median filter, wiener filter, Lee filter, anisotropic diffusion
based filters. The PCNN firing matrix includes the geometry structures of the image to
detect and remove noise. PCNN removes noise without affecting the tiny blood vessel
regions.

The PCNN model has overall performance improvement on DRIVE dataset with
Sensitivity 67.54%, Specificity 99.31%, Accuracy 97.23% over normal and abnormal
images. The system doesn’t fail in identifying the tiny blood vessels which are hidden
by the depigmentation caused by the infected particles.

6 Conclusions

The proposed method can reduce the work of the ophthalmologists in analyzing the
blood vessels of the patients with Diabetic Retinopathy by analyzing the segmented
vessel structure. The experimental results are obtained for all the 40 images of the
DRIVE Database. The results prove that the proposed Adaptive Histogram Equaliza-
tion (AHE) with Pulse Coupled Neural Network (PCNN) model can detect all the tiny
blood vessels precisely. The tiny vessels are distinguished without any discontinuities.
The PCNN model eradicates the noise presents in the depigmented retinal images
automatically. The parameters of PCNN model can further improved by means of
including the optimization techniques. Our further research is on analyzing the vision
of the children who are spending lot of time on electronic gadgets leads to sudden
vision loss. Also, the infant’s retinal vessels may grow out of the vessel boundary that
is to be identified early for treatment. Hence the proposed retinal vessel segmentation
techniques can be applied on similar cases of datasets. The tortuosity of the vessel is
also an important feature needed for the DR system while analyzing the retina that will
be considered in our next work.
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Abstract. Bones that provide the structural support of the body, are
composed of many inorganic compounds and organic materials that all
together can be used to determine the mineral density of the bone. The
bone mineral density (BMD) is an index measure that is widely used
as an indicator of the health of the bone. A densitometry study from
dual X-ray absorptiometry (DEXA) system is a popularly used method
to assess BMD. BMD values vary depending on race, age, gender and
other health conditions. As DEXA is quite an expensive method and
requires frequent calibration process to work properly, in this paper, we
explore the possibility of developing an affordable and reliable system
depending on single X-ray absorptiometry with the use of supervised
learning methods. The methodology based on inference is tested on a
data set consisting of spine and pelvis X-ray images of patients of varying
ages between 10 and 90 years of PSG Hospitals, Coimbatore, India and
the results proved to be an indicator of density of the bone.

Keywords: BMD · Classification · Supervised learning · Support vector
machines · Generalized boosted regression model · Extreme gradient
boosting model

1 Introduction

Bones are dynamic connective tissue that constitute the endoskeleton of ver-
tebrates. They support and protect many organs of the body, store minerals,
produce red and white blood cells. Bones have complex internal and external
structure, come in different shapes, hard and strong in nature but lightweight
and serve multiple functions. Bones together with muscles, ligaments and joints
help in movement of various body parts. Bone is made up of bone matrix. It is
composed primarily of inorganic hydroxyapatite and organic collagen. Bone is
formed by the process of mineralization and calcification of this matrix around
entrapped cells. Remodelling is the process of resorption followed by replacement
with little change in shape and occurs throughout a person’s life which tends to
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phase down with advancement of age. The purpose of remodelling is to regulate
and maintain calcium homeostasis, repair micro-damaged bones and to shape
the skeleton during growth.

Bone mineral density (BMD) is a measure of the amount of hydroxyapatite
(Hap) and mineral salts per unit area in the bone that is used as an indica-
tor of the bone’s health. The mineral content in a bone sample is evaluated by
direct evaluation through the atomic absorption spectroscopy and inductively
coupled plasma method or by indirect method, which consists of single or dual
X-ray diffraction and computer tomography to obtain the bone mineral density.
The indirect method of measurement is painless, non-invasive and involves low
radiation exposure over the spine or hip region. By using direct methods, it
is possible to obtain quantitative information regarding the bone mineral com-
ponents, whereas in indirect methods, the information is closely related to the
optical absorption of the bone tissues. Nowadays, BMD is measured by dual-
energy X-ray absorptiometry (DEXA). The DEXA system uses double X-ray
intensities in order to obtain two images, one of which is taken at high energy,
whereas the second one is taken at low energy. The difference between the two
is normally used to calculate the BMD by means of a calibration function of the
system itself. WHO defines BMD to be 2.5 standard deviations (SD) or more
below the peak bone mass as a normal T score (above −1 SD); between −1 and
−2.5 SD defined as mildly reduced bone mineral density and below −2.5 SD as
osteoporosis.

The average density of the bone is around 1000 to 1200 mg/cm2. The den-
sity varies with age, race and gender. Bone density tests measure two conditions,
osteopenia and osteoporosis. BMD would be greater than or equal to 833 mg/cm2

for normal people. Osteopenia is a condition where BMD is lower than normal,
like between 648 mg/cm2 and 833 mg/cm2 [2]. With further bone loss, osteope-
nia leads to Osteoporosis, a disease of the bones, where BMD is still reduced
(less than 648 mg/cm2), bone micro-architecture deteriorates and the amount
and variety of proteins in bone are altered. Poor bone density relates to higher
probability of fracture. Bones become weak and can break from a minor fall
or even from simple actions like sneezing and twisting. People over the age of
50, people with smoking habits, drinking habits, long term use of steroid drugs,
Vitamin D deficiency and women with early menopause are more susceptible for
having less bone density. Women are more susceptible to get Osteoporosis due
to the reasons: (1) Women tend to have thinner, smaller bones than men (2)
Estrogen, a hormone that protects bones, decreases sharply when women reach
menopause, which can cause bone loss. Fractures are the most dangerous aspect
of osteoporosis. Acute and chronic pain is often attributed to fractures from
osteoporosis and can lead to further disability and early morbidity and func-
tional impairment. In essence, the daily activities of a person become a painful
ordeal and overall quality of life declines. Reduced bone mass is therefore a use-
ful predictor of increased fracture risk. Normal and Osteoporotic conditions of
a bone are shown in Fig. 1.
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Fig. 1. Normal bone image: a. Trabecular bone b. Micro-architecture of normal and
Osteoporosis affected bone

DEXA is the most widely used and most thoroughly studied bone density
measurement technology. But it is quite an expensive method in developing
countries like India. Moreover BMD values calculated depend on race, age and
other conditions and not a constant for all people throughout the world. Hence,
this paper explores the possibility of developing an affordable and reliable system
to study bone mineral density using X-rays which is a very basic and conventional
screening morality.

Section 2 discusses the related work. Section 3 discusses the proposed method-
ology used in this paper. Section 4 elaborates on image enhancement, feature
extraction and bone mineral assessment using different classification methods.
Section 5 reports on the experiments conducted and the results obtained. Finally,
Sect. 6 concludes the work.

2 Related Work

DEXA is recognized as the acceptable method to measure BMD. DEXA scans
can have errors between 5 and 8% due to calibration, positioning and other
factors. X-rays are more cheaper and many researchers have shown that there
exists relationship between plain radiographic patterns and three-dimensional
trabecular architecture.

Luo et al. [12] have shown that the plain radiograph contains architectural
information directly related to the underlying 3D structure based on the study
of human calcaneal trabecular bone. Veenland [19] has assessed the suitability
of different texture analysis methods for use in radiographs and also to select
texture features that are able to quantify the changes in the radiographic trabec-
ular pattern occurring in osteoporosis. Chappard et al. [3] showed that texture
analysis by Euclidean and fractal methods provided significant differences in the
two bones of a rat model submitted for disuse induced by Clostridium botulinum
Toxin and found that such analysis on radiographs appears able to detect archi-
tectural differences in the trabecular architecture even when bone loss has not
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reached a value sufficient enough to induce changes appreciable by DEXA. Again,
Chappard et al. [4] have shown that the trabecular characteristics were found
to be highly correlated with texture parameters describing the X-ray image and
suggested that the texture analysis of X-ray films might be a suitable approach
to investigate the disorganization of bone in osteoporosis. X-ray films constitute
a 2D projection of the trabecular architecture, the resulting image is texture and
this may be an indicator of disease etiology.

Guggenbuhl et al. [9] in their study found a good correlation between tex-
ture analysis of X-ray radiographs and 3-D bone microarchitecture assessed by
micro-CT of human iliac bone. Jimenez-Mendoza and Espinosa-Arbelaez [11]
have determined the parameter equation that defines the ratio of the pixels in
radiographs and BMD and demonstrated the methodology on Wistar rats’ femur
bones on a calibrated system.

All this suggest that the study of bone mineral health by direct means is
tedious and harmful to the human body and so an indirect measure by the
DEXA is an accepted methodology. With the technology yet to reach the com-
mon masses being hindered by cost and the BMD values available are only for
the white race, the study of BMD using X-ray images is a boon for the developing
nations like India.

3 Proposed Methodology for Indication of Bone
Mineral Density

Researchers have investigated the relationship between bone health and bone
X-ray images through various experiments. This study is based on the concept
of transitive inference. Suppose R is a relation on set A. Relation R is transitive
if ∀x, y, z ∈ A, ((xRy)

∧
(yRz)) ⇒ (xRz). A transitive relation between premises

is said to occur when the conclusion a R c (read as ‘a related to c’) follows
logically from the premise relations a R b and b R c(a related to b and b related
to c). Humans are capable of making transitive inferences and do so routinely.
Transitive inference is a form of deductive reasoning. This work is based on the
transitive inference: If bone mineral density is related to the DEXA scan of the
person, and the DEXA scan can be related to the single X-ray scan, then bone
mineral density can be related to the single X-ray scan.

We propose the following methodology: (1) In preprocessing, image filters
and H-domes image slicing is applied to enhance contrast in X-ray images, (2)
Textural features, statistical features and fractal dimension are computed in
feature extraction and (3) three supervised algorithms namely, support vector
machines, generalized boosted regression model and extreme gradient boosting
are applied to classify patients to have bone mineral density to be high (Nor-
mal), or Abnormal (medium and low). The three classification algorithms are
also applied to discriminate between Normal, Medium (osteopenia condition)
and Low (osteoporosis condition). The three algorithms are applied on female
patients alone to infer if distinction is more apparent in females.
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Raw X-ray images possess low frequency noise due to X-ray diffusion in
soft tissues and high frequency noise due to X-ray acquisition and Imaging
characteristics. Chappard et al. [3,4] have applied a median filter to eliminate
low frequency noise and a “top hat” filter to eliminate high frequency noise to
increase the contrast of the bony structures within the image. Guggenbuhl et al.
[9] binarized the images by applying automatic thresholding based on the his-
togram frequency distribution of grey levels. Abidi et al. [1] applied a series of
common enhancement algorithms like linear regression, gamma intensity adjust-
ment, logarithmic intensity adjustment, histogram equalization, edge and mor-
phological operations etc. on X-ray images of luggage scenes and compared the
results; They also proposed a new method to determine the optimal number of
clusters or thresholds when segmenting X-ray images consisting of low density
threat weapons. They used image hashing via intensity slicing such that objects
of different intensity values are more visible. Intensity slicing can be done by
equal interval image slicing, cumulative image slicing and H-domes image slic-
ing. In this paper, we propose to use median filter to eliminate low frequency
noise and “top hat” filter to eliminate high frequency noise and H-domes image
slicing for intensity slicing of image hashing for the bone X-ray images.

Materka and Strzlecki [13] have discussed that image texture is a rich source
of visual information and that feature extraction, texture discrimination, texture
classification and shape reconstruction are the major issues in texture analysis;
Results from the feature extraction stage are used for texture discrimination,
texture classification or object shape determination. Also, to be noted is that
analysis of fractal dimension can additionally enrich diagnostic knowledge about
bone microarchitecture. Chappard et al. [3,4], Guggenbuhl et al. [9] have used
run-length distribution, “skyscraper” fractal analysis, “blanket” fractal analysis
and statistical analysis in their experiments to establish the correlation between
texture analysis and bone mineral content, between texture analysis and his-
tomorphometry and between texture analysis and bone micro-CT, respectively.
In this paper, we propose to use the texture features, run-length distribution,
fractal dimension, and statistical parameters as features. Normally, bone den-
sity accumulates during childhood and reaches a peak by around 25 years of age.
Bone density is then maintained for about 10 years. After the age of 35, both
men and women will normally lose 0.3–0.5% of their bone density per year as
part of the aging process. Also women are more susceptible to low bone density.
Hence, age and gender are also added into the feature set.

Learning methods can be classified into supervised, unsupervised and rein-
forcement. Supervised learning methods (or Classifiers) exhibit good mapping
capabilities between the input patterns and their associated outputs(classes).
They learn by examples, can predict new outcomes from past trends and can
process information in parallel at high speed and in a distributed manner. Data
are partitioned into training and test sets. Classifiers are continuously made to
learn the instances in the training set to map to their classes, upto an allowed
tolerance and this is the training phase. In the testing phase, the test data are
input to verify the class of the instances by the stabilized weights in the training
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phase. Cross-validation is to split the training set into training set and valida-
tion set. A k-fold cross-validation partitions the training set into k sets. For each
model complexity, the learner learns k times, each time using one of the sets as
the validation set and the other sets as the training set. It selects the model that
has the smallest average error on the validation set.

The features so extracted are applied to three classification algorithms Sup-
port Vector Machines (SVM), Generalized Boosted Regression Model (GBM)
and Extreme Gradient Boosting (XGB). A 10-fold cross-validation was applied
to all the algorithms. Support vector machines (SVM) [18] are supervised learn-
ing models with associated learning algorithms that analyze data for classifica-
tion and regression. Boosting refers to a general and provably effective method
of producing a very accurate prediction rule by combining rough and moder-
ately inaccurate rules. It has good generalization properties and seems not to
overfit in practice. The most straight forward generalization to a multiclass case,
called AdaBoost is adequate when the weak learner is strong enough to achieve
reasonable high accuracy [20]. Boosting has a sound theoretical base and also
has the advantage that the extra computation time that it requires is known in
advance. Moreover, in some applications where the dataset is large, the improve-
ment is dramatic, due to the reduction of classification errors and well worth the
computational cost [16]. The family of boosting methods is based on a differ-
ent, constructive strategy of ensemble information. To establish a connection
with the statistical framework, a gradient-descent based formulation of boosting
methods was derived by Freund and Schapire [6] and Friedman et al. [7,8]. This
formulation of boosting methods and the corresponding models were called the
gradient boosting machines. This framework also provided the essential justifica-
tions of the model hyper parameters. The ensemble models are a useful practical
tool for different predictive tasks, as they can consistently provide higher accu-
racy results compared to conventional single strong machine learning models
[14]. Xgboost is an efficient and scalable implementation of gradient boosting
framework [5].

This paper proposes to use the above set of algorithms in R [17] for the
classification of bone mineral density and glean sufficient knowledge in order to
deduce the transitive inference.

4 Classification of Bone Mineral Density in X-Ray
Images

The raw X-ray images are impregnant with noise due to diffusion in soft tissues
and acquisition and imaging characteristics. So a variety of preprocessing tech-
niques need to be applied to each X-ray image before features are extracted.
Extraction of essential features is a necessary step in a supervised learning
process so as to differentiate the classes appropriately. The X-ray bone image
undergoes preprocessing, feature extraction and classification phases.
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4.1 Preprocessing of X-Ray Images

The raw X-ray image is subjected to Weiner filter to reduce noise. The back-
ground effects are removed by top hat and bottom hat filters which also have the
benefit of adding a significant degree of smoothing to the spectrum. H-domes
image slicing is further applied to remove small grains and this slicing method
was chosen over equal interval image slicing and cumulative image slicing based
on the peak signal to noise ratio (PSNR) on a subset of 25 bone images. The
PSNR value is a quantitative measure that is used to compare filter performance
between original and the reconstructed image. Figure 2a represents a sample
original pelvis image of a patient and 2b represents the enhanced image.

Fig. 2. Pelvis X-ray image: a. original b. H-domes enhanced

4.2 Feature Extraction

Feature extraction is a process by which the X-ray image is broken down into
components of essential information that are more useful for describing its struc-
ture. The histogram h(i) contains the first order statistical information about
the image, i = 0, 1, ..G − 1 where G is the total number of intensity levels in
the image. h(i) contains the number of pixels in the whole image, which has this
intensity. The approximate probability density of occurrence of the intensity
levels is given by

p(i) = h(i)/M ∗ N (1)

where the size of the image is M × N. First-order statistical properties or central
moments are derived from it to characterize the texture. The mean takes the
average level of intensity and is defined as

mean = μ = ΣG−1
i=o (i ∗ p(i)) (2)

The variance describes the variation of intensity around the mean and is
defined as

variance = σ2 = ΣG−1
i=o (i − μ)2 ∗ p(i)) (3)
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Energy is defined as
Energy(E) = ΣG−1

i=o (p(i))2 (4)

Entropy is a measure of histogram uniformity and is defined as

Entropy(H) = −ΣG−1
i=o (p(i) ∗ log2(p(i)) (5)

These first order measures cannot completely describe texture. The second order
histogram is defined as the gray level co-occurrence matrix (GLCM) (joint prob-
ability distributions of pair of pixels) [10]. Contrast (or inertia) returns a measure
of the intensity contrast between a pixel and its neighbor over the whole image
and is defined as

Contrast = ΣG−1
i=o ΣG−1

i=o (i − j)2 ∗ p(i, j) (6)

Correlation returns a measure of how correlated a pixel is to its neighbor over
the whole image and is defined as

Correlation =
ΣG−1

i=o ΣG−1
i=o (i − μi)(j − μj)p(i, j)

σiσj
(7)

where μi, μj , σi and σj denote the mean and standard deviations of the row and
column sums of the matrix. Energy is calculated from GLCM as

Energy = ΣG−1
i=o ΣG−1

i=o p(i, j)2 (8)

Homogeneity returns a value that measures the closeness of the distribution of
elements in the GLCM to the GLCM diagonal and is defined as

Homogeneity = ΣG−1
i=o ΣG−1

i=o

p(i, j)
1 + (i − j)2

(9)

A feature vector is created for each X-ray image based on global qualities
like average gray level, average contrast, smoothness, moments, uniformity and

Table 1. Feature extraction

Algorithm I Feature Extraction

1: for each image in the X-ray set do
2: Apply Weiner filter
3: Apply top and bottom hat filtering
4: Apply hDome Image enhancement
5: Get texture features of the image
6: Get properties from gray level co-occurrence matrix
7: Get runlength features and fractal dimension
8: Include age and gender as features
10: end for

The feature values are stored
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entropy (Eqs. 1 to 5), gray level run length statistics like Short Run Emphasis
(SRE), Gray Level Run Emphasis (GRE), Gray Level Non-uniformity (GLN),
Run Percentage (RP), Run length non-uniformity (RLN), and fractal dimen-
sion, gray level co-occurrence matrix (GLCM) characteristics like contrast, cor-
relation, energy and homogeneity (Eqs. 6 to 9). Age and gender are also added
into the feature vector. Algorithm I in Table 1 states the procedure for feature
extraction.

4.3 Classification

R [17] is a language and environment for statistical computing and graphics. It is
a GNU project developed at Bell laboratories by John Chambers and colleagues.
R provides a wide variety of statistical (linear and nonlinear modelling, classi-
cal statistical tests, time-series analysis, classification, clustering) and graphical
techniques, and is highly extensible. R is designed around a true computer lan-
guage and it allows users to add additional functionality by defining new func-
tions. As specified above the supervised learning algorithms used in this paper
are SVM, GBM and XGB. The results are tabulated in Table 2 for a 2 class
problem. The ROC curves are specified in Figs. 3, 4 and 5 for SVM, GBM abd
XGB respectively.

Table 2. Results for normal/abnormal classification (all patients)

Classifier Accuracy % Sensitivity Specivicity AUC

SVM 82.00 0.92 0.68 0.85

GBM 82.00 0.90 0.68 0.88

XGB 89.00 0.92 0.65 0.88

5 Results and Discussion

PSG Hospitals is a 810 bedded, tertiary care hospital with qualified and expe-
rienced faculty and state of the art infrastructure, affiliated to PSG Institute
of Medical Sciences & Research, Coimbatore, India [15]. The hospital houses
various specialties like Medicine, Surgery, Obstetrics & Gynecology, Paediatrics,
Orthopaedics, Radiology and Emergency Medicine. The hospital has been recog-
nized for implementation of various social welfare schemes and is an internation-
ally acclaimed centre to conduct various clinical trials.

Experiments are conducted on 311 pelvis and 160 spine images of the patients
screened over a three month period at PSG Hospitals. The X-ray images are
760 × 580 pixels in size. The age of the patients varied between 10 and 90 and the
average age was 46.37. There are 253 males and 218 females. Three experienced
doctors identified the class attribute seperately based on the X-ray image and the
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Fig. 3. ROC curve for SVM

class type (Normal/Osteopenia/Osteoporosis) was decided based on the majority
voting by them. There was 25% of tie in the class attribute in such a process and
lower the class attribute was decided with high density being normal, Osteopenia
being medium and Osteoporosis being low.

After the images were pre-processed for enhancement, global, local statistical
features, GLCM features, fractal dimension were extracted, age and gender were
added and a total of 19 features are finally decided. The feature values are
normalized. The 471 images are divided into training and testing at a 60:40 ratio
at random and a 10-fold cross validation is used. For comparison purposes, the
same set of data are classified by SVM, GBM and XGB. The results are tabulated
in Table 2 for the two class problem (Normal/Abnormal) and in Table 3 for a
three class problem (Normal/Osteopenia/Osteoporosis). It can be seen that the
methodology identifies between normal and abnormal with an accuracy of 89%
but when it is to distinguish between osteopenia and osteoporosis away from
normal, the accuracy has reduced to 62%. Since, women were more susceptible
to low bone density, the methodology was applied only to X-rays of female
patients and found to have 82% accuracy. The results are tabulated in Table 4.
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GBM ROC

Specificity

Se
ns

iti
vi
ty

−0
.2

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

1.0 0.8 0.6 0.4 0.2 0.0

Fig. 4. ROC curve for GBM

Table 3. Results for normal/osteopenia/osteoporosis (all patients)

Classifier Accuracy % Sensitivity Specivicity AUC

SVM 57.00 0.55 0.78 0.55

GBM 62.00 0.60 0.82 0.55

XGB 59.00 0.55 0.76 0.57

Table 4. Results for normal/abnormal classification (only females)

Classifier Accuracy % Sensitivity Specivicity AUC

SVM 74.00 0.80 0.61 0.83

GBM 62.00 0.87 0.10 0.51

XGB 82.00 0.95 0.57 0.86
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Fig. 5. ROC curve for XGB

6 Conclusion

The methodology described in this paper has extended the idea and relation-
ship established by various researchers between bone mineral health and X-ray
radiography images. DEXA equipment from different manufacturers might not
give identical results, because of differences in calibration and bone edge detec-
tion algorithms. Moreover, the BMD values specified by WHO is based on white
women [2] and as a result, the BMD values calculated for other countries or on
other race for the same age cannot have this as the reference.

The proposed system is based on the strong correlation between the X-ray
images and their underlying microarchitecture and the health of the bones. The
system weighs on the transitive dependency and explores through inferential
component, the bone mineral density by classification methods. The proposed
system could identify abnormality with an accuracy of 89% for all patients and
with an accuracy of 82% for only females, though the accuracy reduced to 62%
for the three class problem. The proposed system is cheaper, portable, versatile
and dependable to study changes in the density of minerals in X-ray images of
bones. It is meant to be a guidance to the doctors to prescribe further medication
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if required. Similar to DEXA, it is a non-contact and non-invasive method. As
more radiography images are added to the data set, the classification algorithms
would be able to learn the characteristics of the images pertaining to a particular
demography, age and race and able to classify much better. Additional features
or a better image enhancement algorithm on the X-ray images may indeed be
the future scope of work.
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