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Preface

The 5th International Conference on Communications, Signal Processing, and
Systems (CSPS) is held in Chongqing, on October 21–22, 2016. Chongqing is the
only inland municipality of all four in China, it is located in Southwest China, and
the Yangtze River and Jialing River meet here. The city is known as the upper
Yangtze River economic and financial center, shipping center, transportation hub in
Southwest the industrialization of scientific research base, the State high-tech
industrial center and the national historical and cultural city. CSPS 2016 brings
together Chinese and international researchers and practitioners in communications,
signal processing, and systems together.

The accepted papers ofCSPS2016are fromvarious regions around theworld,which
includes 10 different technical sessions such as ‘Wireless Communication,’ ‘Radar
Techniques,’ ‘WirelessNetworks,’ ‘Coding,Encryption&AlgorithmDesign,’ ‘Mobile
Communication, Positioning & Tracking,’ ‘Optical Communication,’ ‘Digital Signal
Processing,’ ‘Patten Recognition, Deep Learning and Learning Automata,’ ‘Digital
Image & Video Processing,’ and ‘Circuit Processing System & System Design.’

The technical program team did an excellent job in soliciting submissions,
coordinating the review process, and promoting the technical program. We would
like to thank everyone of them for taking leadership roles in organizing the various
aspects of the technical program.

Also we would like to express our thanks to all members of the organizing
committee and all the volunteer reviewers who have been working hard days and
nights for this conference. We are grateful to the host institutions, Tianjin Normal
University and Chongqing University of Posts and Telecommunications and
sponsorships from IEEE Fort Worth Section, University of Texas at Arlington,
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Beijing University of Posts and Telecommunications, University of Electronic
Science & Technology of China, and Shanghai Jiaotong University, China. Finally,
the publication support from Springer is deeply appreciated.

Arlington, USA Qilian Liang
Tianjin, China Jiasong Mu
Tianjin, China Wei Wang
Tianjin, China Baoju Zhang
October 2016
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Welcome Message from the General Chairs

It is our great honor and pleasure to welcome you to Chongqing for the 5th
International Conference on Communications, Signal Processing, and Systems
(CSPS) held during October 21–22, 2016. During this conference, scholars and
practitioners from all over the world in communications, signal processing, and
electronic systems will get together in Chongqing.

Chongqing has a humid subtropical monsoon climate; it is surrounded by the
Yangtze and Jialing Rivers, so landscape is very beautiful. It is known as a
‘Mountain city’ and also a ‘River city.’ The South and North Hot Spring Park and
Nanshan Park are situated in the near suburbs, while Jiangjin Simianshan forest,
Wulong Furongdong Cave, and Xiannushan Grasslands are situated in distant
suburbs. There are also many historical sites here, such as Fengdu’s Ghost City and
Ghost King Stone Carvings, Fuling’s Baiheliang, Yunyang’s Zhang Fei Temple,
Fengjie’s Baidicheng City, and Ba people’s hanging coffins. This city is also
famous for its delicious spicy foods.

CSPS 2016 is organized by an international team. The conference features 10
technical sessions and three keynote sessions. We invite you to join us by attending
the technical and social events held in CSPS 2016.

On behalf of the organizing committee, the technical program committee, and all
the volunteers that have been working hard for this conference, we warmly wel-
come you to CSPS 2016 and hope that you will enjoy the conference, and the
beautiful city in which it takes place.

Tariq S. Durrani
Qilian Liang

Qianbin Chen
Yiming Pi

Baoju Zhang
General Co-Chairs, CSPS 2016
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Mobility Management in AP Using
SDN-NFV Technologies

Syed Mushhad M. Gilani, Wenqiang Jin, Tang Hong, Guofeng Zhao
and Chuan Xu

Abstract Traditional WLAN typically relied on signal strength for handoff that is
not sufficient for fair selection of physical access point (PAP) and also causes the
poor performance of network and load imbalance. To deal with these issues, we
proposed a mobility management scheme on the basis of logical AP (LAP) that
keeps a connection with the mobile terminal (MT) during handoff either triggered
by the user or software-defined network (SDN) controller for seamless mobility.
The proposed scheme was implemented on a real testbed in WLAN environment,
and the evaluation results demonstrated that it could provide a rather good seamless
handover without throughput degradation and load imbalancing between PAPs,
with an efficient handoff procedure to allocate the best AP in the neighbor region.

Keywords Software-defined network ⋅ NFV ⋅ Access point ⋅ Mobility
management ⋅ WLAN

1 Introduction

WiFi has the powerful signal strength and able to support multimedia data in
contrast to other networks (3G, 4G). More than half of mobile data traffic [1] can
migrate to WiFi networks by the end of the decade. The cost of WiFi network is
also very cheap, and that easily attracts consumers. However, the limited range of
WiFi signals makes it threatening environment whenever the mobile user is per-
formed handover (Fig. 1). The installation of APs in a closed region to overwhelm
the signal gap between APs that aims to provide a continuous connection to the
user. However, APs in an adjacent region may cause of signal interference [2]. In
this circumstance, MT scanned multiple APs in range and connected only with
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strongest received signal strength (RSS). If available AP was already congested,
then, the user could experience low connection bandwidth.

Software-defined network (SDN) [3] is a promising solution in wireless network
personification that may introduce programmable control plane and data plane into
PAP. OpenFlow [4] may incorporate handover parameters [5, 6] into existing
applications for smooth performance of handover activities. Network function
virtualization (NFV) [7] highly encourages implementing within SDN platform that
can offer multiple benefits for service operators and mobile terminals.

In this article, we propose a logical access point based mobility management
(LAP

M) scheme for WLAN in the SDN environment with the further functionality
of NFV. This research work examines the conventional handover approach with a
comparison of the proposed algorithm and also focuses on load balancing between
APs sharing the signal interference area (PAP

s). We build a testing environment to
analyze the functionality of PAP after adopting SDN and NFV technologies.

2 LAP Based Mobility Management (LAP
M) Scheme

The proposed scheme enriches the performance of the APs and mobile terminals
without requiring any change at the client side. It also offers seamless mobility in
which LAP can migrate from source PAP to target PAP during handoff. The tra-
ditional RSS-based association procedure could generate the load imbalance net-
work environment. As depicted in Fig. 2a, PAP

2 associated with four MTs with
individual LAP, PAP

3 associates with three MTs, and while PAP
1 associated with

two mobile terminals. LAP
2 also exists in the coverage area of PAP

1, but does not
associate because of less RSS rather than PAP

2. In comparison, our proposed
approach incorporates load information during the MT association that makes the
balanced network. As illustrated in Fig. 2b, LAP

2 can associate with PAP
1 that can

reduce the load of PAP
2 and also enhance the throughput of associated MT.

LAP is a logical entity which resides in AP. LAP acts as SDN agent [8] in PAP
that is responsible for performing multiple tasks generated by either SDN controller

Fig. 1 Traditional handover
scenario
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or mobile terminal. The first task is to assign unique BSSID per-client that generates
beacon and acknowledgment. Second, it sets initial configuration parameters such
as IP address, MAC address, SSID for the MT and set up a connection with the
controller. Third, it calculates the load PAPs that includes inbound and outbound
traffic load with the number of LAP (NLAP) as described in Eq. 1.

NLAP = ∑
N

n=1
ACS ̸ ∑M

m=1
PCS ð1Þ

where ACS (Active Current State) contains the current traffic load (bytes) of MTs
within specified time period. Meanwhile, PCS (Passive Current State) denotes the
connection interval time and sleeping time. Next, we present the method of
threshold calculation.

sA0= fPAPi, PAP jg ð2Þ

fMT1j,MT2j,MT3j . . . MTnjg ∈ PAP j ð3Þ

fMT1i,MT2i,MT3i . . . MTmig ∈ PAPi ð4Þ

fMT1i,MT2i,MT3i . . . MTmi,MT1j,MT2j,MT3j . . . MTnjg ∈ sA0 ð5Þ

Logical Access Point

(A) Existing Approach (B) Proposed Approach 

Physical Access Point 

PAP3

PAP2

PAP1

LAP3

LAP3

LAP2
LAP2

LAP2

LAP1
LAP1

LAP1

PAP3

PAP2

PAP1

LAP2

LAP3

LAP3

LAP2

LAP2

LAP1

LAP2

LAP1

Signal Interference 
between cells

Channel 6 
Connectivity

LAP3
LAP3

Fig. 2 An example of mobility management within the load balancing scenario
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T = 1
M +N ∑

N

n=1
RMTnj + ∑

M

m=1
RMTmi

� �
∀M =1, 2, 3 . . .
∀N =1, 2, 3 . . .

ð6Þ

Where sA0: PAPs deployment area. SpAP: is the set of MTs, which connected to
PAP. RMTn: is RSS value of MTn.

Figure 3 presents the flowchart of the proposed LAP
M scheme. In the initial-

ization phase, the controller gets information from the agent about MT connected to
PAPs that belongs to A. The second stage is scanning and comparison between the
received values with predefined parameters of the algorithm. If current RSS of MT
is greater than the threshold T Eq. 6 then start a comparison of NLAP between PAP

s

and if received value is False, then forward to mobility phase. Moreover, MT scans
further PAP with improving RSS and NLAP. As illustrated in Fig. 2a MT within the
signal interference zone can select one best AP. However, if the client performed
handoff for more than three times, that means, it cannot find a better AP. Moreover,
we set the handover state equals FALSE and stops the comparison process. Fur-
thermore, if the handoff state is TRUE, it will continue with the next steps.

After Escaped the
Period of Time

Start

Collect PAPs Information

N LAPR PAP

Compare the values with T

R PAP > T Compare N LAPCompare R P AP 
YesNo

Handover State Balanced State 

Yes No

Keep Current Connection YesNo

Relocate to AP N LAP 1=Min (N LAP N)R PAP 1=Max (R PAP N) 1

Fig. 3 Flowchart of the mobility management scheme (LAP
M)
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3 Implementation of LAP
M Scheme

We have implemented the proposed scheme using the open source platform that
makes feasible practically to adopt this scheme. The experimental devices briefly
describe in this section. We select two PAPs for initial experiments as mentioned in
Table 1.

SDN Controller: We deployed OpenFlow-based controller to provide an overall
view of the underlying network. It can perform multiple tasks on the Floodlight
controller [11] to manage PAP such as disable LAP or enable LAP, mapping of LAP
to PAP, migration of LAP between PAP. The controller operates a table containing
information about PAPs that can support for MT selection and load balancing.

DHCP Server: During the experiment, the client received dynamic IP on a first
connection to the network, during handoff does not require to change the address
that saves the time of users for inquiring IP addresses.

FTP Server: We configure Xlight and select the large file size more than 1 GB
to make the certain downloading process that should continue until handoff
completion.

Mobile Terminals (MT): Mobile terminal having any operating system can
connect with LAP. However, the transfer rate of packets between cell phones and
laptops can differ due to manufacturing hardware capacity.

4 Evaluation and Results

We have evaluated the LAP
M scheme in WLAN environment in Technology

Building. A load of PAPs and MT’s throughput measured by ping and iPerf. This
section presents testbed evaluation results using real traffic traces. We have
developed two cases to perform experiments: First, we compare the performance of
LAP

M handover with traditional WLAN handover during accessing to the same file
server. The second case is about experiments that were carried out on individual
PAPs traffic load. The final results showed the balanced traffic load on PAPs and
improvement of throughput on MT.

Table 1 PAPs specifications

MAC Standard Bandwidth SSID OS Tools

PAP
1 00:00:30:b5:

c2:88:63:1a
802.11n 40 MHz Mobiletest1/

Mobiletest2
OpenWRT [9] Open

vSwitch [10]

PAP
2 00:00:62:

a0:43:6e:8d:55

Mobility Management in AP Using SDN-NFV Technologies 7



4.1 Case 1: Handover Between PAPs

In this experiment, we compare the performance of fixed RSS-based handover
algorithm with proposed LAP

M algorithm. First, we evaluate PAP handover per-
formance in the traditional environment as shown in Fig. 1. The process of con-
necting to PAP is a four-way handshake according to IEEE 802.11n standard.
Lenovo E40 initially connected with PAP (192.168.1.151) and activate downloading
data from FTP server (192.168.1.192) at time t = 0 s with average throughput rate
that is approximately 45 Mbits/s. Meanwhile, after 30 s MT has performed a han-
dover to PAP (192.168.1.152). Figure 5a indicates the throughput regarding elapsed
time during the fixed RSS handover process. The handover process and connection
interrupted during the downloading process at t = 30 s and decreased the
throughput from 46.3 to 3.28 Mbits/s in 8 s. Moreover, the throughput becomes at
zero level after elapsed time t = 43 s, because the connection between MT and
network is lost for an extended time. It takes almost t = 10 s to recover in traditional
WLAN environment caused by IEEE 802.11 standard handover mechanism that
includes detection, probing and re-association processes. However, authentication
time is not included that may take this process longer.

The second experiment performed in the SDN-based environment as illustrated
in Fig. 4, two PAPs enabled with OpenFlow under SDN controller (192.168.1.221).
Lenovo E40 initially connected with PAP

2 through LAP
2 at t = 0 s and started the

file transferring process with average throughput 40 Mbits/s approximately. As

Fig. 4 Mobility management testbed scenario
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handover initiated at t = 30 s, the LAP
2 migrates the credentials to target PAP

1 for
newly associated LAP

1. As shown in Fig. 5b LAP handoff almost did not produce
any delay in packet transmission that sustained the constant throughput average at
40 Mbits/s. In comparison with fixed RSS-based handover, our proposed handover
scheme resulted in zero-like handover latency while remaining network throughput.

4.2 Case 2: LAP
M Scheme for Load Balancing

The goal of this experiment is to show how LAP
M scheme can enhance network

throughput to those MTs, which were overlapping in SA. We installed two PAPs
with the same overlapping region and selected six MTs for this experiment.

PAP2

PAP1

Fig. 7 Demonstrate the real-time traffic analysis in a balanced network
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Imbalanced Situation: Initially four mobile terminals connected with PAP
2

because they received strong RSS from PAP
2 and remaining 2 MT connected with

PAP
1 as described in Fig. 2a. We performed a test on real-time traffic and got results

of 3 min data rate through OpenWRT interface as demonstrated in Fig. 6. The
inbound traffic of PAP

2 was 69.86 kB/s while PAP
1 was 12.5 kB/s. The average

traffic load of PAP
2 was 41.5 Mb/s that was closest to peak value. Conversely, the

bandwidth usage on neighbor PAP
1 was 17.11 Mbits/s which far less than that on

PAP
2. This imbalanced situation of PAPs reported in Fig. 6.
Load Balancing: After adopting LAP

M Scheme, the outbound traffic of PAP
2

decreased 12.68 Mbits/s with the average data rate was 28.82 Mb/s as illustrated in
Fig. 7. At the moment, the inbound traffic average rate of PAP

2 reduced from 75.55
to 26.96 kB/s that was good enough for remaining connected MTs. Meanwhile, the
outbound traffic load of PAP

1 reported in Fig. 7 expanded from 17.11 to
25.36 Mbits/s and inbound traffic also boosted from 12.5 to 21.83 kB/s that
diminished the wastage of resources. Hence, the network infrastructure was bal-
anced and feasible to provide better potential for existing and new users.

5 Conclusions

In this research article, we have presented and evaluated the mobility management
scheme for OpenFlow-enabled AP. The proposed scheme makes it feasible for
users to connect with the best AP. Our experiment performed and demonstrated
how to create LAP, assign LAP and make migration of LAP according to run-time
decision algorithm that was executing at the SDN controller. The evaluation has
shown that LAP

M scheme improved the PAP performance and significantly mini-
mized handoff delays. As a further study, the mobility management scheme will be
investigated in dense WLAN, and a location-awareness module would be integrated
to offer more true mobility in future Internet architecture.
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Algorithm Research of Congestion
Control in Wireless Router

Xiang Li and Xirong Ma

Abstract With the continuous improvement of social economy as well as science
and technology, along the continuous development of Internet technology, Internet
has become an indispensable and important part of the learning life and social work
of people; moreover, with the increase of network ports, the giant network traffic
will lead to network congestion, that is also the main reason which affects the
network performance and restricts the development of the network. In this paper,
the author puts forward that a kind of routing algorithm which may optimize the
routing could be obtained by means of combining with correlation function, cal-
culating the hop number of nodes as well as occupation situation of cache, which is
able to reduce the network transmission delay and network congestion via com-
bining with alternate routing.

Keywords Wireless network ⋅ Network congestion ⋅ Wireless network routing
algorithm

1 Introduction

On account of the coverage of terminal wireless network is limited, those further
nodes are incapable of having direct communication with each other and they need
to retransmit the communication content in virtue of intermediate node, which will
occupy the cache space of middle node and need to adopt corresponding routing
protocols [1]. The above-mentioned content is the main factor which causes the
network congestion; therefore, it is of great significance to research the routing
algorithm of the optimized path.

Following are mainly several kinds of existing optimization algorithms: first,
alleviating the congestion status of network by changing the topology structure,
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namely, by adding or deleting nodes and link [2, 3], but its feasibility is not high;
second, by increasing the path to forward the data package from different next hop;
however, this kind of method only considers the static network feature when it
optimizes the algorithm [4, 5], and fails to achieve the global optimization in the
aspect of routing selection; third, by calculating the routing protocol of
shortest-path first algorithm: on the one hand, its advantage is that it is loop-free and
has fast convergence speed [6, 7]; on the other hand, its disadvantage is that data
packets are always sent in accordance with the optimal path during transmission,
therefore, when multiple optimal paths overlap together, the link will be frequently
utilized, which will lead to excessive load of local network so as to cause con-
gestion [8, 9]; fourth, serving node between-ness as connection weights, and
reducing the computation complexity of between-ness by means of weighting the
network shortest-path routing algorithm; fifth, by detecting the occupancy rate of
buffer zone to predict whether congestion will occur. When the occupancy rate
reaches a certain threshold, the backup routing should be activated [10]; due to it
needs to compute the global routing table, this method is more suitable for the wired
network.

In order to solve the shortage of the above methods, the author, on the basis of
the research about existing routing algorithm, puts forwards that a kind of routing
algorithm which may optimize the routing could be obtained by means of associ-
ating with correlation function, calculating the hop number of nodes as well as
occupation situation of cache [11, 12], which is able to reduce the network trans-
mission delay and network congestion via combining with alternate routing.

2 Wireless Routing Node Load

Nowadays, wireless routing protocol calculates the link cost only in virtue of time
delay and hop number and without considering congestion state; therefore, it is
unable to avoid congestion nodes, and finally parts of links would occur congestion
[13, 14].

Detecting the occupancy rate of cache (ROC) (ratio between number of packets
which are ready to send and buffer capacity), anticipation node as well as link state
may be helpful to avoid congestion during transmission and improve the success
rate packet delivery, For this purpose, this paper calculating net-into rate (NR) (the
ratio between difference value of inbound and outbound node packets at per unit
time and maximum capacity of buffer zone, which reflects the occupation trend of
cache; the bigger the ratio, the larger the congestion risk) and cache occupancy rate
(which reflect the occupancy status of node cache) to measure the congestion rate,
thus predicting congestion degree; it periodically detects the congestion rate (CR),
then combines it with the default cache threshold and congestion unit (CU) (divided
into free stage, normal stage, warning stage and congestion) and data to measure the
node and link load. The formula is as follows:

14 X. Li and X. Ma



CRiðtÞ=ORCiðtÞ+NRiðtÞ ð1Þ

Constraint conditions:

CRiðtÞ=0,CRiðtÞ<0
CRiðtÞ=CRiðtÞ, 0≤CRiðtÞ≤ 1
CRiðtÞ=1,CRiðtÞ>1

8
<

:
ð2Þ

CU =0,CR< 1
4

CU =8, ðCR− 1
4Þ, 1

4 ≤CR≤ 3
4

CU =1+54 * CR − 3
4ð Þ,CR> 3

4

8
<

:
ð3Þ

3 The Link Cost

Link cost (LC) refers to the cost that needs to pay while transmitting packets from
one node to another node, and the formula is

LCabðtÞ=metricab +CUb *CRbðtÞ ð4Þ

If the path from node A to node B is expressed as P → S, then its path cost if as
follows:

LCpsðtÞ= ∑
n− 1

i=1
LCi, i+1ðtÞ=metricps + ∑

n

i=2
CUi *CRiðtÞ ð5Þ

In the formula, metricps represents the hop number from node A to node B.
According to the formulas 4 and 5, when the node takes place congestion, it can
determine the shortest path according to congestion status in the network, so that to
ensure that the algorithm may always choose global optimal path with minimum
cost value to serve as updated routing.

4 The Improved Algorithm Description About Congestion
Control Routing

According to the load of network node and link cost model, counting the global
routing of nodes for sending the data packets; at the same time, when the nodes take
place congestion, the main line should be replaced by alternate route so as to obtain
the congestion control routing algorithm that proposed in this paper.
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5 Simulation Experiment

In this paper, the author conducts the experiment by utilizing the NS2.35; among
which, this simulation network is equipped with 100 nodes which randomly dis-
tributed in the plane region of 1000 * 1000; the communication patterns adopts 20
data sources, and the starting time of the data source is uniformly distributed
between 0 and 5 s; MAC layer employs a kind of protocol that with channel
bandwidth of 2 Mb/s of IEEE 802.11 MAC. The transmission range of node 250 m
and its simulation time is 400 s. At the beginning of the simulation, each node
keeps static p seconds, and then randomly selects destination and to constantly
move towards the destination at a speed between 0 and max; after arriving the
destination, keeps static p seconds again, then randomly selects another destination
and to move on according to the aforementioned methods. This process will be
circulating all the time until the end of the simulation.

According to Figs. 1 and 2 shows that when the source node sends a packet per
second without congestion, when the Pause Time ≤ 150 s algorithm optimized
packet delivery success rate increased significantly. Because of the same fracture
mechanism to link, so the results are close to the after. Because of the moving time
of nodes significantly reduce the network load and smaller, link fault impact on the
network data transmission reduced significantly, and the algorithm itself has the
ability to update cycle route, so when the Pause Time ≥ 200 s, the calculation result
is close to the after.

Fig. 1 Optimized packet
delivery success rate change
with mobile rate curve

Fig. 2 The end-to-end delay
after optimization algorithm
with the curves of node
mobility
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6 Conclusion

In this paper, by studying the node load, link cost, local routing and global routing,
the author puts forward congestion degree periodic-detected node and link on the
basis of network congestion phenomenon; in addition, according to the congestion
status of node buffer zone, this paper adopts the processing strategy by combining
local routing with global routing, so that to reduce the packet loss caused by the link
fracture and node congestion. The simulation results show that this kind of algo-
rithm can reduce the packet loss caused by congestion nodes and improve the
success rate of packet delivery.
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A Novel Method to Generate Wi-Fi
Fingerprint Database Based on MEMS

Zengshan Tian, Zipeng Wu, Mu Zhou, Ze Li and Yue Jin

Abstract Fingerprint-based positioning in Wi-Fi environment has caught much

attention recently. One key issue is about the radio map construction, which gen-

erally requires significant effort to collect enough Wi-Fi Received Signal Strength

(RSS) measurements. Based on the observation that the Micro Electromechanical

System (MEMS) can automatically calibrate the target locations without complex

equipment, we propose an efficient radio map construction method based on the

technology of multi-sensor. Different from the conventional methods, the proposed

one first relies on the gait detection approach and quaternion-based extend Kalman

filter algorithm to estimate the velocity and heading of the target. Second, the Pedes-

trian Dead Reckoning (PDR) algorithm is used to calculate the current location of

the target in a real-time manner, and meanwhile the data from Wi-Fi module are col-

lected to generate the fingerprint database. The experimental results show that the

proposed method is effective in positioning accuracy and efficient by saving the time

and energy.

Keywords Indoor localization ⋅ Wi-Fi fingerprint database ⋅ MEMS ⋅ PDR ⋅
Extend Kalman filter
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1 Introduction

Nowadays, it is usually not a problem to locate a person or mobile device outside the

building since the satellite navigation systems are available in outdoor environment.

As we know, the propagation property becomes more complicated inside the build-

ing, where the LOS may not exist. To solve this problem, many other methods, e.g.

the Wi-Fi Received Signal Strength (RSS) [1], the Wi-Fi fingerprinting is considered

as one of the best techniques used for indoor localization due to this method have

been significantly studied. The process of fingerprinting involves two phases, namely

offline training phase and online positioning phase [2]. The purpose of offline phase

is to construct a database. The existing works normally record the location finger-

prints point by point, which consumes a large amount of time and labor cost. In this

paper, we put forward a new method by integrating the Wi-Fi RSS measurements

with the data from multi-sensor to reduce the workload and ensure positioning accu-

racy at the same time. The rest of this paper is organized as follows. We discuss

system framework in Sect. 2. Section 3 summarizes the database building based on

PDR. In Sect. 4, we design some experiments to examine the performance of the

proposed method. Finally, Sect. 5 concludes the paper.

2 System Framework

The system architecture is shown in Fig. 1. Our work is based on the PDR algo-

rithm [3] which is considered as a relative positioning algorithm. Specifically, first

of all, we smooth the data from the 3-axis accelerometer by using a low-pass filter

[4]. Second, we use the filtered accelerometer data to estimate the stride length of

the pedestrian by the empirical step estimation model [5] and calculate the velocity

by the estimated stride length and step detection. Third, using the quaternion-based

extend Kalman filter [6], we merge the data collected from the 9-axis sensors to cal-

culate the heading. Fourth, the PDR algorithm is applied to compute the real-time

locations of the pedestrian. Finally, we save the locations of the pedestrian with the

corresponding RSS measurements into the fingerprint database.

Accelerometer Gyroscope

Velocity
Heading

Location

RSS
Vector

Magnetometer

Median Filter and Mean Filter

Low-pass Filter

Step DetectionStride Length 
Estimation

Heading
Calculation

Velocity Calculation PDR Algorithm

Wi-Fi Wireless 
Network Card

Mean Filter

Fingerprint
Database

Fig. 1 System architecture
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3 Database Building Based on PDR

3.1 Step Detection

Based on the physiological characteristics of the pedestrian, it can be proved that the

acceleration value changes in the form of sine wave during the walking. To avoid the

false detection, there are generally two types of filters designed to filter the signal

noise, namely windowed mean and median filters. In concrete terms, we calculate

the 3-axis acceleration values by

Accnorm =
√

a2x + a2y + a2z − G (1)

where ax, ay and az are the output of 3-axis accelerometer after the windowed mean

and median filter in x, y, and z directions respectively. G is the gravitational acceler-

ation. After the windowed mean and median filter, it is still possible that the pseudo

peak appears. To eliminate these peaks, we conduct the finite impulse response low-

pass filter to smooth the 3-axis acceleration values.

3.2 Velocity Estimation

By assuming that the frequency of output from the MEMS sensors is fs, the time

interval of the k-th step, tk =
𝛥Nk

fs
where 𝛥Nk is the number of sample points from

the MEMS sensors during the k-th step. For simplicity, we assume that each step of

the pedestrian is with the same walking speed and heading. Thus, the velocity of the

k-th step is calculated by

vk =
Pk

tk
=

Pkfs
𝛥Nk

(2)

Pk = C1
C
√

Acckmax − Acckmin (3)

where Pk is the length of the k-th step, Acckmax and Acckmin stand for the maximum

and minimum of acceleration values for the k-th step. C and C1 are the personalized

coefficients for different pedestrians.

3.3 Heading Estimation

3.3.1 Calculation of Initial Heading

By assuming that the pedestrian stands still at the beginning, we calculate the initial

attitude of the pedestrian by using the accelerometer and magnetometer in (5).



22 Z. Tian et al.

{[
abx a

b
y a

b
z
]T = Tb

n ⋅
[
0 0 g

]T
[
mb

x m
b
y m

b
z
]T = Tb

n ⋅
[
0 bny b

n
z
]T (4)

where
[
abx a

b
y a

b
z
]

and
[
mb

x m
b
y m

b
z
]

are the measurement values of the 3-axis

accelerometer and magnetometer respectively. g is the local gravitational acceler-

ation. bny and bnz are the northward and perpendicular components of the local mag-

netic field under the ENU reference frame. Tb
n is the attitude rotation matrix. Owing

to the advantages of low computation cost and wide applications of the quaternion

algorithm, we use it to estimate the heading of the target. Thus, we use the attitude

quaternion 𝐐 =
[
q1 q2 q3 q3

]T
to describe the attitude rotation matrix, such that

Tb
n =

⎡
⎢⎢⎣

q21 + q22 − q23 − q24 2(q2q3 + q1q4) 2(q2q4 − q1q3)
2(q2q3 − q1q4) q21 − q22 + q23 − q24 2(q3q4 + q1q2)
2(q2q4 + q1q3) 2(q3q4 − q1q2) q21 − q22 − q23 + q24

⎤
⎥⎥⎦

(5)

Based on (5) and (6), the initial heading of the pedestrian can be calculated by

𝜑 = arctan(−
2(q1q2 + q0q3)

q20 + q21 − q22 − q23
) (6)

3.3.2 Design of Extended Kalman Filter

To achieve the accurate estimation of attitude angles, we rely on the Extended

Kalman Filter (EKF) to integrate the measurement values from the gyroscopes,

accelerometers, and magnetometers [4]. The EKF model is constructed as

⎧
⎪⎨⎪⎩

𝐐 (k) =
(
𝐔 + 1

2
𝛺
(
𝜔 (k)Ts

))
𝐐 (k − 1) + 𝐰 (k)[

⃖⃖⃖⃗ab (k)
⃖⃖⃖⃖⃗mb (k)

]
=
[
Tb
n (Q (k)) 0

0 Tb
n (Q (k))

] [
𝐆
𝐛

]
+ ν (k)

(7)

where𝐔 is a unit matrix. Ts is the sampling interval.𝝎 (k) =
[
𝜔
b
x (k) 𝜔

b
y (k) 𝜔

b
z (k)

]
is

the angular rate in the k-th iteration.𝐰 (k) is a vector of Gaussian noise.
1
2
𝛺
(
𝜔 (k) Ts

)

is the state transition matrix described in (9).
⃖⃖⃖⃗ab (k) and

⃖⃖⃖⃖⃗mb (k) are the measure-

ment values from the 3-axis accelerometer and magnetometer respectively. 𝐛 =[
0 bny b

n
z
]T

is the vector of the normalized magnetic field. 𝜈 (k) is a vector of

Gaussian observation noise.

1
2
𝛺
(
𝜔 (k)Ts

)
= 1

2

⎡
⎢⎢⎢⎢⎣

0 −𝜔b
xTS −𝜔

b
yTS −𝜔

b
zTS

𝜔
b
xTS 0 𝜔

b
zTS −𝜔b

yTS
𝜔
b
yTS −𝜔

b
zTS 0 𝜔

b
xTS

𝜔
b
zTS 𝜔

b
yTS −𝜔b

xTS 0

⎤
⎥⎥⎥⎥⎦

(8)
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3.4 Fingerprint Data Acquisition

In the conventional data acquisition method, position coordinate of reference points

are measured in advance, the smartphones with the digitized map of the target envi-

ronment are used to scan the signal from all the available Wi-Fi APs. In the pro-

posed method, the smartphones are used to acquire not only the Wi-Fi signal, but

also the data from the sensors including the accelerometers, magnetometers, and

gyroscopes. A fingerprint is created by proposed method and position coordinate of

reference points are calculated by sensors without measuring, which save time and

are convenient to be applied widely.

4 Experimental Results

4.1 Experiment Setup

The experiments are conducted on the same floor in a building with the dimensions

of 64.6m × 18.5m, as shown in Fig. 2. The red dot indicates the origin of the rel-

ative geographical coordinate frame, and the X- and Y-axis points rightwards and

upwards respectively. The five D-Link 2310 APs are labeled with red starts in target

environment, namely Orange, Pear, Apple, Banana, and Coco. The receiver used in

the experiment is the Samsung Galaxy S3 smartphone with the Android 4.1.2 oper-

ation system which is integrated with the Wi-Fi module and sensors including the

3-axis accelerometer, gyroscope, and magnetometer. We use an own-developed App,

namely WifiSensors, to collect the data from both the Wi-Fi network and sensors, as

shown in Fig. 3.

In Fig. 3, we begin to collect the data by clicking the start button, while ending

the data acquisition by clicking the end button. The four rows of the data illustrate

the measurement values from the 3-axis accelerometer, gyroscope, magnetometer,

and Wi-Fi network respectively. The measurement values from the Wi-Fi network is

64.6m

18
.5

m

Orange

Pear

Apple

Banana

Coco

Fig. 2 Floor plan of the target environment
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Fig. 3 Interface of WifiSensors

Fig. 4 Straight line for the testing

Fig. 5 Polygonal line for the testing

composed of the Service Set Identifier (SSID), e.g. Orange, and RSS. In our system,

we set −200 dBm as the lower limit of the received RSS value.

4.2 Accuracy of Location Estimation

Based on the previous discussion, since the PDR is a relative and independent posi-

tioning method, it is required to start the positioning from a known location. We

select two trajectories, i.e., straight and polygonal lines, for the testing. Both of them

start from a given point S, as shown in Figs. 4 and 5.

Figures 6 and 7 compare the real and estimated trajectories for the straight and

polygonal lines by using the PDR for positioning, in which red lines represent the
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Fig. 6 The trajectory of

straight line
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Fig. 7 The trajectory of

polygonal
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Table 1 The statistical results of positioning errors under different testing time

Types of path (s) 5 10 15 20 25 30 40 60 100

Straight line (m) 0.14 0.23 0.25 0.31 0.45 0.51 0.60 0.76 1.2

Polygonal

line (m)

0.12 0.20 0.32 0.40 0.51 0.81 0.90 1.2 1.79

true path in Figs. 4 and 5, and blue lines represent the PDR trajectory. Table 1 shows

the statistical results of localization errors under different testing time. As can be

seen from these results, the PDR is suffered by the accumulative errors with the time

going on. In addition, the existence of turns possibly causes the deterioration of posi-

tioning accuracy. Therefore, to guarantee the effectiveness of fingerprint database,

we construct it by using the data collected on the short-distance straight lines.
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Fig. 8 CDFs of errors
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4.3 Comparison of Different Methods for Fingerprint
Construction

Finally, we compare two different methods used for fingerprint database construc-

tion, i.e., the conventional location fingerprinting method and the proposed method

with the help of MEMS. The conventional method requires measuring the loca-

tion coordinate of each RPs, which is time-consuming and labor intensive, while in

the proposed one, we only need to measure the location coordinates of the starting

locations of 24 paths in target environment. After the fingerprint database is con-

structed, the user installing the WifiSensors acquires a newly RSS measurements of

a place. The RSS vectors are matched against the fingerprint database, and then the

fingerprints corresponding to the highest similarities are selected as the neighbors

for Weighted K-nearest Neighbor (WKNN) positioning. The Cumulative Distribu-

tion Functions (CDFs) of errors by using these two different methods for fingerprint

database construction is shown in Fig. 8. We can find that the proposed method is

able to achieve the similar positioning performance to the conventional one, but is

featured with much low cost for site survey.

5 Conclusion

In this paper, we have proposed a new method of constructing the fingerprint data-

base quickly with the help of multi-sensor. This method enables the users to construct

the fingerprint database and real-time updates it. In addition, to enhance the accuracy

of the PDR, we employ the EKF to estimate the heading and velocity of the pedes-

trian. Finally, a comparative experiment is designed to verify the effectiveness and
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Fig. 9 Statistical results of

localization errors

Mean error 67% error 90% error
0

0.5
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The proposed one
The conventional one

efficiency of the proposed method used for fingerprint database construction, which

demonstrates that the proposed method is much suitable for the large-scale indoor

environment. In future, the improvement of positioning accuracy by integrating the

indoor geographical information forms an interesting topic Fig. 9.
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Carrier Phase Based Attitude Determination
Using Tightly Coupled BDS/INS

Zengshan Tian, Yuezhong Zhang, Mu Zhou and Zipeng Wu

Abstract In order to realize the attitude determination in high accuracy and stability

of BeiDou Navigation Satellite System (BDS) receiver carrier, a BDS/INS tightly

coupled attitude determination algorithm was proposed. First, the error model of

BDS system was put forward. Then, an extended Kalman Filter System with the

double differences carrier phase as the main observation and the error state equation

of INS as the system state equation which can ensure the attitude in a high precision

were designed. Last, a platform was set up for testing the effectiveness of the algo-

rithm with a single-frequency BDS receiver and an inertial sensor. The results show

that the algorithm can effectively improve the measurement accuracy and output fre-

quency of the attitude.

Keywords Beidou navigation satellite system (BDS) ⋅ Inertial navigation system

(INS) ⋅ Integration attitude determination ⋅ Carrier phase ⋅ Extended Kalman filter

1 Introduction

With the rapid development of Global Navigation Satellite System, satellite based

attitude determination has obtained more and more attention in recent years. And it

is of great importance to obtain accurate ambiguity in the determination progress.

Traditional algorithms such as Least-squares Ambiguity Decorrelation Adjustment

(LAMBDA) [1], Constrained LAMBDA (CLAMBDA) [2], and Modified LAMBDA

(MLAMBDA) [3] can provide accurate ambiguity only with the reasonable obser-

vation from receiver. Moreover, due to multipath effect, the satellite signal is often

blocked which hinders the ambiguity accuracy [4].
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The ideas of using inertial sensors to improve GPS ambiguity accuracy have

been proposed recently [5]. These methods adopt inertial sensors in Micro Electro

Mechanical Systems (MEMS) to meet different ambiguity resolution requirement.

Specifically, the MEMS attitude is utilized to reduce the search region for integer

ambiguity, thus improve the instantaneity and reliability of ambiguity resolution [6].

However, the accuracy will be deteriorated when the satellite signal is blocked.

In this paper, a novel approach is proposed to improve the accuracy of attitude

by the data fusion of BDS and INS. First, we use the ambiguity dilution of preci-

sion (ADOP), Geometric Dilution of Precision (GDOP), as well as the Signal Noise

Ratio (SNR) from BDS measurement to estimate the quality of ambiguity. Secondly,

system measurement equation based the carrier phase and pseudo-rate is designed.

Finally, the BDS/INS integrated filter is adopted to estimate and correct the errors

of attitude and the measurement from sensor.

This paper is organized as follows. Section 2 describes the process in which makes

use of ADOP, GDOP, and SNR to estimate the quality of BDS attitude. Section 3

describes the carrier phase and pseudo-rate based system measurement equation.

The experimental results are illustrated in Sect. 4. And Sect. 5 concludes this paper.

2 The Error Model of BDS Attitude Determination

The double differences (DD) observation of BDS is as follows:

{
PS12
r12 = 𝜌

S12
r12 + IS12r12 + TS12

r12 + 𝜀
S12
P,r12

𝛷
S12
r12 = 𝜌

S12
r12 + IS12r12 + IS12r12 + TS12

r12 + 𝜆 ⋅ zS12r12 + 𝜀
S12
𝛷,r12

(1)

where PS12
r12 and 𝛷

S12
r12 are the vector of DD pseudo and DD carrier phase respectively;

𝜌
S12
r12 is the vector of DD the real distance from receiver to satellite; IS12r12 and TS12

r12 are

the vector of DD error of ionosphere and troposphere respectively; zS12r12 is the DD

Ambiguity; 𝜀
S12
𝛷,r12

, 𝜀
S12
P,r12

are the vector of DD unknown error.

The linearized single-baseline double differences model is described as:

y = Aa + Bb + e (2)

where a is the of DD integer ambiguity; b is the vector of baseline and e is the

unknown error.

Then we can get the fixed solution and the covariance of baseline through least

square estimation and CLAMBDA, as follows:

{
b̂(a) = b̂ − Qb̂âQ−1

â (â − a)
Qb̂(a) = Q(̂b) − Qb̂âQ−1

â Qâb̂
(3)
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An evaluation factor that captures the ambiguity precision as:

ADOP = |Qâ|1∕2n[cyc] (4)

where ADOP stands for ambiguity dilution of precision which properly describes the

precision and correlation of the ambiguities. Since the ADOP is determined by the

value of the Qâ, and the number of the available satellite. And we can decompose

the Qâ as follows:

|Qâ| = (n + 1
2n

)(
𝜎
𝛷

𝜆f
)|Q|n(1 + 𝜎

2
P

𝜎
2
𝛷

)3n (5)

where 𝜎P and 𝜎
𝛷

stand for the standard deviation of pseudo and carrier phase respec-

tively. Furthermore, a gain factor can be defined as:

𝜁 =
ADOP(QẐẐ)
ADOP(QẐRẐR )

= 1 +
𝜎
2
P

𝜎
2
𝛷

(6)

where QẐẐ is the optimal covariance matrix of the solution using LAMBDA. And

QẐRẐR stands for the suboptimal solution. Then the precision factor of attitude can be

calculated by:

𝜉 = ADOP × GDOP × e𝜁 (7)

3 BDS/INS Integrated Filter

3.1 State Equation of the Integrated Filter

The state vector of integrated filter is given as:

X(t) = [𝛿V , 𝛿𝛷, 𝛿p, 𝛿𝜀,▽a]T (8)

where 𝛿V = [𝛿vx, 𝛿vy, 𝛿vz] is the velocity errors vector of east, north, and up; 𝛿𝛷 =
[𝛿𝜃, 𝛿𝛾, 𝛿𝜓] is the vector of pitch, roll, and yaw errors; 𝛿p = [𝛿L, 𝛿𝜆, 𝛿h] is the vec-

tor of longitude, latitude and height errors respectively; 𝛿𝜀 and ∇a are gyro and

accelerometer error vectors. And the system state equation is described by:

Ẋ(t) = F(t)X(t) + G(t)W(t) (9)

where F(t) is the state transition matrix, W(t) is the system noise and the G(t) is the

noise coefficient matrix.
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3.2 Measurement Equations of the Integrated Filter

The system measurement equations include carrier phase and pseudo-rate measure-

ment equations.

3.2.1 Carrier Phase Measurement Equation

The DD carrier phase observation is described in Eqs. (1), and its linearized model

is described as

(𝛷S12
r12

+ ZS12
r12
)𝜆 = (lS12 ,mS12 , nS12 )(x − x0, y − y0, z − z0)T + 𝜀 (10)

where the position of base receiver is set as (x0, y0, z0), 𝜀 is the unknown error. If the

INS and the rover receiver are in the same position, we can describe the DD equation

between INS and base receiver as:

PS12
I = (lS12I ,mS12

I , nS12I )(x − x0, y − y0, z − z0)T + 𝜀I (11)

The carrier phase measurement equation is the difference between Eqs. (10) and

(11), which can be described as follows:

(𝜑S12 − PS12
I ) = (lS12 − lS12I ,mS12 − mS12

I , nS12 − nS12I )
⎛⎜⎜⎝
x − xI
y − yI
z − zI

⎞⎟⎟⎠ + (𝜀 − 𝜀I) (12)

where 𝜑
S12 = (𝛷S12

r12 + ZS12
r12 )𝜆 is the DD range calculated by the DD carrier phase,

(xI , yI , zI) is the position calculated by INS. Then we describe the measurement as

follows:

Z
𝜑
= H

𝜑
X + V

𝜀
(13)

3.2.2 Pseudo-Rate Measurement Equation

The pseudo-rate of rover receiver can described as:

�̇�Gi = ṙi − 𝛿tru − 𝜈
𝜌i (14)

where ṙi can be calculated by:

ṙi = eix(ẋ − ̇xsi) + eiy(ẏ − ̇ysi) + eiz(ż − ̇zsi) (15)

And the distance between satellite and rover receiver can be described as:



Carrier Phase Based Attitude Determination Using Tightly Coupled BDS/INS 33

̇𝜌Ii = ṙi + eix𝛿ẋ + eiy𝛿ẏ + eiz𝛿ż+
1
ri
[(ẋ − ̇xsi − ṙieix)𝛿x + (ẏ − ̇ysi − ṙieiy)𝛿y + (ż − ̇zsi − ṙieiz)𝛿z]

(16)

where (𝛿x, 𝛿y, 𝛿z) and (𝛿x̂, 𝛿ŷ, 𝛿ẑ) are the position error and velocity error of receiver

in CGCS2000 coordinate system respectively. We can calculate the difference of the

pseudo-rate between BDS and INS by Eqs. (14) and (16):

𝛿�̇� = Dv

⎡⎢⎢⎣
𝛿vx
𝛿vy
𝛿vz

⎤⎥⎥⎦ + Dp

⎡⎢⎢⎣
𝛿L
𝛿𝜆

𝛿h

⎤⎥⎥⎦ + V
𝜌

(17)

where Dv = eCe
n, Ce

n is the transition matrix from n-coordination to e-coordination,

Dp = eDE + EDa. Then we can describe the Eq. (18) as:

Z
�̇�
(t) = H

�̇�
(t)X(t) + V

�̇�
(t) (18)

4 Experimental Results

Experimental tests in the real environment were conducted to verify the performance

of the proposed attitude determination system. The testbed is shown in Fig. 1 which

consists of INS, the BDS attitude determination system, turntable, and the display

unit. The BDS attitude determination system includes two receivers, an interface

unit, and a navigation processing unit. The output frequency of the BDS/INS inte-

grated system is around 20–100 Hz.

In order to test the overall performance of the proposed approach, we conducted

the experiment in three conditions as static, rotation, and signal obscured. In order

to illustrate the experimental results more clearly, we use the yaw to represent the

attitude in the following.

4.1 Verification in Static Condition

The static experiment was conducted in the bad observation condition when the BDS

fluctuates a lot, which is in order to verifying the performance of the integrated sys-

tem.

It can be seen from Fig. 2 that the precision of BDS system is lower than the inte-

grated system. Since the bad weather can deteriorate the precision of observation

and the ambiguity was wrong and fluctuates a lot which caused the attitude dis-

able. Meanwhile, the performance of proposed integrated system remains accurate,

instant, and stable. The result illustrates that the integrated system can improve the

precision and output frequency of attitude even the BDS attitude is inaccurate Fig. 3.
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Fig. 1 The BDS/INS attitude determination system

Fig. 2 The BDS system

output attitude of static

condition

4.2 Verification in Rotation Condition

When the rotation experiment was conducted, the turnable uniformly rotated a round.

And the results of the experiment are shown as follows.

The Figs. 4 and 5 show the attitude and the attitude error of BDS system and the

integrated system respectively. It can be seen from Fig. 5 that there is a minor fluctu-

ation in BDS attitude during the receiver’s rotation. While the attitude calculated by

the BDS/INS integrated system is nearly no fluctuation. This indicates that the sys-
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Fig. 3 The integrated system output attitude of static condition

Fig. 4 The attitude of BDS system and integrated system under rotation
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Fig. 5 The attitude error of BDS system and integrated system under rotation

tem improves the accuracy, stability, and the output frequency of the attitude during

the motion.

4.3 Verification in Obscured Signal Condition

Finally, we tested the performance of static obscured experiment as scheme. In this

experiment, the satellite signal was shield by hand-held double printed circuit boards

(25 cm * 30 cm) above the main antenna.

The number of satellites observed in the case of occlusion is described in Fig. 6,

in which the red and blue lines stand for the number of the satellite observed by main

receiver and rover receiver respectively. And the green line stands for the number of

the available satellite of the BDS.

It can be seen from Fig. 7 that the BDS attitude is accurate and stable, when the

number of the observed satellites is 5 or more. But between 700 and 800 epochs

in which the number descends to 4 or less, the attitude calculated by the BDS was

terrible and unavailable. Meanwhile the fusion system corrects the attitude by the

extended Kalman filter. And the fusion system attitude is accurate and almost no

fluctuation.
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Fig. 6 The number of the available satellite

Fig. 7 The comparison of the two systems attitude under obscured condition

4.4 Result Analysis

At last, we counted several experimental tests results and calculated the standard

deviation. The comparison of the standard deviation between BDS system and the

fusion system is shown in Table 1.
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Table 1 Comparison of the attitude standard deviation between BDS system and integrated system

Stationary Motion

Groups 1 2 3 4 5 6

The number of the epoch 580 900 850 140 135 125

The standard deviation of BDS attitude 0.121 0.015 0.013 0.231 0.283 0.266

The standard deviation of fusion attitude 0.009 0.012 0.010 0.122 0.125 0.123

From the above results, it can be seen that the standard deviation calculated by

the BDS/INS integrated system is smaller than the BDS systems whether the vehicle

is stationary or in motion. So the integrated system can improve the accuracy of the

attitude, even though the BDS system cannot provide accurate attitude. Besides, the

integrated system can provide the output frequency from 20 to 100 Hz.

5 Conclusions

In order to improve the performance of the BDS/INS attitude determination sys-

tem, a novel integrated attitude determination approach is presented. We calculate

the attitude covariance of BDS which is effected by the corresponding error model.

And the proposed algorithm is based on carrier phase which is measured accurately.

The experimental tests prove that the proposed scheme can improve the accuracy,

instantaneity of the BDS attitude determination.

References

1. P.J.G. Teunissen, The least-squares ambiguity decorrelation adjustment: a method for fast GPS

integer ambiguity estimation [J]. J. Geodesy 70(70), 65–82 (1995)

2. P.J. Buist, The baseline constrained LAMBDA method for single epoch, single frequency atti-

tude determination applications [J], in Proceedings of ION GPS-2007, vol. 3 (2007), pp. 2962–

2973

3. X.W. Chang, X. Yang, T. Zhou, MLAMBDA: a modified LAMBDA method for integer least-

squares estimation [J]. J. Geodesy 79(9), 552–565 (2005)

4. L. Cong, E. Li, H. Qin et al., A performance improvement method for low-cost land vehicle

GPS/MEMS-INS attitude determination. Sensors 15(3), 5722–5746 (2015)

5. C. Wang, G. Lachapelle, M.E. Cannon, Development of an integrated low-cost GPS/rate gyro

system for attitude determination. J. Navig. 57(01), 85–101 (2004)

6. C. Eling, P. Zeimetz, H. Kuhlmann, Development of an instantaneous GNSS/MEMS attitude

determination system. GPS Solut. 17(1), 129–138 (2013)



A Deficit-Round-Robin-Based
Variable-Length Packets Scheduling
Scheme for Satellite Onboard Switches

Le Yang, Qinghua Chen, Lufeng Qiao, Pengze Lv and Qian Chen

Abstract Due to the limitation of hardware resources in satellite onboard switches,

this paper proposes a three-level deficit-round-robin-based variable-length schedul-

ing algorithm, which could improve the throughput as well as saving the hardware

resources. The circuits occupy 6607 slice registers and 8092 slice lookup tables while

used in a 16 × 16 switch fabric, which can meet the requirements of triple modu-

lar Redundancy. The scheme can meet the requirements of 160 Gbps switch fabric

with 16, 10 Gbps ports, and the design is implemented in a Xilinx xc6vlx240t FPGA.

Typical simulated results are presented to show the availability of the scheme.

Keywords Satellite onboard switches ⋅Deficit-round-robin ⋅ Scheduling scheme ⋅
FPGA

1 Introduction

The rapid development of information network has proposed an urgent requirement

of improving the performance of satellite onboard switches, which play an important

role in the modern networks [1].

An efficient packet scheduling algorithm is of great importance to the perfor-

mance of switches. Packet scheduling is the strategy of selecting among all the flows

backlogged according to different scheduling granularity.

The current packet scheduling algorithms are divided into two categories: work-

conserving and non-work-conserving [2]. Round Robin [3] was proposed originally

in order to get various traffic flows treated equally. The router discriminates flows

on the basis of their ID or service classes and put them into corresponding output

queues, then the nonempty queues would be polled in cyclic order. The flaw of this
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solution is the ignorance of packet length. The idea of Fair Queuing [4] is proposed

under the circumstance, Demers proposed an ideal algorithm, in which each out-

put link is split infinitesimally and each flow is serviced instantaneously. The model

is difficult to realize, several approximate algorithms are proposed such as WFQ

[4], WF2Q [5], SFQ [6] and so on. These algorithms perform the virtual time func-

tion which makes computation of departure time and sorts the packet based on the

departure time. This method leads to high implementation cost with the algorithm

complexity of O(log N) at least. By comparison, DRR can remove the flaw with the

complexity of O(1) [7], which is suitable for hardware implementation.

2 Switch Fabric Architecture

The design consists of ingress/egress interface, 32-bit standard interface, local sched-

uler, central scheduler, and the on-chip SRAM for data storage. The local scheduler

and central scheduler are connected by serial links. On account of the three-level

scheduling employed by the switch fabric, the realization of the scheduling scheme

needs the cooperation of local schedulers and central scheduler. A local scheduler

lies in each VOQ, as each ingress port maintains N VOQs, there are N2
local sched-

ulers in total in N × N switch fabric.

3 The Optimization of Switch Fabric

The design adopts a three-level variable-length scheduling combined-input-output-

queuing (CIOQ) structure, which is suitable when there are large amounts of ports

with high-speed. Unlike the output-buffered or the input-buffered mechanism, the

CIOQ mechanism is the proper way to guarantee the scalability and alleviate the out-

put contention. Although the output-buffered mechanism has excellent performance

on traffic throughput and delay control, the switch size is limited by the memory

access bandwidth [8]. When the speed of each port reaches multi-gigabits, simple

output-buffered switch fabrics cannot meet the requirements. Then, the CIOQ mech-

anism can be used. It has been shown that CIOQ switches with speedup of two can

achieve 100% throughput with any maximal scheduling algorithm [9, 10] Figs. 1, 2,

and 3.

The design adopts the VOQ mechanism to solve the problem of HOL blocking

[7], which means establishing a dedicated queue associated with each egress port

at the buffer of each ingress port, this method improves the overall throughput of

input-buffered switch fabric, both the theoretical research and the simulation prac-

tice manifest that a VOQ router employing the maximum weight match scheduling

algorithm can achieve 100% throughput [11].

Variable-length scheduling can be employed in the CIOQ switches to reduce the

hardware consumption in satellite onboard switches. Compared with fixed-length
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Fig. 1 Structure of switch fabric

Fig. 2 First-level scheduling example
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Fig. 3 Third-level scheduling example

scheduling, variable-length scheduling has two main advantages: Firstly, the latency

would be reduced significantly because the time expanded on reassembly of cells

could be saved using the variable-length scheduling [12]. Secondly, hardware imple-

mentation cost would also be lowered.

4 The Scheduling Algorithm

In this section, the implementation of the algorithm will be introduced, the realiza-

tion of three-level scheduling process involved the local and central schedulers, the

algorithm employed by the local schedulers during the first- and third-level schedul-

ing is presented in this section.

In this CIOQ structure, the input buffer is split into N VOQs. There are one high-

priority queue and seven low-priority queues in each VOQ. VOQ(i, j) denotes that

the stored cells coming from ingress port i are aiming at egress port j. IM(i) presents

ingress port i.
Each priority queue in a VOQ corresponds to a variable weighti,j,k and crediti,j,k,

k = 0, 1, 2 … 6. Each VOQ corresponds to a variable weight_sumi,j and crediti,j, let

the B(t) denote the all the priority queues holding data to transmit at time t, the value

of the weight_sumi,j can be obtained by calculating the following equation:

weight_sumi,j(t) =
∑

k∈B(t)
weighti,j,k(t)(4 − 1)

During the first-level scheduling process, the crediti,j is used and its variation is based

on the weighti,j, the cost is used as the judgement criterion of whether the VOQ could

send the request. During the third-level scheduling process, the crediti,j,k is used and

its variation is based on the weighti,j,k, the cost is used as the judgement criterion

of whether the priority in the certain VOQ could be responded. In both scheduling

process, the cost is a dynamic variable and its value changes dynamically based on

the current traffic condition.



A Deficit-Round-Robin-Based Variable-Length Packets Scheduling . . . 43

4.1 First-Level Scheduling Algorithm: CRQ Generation

The input buffer is split into N VOQs, so the scheduler needs to deal with at most

8N2
connection request, in order to reduce the complexity of iterative operation,

the design set certain threshold for the transmission of each connection request, the

VOQs holding data frames cannot transmit the connection request unless its corre-

sponding credit exceeds the predefined threshold and all cells in a frame has entered

the switch fabric. The specific process is as follows:

Step 1: The credits of all VOQs in IM(i) are set to 0. The cost will be first set to

the sum of all weights of low-priority classes holding frames waiting to

be transmitted, then the maximum cost across all the VOQs is used as the

global cost.

Step 2: If Pri7 logic queue in VOQ(i, j) is not empty, the corresponding HP_CRQn
is asserted.

Step 3: The credits of all VOQs in IM(i) would be added by their weight sum, let

the tn(n = 2, 3, …) be time at which the nth scheduling process occurs.

The crediti,j evolves as follows,

crediti,j(tn) = crediti,j(tn−1) + weight_sumi,j(tn), j = 0, 1, … N(4 − 2)

Then there are two cases as follows:

(1) If the current total weight of VOQ(i, j) is less than the cost and the accumulated

credits of VOQ(i, j) exceed the cost, the value of the register LP_CRQn which

indicates the corresponding low-priority connection request is asserted, then

the current credit will be decreased by the cost, that is,

crediti,j(tn) = crediti,j(tn−1) − cost(tn)(4 − 3)

(2) If the current weight sum of VOQ(i, j) is equivalent to the cost, the credit is

not used and the CRQ is sent without modifying the credit value, that is,

crediti,j(tn) = crediti,j(tn−1)(4 − 4)

Step 4: The high-priority connection requests (HP_CRQs) and low priority con-

nection requests (LP_CRQs) from N VOQs constitute the header before the

payload of the frame which is sent in acknowledged to the last scheduling

period. The unicast and multicast frames are processed identically. For the

unicast and multicast frame with the same priority aiming at exactly the

same destination output ports, whichever meets the demand can generate

the connection request accordingly.
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4.2 Third-level Scheduling Algorithm: Queue Selection

Traditional DRR algorithm serves all the queues backlogged in a round robin man-

ner, although the manner guarantees the fairness of scheduling process in certain

degree while accomplishing variable-length scheduling, it ignores the real situation

of the existence of different priorities in various traffic, which results in that the traffic

with high-priority cannot be served first.

In order to allocate the bandwidth according to the demands of transmission ser-

vice, the design implements the traditional DRR algorithm on the basis of introduc-

ing the concept of credit. Each priority queue is still allocated a DC variable and

the DC is added by a certain quantity during each scheduling period. The specific

process is as follows:

Step 1: If VOQ(i, j) gets granted, all logical queues are accessed in descending

order of priority, saying, from Pri7 to Pri0. The eight logical queues are

classified into two levels of priorities. The Pri7 belongs to high priority

and the other seven logic queues belong to low priorities. They are served

by the rule of strict priority. If connection request exists in Pri7, it could be

served immediately. The low-priority queue cannot be serviced until the

high-priority queue is empty.

Step 2: If there is no frame in the high-priority queue, the pointer Pj goes down

to the classes with lower priorities, assume there is at least one packet in

the logic queue with Prik(0 ≤ k < 7), the corresponding weight of the kth
queue is set to the connection threshold of current scheduling cycle, the

credit of the kth queue is set to 0.

Step 3: The priority queues with Prik−1 ∼Pri0 are checked continuously, once the

accumulated credits of the pth(0 ≤ p < k) queue exceed the cost, the cor-

responding priority queue will be responded and the current credit of the

queue is decreased by the cost. Otherwise, under the circumstance that all

the accumulated credits of all the k priority queues are not large enough to

meet the request, the priority queue with Prik will be responded without

modifying the credit. The crediti,j,k evolves as follows:

crediti,j,k(tn) = 0(4 − 5)

crediti,j,p(tn) = crediti,j,p(tn−1) − cost(tn), 0 ≤ p < k(4 − 6)

crediti,j,p(tn) = crediti,j,p(tn−1) + weighti,j,q(tn), 0 ≤ q < p(4 − 7)

Step 4: The sequence number of selected priority queue is fed back to the queue

manager, it is noteworthy that the HOL frame will be scheduled only if its

length is shorter than the value maintained in deficit counter, the remainder

is left in the deficit counter preparing for the next scheduling. Afterwards,

the local scheduler sends back acknowledgement signal to the queue man-

ager for the withdrawal of the request signal.
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4.3 The Bandwidth Allocation of Unicast and Multicast
Traffic

As the unicast and multicast scheduler work independently, the problem of band-

width allocation needs to be considered. We use a 32-bit WRR priority configuration

register, 0 or 1 lies in the horizontal direction according to the configuration set in

advance. “0” represents polling unicast frame first, “1” represents polling multicast

frame first. The scheduler has a pointer r in the horizontal direction which polls each

bit of the register in cyclic order.

When the process of queue selection terminates within unicast and multicast

queues, the configuration register would be queried to determine a unicast connec-

tion request or a multicast connection request can be sent. When the bit indicated

by the pointer r is “0” and no unicast frame waits to be transmitted currently, the

multicast frame would be transmitted and vice versa. The quantitative distribution

of 0 and 0 is in direct proportion to the predefined distribution ratio of unicast and

multicast traffic. If there are no frames currently, an idle frame would be transmit-

ted. If the amount of 0 in the priority configuration register is K, then the proportion

which the unicast traffic occupies in the total bandwidth of egress link is K/32, the

proportion that the multicast traffic occupies is (32−k)/32.

5 Simulated Results and Analysis

The design is implemented in a Xilinx xc6vlx240t FPGA and the development envi-

ronment is ISE Design Suite 14.7. The scheduling algorithm is realized with Verilog

HDL and simulated with Modelsim SE 10.2c.

5.1 Simulation of CRQ Generation Scheduling Algorithm

Figure 4 shows the variation of the accumulated credits of VOQ1, VOQ3, VOQ5

and VOQ10 during different scheduling periods. As presented in Fig. 4, once the

accumulated credits of a certain VOQ exceed the cost or its current weight sum is

equivalent to the cost, it will acquire the output permission.

5.2 Simulation of Queue Selection Scheduling Algorithm

Figure 5 shows the simulated results of the third-level scheduling process, the DRR

scheduler starts to operate after VOQ3 is granted. In the position of ➀, where is the

beginning of the scheduling process, the connection requests exist in Pri2, Pri3 and
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Fig. 4 Simulated waveform of first-level scheduling process

Fig. 5 Simulated waveform of third-level scheduling process

Pri6 with the weight of 2, 3 and 6 respectively. The weight of Pri6 becomes the cost

and credit of Pri6 is set to 0, then its queue number is sent to the queue manager

through ack_num with the value of 8’h1d. The VOQ5 is granted in the following

scheduling period, Pri6 get the output permission at the position of ➁. At the posi-

tion of ➂, the VOQ3 is granted again, the credits of Pri2 and Pri3 accumulate further,

but is still insufficient to output a frame, and the traffic of Pri6 sends out the frame in

the head, the scheduler then withdraws the corresponding connection request. Mean-

while, the connection request for Pri7 is generated which leads to variation of cost

from 6 to 7. As the accumulated credits of Pri2 and Pri3 are still lower than the cost,

ack_num is set to be 8’d1e. The Pri7 in the VOQ5 get the output permission at the
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position of ➃. At the position of ➄, The credit of Pri3 turns to be 9 which exceeds the

cost, the logic queue with Pri3 gets the output permission and its credit is decreased

by the cost, which turns out to be 2 [13].

6 Conclusion

A three-level deficit-round-robin-based variable-length scheduling scheme is pre-

sented in this paper. The whole design is implemented in a Xilinx xc6vlx240t FPGA.

For a 16 × 16 switches, the hardware resource consumption is reduced significantly

to make it more suitable for satellite onboard switches. The simulated results of the

scheduling module show that it works correctly.

References

1. D. Whitefield, R. Gopal, S. Arnold, Spaceway now and in the future: on-board IP packet switch-

ing satellite communication network, in Military Communications Conference (2006), pp. 1–7

2. H. Wang, G. Guanqun, The research of packet scheduling algorithms within integrated services

network. Chinese J. Comput. 22(10), 1091–1099 (1999)

3. J. Nagle, On packet switches with infinite storage, IEEE Trans. Commum. COM-35(4), (1987)

4. A. Demers, S. Keshav, S. Shenke, Analysis and simulation of a fair queueing algorithm, ACM
SIGCOMM89 19(4), 3–12 (1989)

5. J. Bennett, Z. Hui, WF2Q: worst-case fair weighted fair queueing. IEEE INFOCOM96 (CA,

San Francisco, 1996), pp. 120–128

6. P. Goyal, H.M. Vin, H. Chen, Start-time fair queueing: a scheduling algorithm for integrated

services. ACM SIGCOMM96 (CA, Stanford, 1996), pp. 157–168

7. M. Shreedhar, G. Varghese, Efficient fair queuing using deficit round-robin. IEEE/ACM Trans.

Netw. 4(3), 375–385 (1996)

8. H.J. Chao, B. Liu, High Performance Switches and Routers (Wiley, 2007), pp. 179–181

9. J.G. Dai, B. Prabhakar, The throughput of data switches with and without speedup. IEEE INFO-
COM00, vol. 2 (Tel Aviv, Israel, 2000), pp. 556–564

10. D. Pan, Y. Yang, Pipelined two step iterative matching algorithm for CIOQ crossbar switches,

in Proceedings of ACM/IEEE Symposium on Architectures for Networking and Communica-
tions Systems (ANCS), Princeton, NJ (2005)

11. N. McKeown, A. Mekkittikul, V. Anantharam, J. Walrand, Achieving 100 percent throughput

in an input-queued switch. IEEE Trans. Comm. 47(8), 1260–1267 (1999)

12. J. Lou, X. Shen, Frame-based packet-mode scheduling for input-queued switches. IEEE Trans.

Comput. 58(7), 956–969 (2009)

13. Z.M. Shen, L.F. Qiao, Q.H. Chen, S.L. Shao, Design of switch fabric in satellite onboard IP

switch based on a multi-priority variable-length packets scheduling. Acta Electronica Sinica

42(10), 2045–2049 (2014)



Research and Implementation of the
DDR2-Based Shared Memory Switch
Fabric for Onboard Switches

Qian Chen, Lufeng Qiao, Qinghua Chen, Huansheng Shen,
Pengze Lv and Le Yang

Abstract A shared memory output queuing structure used in satellite onboard

switches is presented in this paper, where DDR2 memory is chosen as the main

storage resource. The DDR2 memory can improve the storage capacity and the abil-

ity to resist flow fluctuation. The whole shared memory switch fabric is realized with

Verilog HDL, simulated with ModelSim SE 10.0b and occupied 8921 LUTs and 77

Block RAMs in a Xilinx xc4vsx55 FPGA, which indicates that the key resources

consumption can meet the requirements of triple modular redundancy. When the

data is 64 bit wide and the system clock is 100 MHz, the peak throughput of the

switch fabric can reach 6.4 Gbps.

Keywords Onboard switches ⋅ Shared memory switch fabric ⋅DDR2 ⋅Throughput

1 Introduction

Satellite Onboard IP Switches is the key node equipment of satellites-based com-

munication networks [1]. The application environment of onboard switches have a

notable difference with terrestrial equipments. The power consumption, performance

of available components and hardware scale of onboard switches are all quite limited,

which lies higher demands of algorithm complexity, hardware resource occupation

and working frequency on onboard switches [2, 3].

Considering the strictly hardware resources limitation, the Shared Memory(SM)

switch fabric, which has higher utilization of storage resources, lower packet loss

rate and higher throughput compared to other switch fabrics, is widely used in the

design of onboard switches [4].
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The shared memory switch fabric of traditional onboard switches mainly choose

SRAM as the shared memory which is simple to realize. Using the on-chip SRAM

as shared memory can greatly improve the access speed. However, the resources of

on-chip SRAM are limited, which lead to poor ability to resist flow fluctuation. As

the increasing switch capacity of onboard switches, on-chip SRAM can’t meet the

design requirements obviously. Off-chip SRAM has greater storage capacity than on-

chip SRAM and is commonly used as shared memory in current onboard switches.

In this case, off-chip SRAM don’t use the hardware resources of FPGA. However,

the off-chip SRAMs access speed is slow, which will decrease the throughput of the

shared memory switch fabric. To meet the requirements of high speed onboard IP

switches, memories with larger storage capacity and higher access speed are needed.

At present, DDR2 SDRAM can be used in satellite onboard switches. The DDR2

SDRAM has higher storage density, double rate of reading and writing, higher oper-

ating frequency, lower power consumption and so on [5]. It can be used to improve

the key performance of onboard switches.

2 The Function and Architecture of Switch Circuit

In this paper, Microns DDR2 MT4HTF3264HY-667D3 is used as the shared storage

medium. The storage capacity of the DIMM module is 256 MB with a data bus width

of 64.

Figure 1 shows the circuit structure of the 4× 4 DDR2-based shared memory

switch fabric. The input interface circuit is used to multiplex the four ports’ input

data and store the data into local memory. The input interface module sends request

to the write preprocessing module to transmit the local stored cells to the correspond-

ing output queues. Then write preprocessing module request a free pointer, which

points to a certain memory space in the DDR2, from the free pointer management

circuit. The free pointer management circuit acquires the free pointers from DDR

through the multi-user interface manager and sends them to the write preprocess-

ing module. After that, write preprocessing module reads cells from input interface

circuit and sends write request to multi-user interface manager. After the request

is responded, the cells are written into DDR2 and associated pointers are added to

corresponding output logic queues.

The Queue Controllers (QCs) send the read requests to multi-user interface man-

ager through queue interface manager. The multi-user interface manager issues a

response to one of requests, according to the rules of polling. The logic queue who

acquire the response sends the associated pointer to multi-user interface manager.

The multi-user interface manager reads out the cell from DDR2 and sends it to queue

interface manager. At last, the queue interface manager sends the cell to output inter-

face.

In this structure, the Queue Controller (QC) is used to manage corresponding out-

put port’s pointer logic queues in the form of link list. The latest arrival pointer is

added to the tail of the link list. If a multicast cell arrives, its corresponding pointer

has to be copied and written into the multiple output ports’ QC link lists. The corre-
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Fig. 1 Structure of the DDR2-based SM switch circuit

sponding amount of output ports is written into the Multicast Counters (MCs), which

is related to the port map of the pointer. If one cell is transmitted through the out-

put interface, the corresponding MC value decreases by one. The pointer cannot be

returned to the free pointer manager, unless the corresponding MC value becomes

zero.

2.1 Design of QC Module

If the QC logic queues were stored in the DDR2, it was necessary to maintain every

user’s link list in the way of burst write and burst read. In this way, large amounts of

read/write bandwidth and memory space of DDR2 was occupied and wasted, which

may influence the performance of the switch fabric. Therefore, in this paper, the

pointers’ logic queues are stored in the on-chip SRAM.

Figure 2 shows the structure of the QCs, one QC for a port. Every QC includes

eight priority-based logic queues and these logic queues are stored in one SRAM.

Each logic queue has a head register and a tail register. The head register is used to

store the head pointer of the logic queue. The tail register is used to store the tail

pointer of the logic queue. When a new pointer arrives, it will be the new tail pointer

and will be written into the place where previous tail pointer pointed to. When the

previous head pointer is read out, the next pointer of the logic queue will be the new

head pointer.
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Fig. 2 Structure of QCs

2.2 Design of Free Pointer Management Circuit

In this switch fabric, all the free pointers are stored in the DDR2 SDRAM. This paper

designed the free pointer management circuit, aimed at improving the management

efficiency of free pointers. This circuit is used both for the initialization of the free

pointers queue and acquiring/returning free pointers during the switching process.

Figure 3 shows the structure of free pointer management circuit.

The circuit starts to initialize the queue of free pointers after the DDR2 completed

the initialization operation. The DDR data memory are divided into 64-byte blocks,

and these pointers are written into the free pointer queue through initialization opera-

tion. In addition, the free pointers buffer for each QC is built by the circuit. Every free

pointers buffer includes the returned pointer buffer and the acquired pointer buffer.

Each buffer is large enough to accommodate two DDR2 burst write or burst read.

The threshold is set to prevent the overflow of the return pointer buffer. When

the number of free pointers that stored in this buffer is greater than threshold, a

write request is sent to multi-user interface manager. On receiving the response, a

certain number of pointers are returned to the queue of free pointers in a DDR2 burst

write operation. In addition, a threshold is set to prevent the read error caused by the

empty of acquired pointer buffer. When the number of free pointers that stored into

this buffer is less than the threshold, a read request is sent to multi-user interface

manager. On receiving the response, a certain number of pointers are read out from

the DDR2 in the form of DDR2 burst read.
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Fig. 3 Structure of free pointer management circuit

2.3 Design of the DDR2-Based Multi-user Interface
Manager

In this switch fabric we designed a multi-user storage access interface manager to

process write or read requests from different circuits. In order to manage the multi-

user read/write requests fairly, a round robin polling scheme is used.

Fig. 4 Structure of DDR2-based multi-user interface manager
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In addition, free pointers are stored in the DDR. The initialization and read/write

operations of free pointer queue in the DDR2 need to be completed by the multi-

user storage access interface manager. Figure 4 shows the structure of DDR2-based

multi-user interface manager.

In this figure, eight read users and eight write users are showed. The basic func-

tions of the circuit include dealing with the write/read requests according to a cer-

tain polling rule, writing user data or reading corresponding data through burst write

or burst read operations. In addition, the memory controller is used to manage the

DDR2 [6].

3 The Storage Resources Allocation of SM Switch Fabric

During the design of SM switch fabric, the allocation of memory resources is just

as important as the improvement of throughput. In the case of the high flow fluctua-

tion and uneven distribution of the data flow, some users may gain more data buffer

than others. Therefore, in order to guarantee the QOS of every user, the design and

research of the resources allocation mechanism of SM switch fabric are important.

3.1 Allocation Mechanism of Private and Shared Memory
Resources

The free pointer queue consists of several private free pointer queues and one shared

free pointer queue. The number of private free pointer queues is the same as the QCs.

In this paper, a part of free pointers are reserved for each QC, which constitute

the private free pointer queues. The rest of free pointers are stored in the shared free

pointer queue. These free pointer queues are worked in an first in first out manner.

Figure 5 shows the allocation mechanism of the storage resources.

In Fig. 5, four private pointer queues corresponding to four QCs are shown. If the

private pointers for a QC are all occupied, it can use the shared pointers from the

shared free pointer queue. For instance, the total quantity of the free pointers is 16 k,

each QC gains 1 k private free pointers and the rest of the free pointers are shared.

In this mechanism, multicast cells can only use the shared free pointers.

Base on this allocation mechanism, each port can gain enough storage resources

that guarantee the fairness of the switch fabric and ensure the ability to resist flow

fluctuation.
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Fig. 5 Allocation

mechanism of the storage

resources

4 Simulationed Results and Analysis

The design is realized with Verilog HDL and implemented in Xilinx xc4vsx55

FPGA. The integrated development environment of ISE Design Suite 14.7 is used

and the whole design is simulated with Modelsim SE 10.0a.

4.1 Simulated Result of Multi-user Write Process

The DDR2-based multi-user interface manager uses a 16 bits called sel-local to con-

trol the scheduling of the write or read operations. The lower eight bits represent

the write requests of eight users. The higher eight bits represent the read requests of

eight users. Figure 6 shows the simulated result of the multi-user write process.

The wr-req is a 8 bits signal of write requests. When one of eight users sends the

write request to the multi-user interface manager, the corresponding bit of the wr-req

will be set. As shown in Fig. 6, the multi-user interface manager sends the wr-ack

to the corresponding user, acquires the user data wr-rd-din and receives the address

information presented on wr-addr. In this simulation, user1, user2, user4, user5 and

user7 carry out the write operation.
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Fig. 6 Simulated waveform of the multi-user write process

Fig. 7 The comprehensive report of system

4.2 Analysis of the Synthesized Results

Figure 7 shows the synthesis report of the design. The whole switch fabric uses 8921

LUTs that occupies 18% of total resource and 77 Block RAMs that occupies 24%

of total resource in a Xilinx xc4vsx55 FPGA, which indicates that the key resources

consumption can meet the requirements of triple modular redundancy [7].

With the 64 bit data width and 100 MHz system clock, the throughput of SM

switch fabric, being proposed in literature [8], is 1.6 Gbps. This paper choose DDR2

as the shared memory, under the same premise, the peak throughput of switch fabric

mentioned in this paper is 6.4 Gbps, which is three times higher than that using the

off-chip SRAM. Apparently, in this way, the throughput of the switch fabric can be

improved immensely.
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5 Conclusion

A DDR2-based SM switch fabric is presented in this paper, which is proposed for

satellite onboard switches. Then the function of each key module is introduced. The

structure of QC, which is used to manage the local link list to build logical out-

put queues, is given in detail. The multi-user interface manager can treat the write

and read request from different users in a round robin mode. To save the hardware

resource used in FPGA and allocate the DDR2 storage resource reasonably, a pri-

vate buffer and shared buffer allocation scheme is used. The whole design is real-

ized with Verilog HDL and simulated with ModelSim SE 10.0b, the switch fabric is

implemented in a Xilinx xc4vsx55 FPGA, 8921 LUTs and 77 Block RAMs are used,

which can meet the requirements of triple modular redundancy, a common method

used in satellite onboard equipments to improve reliability. With a 64 bit data width

and 100 MHz clock, the peak throughput of the switch fabric can reach 6.4 Gbps.
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Design and Implementation of Credit-Based
Dynamic WRR Scheduler For Satellite
Onboard Switches

Pengze Lv, Lufeng Qiao, Qinghua Chen, Qian Chen and Le Yang

Abstract Considering the hardware resource limitation in satellite onboard

switches, a Credit-based Dynamic WRR (CDWRR) Scheduler is presented in this

paper. The scheduler can improve the throughput under nonuniform traffics and

afford good support for multicast traffics. It can also guarantee the service priority

and ensure the fairness concurrently. With the 128 bit data width and 100 MHz sys-

tem clock, the peak throughput of switch fabric mentioned in this paper is 12.8 Gbps,

which can meet the requirement of the 10 Gbps input port for the satellite onboard

switches. The CDWRR scheduler is used in a Combined Input Output Queued

(CIOQ) switch structure and realized with Verilog HDL. The scheduler occupies

2251 LUTs and 3 Block RAMs in a Xilinx xc6vlx130t FPGA, which indicates that

the key resources consumption can meet the requirements of triple modular redun-

dancy. Typical simulated results show that the scheduler works correctly.

Keywords Satellite onboard switch ⋅ Scheduling algorithm ⋅ Credit ⋅ FPGA

1 Introduction

As the key node of the satellite communication networks, the satellite onboard IP

switches are mainly used to forwarding IP packets between different ports [1]. The

bandwidth of terrestrial network keeps growing greatly to meet the requirements

of multi-medium services. Meanwhile, the bandwidth of satellite networks grows

correspondingly which makes it important to realize high-speed satellite onboard IP

switches [2, 3].

An effective switch fabric is crucial to improve its throughput. The performance

of a switch fabric depends on the buffering strategy and scheduling algorithm.
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Buffering strategies are divided into three categories depend on its location: Out-

put Queued (OQ), Input Queued (IQ) and Combined Input Output Queued (CIOQ).

The output queuing structure benefits from better QoS control ability, as the des-

tining cells are always available at the output ports to be scheduled based on their

priority levels, allocated bandwidth, and QoS requirements. However, this structure

suffers from memory access bandwidth constraint and thus switch size limitation.

This is because there can be up to N cells from different input ports destined for the

same output port at the same cell time. Due to the switch size limitation of the OQ

structure, the IQ structure that works at link speed has attracted more attention [4].

The problem of IQ is the so called head-of-line (HOL) blocking. HOL blocking can

be solved through the mechanism of Virtual Output Queuing (VOQ). Another way to

alleviate HOL blocking is to increase the speedup factor S, whose value is between

1 and N. It has been proved that with a speedup factor of 2, the CIOQ structure can

reach the performance of OQ structure, no matter the number of the ports and traffic

distribution [5].

The traffic arriving at CIOQ switch needs to be buffered at the input ports and

output ports after forwarding by the switch fabric. The input queue structure is more

complex than the output queue structure in the CIOQ scheme. So the selection of

input scheduling algorithm is important to meet the QoS and throughput require-

ments of the CIOQ structure, which is most concerned in this paper.

The most commonly used scheduling algorithm for input queuing structure is

Maximal Size Matching (MSM) and Maximum Weight Matching (MWM). MSM

has lower complexity and has been widely used. There are some typical MSM algo-

rithms such as PIM, iSLIP, FIRM, SRR and so on [6]. Presently, iSLIP is widely

used, and simulated results show that it can achieve 100% throughput under uniform

traffics. As for nonuniform traffics, the throughput of iSLIP will decrease greatly.

MWM scheduling algorithm has better performance than MSM algorithm when

processing nonuniform traffics [7]. Longest queue first (LQF) is a typical algorithm

of MWM and the length of a queue is also used as the weight of the queue. LQF

can achieve 100% throughput under both uniform and nonuniform traffics. But some

input port may be starved in some case. If a queue has only one cell and there are

no other cells after that, and the other queues have at least two cells and new cells

arrive continuously, then the first queue will be starved.

Based on the analysis mentioned above, this paper presents the CDWRR algo-

rithm to solve the problem involved in LQF algorithm. It allocates weights based on

the priority of the queue and accumulates credits for service. The phenomenon of

starvation can be avoided. Just like LQF algorithm, CDWRR also can achieve 100%

throughput under nonuniform traffic. Moreover, the CDWRR algorithm can afford

good support for multicast traffic.
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2 The Structure and Scheduling Schemes of the Scheduler

The CDWRR Scheduler implements three levels of scheduling. Figure 1 shows the

circuit structure of the 16 * 16 CIOQ switch. The switch includes the input queue

managers, the switch fabric and the output queue managers. One input queue man-

ager for an input port. Similarly, there is one output queue manager for an output

port. The input queue manager includes the input queues and the local scheduler.

The local scheduler is used to implement the first level scheduling and the third level

scheduling. The central scheduler located in the switch fabric is used to implement

the second level scheduling.

2.1 First Level Scheduling: CRQ Generation

Figure 2 shows the structure of the first level scheduling. As shown in Fig. 2, there

are 16 VOQs and one VOQ for an output port and can solve the problem of HOL

blocking. In addition, each VOQ consists of a unicast VOQ and a multicast VOQ.

In this level, the local scheduler conducts the scheduling based on the CDWRR

algorithm. For each scheduling cycle, the scheduler can generate connection requests

(CRQs) from the input queues to the switch fabric for frames that wait to access.

The unicast traffic is divided into two categories, high priority (HP) and low prior-

ity (LP). Class7 is HP, while Class0 to Class6 are LP. The schedulers always schedule

HP traffic before LP traffic, so the HP class is well suited for traffic with very stringent

latency and jitter requirements.

Fig. 1 Structure of CIOQ switch
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Fig. 2 Structure of the first level scheduling
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The queue structure for the multicast traffics is identical to the unicast one. Like

the unicast VOQs, two categories are defined for multicast VOQs, and Class7 is HP,

while class0 to Class6 are LP. The scheduling of multicast VOQs is the same as the

unicast VOQs.

For both HP and LP traffics, multicast traffics share the bandwidth with unicast

traffics according to a user-programmable weight, which can be set between 0 and

31. Level 0 configures unicast traffics with a strictly higher priority over multicast

traffics. Level 31 configures the device so that the multicast traffics have a strictly

higher priority than the unicast traffics.

When there is a HP traffic in a VOQ, the corresponding request bit will be

asserted. If there is a LP traffic in a VOQ, the local scheduler will generate connect

request based on the CDWRR algorithm. As shown in Fig. 2, there are sixteen VOQs

totally, so there will be 16 LP-CRQs and 16 HP-CRQs when a schedule completed.

The key variables of CDWRR scheduling algorithm are as follows.

Cost:

A global variable which represents a threshold. When the credit of a queue reaches

or exceeds the cost, it can be served. The cost is configured dynamically at every

cell slot. The cost of each VOQ is equal to the maximum weight of the nonempty

queues. Then the global cost is set to the maximum cost of all the VOQs.

Credit:

Each VOQ has its own dynamic credit. The credit will accumulate at every cell slot

when it cannoot reach the global cost. The accumulated credit of each slot is the

maximum weight of the queues which have data in the corresponding VOQ. When

the credit exceeds the global cost, a connection request will be sent and the credit

will be reduced by the amount of the global cost.

Weight:

It is the static value configured to LP queues and is used to allocate bandwidth among

different queues. Every LP traffic in a VOQ has a programmable weight and this

weight is suitable for the unicast and the multicast traffics. The queue with higher

priority will be configured with a bigger weight. These weights are used to decide

the cost of VOQs and the credits added after a scheduling cycle.

2.2 Second Level Scheduling: ACK Generation

The second level scheduling generates a request acknowledgement (ACK) from the

switch fabric after a matching iteration. Each ACK gives an associated local sched-

uler the permission to send a cell to one specific switch output.

In this level, the central schedulers check all the CRQs coming from all the local

schedulers and goes through an iterative matching process to send grants in an equi-

table and timely manner. The iterative matching process will continue until the next
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cell comes. After four iterations for HP-CRQs, the rest of iterations are left for LP-

CRQs. This mechanism of iteration will allocate available bandwidth for HP traffics

prior to LP traffics.

As for the central scheduler, the iterative process of matching inputs to outputs

determines the throughput of the whole switch, and different iterative matching algo-

rithm has been well-studied. Among all the algorithms, the maximum achievable

throughput depends mainly on the number of iterations during the matching process.

2.3 Third Level Scheduling: Queue Selection

Figure 3 shows the structure of the third level scheduling. When the local scheduler

receives an ACK from the central scheduler, it must find the most suitable frame to

send from its corresponding VOQ. The third level scheduling selects the cell to be

sent using an algorithm similar to the algorithm of the first level.

In this level, the HP traffic will be served first. If the VOQ has no HP traffics, the

scheduler will find out the most suitable cell based on the CDWRR algorithm from

the LP traffics. The selected cell will be sent to the switch fabric.

Fig. 3 Structure of the third level scheduling



Design and Implementation of Credit-Based Dynamic WRR Scheduler . . . 65

The scheduler will send an idle cell carrying current CRQ information if the cells

in the VOQ granted have been transmitted during the previous time slots or no VOQ

receives an ACK from the central scheduler.

A delay of a certain number of cell slots will be generated from the local scheduler

generates connection requests to receive the ACK. During these periods, the credit

of each queue may be accumulated or decreased.

The third level scheduling is a little different from the first level, and the output

cell is selected among the queues with different classes in the granted VOQ. Among

this VOQ, the cost is the maximum weight of the nonempty queues. The credit will

be adjusted for the queue served. If there are no queues have enough credits, the

nonempty queue with the biggest weight will be served. Concurrently, its credit will

be cleared.

3 Simulated Results and Analysis

The design of CDWRR scheduler is realized with Verilog HDL and implemented in

Xilinx xc6vlx130t FPGA. The integrated development environment of ISE Design

Suite 14.7 is used and the whole design is simulated with ModelSim SE 10.2c.The

simulated result of some key circuit are shown as follows.

3.1 Simulated Result of the First Level Scheduler

Figure 4 shows the simulated waveform of first level scheduling for unicast traffics,

which is the same for multicast traffics. In Fig. 4, VOQ0, VOQ5 and VOQ15 are

nonempty. The signal of i-req0 is 128 bit wide and its used to represent the requests

of the unicast queues from 16 VOQs with 8 classes. The h-crq signal represents the

scheduled results of the high priority queues and l-crq signal represents the scheduled

results of the low priority queues. The initial value of credits is 0. The credit value

of each VOQ is accumulated and the global cost changes dynamically during the

scheduling process. At last, the credit of VOQ15 meets the requirements and acquires

the chance to send a request. Meanwhile, its credit value is decreased. As shown in

Fig. 4, the scheduling process occupies three clocks.

3.2 The Simulated Result of the Third Level Scheduler

Figure 5 shows the simulated waveform of the third level scheduling. The third level

scheduling is used to select a cell to send among the granted VOQ. The voq-num sig-

nal represents the granted VOQ and the voq-req signal represents the requests from

queues of different classes. As shown in Fig. 5, queues of Class0, Class1, Class2,
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Fig. 4 Simulated waveform of first level scheduling for unicast

Fig. 5 Simulated waveform of third level scheduling

Class3 and Class4 have cells to send. The initial credits of these queues are all

zero and the queue of Class4 acquires the chance to send a cell finally. When the

scheduling completed, the queue number and the map information of the queue are

all returned by the i-queue-ack signal and the i-queue-map signal. Figure 5 shows

the simulated results of the third level scheduling, which occupies three clocks.

3.3 Performance Comparison

Table 1 shows the synthesized results of the design. The whole scheduler occupies

2167 Slices, which is 12% of the total slice resources in a Xilinx xc6vlx130t FPGA,

and 3 Block RAMs are used, which is only 1% of total block RAM resources.

With the 128 bit data width and 100 MHz system clock, the peak throughput of

switch fabric mentioned in this paper is 12.8 Gbps, which can meet the requirement

of the 10 Gbps input port for the satellite onboard switches. For a 10 Gbps port, the

key resources consumption are relatively low and apt to meet the requirements of

triple modular redundancy.
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Table 1 Hardware resource requirements

iCDWRR Scheduler

Logic unit Used/Utilization (%)

Slices 2167 /12

LUTs 2251 /2

Slices FFs 1228 /21

IOBs 231/38

Block RAM/FIFO 3/1

4 Conclusion

A Credit-based Dynamic WRR (CDWRR) scheduler is presented in this paper,

which is proposed for satellite onboard switches. While ensuring the fairness of

scheduling process, the scheduler improves the throughput under nonuniform traf-

fics with this algorithm implemented in 16 * 16 switches. As the structure of the

design is simple and scalable, the consumption of the hardware resource is reduced

dramatically to satisfy the demand of outer space environment.
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OpenFlow-Based Load Balancing
in WLAN: Throughput Analysis

Syed Mushhad M. Gilani, Heng Meng Heang, Tang Hong,
Guofeng Zhao and Chuan Xu

Abstract Software-Defined Wireless Network (SDWN) aims to build a flexible
wireless network infrastructure that can support future Internet services. In this
paper, we present WLAN architecture to take advantage of OpenFlow that provides
the global view of the entire network including wireless network configuration,
resource allocation, and flow control policies to make the load balanced network
environment. We build simulation environment through Mininet-WiFi to analysis
throughput and jitter values of associated stations. The results demonstrate that
proposed architecture can divide the load between APs that increase the average
throughput of associated stations.

Keywords OpenFlow ⋅ WLAN ⋅ Load balancing ⋅ Software-defined network

1 Introduction

IEEE802.11-based wireless network considers to provide high-speed Internet with
robust throughput for extensive sort of devices. The capacity of WLAN users rapidly
increased although the performance is reducing. The wireless network infrastructure
is becoming gradually more complex, dispute and deficient with predefined existing
standards, rules, and technologies. The most dominating issues of enterprise WLAN
includes load-imbalance [1] between APs that produce transmission delay, mini-
mized throughput, lack of resources, and low responsiveness.

Load balancing in IEEE802.11 wireless network initiated when different access
points coverage area is overlapped. In this kind of scenario, at least, two access
points available for association with the user. Thus, to make a fair selection of
access point apply the load balancing technique that calculates the network load and
distributes the load equally using predefined rules or algorithms.
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Software-Defined Wireless Network (SDWN) [2] technology has been obtaining
a significant interest for separation of control plane and data plane. It has been
applied to various domains of a wireless network with tremendous flexibility,
dynamic scheduling, fine-grained packet control and global view of the entire
network.

We propose a system model for WLAN within load balancing environment,
based on SDN paradigm. The main objective of this research work is to construct
OpenFlow-based simulation topology for testing and analysis of TCP throughput
and UDP throughput in WLAN. We focus on improving the performance of the
wireless network regarding transmission throughput which affected due to
load-imbalance between APs.

2 Related Work

As mentioned earlier, SDWN spreads into depth level of the wireless networks such
as on-demand resource allocation with resource optimization, simultaneous support
for heterogeneous wireless networks, and execution of open APIs. Moreover,
SDWN is helpful for multiple entities of a wireless network including ISP provi-
ders, network operators, and consumers [2]. However, SDWN is not bounded in
only wireless network dimensions. The other dimension of SDWN is mobile net-
work covering radio technology that targets the base station [3]. The multidimen-
sional nature of SDWN makes it more complex then SDN-wired networking
approach. OpenRoads [4] is the pilot project about SDWN that enables user
mobility between WiFi and WiMax. NOX [5] controller deploy to control network
devices, and FlowVisor [6] makes virtualization with the isolation of traffic paths.
However, OpenRoads limited to mobility in WLAN environment without aware-
ness of load balancing.

Recently, researchers have been introduced some load balancing schemes in the
wired SDN environment. Such as [7], in which authors proposed an architecture for
mobility management with an extensive feature of load balancing between switches
to reduce the packet delay. Another [8] load balancing technique introduced for
OpenFlow-enabled switches which installed in data center networks. In comparison
to schemes mentioned above our proposed scheme specifically, targets the load
balancing between APs.

3 System Model

The proposed load balancing system model consists of a centralized controller
installed with load balancing applications, OpenFlow-enabled switches, and APs.
OpenFlow-based controller POX [9] is to provide a global view of entire wireless
access network regarding packet control, traffic flow management, end-terminal
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association, and load balancing. OpenFlow/SDN enables rapid development and
deployment of innovative applications. We deploy three applications on the top of
the controller as mentioned in Fig. 1.

Wired Ethernet switches configured with OpenFlow table to keep records of
packet flow statistics includes packet forwarding rules and flow entries with switch
port numbers. OpenFlow-enabled AP (OFAP) received instructions from controller
regarding packet forwarding, packet discarding, packet re-transmitting, and packet
broadcasting policies. The proposed system consists OFAP with Load calculation
agent (LCA) as depicted in Fig. 2. The centralized controller forwards the station
probe request to LCA that creates load calculation virtual AP (LCVAP) to provide a
dedicated virtual connection for an individual station.

Policy
Manager

Load Balancer Flow Manager

OpenFlow-enabled Switches

OpenFlow-enabled APs

Controller

Fig. 1 Overall system model
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4 Simulation Test

We evaluate the SDN-based load balancing mechanism within WLAN through
Mininet-WiFi [10] simulation environment as illustrated in Fig. 3. We consider ten
stations which are associated with three different APs in this simulation topology. In
this experiment, we deployed APs in overlapping area to analyze the traffic load.

LCVAPn

LCAP_ID

Throughput

…..
RSSI

LCVAP2

LCAP_ID

Throughput

RSSI

LCVAP1

LCAP_ID

Throughput

RSSI

LCA OS-OpenWRTOpenFlow Table

Channel UtilizationChannel UtilizationChannel Utilization

Fig. 2 OFAP structure

Fig. 3 Simulation environment to analyze transmission throughput
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After creating a custom topology, two stations are taken as HTTP server and the
remaining stations are performing as HTTP client. According to the traffic load, the
server schedules the clients. The centralized controller which configures with load
balancer defined the policy and rewrites the destination address of incoming packets
for forwarding towards less loaded APs. Ipref uses to measure the throughput
between stations and server. Moreover, it also permits to perform various tests that
enabled insight view of the current network performance with packet loss ratio,
delay, and jitter (Table 1).

In our simulation topology, we collected the distance value of each station with
associated AP and related-received signal strength indicator (RSSI).

4.1 TCP Throughput

Initially, TCP Server configured on Sta2 with port 5566 at default TCP window size
58.3 Kbyte. TCP Clients on Sta1, Sta3, Sta4… Sta10, associated with sta2 for
sending TCP traffic at different transfer rate through various APs. The association
interval time is set to 15 s with various transfer rates as mentioned in Table 3. The
first test performed using the traditional approach in which each station association
is based only on RSSI that creating an imbalance between APs and effect the
bandwidth. Figure 4a represents two stations sta1 and sta3 that associated with

Table 1 Simulation configuration parameters

Controller Wireless
standard

Channel Data rate Data
range

Tx-power Transmission
type

POX 802.11 g Channel 6
(20 MHz)

54.0 Mbit/s 100 m 20 dBm TCP and
UDP
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Fig. 4 TCP throughput analysis between sta1 and sta3
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overloaded AP and in results throughput degradation started and reached to 0
Mbits/s.

The same test performed with OF-based approach in which stations association
based on the load of individual OFAP. After adopting the proposed approach the
throughput of sta1 and sta3 enhanced as illustrated in Fig. 4b. Meanwhile, others
associated stations transfer rate and bandwidth also improved. Table 2 provides
comparison results between the traditional approach and OF-based approach.

4.2 UDP Throughput

The second experiment performed on UDP Server on Sta10 with port 5566 and
monitored the results after every second. Start the UDP Clients on Sta1, Sta3…
Sta10. We select two stations Sta7 and Sta9 to analyze their performance in a
traditional environment and OF-based load-balancing environment. We measured
the traffic using Ipref and collect samples of traffic throughput.

Figure 5a shows the results of sta7 and sta9 which are connected with server
sta10 at 1.5 Mbits/s. Meanwhile, the associated AP received others stations asso-
ciation request due to strong RSSI and connected with them that make overloaded
the AP. Due to an unbalanced network, the throughput of sta7 and sta9 gradually
decreased and till reached to 0 Mbits/s.

The same experiment conducted in OF-based load-balancing approach that
provides association on the basis of LCA that makes the overall balanced WLAN.
Figure 5b shows the sta7 and sta9 performance which maintains better average
throughput in comparison to traditionally based approach.

In this experiment, we also compare the traditional approach with OF based
approach regarding congestion level of each station that reveals the OF-based
WLAN is less congested. The results obtained from traditional and OF-based
approach regarding jitter values are shown in Table 3.

Table 2 Comparison of TCP throughput during access to server sta2

Traditional approach OF-based approach
Station Time

interval (s)
Transfer
(Mb)

Bandwidth
(Mb/s)

Transfer
(Mb)

Bandwidth
(Mb/s)

Sta1 => Sta2 0–15 2.38 1.23 8.00 4.32
Sta3 => Sta2 0–15 2.10 1.11 8.25 4.51
Sta4 => Sta2 0–15 1.82 0.8 8.30 4.6
Sta5 => Sta2 0–15 1.09 0.7 8.00 4.33
Sta6 => Sta2 0–15 3.02 1.85 7.92 4.1
Sta7 => Sta2 0–15 2.08 1.02 8.25 4.51
Sta8 => Sta2 0–15 3.00 2.01 9.00 5.2
Sta9 => Sta2 0–15 0.79 0.52 8.30 4.6
Sta10 =>Sta2 0–15 0.98 0.56 7.92 4.1
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We collect statistics of each station and make an overall comparison in tradi-
tionally based approach and OF-based approach. The results demonstrated in Fig. 6
exposes that OF-based load balancing approach enhanced the individual station
throughput.
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Fig. 5 UDP throughput analysis between sta1 and sta3

Table 3 Result of jitter values when all stations accessed to server Sta10

Station Interval (s) Jitter (Traditional) (ms) Jitter (OF-based approach) (ms)

Sta1 => Sta10 0–15 1.196 0.230
Sta2 => Sta10 0–15 2.613 0.182
Sta3 => Sta10 0–15 2.087 0.375
Sta4 => Sta10 0–15 1.653 0.128
Sta5 => Sta10 0–15 1.879 0.448
Sta6 => Sta10 0–15 2.275 0.275
Sta7 => Sta10 0–15 3.012 0.248
Sta8 => Sta10 0–15 0.897 0.190
Sta9 => Sta10 0–15 1.673 0.162
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5 Conclusion

The objective of this research paper is to evaluate the throughput of associated
mobile stations and provide a comparison between traditional and proposed envi-
ronment. We conducted experiments through Mininet-WiFi to the analysis of sta-
tions through in load balance and load-imbalance environment. In future work, we
shall deploy the proposed architecture with different applications to evaluate the
performance of OFAP.
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A Packet Dispatching Scheme with Load
Balancing Based on iSLIP for Satellite
Onboard CIOQ Switches

Li-Chun Mei, Lu-Feng Qiao, Qing-Hua Chen, Le Yang and Jian Yang

Abstract Under the circumstance of high reliability demand in satellite onboard

switches, an Iterative Round-Robin with SLIP (iSLIP) matching scheduling algo-

rithm with load balancing suitable for Combined Input and Output Queuing (CIOQ)

switch is presented in this paper. The implementation of load balancer improves

the system reliability and the ability of recovery from failure. The iSLIP algorithm

with the function of load balancing is used in a 16× 16 CIOQ switch, and the whole

switch fabric is implemented in a Xilinx xc7vx690t FPGA. Typical simulated results

are given and analysized.

Keywords Satellite onboard switches ⋅ CIOQ switch ⋅ Load balancing scheduling

scheme ⋅ iSLIP matching scheduling algorithm

1 Introduction

The satellite communication network plays an important role in modern commu-

nication networks, which has many advantages, such as wide coverage, convenient

deployment, larger bandwidth, and less influenced by geographical environments.

Considering the harsh space environment which involves the outer space radiation,

Hardware complexity of the satellite onboard switches must be controlled to satisfy

the limitation of weight, volume, power consumption, and design redundancy [1].

With the development of high-performance FPGAs embedded with high-speed

Serializer and Deserializer (SerDes) that could be used in satellite, complex switch

architectures, such as Combined Input and Output Queuing (CIOQ), can be designed.

CIOQ structure, which can meet the requirements of high throughput, quality of
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service guarantee, high reliability, has been widely used in high throughput switches

and routers in territorial networks.

The crossbar takes an important part in CIOQ switch and its reliability and

throughput are affected by the link state and matching scheduling algorithm directly.

If a link of the crossbar is broken down, the performance of CIOQ switch would be

lowered. And the unsuitable matching scheduling algorithm will lower the through-

put of crossbar and make it become the bottleneck of the switch fabric.

To solve these problems, load balancing technology and proper matching schedul-

ing algorithm are necessary to be applied in the crossbar of CIOQ switch. Load bal-

ancing technology can recover the broken links rapidly and realize load sharing [2].

In this paper, the iSLIP algorithm with load balancing is implemented in a 16× 16

CIOQ switch.

2 The Structure of CIOQ Switch Architecture

How to achieve high throughput and low latency is one of the main challenges in

high-speed switch fabric [3]. CIOQ is a queuing scheme that combines input and

output queuing [4], which can achieve a good balance between performance and

scalability. The CIOQ switch architecture is proposed by Chuang et al. in 1999 [5].

In this section, an N×N CIOQ switch architecture is presented, as shown in Fig. 1.

This switch architecture consists of Input Modules (IMs), Output Modules (OMs),

and Switch Fabric [6]. Each IM comprises n Virtual Output Queues (VOQs), and

Fig. 1 The structure of CIOQ switch architecture
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each VOQ comprises High Priority (HP) traffic and Low Priority (LP) traffics. Every

OM is made up of n Virtual Input Queues (VIQs). The Switch Fabric provides inter-

connection between IMs and OMs. There are nVOQs in an IM to eliminate the HOL.

A VOQ, notated as VOQ(i, j), buffers the cells from input port i to output port j. In

an OM, there are n VIQs, each of which stores the cells from the relevant input port.

3 Load Balancing Scheme

Load balancing is a technique to increase the total throughput of the switch by dis-

tributing traffics from each IM to two or more links to different crossbars and then

to the associated OMs [2].

As shown in Fig. 2, there are several crossbars between IMs and OMs and can

provide multiple links between an IM and an OM. To reduce the probability of con-

tention in the crossbar and increase the link capacity, load balancing should be used.

Load balancing can also provide a method for the user to influence the traffic distribu-

tion between crossbars. With load balancing, the traffics from one IM can go through

crossbars to the desired OMs in a uniform distribution manner, and can avoid to send

cells through a link or even a crossbar with error, this will increase the reliability of

the whole design which is crucial for satellite onboard switches.

Fig. 2 The structure of load balancing
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4 Cell Scheduling Algorithms

The requirements for algorithms in high-performance CIOQ switches are listed as

follows [7]:

Simple to Implement: For high-throughput CIOQ switches, the scheduling algo-

rithms must be simplified and easy to implementation with hardware logics.

High Throughput: Each scheduler works independently in different crossbars and

so contentions may occur, the scheduler in each crossbar can desynchronize from

each other to get higher throughput.

Qos Guarantee and Starvation Free: Traffics with high priority should be served

prior to traffics with lower priority, but the traffics with lower priority should not be

starved under heavy load.

In this paper, the iSLIP matching scheduling algorithm is presented to meet these

strict requirements. The main character of iSLIP algorithm is that the implementation

is relatively simple and can be operated at high speed in hardware. The three steps

for the iSLIP scheduling are as follows [8]:

Step 1: Request. Each unmatched input sends a request to every output for which

it has a queued cell [8].

Step 2: Grant. If an unmatched output receives multiple requests, it chooses the

one that appears next in a fixed, round-robin schedule starting from the highest prior-

ity element. The Grant Arbiters pointer gi is incremented (module N) to one location

beyond the granted input if and only if the grant is accepted in step 3 of the first iter-

ation [8].

Step 3: Accept. If an input receives multiple grants, it accepts the one that appears

next in a fixed, round-robin schedule starting from the highest priority element. The

pointer aj is incremented (module N) to one location beyond the accepted output.

The Accept Arbiters pointer ai is only updated in the first iteration [8].

5 Design and Implementation of Each Module

In this section, the design of a 16× 16 CIOQ switch fabric with fixed-length cell

scheduling is presented. The whole design contains a load balancing module and an

iSLIP matching module. Load balancing module is used to achieve load sharing, link

backups and failure recovery. The function of iSLIP matching module is to realize

iterative matching between different ports.

5.1 The Structures of CIOQ and Scheduling Process

As shown in Fig. 3, the 16× 16 CIOQ switch consists of 16 input ports, 16 output

ports, and 3 crossbars. Three crossbars are used to provide interconnection between

IMs and OMs, which can afford speedup, load balancing and data switching.
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Fig. 3 The structure of CIOQ

When a packet arrives at the IM, it is divided into fixed-length local cells logically,

these cells are put into the HP queue or one of the LP queues of a VOQ according to

the output port information in its local header. When a packet is reassembled in the

OM successfully, it will be sent out from the corresponding output port. When two or

more VOQs in an IM are nonempty, the scheduler will select cells in different VOQs,

then transfer them to different OMs through different Crossbar simultaneously.

5.2 Implementation of Load Balancing Module

As illustrated in Fig. 3, three Crossbar Schedulers (CSs) are employed here to provide

load balancing and interconnection and works as follows:

Sending Req signal from IMs to CSs The port scheduler checks which VOQs have

cells waiting to be transmitted and which links are available. Assume that three cells

in three VOQs are waiting to be transmitted, if three links are available, these links

would be used to send the Req signal. If link 2 breaks down, the Req signal will be

transmitted only through link 1 or link3.

Receiving Ack signal from CSs Acks would be sent out from CSs after matching

and scheduling. The schedulers in IMs check that which CSs have send Ack to it. If

the scheduler received an Ack from one CS, the relevant cells would be selected and

wait to be sent to this CS.

Sending cells from IMs to CSs The IMs would send one or more cells to these

CSs which have sent Acks to it.

Receiving cell frame from CS The OMs receive cells from CSs and reassemble

these cells to variable length frames depend on the following information in the cell

local header: input port number, sequence number of the cell and priority.
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5.3 Implementation of iSLIP Algorithm Module

The iSLIP algorithm module employs request-grant-accept handshake operation in

one iteration.

Updating Request signals When a cell enters the CS, the request information in

its local header will be extracted and used by the scheduler. When a request from one

IM has been granted during a matching iteration, all the requests from that IM will

be deasserted. More than one iterations are needed to reach higher matching ratio.

Generating Grant signals The requests from all 16 IMs to each OM are combined

(G_Req1 to G_Req16 in Fig. 4) and sent to the associated output arbiter in each CS.

Each arbiter checks the G_Req according to its pointer. If there is no request and

G_Req is zero, the grant from the arbiter is zero, otherwise the arbiter will check

Fig. 4 The value of G-Req to destination arbiters
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each bit from the position it initially pointed to find out the first none zero bit and

return the grant signal accordingly.

Generating Accept signals It receives the grant from each destination arbiter and

generate the accept signals to the destination arbiters who grant its request with same

algorithm used by the destination arbiters and then refresh its pointer and pointed to

the position next the accepted one. The destination arbiter received an accept will

refresh the it pointer accordingly.

6 Simulated Results and Analysis

The design is realized with Verilog HDL language and implemented in Xilinx

xc7vx690t FPGA. The integrated development environment of Vivado 2015.4 is

used and the whole design is simulated with Questa Sim-64 10.2c.

6.1 Simulation of Load Balancing

As presented in Fig. 5, the value of iframe_num is ‘2’, which means that there are

two cells in a VOQ waiting to be scheduled, and HSSL_state indicates the link status

between the IM and all the CSs. When the falling edge of the signal simul-temp
appears, the request signal ‘ea35’ will be transmitted in the header of the local cell.

Since HSSL_state of link 3 is ‘0’, which means link 3 has broken down as shown in

Fig. 5, and so accordingly ‘ea35’ doesn’t appear in HSSL3.

6.2 Simulation of iSLIP in CSs

Figures 6 and 7 illustrate the detailed scheduling process of iSLIP. As shown in Fig. 6,

since IM(1) matches successfully after one iteration, the value of Port00_request
changes from ‘1111’ to ‘0000’, meanwhile, Port01_requst ∼ Port15_request is

Fig. 5 Simulated result of load balancing
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Fig. 6 Updating request result of iSLIP algorithm module

Fig. 7 Scheduling result of iSLIP algorithm module

updated from ‘1111’ to ‘1110’. As shown in Fig. 7, in the position of ➀, all the output

arbiters in the CS receive the requests from all IMs. The value of matching_result
is ‘0001’ in the position of ➁, which means that IM(1) has matched with OM(1). In

the position of ➂, the value of matching_result is ‘0010’, which means that IM(2)

has matched with OM(5).

7 Conclusion

The Iterative Round-Robin with SLIP (iSLIP) matching scheduling algorithm with

load balancing is presented in this paper. The load balancing technology is proposed

for satellite onboard CIOQ switches and is implemented in a 16 × 16 CIOQ net-

work, it can realize load sharing, failure recovery and reliable link connection. An

iSLIP algorithm is presented and analyzed in the crossbar of CIOQ switch. The iSLIP

algorithm with load balancing is simple and reliable, and can satisfy the demands of

harsh space environment and provide higher throughput and reliability.
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A Constrained Conjugate Cyclic Adaptive
Beamforming Algorithm with Symmetric
Uniform Linear Array

Yue Cui and Junfeng Wang

Abstract A conjugate cyclic adaptive beamforming algorithm is proposed with the
conjugate symmetric constraint. By using the symmetric structure of uniform linear
array, it can be first proved that the conjugate cyclic correlation matrix is
centro-Hermitian matrix, and the weight vector of the linearly constrained conjugate
cyclic adaptive beamformer has a conjugate symmetric structure which is particular
to conjugate cyclostationary signal. Then, the conjugate symmetric constraint for
weight vector is added to the original algorithm, and the weight vector is derived
from the proposed algorithm by recursive least squares. Compared to the traditional
algorithms, the proposed method can achieve a higher steady state output SINR and
a faster convergence speed. Moreover, in our method, the number of variables in
the update equation are reduced effectively by half, which leads to significantly
improve the overall performance. Simulation results demonstrate the effectiveness
of the proposed method.

1 Introduction

Over the past decades, many blind adaptive beamforming algorithms [1] have been
proposed without the a priori knowledge of direction-of-arrival (DOA) of the
desired signal, autocorrelation matrix of interference and noise, training sequence,
array calibration, and so on. Generally, they are based on constant modulus
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property [2, 3], high-order cumulants [4, 5] and cyclostationary property [6–10],
respectively. The blind adaptive beamforming algorithm utilizing the cyclosta-
tionary property of communication signals has more advantages than the others. It
is easy to find the desired signal and differentiate from the other interferences and
noise, because the most communication signals have different cycle frequencies of
their own which depend on the features of signal such as the baud rate, the carrier
frequency offset, the pilot tone, etc. The SCORE algorithm based on cyclostationary
property is used to increase the capacity of the cellular radio systems [6]. Never-
theless, its convergence speed is relatively slow, which could result in a low output
signal-to-interference-plus-noise ratio (SINR) [7]. Furthermore, its computation
complexity is high. In cyclic adaptive beamforming (CAB) algorithm [8], its
convergence speed is relatively fast at the high signal-to-noise ratio (SNR). How-
ever, it does not consider the suppression of interferences and noise. Thus, in case
of strong interferences or low SNR, its output SINR would degrade sharply. To
overcome the above shortcoming, the linearly constrained CAB (LCCAB) algo-
rithm [9] is proposed, which can form nulling and suppress strong interferences by
using the linear-constrained minimum variance (LCMV) criterion. Nevertheless, it
only has a little higher output SINR than CAB algorithm when interferences exist,
and its convergence speed is relatively slow.

In this paper, a conjugate cyclic adaptive beamforming algorithm is proposed
with the conjugate symmetric constraint. In theory, it can be first proved that the
conjugate cyclic correlation (CCC) matrix is centro-Hermitian matrix, and the
weight vector of the linearly constrained CAB (LC-CCAB) beamformer has a
conjugate symmetric structure based on the symmetric uniform linear array, which
are particular to conjugate cyclostationary signal. In order to improve the
anti-jamming performance, the constraint for weight vector by using the conjugate
symmetric property is then added. Finally, the weight vector is derived from the
proposed algorithm by recursive least squares (RLS). Compared to the traditional
algorithms, a much higher output SINR can be achieved when interferences and
noise coexist, and less number of snapshots is required to converge to the steady
state by the proposed method. Moreover, the number of variables in the update
equation is reduced effectively by half in our method, which leads to significantly
improve the overall performance even at the changed situation or small number of
snapshots.

2 Problem Statement and Preliminaries

Consider a uniform linear array (ULA) with M = 2 N + 1 isotropic sensors and
take the middle one as the reference. Without loss of generality, assume that
K narrowband and cyclostationary signals come from distinct directions θk,
k=1, 2, . . . , K and are uncorrelated impinging on the ULA. The received signal,
including signals, interferences and noise, can be written as
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xðtÞ= x−NðtÞ½ ,⋯, x− 1ðtÞ, x0ðtÞ, x1ðtÞ,⋯, xNðtÞ�T

= ∑
K

k=1
aðθkÞskðtÞ+ ∑

L

l=1
bðθlÞJlðtÞ+NðtÞ=AsðtÞ+ JðtÞ+NðtÞ ð1Þ

where skðtÞ and aðθkÞ are respectively the kth signal and its steering vector, JlðtÞ
and bðθlÞ are the lth interference and its steering vector, and NðtÞ is the additive
white Gaussian noise vector. For simplicity, we denote sðtÞ= s1ðtÞ, . . . , sKðtÞ½ �T ,
A= aðθ1Þ½ , . . . , aðθKÞ� and JðtÞ as the signal vector, array manifold and interfer-
ence vector, respectively. The steering vector aðθkÞ, k=1, . . . ,K is

aðθkÞ= ej2πf0Nd sin θk ̸c ⋯ ej2πf0d sin θk ̸c 1 e− j2πf0d sin θk ̸c ⋯ e− j2πf0Nd sin θk ̸c
� �T

= Ja*ðθkÞ
ð2Þ

where d denotes the inter-element spacing of the sensors and equals half of the
wavelength, c is the light velocity, f0 is the carrier frequency of signals, and J is the
exchange matrix.

For the received signal, the conjugate cyclic correlation matrix is defined as

Rα
xx*ðτÞ= ⟨xðtÞxTðt+ τÞe− j2παt⟩P = lim

P→∞

1
P
∑
P

t=1
xðtÞxTðt+ τÞe− j2παt ð3Þ

where ⟨ ⋅ ⟩P denotes the infinite-time average, and α is referred to as cycle fre-
quency. As analysis in [10], Rα

JJ*ðτÞ=Rα
ww*ðτÞ=0 and the conjugate cyclic

cross-correlations between the signals and interferences (or noise) are zeros since
they are cyclically uncorrelated. According to the above properties, we get

Rα
xx*ðτÞ=ARα

ss*ðτÞAH =

Rð− 2NÞ ⋯ Rð− 1Þ Rð0Þ
Rð2N − 1Þ ⋯ Rð0Þ Rð1Þ

⋮ . .
. ⋮ ⋮

Rð0Þ ⋯ Rð2N − 1Þ Rð2NÞ

2
664

3
775 ð4Þ

where Rα
ss*ðτÞ= diag Rα

s1s1*ðτÞ, . . . ,Rα
sKsK*ðτÞ

n o
is the conjugate cyclic correlation

matrix of s(t), and Rα
xx*ðτÞ is a Hankel matrix, i.e.,Rα

xpxq*ðτÞ≈ ∑
K

n=1
Rα
snsn*

ðτÞe− jπð2f0 + αÞ½p+ q− ðM +1Þ�τn =Rðp+ q−M − 1Þ. Owing to the property of Hankel
matrix, we can get

Rα
xx*ðτÞ

� �T =Rα
xx*ðτÞ, Rα

xx*ðτÞ
� �H = Rα

xx*ðτÞ
� �*. ð5Þ
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Meanwhile, for the symmetric configuration of ULA, Rα
xx*ðτÞ has the following

property:

J Rα
xx*ðτÞ

� �HJ=Rα
xx*ðτÞ . ð6Þ

Substituting (5) into (6), it can be proved Rα
xx*ðτÞ is centro-Hermitian matrix, i.e.,

J Rα
xx*ðτÞ

� �*J=Rα
xx*ðτÞ . ð7Þ

In fact, when the array has a special structure, such as a symmetric ULA or more
general symmetrically distributed array, we can also obtain Rα

xx*ðτÞ is
centro-Hermitian matrix.

3 The Proposed Beamforming Algorithm

3.1 The Weight Vectors for Conjugate CAB (CCAB)
Algorithm and Linearly Constrained Conjugate CAB
(LC-CCAB) Algorithm

By using the cyclostationary property of the communication signals, the CAB
algorithm [8] aims at forming beam toward the direction of the desired signal. The
criterion of CAB algorithm can be written as

max
w, c

wHRα
xx*ðτÞc

�� ��2 subject to wHw= cHc=1 ð8Þ

where CCC matrix Rα
xx*ðτÞ is used in this paper. Hereafter, (8) is referred to as

CCAB algorithm. In theory, we can prove that the weight vector of CCAB algo-
rithm has the conjugate symmetric structure

WC = JW*
C ð9Þ

Proof Let U=Rα
xx*ðτÞ Rα

xx*ðτÞ
� �H , so the optimum weight vector WC for the

CCAB algorithm satisfies

UWC = λWC

JRα
xx*ðτÞJ ⋅ J Rα

xx*ðτÞ
� �HJ ⋅ JWC = λJWC

Rα
xx*ðτÞ

� �* ⋅ Rα
xx*ðτÞ

� �T ⋅ JWC = λJWC

U* ⋅ JWC = λJWC

ð10Þ
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The above equation indicates WC and JWC are eigenvectors of U and U*,
respectively. Meanwhile, W*

C is eigenvectors corresponding to U*, so WC = JW*
C.

Under ideal conditions, WC has the conjugate symmetric structure.
In order to suppress interferences, the LCMV criterion is applied in CCAB

algorithm, and the LC-CCAB algorithm is proposed in [9]. The cost function is

min
w

wHRxxw subject to WH
Cw=1 ð11Þ

where Rxx =E xðtÞxHðtÞf g= ⟨xðtÞxHðtÞ⟩P is autocorrelation matrix of the received
signals. The optimum weight vector is wopt =R− 1

xx WC. According to (6), (7), and
(9), we can demonstrate that wopt also has the following conjugate symmetric
structure

wopt = Jw*
opt ð12Þ

Proof Rxx is a Hermitian Toeplitz matrix, so Rxx is also a centro-Hermitian matrix,
i.e., Rxx = JRT

xxJ= JR*
xxJ. Substituting into (13), we can get

wopt = JR*
xxJ

� �− 1 ⋅ JW*
C = J R− 1

xx

� �*
J ⋅ JW*

C = J R− 1
xx WC

� �*
= Jw*

opt ð13Þ

3.2 The Recursive Least Squares for Constrained Conjugate
Cyclic Adaptive Beamforming Algorithm

In the general sense, the more information is added to the algorithm, the higher
SINR of algorithm tends to be and less number of snapshots is required to arrive at
its steady state. Using the conjugate symmetric structure of wopt as demonstrated in
(14), it can be combined with (11) in the following way

min
w

wHRxxw subject to WH
Cw=1 and w= Jw* ð14Þ

When searching the optimal weight vector, the least mean squares (LMS) crite-
rion only takes advantage of the information at the current moment, which is
suitable for stationary signals. However, for the nonstationary or cyclostationary
signals, its adaptation performance deteriorates significantly and convergence rate is
reduced dramatically. In that case, the least squares (LS) technique, which utilizes
all information from beginning until now, has the potential ability to achieve good
performance independently of the spread of the eigenvalues of autocorrelation
matrix. By employing RLS method, the following set of update equation can be got
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w̃ðn+1Þ=R− 1
xx ðn+1ÞWCðn+1Þ

wðn+1Þ= 1
2

w̃ðn+1Þ+ Jw̃*ðn+1Þ� � ð15Þ

where

gðn+1Þ= R− 1
xx ðnÞxðn+1Þ

λ+ xHðn+1ÞR− 1
xx ðnÞxðn+1Þ

R− 1
xx ðn+1Þ= 1

λ
R− 1

xx ðnÞ− gðn+1ÞxHðn+1ÞR− 1
xx ðnÞ� �

WCðn+1Þ= n
ðn+1ÞWCðnÞ+ 1

ðn+1Þ ∑
N

i= −N
xiðn+1+ τÞe− j2παt

	 

xðn+1Þ

ð16Þ

In the iterative process, the initial values are WCð0Þ= 1, 0, . . . , 0½ �T and
R− 1

xx ð0Þ= δIM . It should be noted that for an even M, if we know
w1ðn+1Þ,w2ðn+1Þ, . . . ,wM ̸2ðn+1Þ in weight vector wðn+1Þ, another half of
the coefficients would have been decided based on the conjugate symmetric
property w= Jw*. For an odd M, half of the information about the coefficient at the
middle wðM +1Þ ̸2ðn+1Þ would be determined according to (12), and the same
conclusion as in the case of an even M can be got. In a word, the number of
variables in the update equation has been reduced effectively by half, and we would
expect a faster convergence speed and a higher output SINR because the extra
constraint guarantees wðn+1Þ in a form corresponding to wopt.

4 Simulation Results

The performance of the proposed method is illustrated in this section. For each
level, we run 4000 Monte Carlo trials. Hereafter, the proposed method is compared
with the fast implementation of CCAB (FCCAB) algorithm [7], LC-CCAB algo-
rithm [8] and the fast implementation of LC-CCAB (FLC-CCAB) algorithm [9].
Note that the weight vector of LC-CCAB algorithm corresponds to the closed-form
solution, where the singular value decomposition and sample matrix inversion
would lead to a very high computational complexity, although a good performance
has been achieved.

The first simulation assumes the desired signal and interference impinging on the
ULA come from θ1 = 40◦ with SNR = 10 dB and θl = − 30◦ with JNR = 7 dB,
respectively. The number of snapshots varies from 1 to 800. The output SINR of the
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proposed method versus the number of snapshots is investigated in Fig. 1. The
result illustrates that the output SINR of the proposed method improves as the
number of snapshots increases until the steady state is reached. Moreover, the
output SINR of the proposed method is higher than that of FCCAB and
FLC-CCAB, and approaches the closed-form solution of LC-CCAB.

In what follows, the normalized weight vector error w−wopt
�� ��2 ̸ wopt

�� ��2 is
assessed as criterion in detail. As can be seen in Fig. 2, the weight vector of the
proposed algorithm converges to the steady state in a slightly faster rate than the
original one. Theoretically speaking, this is because the weight vector has a
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conjugate symmetric structure proved in (13), and the constraint based on this
property is employed to the proposed algorithm. Hence, the recursive process of
weight vector with the constraint can converge faster and becomes closer to the
optimum solution. Moreover, the number of variables in the update equation has
been reduced effectively by half, which leads to a much improved overall perfor-
mance, even at the changed situation or small number of snapshots.

5 Conclusions

In this paper, it can be proved that the CCC matrix possesses centro-Hermitian
property and the weight vector for LC-CCAB beamformer has a conjugate sym-
metric structure based on the symmetric ULA, which are particular to conjugate
cyclostationary signal. Then, we present a conjugate cyclic adaptive beamforming
algorithm with the conjugate symmetric constraint. Different from the traditional
algorithms, the proposed method can achieve a higher steady state output SINR and
a faster convergence speed. Moreover, using conjugate symmetric structure of
weight vector, the number of variables in the update equation has been reduced
effectively by half. Simulation results validate the effectiveness of the proposed
method and illustrate that our method outperforms the existing methods.
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PAPR Reduction for Cognitive
AIS Using Transforming Sequence
of Frank-Heimiller and Artificial Bee
Colony Algorithm

Junfeng Wang, Yue Cui, Shexiang Ma, Lanjun Liu and Jianfu Teng

Abstract A cognitive automatic identification system (CAIS) employing some
promising technologies, such as spectrum sensing and OFDM, has been investi-
gated by us in recent 4 years. In the CAIS, the normal location messages and
security video information will be loaded by employing the OFDM. However,
OFDM signals have a high peak-to-average power ratio (PAPR), which causes
signal distortion. Lots of the PAPR reduction techniques have been presented in the
literature, among which, a technique of dynamically selecting sequences has been
taken considerable suggestion, but its high computational complexity and band-
width expansion impedes practical implementation. In this paper, transforming
sequence of Frank-Heimiller (TSFH) is proposed for the first time, which is with the
ideal correlation properties; then we propose a dynamic spreading code allocation
(DSCA) based on the set of TSFH and artificial bee colony algorithm
(DSCA-TSFH and ABC) scheme to obtain low PAPR. Simulation results show that
the proposed DSCA-TSFH and ABC algorithm is an efficient one to achieve sig-
nificant PAPR reduction, with a low computational complexity.
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1 Introduction

In more recent years, automatic identification system (AIS) that can minimize
maritime traffic accidents and improve maritime traffic efficiency is becoming an
urgent need all around the world. However, with the increments of shipborne AIS
users and the emerging requirements for some new applications, many drawbacks
of the AIS, such as slot collision, incommunicable security video information and
limited coverage, are more and more prevalent. To overcome those, a cognitive AIS
(CAIS) employing some promising technologies, such as spectrum sensing and
OFDM, is proposed by us in recent 4 years [1–4]. The CAIS has many virtues, such
as the transmissions of the security video information which is favourable to
dealing with the emergency, and the satellite-based CAIS receivers which enlarge
the usage range of shipborne AIS information. Moreover, in the CAIS, system
capacity will be increased by utilizing spectrum sensing technique; coverage range
will be enlarged by using satellite-based CAIS equipments in which users are
identified via transforming sequence of Frank-Heimiller (TSFH) possessing
approximately ideal correlation and random phase; and the normal location mes-
sages and security video information will be loaded by employing OFDM which
has many advantages such as high bit-rate, robustness against channel fading, and
high frequency efficiency. However, OFDM signals have a high peak-to-average
power ratio (PAPR), which causes signal distortion because of the use of a
high-power amplifier in the transmitter. In fact, as a new communication system,
many research challenges and standardization work have to be addressed before the
CAIS is widely applied. This paper will concentrate on one of the most important
and fundamental challenges: how to reduce the PAPR of the CAIS signals?

Many PAPR reduction techniques have been proposed in the literature [5–10],
including clipping, coding, tone injection, constellation extension, partial transmit
sequences (PTS), the PTS based on optimization method, dynamically selecting
sequences, and so on. Among which, the recent PTS algorithm is a distortionless
technique which is based on combining signal subblocks, whose phase is shifted by
constant phase factors. This technique can obtain sufficient PAPR reduction and
side information need to be sent at the same time, but the exhaustive search
complexity of the optimal phase combination increases exponentially with the
number of subblocks. Thus, suboptimal PTS methods employing particle swarm
optimization (PSO) have been suggested. Additionally, a technique of dynamically
selecting sequences has been taken considerable investigation, but its PAPR is also
high for the single user and its high computational complexity and bandwidth
expansion impedes practical implementation.

In this paper, we propose a dynamic spreading code allocation (DSCA) based on
the set of TSFH and artificial bee colony algorithm (DSCA-TSFH & ABC) scheme
to obtain low PAPR. The presented DSCA-TSFH & ABC method can efficiently
reduce the PAPR of OFDM signals, which employs ABC algorithm to search the
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TSFH with lower PAPR. Moreover, the suggested TSFH is a new code method
with approximately ideal correlation and random phase. In addition, simulation
results show that the proposed DSCA-TSFH & ABC scheme is an efficient one to
achieve the significant PAPR reduction, with a low computational complexity.

2 System Model and PAPR Expressions

In the CAIS, the normal location messages and security video information are
loaded by employing OFDM when the useful spectrum is obtained via the spectrum
sensing method. It is well known that the high PAPR of the transmitted signal is the
one of the major drawbacks. In this section, the system model of the CAIS and
PAPR expressions of the OFDM signals will be given.

2.1 System Model of the Cognitive AIS

Users are identified via the TSFH in the CAIS, and it is assumed that the system has

U active users. For the u th user, d uð Þ = d uð Þ
1 d uð Þ

2 ⋯ d uð Þ
M

h i
denotes M number

of QPSK or QAM modulated data symbols. Each symbol of the user is multiplexed

by a TSFH spreading code c uð Þ = c uð Þ
1 c uð Þ

2 ⋯ c uð Þ
N

h i
, where N is the spreading

factor or spreading length. Assuming there are N subcarriers, the transmission of
the m th symbol of the arbitrary user corresponds to

s mð Þ tð Þ= dm
ffiffiffiffiffiffiffiffiffiffiffi
Ed ̸N

p
∑
N − 1

n=0
cnej2πnΔft ð1Þ

where Ed is the energy of the symbols, and nΔf is the frequency position of the n th
carrier component. Note that selection of Δf =1 ̸Ts should ensure subcarrier
orthogonality over symbol duration Ts.

The transmitted signal1 at one OFDM symbol at carrier frequency fc is

x tð Þ=
ffiffiffiffiffiffiffiffiffiffiffi
Ed ̸N

p
∑
M

m=0
dm ∑

N − 1

n=0
cnej2π fc + nΔfð Þt ð2Þ

1In the ship-to-ship or ship-to-coast communications of the CAIS, the transmitted signal is con-
sidered as uplink one. Meanwhile, the satellite or coast-based signal can be considered as downlink
one. In this paper, for simplicity, we only consider the case one. In fact, the extension of the
proposed method is straightforward and the interested readers can further investigate.

PAPR Reduction for Cognitive AIS Using Transforming … 99



2.2 PAPR Expressions of the OFDM Signals

Based on the above analyses, the PAPR of x tð Þ is defined as the ratio of the
maximum instantaneous power to the average power, that is

PAPR= xk k2∞ ̸ xk k22 = max
t

x tð Þj j2 ̸E x tð Þj j2
n o

ð3Þ

where E ⋅f g denotes the statistical average operator.
The complementary cumulative distribution function (CCDF), represented the

probability that the PAPR of an OFDM symbol exceeds the given threshold PAPR0

and always utilized as performance measures for the PAPR reduction, is denoted as

CCDF= Pr PAPR>PAPR0f g ð4Þ

3 PAPR Reduction Algorithm for the Cognitive AIS

In this section, we will use the TSFH with lower PAPR which can be selected by
the ABC algorithm as the set of the spreading code of the transmitted signal. First,
sequence of Frank-Heimiller and its transforming one will be given. Then, ABC
algorithm will be introduced briefly. Finally, we propose a DSCA-TSFH & ABC
scheme to obtain low PAPR efficiently.

3.1 Transforming Sequence of Frank-Heimiller

In multi-user communication systems, it is often require spread spectrum sequences
with desirable correlation properties. Low correlations can distinguish different user
with different sequences or/and different shifts of a single sequence. Thus, lots of
spread spectrum sequences were suggested. Among them, Frank-Heimiller
sequence of period N2 is with N phases, which can be constructed by writing the
N by N discrete Fourier transform matrix by rows, i.e. matrix is given first

FN = ωik mod N� �
, i, k=0, 1, 2, . . . ,N − 1 ð5Þ

where ω= exp j2Mπ ̸Nð Þ. However, the correlation properties of the truncate
Frank-Heimiller sequence usually employed in the wireless systems are unsatis-
factory. Fortunately, we found that when the truncate Frank-Heimiller F′N is pro-
cessed by IDFT or IFFT, i.e. the TSFH is c =FT F′N

� �
, here FT ⋅f g denotes IDFT
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or IFFT, its properties become desirable, especially for autocorrelation sidelobes. In
other words, the periodic autocorrelation sidelobes for such sequence are all zero,
which is verified by computer simulation as shown in Fig. 1.

3.2 Artificial Bee Colony Algorithm

The ABC algorithm proposed by Karaboga introduces a bee swarm algorithm for
numerical optimization problems. In this algorithm, three groups of bees are con-
tained: employed bees, onlookers, and scouts. Moreover, there are three steps in
each cycle of the search: (1) placing the employed bees onto the food sources and
then calculating their nectar amounts; (2) selecting the food sources by the
onlookers after sharing the information of employed bees and determining the
nectar amount of the foods; (3) determining the scout bees and placing them onto
the randomly determined food sources. In the ABC algorithm, a food source
position represents a possible solution to the problem to be optimized and the nectar
amount of a food source corresponds to the quality (fitness) of the associated
solution. Since the length of article is limited, for a complete understanding of the
ABC method, the reader can also refer to [11–13].

Fig. 1 The autocorrelation function of original FH and TSFH
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3.3 PAPR Reduction for Cognitive AIS Based
on DSCA-TSFH & ABC Algorithm

In this subsection, we will employ the DSCA-TSFH & ABC scheme to reduce the
PAPR of the OFDM signals efficiently. In order to apply ABC algorithm to search
the better spreading code set of the TSFH, the original ABC algorithm is modified.
In the DSCA-TSFH & ABC algorithm, a food source position represents a TSFH

vector c uð Þ = c uð Þ
1 c uð Þ

2 ⋯ c uð Þ
N

h i
, u=1, 2, . . . ,K, where K represents the size of

a randomly distributed initial population. The fitness value of a solution c uð Þ in the
population is determined by

fitness c uð Þ
� �

=1 ̸ 1+ f c uð Þ
� �h i

ð6Þ

where f c uð Þ	 

is the PAPR value of the solution.

If the fitness value of the new TSFH vector is higher than the previous TSFH
vector, the bee memorizes the new TSFH vector. After calculating the fitness value
of a TSFH vector, an employed bee chooses the new TSFH vector by

c uð Þ′ = c uð Þ +ϕ uð Þðc uð Þ − c kð ÞÞ ð7Þ

where c kð Þ is a solution within the neighbourhood of the c uð Þ and ϕ uð Þ ∈ − 1, + 1½ �.
After all the employed bees complete the tasks, they share the fitness values with
the onlooker bees.

For each onlooker bee, they watch the dances of the employed bees and select a
food source depending on the knowledge taken from the employed bees, through
the following formula

pi = fitnessðc uð ÞÞ ̸∑K
u=1 fitnessðc uð ÞÞ ð8Þ

In ABC algorithm, if a source cannot be improved when the number of cycles is
greater than a predetermined limit value, the source is considered to be exhausted.
The employed bee associated with the exhausted source becomes a scout and makes
a random search in problem domain by

c uð Þ =min c uð Þ
� �

+ rand 0, 1ð Þ× max c uð Þ
� �

−min c uð Þ
� �h i

ð9Þ

where rand 0, 1ð Þ is a random number with a uniform distribution and min c uð Þ	 

and

max c uð Þ	 

are the lower and upper bounds of the TSFH vector, respectively.

To be here, all procedures of our DSCA-TSFH & ABC scheme are performed,
whose performance will be simulated and evaluated in the next section.
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4 Performance Evaluation

In order to evaluate and compare the performance of the DSCA-TSFH & ABC
algorithm for the PAPR reduction of the OFDM signals, numerous simulations
have been conducted in this section. In our simulation, the spreading factor length
N =64, 16-QAM modulation is used, 103 random OFDM symbols are generated to
get CCDF.

First, we present the simulation results with K =16 and K =32 as shown in
Fig. 2a. From the comparison of the PAPR reduction, it can be seen that 2 dB at
K =16 is less than at K =32 when CCDF=10− 3, which delivers better perfor-
mance via the better optimization and allocation.

Under the same scenarios, the comparisons of the PAPR reduction between the
DSCA-TSFH & PSO and DSCA-TSFH & ABC algorithm are given in Fig. 2b.
From this figure, it is evident that the performance of the proposed algorithm
outperforms that of the DSCA-TSFH & PSO.

Finally, the PAPR convergence performance is verified with maximum iteration
number itermax = 103, the limit value limit = 102, and the initialization iteration
number iterinit = 0. Figure 3 shows the simulation results on the mean of the best

Fig. 2 The comparison of the PAPR reduction for different K (a) and different algorithms (b)
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cost function values. As can be from this figure, although the performance is better
and better as iteration number increases, the mean of PAPR getting by the iteration
number iter = 390 is only 100.59 which is a suitable choice for applications.

5 Conclusion

OFDM technique has many advantages such as high bit-rate, robustness against
channel fading, and high frequency efficiency, which has been employed in the
CAIS investigated by us in recent 4 years. However, the major drawback of the
OFDM signals is the high PAPR of the transmitted signal. In order to overcome this
deficiency, a DSCA-TSFH & ABC scheme is proposed for PAPR reduction in this
paper. In addition, we give the TSFH with the desirable correlation properties for
the first time, which can be considered as partially theoretical guidance for the
spread spectrum wireless communication systems in the future. Finally, computer
simulations show that our presented DSCA-TSFH & ABC algorithm can achieve
significant PAPR reduction with a low computational complexity.

Acknowledgements This work is supported in part by Tianjin Research Program of Application
Foundation and Advanced Technology under Grant 15JCQNJC01800 and 16JCQNJC01100, in
part by High School Science and Technology Developing Foundation of Tianjin under Grant
20140706, in part by Doctoral Foundation of Tianjin Normal University under Grant 52XB1201,
and in part by the National Natural Science Foundation of China under Grant 61371108, and
61431005.

Fig. 3 The mean of the best cost function values versus the iteration number
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Beamforming of Sparse Cylindrical Arrays

Na Wu and Qilian Liang

Abstract As sparse arrays cost fewer elements, they are less expensive than dense

arrays and could be applied widely in antenna and sonar deployment, two sparse

cylindrical arrays are proposed in this paper. According to the characteristic of cylin-

drical array, it can be seen as a linear array whose elements are the identical circular

arrays. Therefore the co-prime linear array and nested linear array could be com-

bined with circular arrays. Based on the beam pattern of uniform cylindrical array,

1D and 2D beam patterns of co-prime cylindrical array and nested cylindrical array

are derived respectively. In addition, when more than one sources are coming from

arriving directions, the performance of sparse arrays are analyzed and compared.

The simulation results show that the new proposed sparse cylindrical arrays not only

reduce the number of elements, but also improves the resolution in comparison with

an equal length uniform cylindrical array.

Keywords Beam pattern ⋅ Sparse array ⋅ Cylindrical array

1 Introduction

Conformal arrays are valuable in many applications, such as underwater sonar arrays

and antenna arrays. Conforming the array to the surface not only saves the space, but

also makes the elements less visually intrusive by integrating it into existing objects.

In this paper, we focus on the cylindrical array, which is one type of conformal arrays.

A cylindrical array contains of elements in three directions and this provides wide

cover in both the azimuth plane and the elevation plane. As a result, cylindrical arrays

are widely used in wireless communication and underwater environment [1, 4].
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One big difference between conformal array and traditional array is that the beam

pattern cannot be obtained by the product of array factor and element pattern. How-

ever, since the cylindrical array consists of a series of identical circular arrays, the

whole array can be seen as a linear array whose elements are these identical circular

arrays. In this paper, we propose the nested cylindrical array (NCA) and co-prime

cylindrical array (CCA) which combined the nested linear array [5] and co-prime

linear array [6] with uniform circular array. Some studies about nested arrays and

co-prime arrays have been published, such as two-dimensional nested arrays in [7]

and moving co-prime sensor arrays [8]. Adhikari in [9] analyzed beamforming with

extended co-prime sensor arrays and Na in [10] presented the underwater direction

of arrival estimation based on 1D and 2D nested arrays. Besides, there are some work

related with the sparse cylindrical arrays in [11, 12]. Based on the previous work,

we derive the new beam pattern of the proposed CCA and NCA, and also compare

it with the uniform cylindrical array (UCA).

The remainder of this paper is outlined as follows. In Sect. 2, we give a brief

overview of the co-prime linear array, nested linear array, and the cylindrical array

beam pattern synthesis. Then the theoretic analysis of the proposed CCA and NCA

is introduced in Sect. 3. After that, in Sect. 4, simulation results of beam patterns are

provided and in Sect. 5, conclusions would be presented.

2 Preliminaries

In this section, we provide a brief summary of sparse linear arrays and beamforming

of uniform cylindrical array, respectively.

2.1 Co-Prime Linear Array and Nested Linear Array

Co-prime linear array interleaves two uniform subarrays which are sampled by two

prime integers C1, C2, and the locations of the elements are in set 𝐊 = {𝐊1,𝐊2},

where

𝐊1 =
{
0,C2, 2C2, 3C2,… , (C1 − 1) × C2

}

𝐊2 =
{
0,C1, 2C1, 3C1,… , (C2 − 1) × C1

} (1)

Nested linear array is a little different from co-prime linear array, where the ele-

ments are placed with two-level density, and level 1 has N1 elements, level 2 has N2
elements,

1 ≤ l ≤ N1

(N1 + 1)m, 1 ≤ m ≤ N2
(2)
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(a)

(b)

Fig. 1 Example of co-prime linear array and nested linear array, a co-prime pair (4, 5), b nested

pair (5, 4)

In Fig. 1a, it plots an example of co-prime linear array with co-prime integers

(4, 5), and in Fig. 1b, it shows the example of nested linear array with pair (5, 4).

2.2 Cylindrical Array Beam Pattern Synthesis

Figure 2 shows the cylindrical array geometry and the coordinate system. The ele-

vation is the direction parallel to the z-axis and the azimuth plane is the x-axis and

y-axis. Assuming all the elements are isotropic and are placed on the surface of a

staggered grid. If there are N circular arrays, M elements in each circular array and

Fig. 2 Geometry of uniform cylindrical array
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the radius of circular arrays is 2𝜋R = 10𝜆 (𝜆 is the wavelength), the far-field beam

pattern in the generic direction (𝜃, 𝜙) of the cylindrical array could be represented

as [13]

B(𝜃, 𝜙) =
N−1∑

n=0

M∑

m=1
w∗
nme

jk0[Rsin𝜃cos(𝜙−𝜙1)+zncos(𝜃)] (3)

here k0 = |k| = 2𝜋∕𝜆.

If we further expand (3) into (4), it is easy to see that the second term in the braces

is the beam pattern of the nth circular array.

B(𝜃, 𝜙) =
N−1∑

n=0
ejk0zncos(𝜃)

{ M∑

m=1
w∗
nme

jk0Rsin𝜃cos(𝜙−𝜙1)

}

(4)

Replace the second term with Bcir,n(𝜃, 𝜙), then (4) is simplified as

B(𝜃, 𝜙) =
N−1∑

n=0
ejk0zncos(𝜃)Bcir,n(𝜃, 𝜙) (5)

Thus if w∗
nm is separable,

w∗
nm = w∗

nw
∗
m (6)

(5) could reduce to

B(𝜃, 𝜙) =
N−1∑

n=0
w∗
ne

jk0zncos(𝜃)Bcir(𝜃, 𝜙)

= Blin(𝜃, 𝜙)Bcir(𝜃, 𝜙)

(7)

3 Numerical Analysis of Co-Prime Cylindrical Array
and Nested Cylindrical Array

First, the geometry of co-prime cylindrical array and nested cylindrical array is

shown in Fig. 3 and Fig. 4 respectively. In the z-axis direction, the elements are

placed as co-prime linear array or nested linear array, which are the same as plotted

in Fig. 1.

If we consider the sensors in the z-direction to be elements of a linear array and

each column has uniform weighting, then the total array factor is the product of the

two array factors as expressed in (7). For the Blin part, if it is the uniform linear array

with length N, then the beam pattern is
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Fig. 3 Geometry of co-prime cylindrical array
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Fig. 4 Geometry of nested cylindrical array

Blin =
1
N

⋅
1 − ejN𝜋u
1 − ej𝜋u

(8)

When the elements in z-direction are placed as co-prime linear array with pair

(C1,C2), the beam pattern of the co-prime array is
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Blin,C1,C2
= 1

C1C2
⋅

(1 − ejC1C2𝜋u)2

(1 − ejC1𝜋u)(1 − ejC2𝜋u)
(9)

where u = cos(𝜃).
Blin,C1,C2

has been derived in [14], but the authors did not provide the beam pat-

tern of nested array. For the nested array with pair (N1,N2), we also apply uniform

weighting and the beam pattern of the nested array is

Blin,N1,N2
= ej(N1+2)𝜋u

(N1 + 1)N2
⋅
1 − ej(N1+1)N2𝜋u

1 − ej𝜋u
(10)

To be noticed is that, in the first subarray, we choose one more elements to com-

pute the beam pattern. For example, the locations of the nested array in Fig. 1b is

[1, 2, 3, 4, 5, 6, 12, 18, 24]. The beam pattern of first subarray is based on elements at

[1, 2, 3, 4, 5, 6] and the second subarray is calculated by [6, 12, 18, 24]. As a conse-

quence, there is an overlapping element in the two subarrays.

The absolute value of (10) is

|||Blin,N1,N2

||| =
||||

1
(N1 + 1)N2

⋅
1 − ej(N1+1)N2𝜋u

1 − ej𝜋u
||||

(11)

Comparing to (8), it is straightforward to see that (11) equals to the absolute

value of (8) if N = (N1 + 1)N2 sensors. As a matter of fact, nested linear array could

achieve exactly the same beam pattern of a much longer ULA. This property helps

us to further analyze the performance improvement of the beam pattern when com-

paring NCA, CCA, and UCA.

4 Simulation Results

In order to test the resolution of CCA and NCA, we assume there are two sources

coming from the direction of 40◦ and 80◦. The elements in the linear array are located

as following:

UCA = [0, 1, 2,… , 29]
CCA = [0, 5, 6, 10, 12, 15, 18, 20, 24, 25]
NCA = [1, 2, 3, 4, 5, 6, 12, 18, 24, 30, 36]

where both the co-prime pair and nested pair is (5, 6). The length of UCA equals to

the length of CCA and NCA including their virtual elements, which is almost triple

of the real elements in CCA or NCA.
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Fig. 5 1D beam pattern of two far sources for UCA, CCA, and NCA
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Fig. 6 1D beam pattern of two close sources for UCA, CCA, and NCA

Figure 5 shows the beam pattern over 100 snapshots. The two sources are success-

fully detected by UCA, CCA, and NCA. But if the angles of the two sources are close

to each other, for example, one is 100◦ and the other 105◦, the result of beam pattern

is illustrated in Fig. 6. Both UCA and CCA fail to distinguish these two sources while

the NCA detects the two close sources. As a result, when the sources are far away,
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co-prime cylindrical array and nested cylindrical array could be applied to detec-

tion, however, if the sources are close to each other, we would better choose nested

cylindrical array.

5 Conclusion

Motivated by the recent studies about co-prime linear array and nested linear array,

two new sparse cylindrical arrays—co-prime cylindrical array and nested cylindrical

array are proposed in this paper. To the best of our knowledge, this is the first time

that co-prime array and nested array are combined with cylindrical array. A detailed

analysis of the beam pattern for CCA and NCA is provided. Since beam pattern is

related with the ability of resolution, we compare the performance of beam pattern

among uniform cylindrical array and the two sparse cylindrical arrays. Simulation

results prove our theoretical analysis, which is the two sparse cylindrical arrays could

achieve better performance with few elements comparing with uniform cylindrical

array. In the future study, we will focus on some other properties of the CCA and

NCA, such as applying different weighting functions.
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ACO-GA Combined Algorithm
for Solving Spectrum Allocation
Problem in D2D Communications

Chenguang He, Tingting Liang, Shouming Wei and Weixiao Meng

Abstract D2D communication is considered to be one of the key technologies in
LTE-A network even in 5G communication system. Spectrum allocation problem is
an important part in the study of D2D communication. Considering the spectrum
allocation problem under D2D communication scenario, this paper proposes a
system model with graph theory and adopt the concept of interference weights.
A novel spectrum allocation algorithm ACO-GA combined algorithm is proposed.
This algorithm combines ant colony algorithm and modified genetic algorithm
based on the theory of graph coloring. Simulation results show that ACO-GA
combined algorithm performs superior than traditional ant colony algorithm and
genetic algorithm on spectrum efficiency and interference cost.

Keywords D2D communication ⋅ Spectrum allocation ⋅ Ant colony algorithm ⋅
Genetic algorithm

1 Introduction

Device-to-Device (D2D) communication technology [1, 2] allows the neighboring
mobile terminals use spectrum resource for point-to-point data transmission directly,
without the need for additional infrastructure. D2D communication can be classified
as inband and outband D2D, which use licensed and unlicensed spectrums, respec-
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tively. Depending on whether transmission links reuse spectrum with cellular links,
there are two D2D types: underlay, which means they share the same spectrum, and
overlay, meaning D2D links use dedicated resource. D2D communication has many
advantages, for instance, the short distance between D2D terminals makes it possible
to get higher data transmission rate with smaller transmission power, and to further
improve spectrum efficiency by reusing spectrum resource with other users. In
addition, D2D communication can be employed to emergency situations when
infrastructure cannot work normally, so as to improve the robustness of cellular
networks.

Based on the aforementioned potential benefits, D2D communication is widely
considered to be one of the significant technologies in LTE-A network even in 5G
communication system. However, D2D communication using cellular network
spectrum brings more complex electromagnetic interference to the existing network
environment, and interference is the key factor affecting the system capacity and
Quality-of-Service (QoS). Therefore, appropriate spectrum allocation scheme and
effective interference control mechanism has been the focus in the study of the D2D
communication.

Spectrum allocation model based on graph coloring theory [3, 4] is a relatively
mature model in mobile cellular networks, which has been widely adopted to
analyze the spectrum planning and assignment of cellular cells. The principle of
graph coloring theory to solve spectrum allocation is as follows: the network
topology is abstracted to a graph; vertexes in the graph can either represent users in
the network or represent transmission link requests, and edges means two relevant
vertexes can communicate directly or there is interference between these two ver-
texes, etc.; and colors represent spectrum resources. To find proper coloring scheme
for graph vertexes to make sure neighbor nodes have different colors, so as to avoid
the co-channel interference and improve spectrum efficiency.

Most intelligent algorithms have made certain progress in solving graph coloring
problem, mainly including the exhaustive search method, backtracking method,
greedy algorithm, ant colony optimization algorithm (ACO), genetic algorithm
(GA), tabu search algorithm, and simulated annealing algorithm. The exhaustive
search method and the backtracking method belong to precise algorithms [5, 6] and
they are superior to other optimization algorithms in the case you can get solutions,
but the search space of precise algorithms is very complex, so they only apply to
solving small-scale graph coloring problem; Greedy algorithm, ant colony algo-
rithm, genetic algorithm, tabu search algorithm, and simulated annealing algorithm
are approximation algorithms [7–12]. These algorithms cannot find the optimal
solution, but they often find a better solution, especially when dealing with
large-scale graph coloring problem, approximation algorithms are more efficient
than precise algorithms. But these algorithms have some shortcomings inevitably,
like that ant colony algorithm easily gets suboptimal solution because of its local
convergence feature, and need large iterations to find the optimal solution; genetic
algorithm has cumbersome crossover and mutation operation; however, in
addressing the graph coloring problem, crossover operation can produce instability
and may destroy the former excellent results, which complicate the search process.
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This paper considers inband overlay D2D communication scenario, which
means D2D users use dedicated spectrum resources in licensed spectrum, so only
interferences between D2D links are taken into account without considering
interference between D2D and cellular users. Meanwhile a weighting factor [13] is
presented to show the interference size between D2D communication links.
Combining ant colony algorithm and genetic algorithm, ACO-GA combined
algorithm, a new spectrum allocation algorithm based on graph coloring theory is
proposed. Establish initial solution using the local convergence feature of ACO
algorithm, and then using modified GA to optimize the solution, finally we can get
the best spectrum allocation scheme balancing spectrum efficiency and interference.
And then through the simulation analysis, we compare the performance of
ACO-GA combined algorithm with traditional ACO algorithm and GA algorithm.

The remainder of this paper is organized as follows. Section 2 shows the system
model of inband overlay D2D communication scenario. In Sect. 3 the principle of
the proposed ACO-GA combined algorithm is demonstrated separately by modified
ACO and GA algorithms. Section 4 contains simulating results while finally,
Sect. 5 concludes this paper.

2 System Model

Considering the inband overlay D2D communication scenario in LTE-A network,
there only exists interference between D2D communication links and there is no
interference between D2D users and cellular users. All D2D users use small and
fixed transmission power to ensure only neighboring terminals, which have short
distance with each other, and can communicate directly through D2D mode. So it is
possible to make more D2D users in the network reuse the same spectrum resource
and do not cause large co-channel interference. In order to minimize the number of
spectrum used in the D2D communication, the maximum number of D2D com-
munication links that can reuse the same resource need to be found, and at the same
time to make sure that the interference among these D2D links, is within the
acceptable range.

The network is abstracted to a graph G= ðV ,EÞ, vertex set V = fv1, v2, . . . , vng
represents the number of D2D communication requests, and edge set
E= fðv1, v2Þ, ðv1, v3Þ, . . . , ðv1, vnÞ, ðv2, v3Þ, . . . , ðvn− 1, vnÞg represents any possible
interference between two D2D communication requests, a weighting factor is used
to describe the value of interference, which depends on the actual channel condi-
tions between these two links. In this model, value of the interference weight set
ranges from 1 to 15 and it is calculated as formula (1):

wij = roundð14 × ð1− dijffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2

p ÞÞ+1. ð1Þ
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In formula (1), wij means the interference weight between D2D communication
request i and request j, dij represents the distance between request i and request j,
the network range is a × b, roundðxÞ is the function to calculate the nearest integer
to x, and then we can get wij ∈ ½1, 15�. The greater the distance between these two
communication requests, the less the interference weight, which means the inter-
ference between the two requests is smaller, therefore the more likely it is to reuse
the same spectrum resource. Colors represent spectrum resources and two vertexes
will coat with the same color if they reuse the same resource.

3 ACO-GA Combined Algorithm

3.1 Establish Initial Solution with ACO Algorithm

In the graph G= ðV ,EÞ edge set E represents interference weight. We set a
threshold T, when wij > T , D2D communication requests i and j are regarded as
neighbor nodes, which means the interferences between requests i and j are too
heavy to coat with the same color; otherwise, requests i and j can coat with one
color. Therefore, an adjacent matrix A= faijgn× n can be described as formula (2):

aij = aji =
1, ðwij > TÞ
0, ðwi, j ≤ TÞ

(
. ð2Þ

After acquiring the adjacent matrix A, the degree of each vertex is

degreeðiÞ= ∑
n

k =1
aik, which shows the number of neighbor nodes that a certain node

has, so the degree of the graph is ΔG= max
1≤ i≤ n

ðdegreeðiÞÞ. Due to the systematic

characteristics of ACO algorithm, and its local convergence feature that are adap-
tive for solving graph coloring problem with k colors, in the meantime the fact that
the number of colors used for graph coloring problem is less than p=ΔG+1, so
first, ACO algorithm is used to solve graph coloring problem of p colors, then the
solution of p colors is adopted as initial population of an improved genetic algo-
rithm to find the minimum number of colors that color the graph.

Pheromone updating rules of ACO algorithm are as follows:

Δτij =
1 ̸Ck, ði, j ∈ visitedkÞ
0, ðelseÞ

�
ð3Þ

τijðtÞ= ð1− ρÞ ∙ τðt− 1Þ+ ∑
p

k=1
Δτkij. ð4Þ
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In formulas (3) and (4), Δτij is pheromone increment between request i and j,
visitedk represents the set of vertexes that ant k visited. Every ant represents one
color so value of ant k is from 1 to p. Ck means the total interference cost among
vertexes that ant k visited and Ck = ∑

i, j∈ visitedk
wij. ρ is the pheromone evaporation

factor.
Ant chooses the next vertex to visit according to the probability, which is

calculated as follows:

Pk
ij =

ταij ∙ η
β
ij

∑
nodes available

ταij ∙ η
β
ij

. ð5Þ

In formula (5), η= 1
M is the heuristic factor and M is the number of colors that

have been used. nodes_available represents the vertex set that ant k can access; α, β
show the importance of pheromone and heuristic factor respectively.

3.2 Find Optimization Solution with Modified GA
Algorithm

Traditional genetic algorithm adopt crossover and mutation operations, but in the
graph coloring problem, using crossover operation may make the neighbor nodes
coat with the same color, which destroys the former good group and makes the
solution becomes poorer. So a modified genetic algorithm is proposed, using
transposition operator and shifting operator as well as cut operator and splice
operator to replace crossover and mutation.

Transposition operator is a kind of random transposition operation to any
characters on the gene string according to the given rules or probability. For
example, for a binary coding chromosome A:1100100110, implementing transpo-
sition operation to the characters of position number 3 and 8 we can get a new
chromosome B:1110100010.

Shifting operator is to move a substring of certain length one position backward
in turn and at the same time move the last character to the first position of the string
according to the given rules or probability. For example, for a binary coding
chromosome A:1100100110, implementing shifting operator to substring of posi-
tion number 3, 4 bits length, we get a new chromosome B:1100010110.

Cut operator is to cut off the gene string at a particular location to make the
original chromosome string into two separate individuals according to the preset
probability or rules. For instance, for a binary coding chromosome A: 1100100110,
cut it off at the position of 6 to make it become two substrings 11001 and 00110 and
both length is 5 bits.

ACO-GA Combined Algorithm for Solving Spectrum Allocation … 121



Splice operator is to make two gene strings link together to become a single
individual according to the preset probability or rules. For example, for two binary
coding chromosomes A:11001 and B:00110, implementing splice operator to them
we get a new longer chromosome 1100100110.

Modified genetic algorithm works as follows. First, the initial solution of ACO
algorithm is adopted as the initial population of GA and vertexes are divided into a
number of substrings depending on the color they use. Then, genetic variation is
accomplished through verifying the different gene substrings. The concrete
implementation process of genetic variation is as follows: choose substring 1; verify
each vertex of substring 1 with all of the vertexes in other substrings, such as test
the first vertex in substring 1, marked as x, with all the vertices in substring 2; if x is
not neighbor of any vertex in substring 2, then delete x from substring 1 and move it
to substring 2; otherwise x remain at its place. Then do the same operation to the
other vertices of substring 1 as well as vertexes in other substrings. In the above
process, cut operator and splice operator are also used to change the length of gene
strings. After iterations, the number of substrings of new chromosome will become
smaller, namely the number of colors used, and finally it will converge to the
optimal solution that has minimum number of colors.

4 Simulation Results

The simulation is realized in MATLAB; the scope of the network is
1000 × 1000m2, and D2D communication request nodes randomly distributed in
the network. Under different numbers of D2D requests, ACO-GA combined
algorithm together with the traditional ant colony algorithm, genetic algorithm, and
ant colony algorithm considering interference weight proposed in reference [13] are
simulated and compared on the performance of spectrum reuse efficiency and total
interference cost. These four algorithms are simply marked as “combine”, “ACO”,
“GA”, and “interfere” in sequence in the figures.
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Figures 1 and 2 show spectrum reuse curves and total cost curves of four algo-
rithms respectively when D2D requests number range [20,100]. As shown in Fig. 1,
with the number of requests increasing, spectrum reuse efficiency of ACO-GA
combined algorithm and traditional genetic algorithm are very close and are better
than the other two algorithms. For total cost in Fig. 2, “interfere” curve has remained
at very low cost, but this advantage is the product of sacrificing spectrum resource,
and “combine” has less total cost compared with “ACO” and “GA”.

As the number of D2D requests growing, from Figs. 3 and 4 we can see that
“combine” curve displays its advantage in spectrum reuse performance, while in the
same way, “interfere” curve shows its superiority in total interference cost per-
formance. But considering the balance of spectrum reuse efficiency and interference
cost performance, apparently, ACO-GA combined algorithm exceeds the other
three algorithms.
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5 Conclusion

In this paper, we consider the spectrum allocation problem under the inband overlay
D2D communication scenario. With interference only exists among D2D users, we
adopt the concept of interference weights and establish the system model. Then
ACO-GA combined algorithm is proposed which combine ant colony optimization
algorithm and modified genetic algorithm based on the theory of graph coloring.
After simulation analysis, ACO-GA combined algorithm performs better on spec-
trum reuse efficiency and total interference cost than traditional ant colony algo-
rithm and genetic algorithm as well as the ant colony algorithm using interference
weights that are proposed in reference [13]. Our work provides a novel idea for
spectrum allocation problem in D2D communications.
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The Requirement for Mobile Relay Nodes
Under Highway Scenarios

Chen-Guang He, Kai-Yu Zhang, Yu-Long Gao and Wei-Xiao Meng

Abstract As we access data widely in our daily life, the present situation is that
there is a lot of demand for data access in the process of moving while there used to
access data in the static context. Under this situation, using the mobile relay nodes
(MRN) in conventional cellular communication to support auxiliary transmission
communication can effectively improve the ability of data transmission in the
process of mobile performance. In this paper, we discuss that under the driving on
the highway scenario, with the using of mobile relay nodes, we chose the whole
vehicle as the communication transfer object and the middle vehicle carry as mobile
relay node (MRN). Under the condition of considering the link capacity, this paper
analyzes the traffic flow with the demand of the mobile relay nodes (MRNs) and
conveys a digital expression. Simulation and probability analyses indicate that for
three different traffic flows, it is expounded to the change of traffic to the mobile
relay nodes (MRNs) demand changes.

Keywords Highway communication ⋅ Vehicle-to-vehicle ⋅ Relay node ⋅ Assist
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1 Introduction

Now in our daily life, while the dependent of communication network is gradually
increasing, the results then lead to the daily data traffic increasing gradually. For
these extra data accesses, we need to rebuild more communication facilities, such as
building more base station (BS) to improve the utilization rate of data transmission.
But because urban planning pattern has fixed in our society, it is hard to improve
the transfer ability of communication through rebuild the construction
of macro-base station. To solve these facing problems, the concept about relay
nodes (RNs) to support auxiliary transmission is presented, while it is also known
as the single-hop transmission. The function of relay nodes (RNs) is to enhance the
ability of communication in the base station coverage [1]. Follow to different
application environments, the mature small cells include femtocell for indoor,
microcell for outdoor, and picocell for both. Those small cells act as the extension
to 3G/4G macro-cellular to provide customer better wireless internet and voice data
service at a lower overhead. Relay nodes (RNs) are divided into two kinds, mobile
relay nodes (MRNs) and fixed relay nodes (FRNs). Similar to their name, they are
respectively applied to improve transmission communication ability in the process
of moving and stationary.

The remainder of the paper is organized as follows. Section 2 reviews related
work in the literature. Section 3 derives the system model and analyzes the prob-
ability of the MRN requirement. Simulation and numerical results are provided in
Sect. 5. Section 6 proposes the conclusion.

2 Related Work

Recent years, the fixed communication can be compensated through wire trans-
mission; however, the requirement of mobile communications capacity is growing.
In addition to the normal utilization, using the vehicles is also increasing, for
example, car and subway train. The utilization of communication transmission
system in these media still exists some problems and application prospects. First,
the car adopts wireless transmission channel in the process of high-speed moving,
while the channel model is the multi-path random channel. When the speed of the
mobile station is too high, the receiving signal carrier occurs Doppler shift which
will produce distortion and inter-symbol interference. Though the working relay
node still have a Doppler shift in the process of the auxiliary transmission, relative
to the each other users affected by Doppler shift, the application of the relay nodes
is obvious to improve this problem [2]. Second, as the users are surrounded in the
vehicular, the signal accomplishes the direct transmission process through the
wireless penetrate of the vehicles, resulting in vehicular penetration loss (VPL). To
reduce the energy consuming, the technology of vehicular crowd cell exploits MRN
which derive from 3GPP R12 [3]. These two points mean it is need more capacity
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to complete transmission, so it is essential to utilize relay to compensate the loss of
transmission [4]. Third, the on-board network is also a trending topic under the
situation of the highway. According to the IEEE- and ASTM-adopted Dedicated
Short Range Communication (DSRC) standard, a lot of reference about highway
cooperative collision avoidance is showing up, which is available to enhance the
security in the daily life. Thus, to improve the vehicular transmission performance,
we discuss the highway scenario in this paper, with using vehicular-to-vehicular
(V2 V) model as the communication model, to analyze the quantity of MRNs.

3 System Model

In this section, there is a simple highway model, where we only consider the
single-track vehicles, and all the vehicles have a constant speed v m/s.

In this model, as Fig. 1 shows, there are n exit/entrance in the highway, and in
each exit/entrance, the vehicles new into the entrance obey the Poisson distribution,
where the distribution of average is λn (n is the nth exit/entrance, 1 ≤ n and n as an
integer). In the (n + 1)th section connecting, we assume that the vehicles from the
nth to the (n + 1)th account for αn of all the nth vehicles, and deduce the proba-
bility of the vehicles pulling away 1 − αn. Similarly, we can deduce all the vehicles
driving on the nth which are also object to a Poisson distribution [5], where the
distribution of average is Cn+1:

Cn+1 = λn+1 + ∑
n

n=1
λn × αn. ð1Þ

Also, all the vehicles Tn in each highway denote:

Tn =
Cn

v
× dn ð2Þ

Molisch [6] in this paper, we choose D = 100 m as the working coverage of the
MRN to calculate the transmit power. Because of the dbreak existing, the transmit
power is

Fig. 1 The model of the
highway with many
exit/entrances
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Pri =Pti × cL− 2
i , ð3Þ

where Pr is the receive transmit power (considering the Pr of the each user is
constant); Pt is the transmit power of MRN; i denotes the ith vehicle in the working

coverage. Also, Pti =
Pri × L2i

c .
Similarly, the working coverage (D) of MRN is 100 m, so we can deduce all the

vehicles moving in the working coverage (D) which is also object to a Poisson
distribution, where the distribution of average is

An =
Cn

v
× 100. ð4Þ

Though we consider that the quantities of the vehicles obey Poisson distribution
in working coverage of the mobile relay nodes (100 m), but the position of these
vehicles obeys uniform distribution, which means the location of the vehicles is
interval distribution in the coverage. So the probability distribution for Pr is
expressed as

Prðx;mÞ= 1
m

ð5Þ

(m denote the quantity of the vehicles in the scope of the mobile relay nodes).
With the consideration of the different situations, we can assume three condi-

tions about the deployment of MRNs:

(1) There is no need for the MRN in the working coverage;
(2) There needs only 1 MRN in the working coverage;
(3) There needs at least 2 MRNs in the working coverage.

4 Probability Analysis

4.1 No MRN Existing

Because there is no MRN for auxiliary transmission, which means there is no
vehicle existing in the scope of this 100 m section, so the probability of no vehicle
expression is

Prfk=0g= A0
n

0!
e−An = e−An . ð6Þ
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4.2 Only One MRN Existing

When we consider the only one mobile relay node (MRN) in the model, it can be
continued to maintain the utilization of the MRN until the critical stability limit in
the working coverage. When we assume the critical stability limit is m, we can
calculate the probability as follows:

Prf0 < k ≤ mg= A1
n

1!
e−An +

A2
n

2!
e−An +

A3
n

3!
e−An +⋯= ∑

m

k=1

Ak
n

k!
e−An . ð7Þ

After the probability formula is confirmed, there are two kinds of circumstances
about the value of the m as follows: Pr denotes the receive power of the vehicle and
Ptsum = ε is the peak efficiency rating, namely ε.

(1) m is the odd number which is marked is m1, namely m1 = 2k1 + 1. So the
MRN is on the (k + 1)th vehicle, and the distance of the each vehicle is
Li = D

m− 1 × k1 + 1− ij j.
So the probability of Ptsum is

PtSUM = ∑
m

i=1
Pti = ∑

m

i=1

Pr × L2i
c

=
Pr
c

∑
m

i=1
ðk1 + 1− iÞ2 = D2 × Pr × k1ðk1 + 1Þð2k1 + 1Þ

12ck21
= ε

ð8Þ

2k1 +
1
k1

=
12c × ε

D2 × Pr
− 3 ð9Þ

subject to k1 is a integer a number

(2) m is the even number which is marked as m2, namely m2 = 2k1 + 1. So the
MRN is on the kth vehicle, and the distance of the each vehicle is
Li = 100

m− 1 × k− ij j

PtSUM = ∑
m

i=1
Pti = ∑

m

i=1

Pr × L2i
c

=
Pr
c

∑
m

i=1
ðk2 − iÞ2 = D2 × Pr × ð2k32 + k2Þ

12ck22
= ε ð10Þ

2k2 +
1
k2

=
12c × ε

D2 × Pr
ð11Þ

subject to k2 is a integer.
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As shown in (1) and (2), we can calculate the k1 and k2 values. Under the
condition of such values, we can obtain the final result mmax, mmax = Max{m1, m2}.

So

Prf0< k≤mmaxg= A1
n

1!
e−An +

A2
n

2!
e−An +

A3
n

3!
e−An +⋯= ∑

mmax

k=1

Ak
n

k!
e−An . ð12Þ

4.3 At Least Two MRN Existing

From Sect. 2, we could obtain the mmax, which can maintain the maximum in the
mobile relay node. So, when parts of the vehicle are more than maximum, there is
need to add additional mobile relay nodes to guarantee the performance of the
transmission.

First, we only can consider at least one extra relay probability is expressed as

Prfmmax < kg=1− ðA
0
n

0!
e−An +

A1
n

1!
e−An +

A2
n

2!
e−An +⋯Þ=1− ∑

mmax

k=0

Ak
n

k!
e−An . ð13Þ

So we can analyze the next step:

Step 1 Two mobile relay nodes, namely D1 = D
2 instead of D in Sect. 2, so the

existing probability is

Prfm1max < k ≤ m2maxg= Am1max + 1
n

ðm1max + 1Þ! e
−An +

Am1max + 2
n

ðm1max + 2Þ! e
−An +⋯+

Am2max
n

m2max!
e−An

= ∑
m2max

k=m1max + 1

Ak
n

k!
e−An .

ð14Þ

Step 2 Three mobile relay nodes, namely D3 = D
3 instead of D in Sect. 2, so the

existing probability is

Prfm2max < k ≤ m3maxg= Am2max + 1
n

ðm2max + 1Þ! e
−An +

Am2max + 2
n

ðm2max + 2Þ! e
−An +⋯+

Am3max
n

m3max!
e−An

= ∑
m3max

k=m2max + 1

Ak
n

k!
e−An .

ð15Þ
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By that analogy,we can obtain the following:

Step 3 There is Z mobile relay nodes, namely Dz = D
Z instead of D in Sect. 2, so the

existing probability is

Prfmðz− 1Þmax < k ≤ mzmaxg= A
mðz− 1Þmax + 1
n

ðmðz− 1Þmax + 1Þ! e
−An +

A
mðz− 1Þmax + 2
n

ðmðz− 1Þmax + 2Þ! e
−An +⋯+

Amzmax
n

mzmax!
e−An

= ∑
mzmax

k= ðz− 1Þmax + 1

Ak
n

k!
e−An .

ð16Þ

We think the upper limit is z MRNs, so the else probability is

Prfmzmax < kg=1− ∑
mzmax

k=0

Ak
n

k!
e−An = t. ð17Þ

If the probability over than t = 10−6, we do not consider rebuild another MRN.

5 Simulation Results

Considering the third entrance (n = 3), we assume and analyze the demand of
MRN under the following situation as shown in Table 1. We can get the result
m1max = 40; m2max = 166; m3max = 376, and assume the three cases as shown in
Table 2.

Table 1 The main
parameters

Parameter Values Parameter Values

Pr 50 dBm c 3.5 × 10− 4

v 20 m/s α1 0.6
ε 1 w α2 0.6

Table 2 The three case
parameters

λ1 λ2 λ3

Case 1 0.1 0.15 0.2
Case 2 1.5 1.5 1.5
Case 3 2.8 3 3.2
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Case 1: In the light traffic time, less vehicle volume pass. As shown in Fig. 2a, in
most cases (82%), there all need a MRN which can complete the transmission, but
in a few cases (18%), there are no vehicles through the continuous range.

Case 2: In the normal traffic time, normal vehicle volume pass. As shown in
Fig. 2b, in nearly all cases (99%), there all need a MRN which can complete the
transmission

Case 3: In the heavy traffic time, more vehicle volumes pass. As shown in
Fig. 2c, in most cases (89%), there all need a MRN which can complete the
transmission, but in a few cases (11%), there need two vehicles to support the
transmission.

Comparing the three figure, in all case, one MRN is enough to support the
transmit mission while each PDF of using one MRN is the highest (82, 99, 89%).

(a) Case 1 (b) Case 2

(c) Case 3

Fig. 2 The PDF of occurrence in three case
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6 Conclusion

In this paper, we discussed transmission models of vehicle carrier user in highway
and analyzed the changes of vehicular flow to the distribution of MRN. Especially,
we know that vehicular traffic flow is related to the position the MRN. The sim-
ulation and numerical result shows the one MRN is nearly efficient to complete the
transmission process under three different situations as we discussed above. With
the change of traffic flow, the demand of MRN will change slightly. Therefore, how
to find out the traffic flow at different times in the highway in order to enhance the
coverage of the transmission is the focus of the future research.
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Research of Improved ALOHA
Anti-collision Algorithm in RFID System

Ye Tian and Hui Kang

Abstract Dynamic time slot frame ALOHA algorithm is currently the most widely
used anti-collision technology in radio frequency identification (RFID) system.
Based on the traditional ALOHA algorithm analysis, we propose an improved
algorithm. The algorithm is based on a packet adaptive ALOHA anti-collision
algorithm (PA-ALOHA). First, the reader scans and counts the time slots which are
randomly selected by tags, and sends it to each tag. The tags, then, adjust
accordingly the time slot that enable the reader to skip idle slots and collision slots,
adaptively allocate effective slots, and then identify tags rapidly. The algorithm
employs packet and dynamically adjusts the frame size and other strategies, in order
to reduce the time of processing slots. Simulation results show that PA-ALOHA
algorithm improves the efficiency and stability of the system and reduce the
transmission overhead. Especially, when the number of tags is over 1000, the
algorithm throughput is still above 70% that has been greatly improved system
efficiency than conventional ALOHA algorithm.

Keywords RFID ⋅ ALOHA algorithm ⋅ Packet adaptive ALOHA ⋅
Throughput

1 Introduction

RFID (Radio Frequency Identification, RFID) is a noncontact two-way
data-transmission technique which gets the information of identified object using
electromagnetic wave propagation mode between the reader and the tags [1]. RFID
system that is widely used in supply chain management, traffic control, and other
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fields usually consists of three major components: electronic tags (tag), reader
(reader), and back-end database (database), in order to efficiently and accurately as
possible to identify a large number of items [2]. In many applications, it is inevi-
table to happen two or more tags simultaneously communicate with a reader, and
then the signals will interfere with each other, resulting in a collision. The identi-
fication efficiency of the RFID system will be reduced when a collision occurs, and
therefore, in a dense RFID tag system, often need to adopt an effective anti-collision
algorithm to identify multiple tags.

Domestic and international scholars have done a lot of research of collision
problem in multi-tag communicate with a reader at the same time [3]. These
methods are generally divided into four categories: space division multiplexing
method, frequency division multiplexing method, code division multiplexing
method, and the time-division multiplexing method [4]. Due to the low power
consumption, low storage capacity, and limited computing power and other char-
acteristics of tags, time-division multiplexing method anti-collision methods are
mainly used. In time-division multiplexing method, the most commonly used
multi-tag anti-collision algorithm is divided into two categories, one is based on
binary tree algorithm; its main representative algorithms are binary search algorithm
[5], dynamic binary search algorithm [6], leaping dynamic tree algorithm [7], and
the query tree algorithm [8]. This kind of algorithm selects a tag to communicate by
the reader based on the unique tag ID, so the performance of the search algorithm
will sharply deteriorate with ID-digit increase. Another is based on the ALOHA
algorithm. The main algorithms include slotted ALOHA(SA) algorithm [9], the
frame-slotted ALOHA(FSA) algorithm [10], the dynamic frame-slotted ALOHA
(DFSA) algorithm [11], in addition to the EPC Class-1 Generation-2 (EPC C1G2)
standard [12] proposed by EPC global, which uses a random frame-slotted algo-
rithm based on a Q value [13] and the collision prediction-ALOHA (CP-ALOAH)
algorithm [14] proposed on recent literature, etc. The anti-collision algorithms are
relatively uncomplicated; it also does not need to design complex internal circuitry
of tag, so the cost of the tag is lower. However, as the number of tags increases, or
even thousands, the probability of collision also increases with a sharp decline in
the performance of system identification. For the problem of large number of tags to
identify, researchers have also proposed the concept of grouping, including
enhanced dynamic frame-slotted algorithm, grouped dynamic frame-slotted
ALOHA (GDFSA) algorithm [15], etc. Compared with the previous algorithm,
throughput performance of packet-type anti-collision method is relatively stable,
but the throughput is less than 50% as the same as other algorithms.

In this paper, we propose an improved adaptive ALOHA algorithm and packet
adaptive ALOHA (PA-ALOHA) algorithm. The simulation results show that the
new algorithm reduces the transmission overhead and improves the recognition
efficiency and stability of the system. When the number of tags is greater than 1000,
recognition efficiency is still up to 70%. Compared with the EPC standard protocol,
transmission overhead declined by about 48%, and with the number of tags
increases, the superiority of the new algorithm is more obvious.
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2 Algorithm Description

2.1 The Basic Definition of the Algorithm

Set frame length L. When n tags are identified, each tag will randomly select a time
slot to send information of its own identifier. According to the binomial theorem,
the probability of any frame time slot occupied by a tag is p = 1/L, so the prob-
ability of m tags in the same time slot can be expressed as

P L, n,mð Þ= Cm
n ×

1
L

� �m

× 1−
1
L

� �n−m

, ð1Þ

When m = 0, that is to say in the time slot no tags request to be identified, the
time slot is called idle time slot; its probability is

Pi =P L, n, 0ð Þ= 1−
1
L

� �n

. ð2Þ

When m = 1, that is to say in the time slot two or more tags request to be
identified, the time slot is called collision time slot, and its probability is

Pe =P L, n, 1ð Þ= n
L

× 1−
1
L

� �n− 1

. ð3Þ

When m≥ 2, that is to say in the time slot only one tag requests to be identified,
the time slot is called effective time slot, and its probability is

Pc =1−Pi −Pe. ð4Þ

Then after a period of identification, the expectation of the number of idle time
slots is εL, ni , the expectation of the number of effective time slots is εL, ne , and the
expectation of the number of collision time slots is εL, nc . They can be expressed as

εL, ni =L × Pi = Lð1− 1
L
Þn ð5Þ

εL, ne =L × Pe = nð1− 1
L
Þn− 1 ð6Þ

εL, nc = L × Pc = L− εL, ni − εL, ne . ð7Þ
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Within identifying a time frame length, the proportion of the number of tags
which the reader transfers effective information is called the throughput of the RFID
system. The throughput is denoted as T:

T =
εL, ne

L
=Pe. ð8Þ

2.2 Optimization Analysis of RFID System Frame Length

Before the start, PA-ALOHA algorithm requires the reader to estimate the
remaining the number of tags. Vogt algorithm is used in this paper because of the
advantages of this algorithm, which is low error and stable. After its estimate,
reader will adjust the frame length number of tags dynamically according to the
number of tags, within the readable range. If the frame length is too long, a lot of
idle time slot will emerge, and on the contrary will lead to a sharp rise in the
collision slot. Both situations will result in reduced efficiency of identification
system eventually, so in order to achieve a higher throughput efficiency, the cor-
responding relationship between the frame length and the number of tags must be
found that determine the optimal frame length. Demand Eq. (8) the derivative:

dT
dn

=
1
L

1−
1
L

� �n− 1

+
n
L

1−
1
L

� �n− 1

ln 1−
1
L

� �
. ð9Þ

Order of Eq. (8) is equal to 0, and frame length L and the number of labels
should be met:

n= −
1

ln 1− 1
L

� � . ð10Þ

The Taylor series expansion of Eq. (10) is

L≈
1+ 1

n

1+ 1
n − 1

= n+1. ð11Þ

Equation (11) shows that, when the number of tags n is much greater than 1, and
n is close to the frame length L, the system throughput is maximized. Figure 1
shows simulation results of the throughput when fixed values of L are different:

According to Fig. 1, the intersection of the throughput curves of adjacent frame
length is the critical point which is to adjust the frame length.

2.3 Tag Packet Principle

Due to limited costs, so that the number of frame slots cannot unlimited increase
with the number of tags. So in the case for a large number of tags, response number
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of tags should be limited, in order to keep the system relatively high throughput.
According to Eq. (8), select the threshold of grouping tags. If the length of time slot
frames L is 256,

n
256× j

× 1−
1

256

� �n ̸j− 1

=
n

256× k
× 1−

1
256

� �n ̸k− 1

. ð12Þ

Wherein, j and k represent the number of neighboring groups, for example, when
j = 1 and k = 2, by Eq. (12), we can obtain n≈ 355, that is, in order to maintain
high efficiency of throughput, the number n of identification tags cannot be greater
than 355, when n is greater than 355, the unrecognized tags need to be divided into
packets. However, with the increase in the number of packets, slot consumption
will also increase and slot time adjustment will be longer. As shown in Fig. 2, when
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Fig. 3 Flow chart of PA-ALOHA algorithm
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the number of tags between 0 and 600, with divided into four groups, it reduces the
system performance. Therefore, PA-ALOHA algorithm takes adaptive packet; the
tags to be identified are grouped according to the number. When the number of tags
is large, this policy can solve the problem of low recognition rate, but also make the
system performance remained relatively stable, and reduce the time to identify the
tag.

2.4 Anti-collision Protocol of PA-ALOHA Algorithm

Before the tag is identified, PA-ALOHA algorithm scans time slots and records the
case of the tags reservation first, and then let the reader to skip the collision slots
and idle slots, and allocate effective time slot directly. So the tag which has reserved
time slot successfully can be identified directly to improve the utilization of slots.
The flow chart of PA-ALOHA algorithm is shown in Fig. 3.

The command sequences which appear in the flow chart are shown in Table 1.

3 Experimental Results

In order to confirm the validity of PA-ALOHA algorithm, the experiments have
been carried out. FSA-256 algorithm, DFSA algorithm, EPC standard algorithm,
GDFSA algorithm, and PA-ALOHA algorithm are simulated respectively using
MATLAB, in Windows7 operating system, 2G memory environment. Assume tags
are well distributed and the number of tags is more than 1500. In order to make the
results convincing, the simulation results are taken from the average of 100
experiments in the same conditions.

The first experiment was used to compare reader overhead of various algorithms.
Set the number of tags in the interval [0, 2000], the number of bits that is trans-
mitted by reader is shown in Fig. 4. With the increase of the number of tags, reader
overhead also increases. When the number of the tags is less than 1300, the reader
overheads of adaptive ALOHA algorithm and PA-ALOHA algorithm are almost
the same. When the number exceeds 1300, the advantages of PA-ALOHA algo-
rithm began to stand out. When the number of tags is 2000, the reader overhead of

Table 1 Command and parameter length of PA-ALOHA

Commands and parameters Features Length/bits

Query Adjust the frame length 8
Refresh_slot Adjust the number of slots 32
Count Slot count 8
Collection Confirm communication 18
Sleep Into a quiet state 2
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adaptive ALOHA algorithm is 66790, EPC standard algorithm is 60527 and
PA-ALOHA algorithm is 54245. Compared with adaptive ALOHA algorithm and
ECP standard algorithm, the reader overhead of PA-ALOHA algorithm decreased
by 18.8% and by 10.4%, respectively.

The second experiment was used to compare tag overhead of various algorithms.
Figure 5 shows tag overhead of three algorithms. In adaptive ALOHA algorithm
the number of bits which is transmitted by tags is nearly exponential growth.
In ECP standard algorithm and PA-ALOHA algorithm the number of bits which is
transmitted by tags is nearly linear growth. However, tag overhead increases the
most slowly in PA-ALOHA algorithm. When the number of tags is 2000, the tag
overhead of adaptive ALOHA algorithm is 422135, EPC standard algorithm is
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121545 and PA-ALOHA algorithm is 39601. Compare with adaptive ALOHA
algorithm and ECP standard algorithm, the tag overhead of PA-ALOHA algorithm
decreased by 96.1% and by 67.4%, respectively.

Total time slot is a key factor in determining the efficiency of the system, the less
the total number of slots, the better the performance of the system. The simulation
results are shown in Fig. 6. Set the number of tags in the interval [0, 1500]. The
total number of the slots of FSA-256 algorithm and DFSA algorithm is nearly
exponential growth. The total number of the slots of GDFSA algorithm and
PA-ALOHA algorithm is nearly linear growth. The total number of slots increases
the most slowly in PA-ALOHA algorithm. Especially when the number of tags is
large, the advantages of PA-ALOHA algorithm are more obvious. When the
number of tags is 1000, PA-ALOHA algorithm only needs about 1400 slots, about
4165 less than FSA-256, 3727 less than DFSA, and 1366 less than GDFSA.

System throughput is also an important measure of system performance. As
shown in Fig. 7, when the number of tags is less than 355, the throughputs of
GDFSA and DFSA are the same, and FSA-256 algorithm is the lowest, only about
0.2. PA-ALOHA algorithm is the highest, up to 0.7 or more. GDFSA, DFSA, and
PA-ALOHA algorithms can allocate effective time slots adaptively base on the
actual number of tags, and the FSA-256 algorithm uses a fixed frame length 256.
When the tag number is greater than 355, FSA-256, DFSA algorithm decreases
rapidly, and GDFSA and PA-ALOHA algorithm will divide tags into multiple, by
dynamically adjusting the frame length to identify tag for each group, so that the
throughput is stable within a certain range. System throughput of PA-ALOHA
algorithm is obviously much larger than the other three algorithms. The throughput
of FSA-256 algorithm is between 0.1 and 0.25. The DFSA algorithm is between 0.2
and 0.36, and GDFSA algorithm only maintains at about 0.36. When the number of
tags reaches 1000, compare with the FSA-256 and GDFSA, system efficiency of
PA-ALOHA algorithm increases by 300 and 97.2%.
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4 Conclusions

This paper presents an adaptive packet ALOHA anti-collision (PA-ALOHA)
algorithm. PA-ALOHA can identify tags rapidly by estimating the number of tags
and grouping, the slot reservation and other adaptive strategies. The simulation
results show that with the increasing number of tags, especially when the number of
tags exceeds 1000, throughput of PA-ALOHA algorithm maintains at 0.71 or more.
It is substantial increase to compare with the traditional algorithm-based ALOHA.
The total number of time slots and transmission overhead remain almost linear
increase. The efficiency of RFID systems can be effectively improved. The stability
of the system throughput increases and the cost of tags reduces. When the number
of tags is large, the advantage of PA-ALOHA algorithm is particularly significant,
and has broad application prospects.
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Performance Analysis for Multiple Tags
Inventory in RFID

Li Wang, Wenyuan Tao, Weibo Hu and Jiwei Song

Abstract This paper analyzed and contrasted multiple tags inventory performances
of the two international air Interface standards and Chinese national standard in
RFID. Given the innovation of technology and design ideas of the Chinese national
standard, the problems of inventory were analyzed in the three standards. After-
wards, the performance was simulated by software and hardware platforms, and the
performance of Chinese national standard [1] is better than EPC (EPCglobal
Class-1 Generation-2 UHF RFID Protocol) [2] or ISO 18000–6B (Information
Technology-Radio Frequency Identification for Item Management-Part 6: Param-
eters for Air Interface Communications at 860–930 MHz) [3].

Keywords RFID ⋅ Anti-collision algorithm ⋅ Chinese national standard

1 Introduction

The RFID system consists of Radio Frequency tags, reader, and middleware, an
application system. The reader communicated with tags through the air interface
protocol. The air interface protocol is the crucial technology to the RFID system [4].

The air interface protocol is separated into a physical layer and a MAC layer.
The physical layer defines the physical parameters of the interface between reader
and tag, while the MAC layer specifies the operation process and order between
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reader and tag. The radio frequency identification has many tags in the same reader
communication field in application scenes. In order to inventory tags, multiple
access technology is needed in the anti-collision algorithm. Section 2 of this paper
introduces the anti-collision algorithm in the Chinese nation standard, which is
designed by the team that is led by the author. Afterwards, Sect. 3 presents sim-
ulation results and the experiment results.

2 Anti-Collision Algorithm [5, 6]

• Binary tree algorithm in 6B

The anti-collision algorithm in 6B is a binary tree-splitting algorithm. The core
idea is to split the collision tags into two subsets of 0 and 1. Then the “0” subset is
queried first. If the slot does not contain a collision, then the reader identified the
tags correctly. If there is a collision, then the tags of “0” subset are separated into
“00” and “01” subsets. After identifying all tags in subset “0,” then query subset
“1” in the same method.

• ALOHAL algorithm in EPC [7, 8]

The EPC protocol is an improved ALOHA algorithm. In EPC, the tags are
divided into several discrete time slots. The tags randomly select one of these slots
to send data. The range that tag selected is dynamically changing in the
anti-collision process by adjusting the Q value.

• GB algorithm

The anti-collision algorithm in GB is DDS-BT. There are some improvement
ideas such as dispersing, shrinkage, and re-splitting.

The anti-collision algorithm in GB is improved by using the following ideas:

• Pre-splitting: In the binary tree algorithm, when there is a collision, only the 0
tags are separated into 0 and 1. At the beginning, the slot counters all tags that
are 0. There is a large number of collisions when there are many tags.
Pre-splitting is designed to solve this question. If several consecutive slots are
designated for collision, then a large amount of tags are in the same slot. Then
the reader sends the disperse command to divide all tags at the same time. Then
the number of collision slots is reduced.

• Shrinking: Pre-splitting is helpful for concentrated tags. However, it may
establish a large number of idle slots. Then shrinking is introduced to reduce the
number of idle time slots by simultaneously reduce idle slots.

• Re-splitting: In the binary tree algorithm, when two tags both counter 0, then a
collision occurs. The reader sends a Fail command to divide the tags. Then the
two tags generate random numbers. There is 25% probability that two random
numbers are both 1, and if so, then the next slot is idle and the reader will send a
Success command. If these two tags become counter 0 and collision again, then
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this process the Success command is actually invalid. If there is no response in
the next slot after collision, it means that all colliding tags are counter 1. Then it
should directly split tags with counter 1.

• Answering data structure: In the binary tree algorithm, each answering datum is
the whole tag ID. As a result, there is too much interaction information. In EPC
protocol, each answering datum is RN16. That can reduce the interaction
information to improve the system speed, but another problem is that the
answering data is not checked. Transmission errors need a few processes to solve
so the GB is designed to improve the answering data structure. The data is 16bit
with the CRC check data, and the data structure is in RN11 + CRC5 mode.

• Ending algorithm: It gives a ending algorithm in GB. The reader tracks the
largest number of tags countered when counting tags. When the biggest number
of tags counter is zero, all tags are inventoried in the communication field.

Using these algorithms, the GB is better than EPC and 6B when inventory tags
which is analyzed in Sect. 3.

3 Experimental Classification Results and Analysis

The evaluation for anti-collision is inventory speed. This is the number of inventory
tags in the unit time. Inventory speed is related to the anti-collision algorithm, but is
also related with the link rate, tag answering data structure, and state machine. The
evaluation for anti-collision algorithm without other factors is inventory throughput.
Inventory throughput is the rate between valid slots and total slots.

3.1 Evaluation Method

There are two methods of evaluation. One is software [9] and the other is hardware.
Software simulation platform: The Matlab on the PC simulates the air interface

between reader and tag and obtains the throughput and speed. The number of tags is
from 10 to 1000 with interval of 10, and the software is performed 1000 times. The
inventory speed is related with link rate and other communication parameters. The
simulation parameters obtained are listed below, and the minimum pulse width of
forward coding is 12.5 us and the backward data rate is 128 kbps.

(A) EPC:

Pulse width: 12.5 (us) RTcal = 2.500 T1 = 78.100 (us)
Tari = 25 (us) RTcal = 62.500 (us) T2 = 78.100 (us)
Data-1:1.5 Tari Forward clock: 31.25 (us) T3 = 0.000 (us)
Forward data rate = 32.0 (kbps) TRcal = 166.6 (us) T4 = 125.00 (us)
Backward data rate:128 (kbps) DR = 64/3 Q init = 4
TRext = 0 ΔQ = 0.300
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(B) 6B:

Pulse width: 12.5 us Forward data rate: 40 kbps Backward data rate: 128 kbps

Note: The backward data rate is assumed to be 128 kbps in order to be consistent
with the other protocol.

(C) GB

Tc: 12.5 (us) Backward data rate: 128.00 (kbps) T1 = 78.100 (us)

Forward data rate: 45.71 (kbps) Tpri: 7.81 (us) T2 = 78.100 (us)
Forward clock: 21.875 (us) Backward coding: FM0 T3 = 0.000 (us)

CIN = 4 TRext = 0 T4 = 125.00 (us)
CCN = 3

Hardware platform: The reader and tags are designed to communicate in three
protocols that focus on the inventory. The experiment is done in an indoor envi-
ronment. The inventory time and all information are recorded. The inventory
throughput and speed are calculated later. There are 100 tags for each protocol. The
number of tag in experiment ranges from 10 to 100 with interval of 10, and the
experiment is performed 1000 times.

The reader is shown as follows (Fig. 1).
The tags are pasted on the glass wall as follows (Fig. 2).

Fig. 1 The antenna of the reader
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3.2 Inventory Throughput

Inventory throughput is the rate between valid slots and total slots. It is calculated
with the following formula:

Inventory efficient =
number of valid slots
number of total slots

Figure 3 shows the graph of the result of inventory throughput by software
simulation. The abscissa is the number of tags, which ranges from 10 onto 1000. In
addition, the ordinate is the inventory throughput. As shown in Fig. 3, the
throughput of GB is the highest, the 6B is second and the EPC is the worst.

When the hardware is tested, the inventory throughput is calculated by analyzing
all the commands sent by the reader. The result in hardware experiment is similar
with the result in software simulation and is shown in Fig. 4.

Fig. 2 The tag
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3.3 Inventory Speed

The inventory speed refers to the number of tags that are in inventory in a unit time.
It is calculated according to the following formula:

Inventory Speed =
Number of tags
Inventory time

Figure 5 shows a graph depicting inventory speed by software simulation. As
shown in Fig. 5, the speed of GB is the highest, and the EPC is second, the 6B is
the slowest.
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After analyzing the results, the main factors of the inventory speed are inventory
forward and backward data rate. With the same forward and backward data rate, the
results are shown in Fig. 6:

The result of hardware experiment is shown below. The inventory speed of GB
is highest, speed of EPC is second, and speed of 6B is the slowest. The experi-
mental results are consistent with simulation (Fig. 7).
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3.4 Complexity

Unfortunately, there is very little application of 6B. As a result, complexities
between EPC algorithm and GB algorithm are compared (Table 1).

4 Conclusion

The anti-collision algorithm of GB/T 29768 is more efficient compared with EPC
and ISO18000–6B not only by software simulation but also by hardware
experiment.
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Ergodic Capacity Upper Bound
for Multi-hop Full-Duplex
Decode-and-Forward Relaying

Liang Han

Abstract Full-duplex relaying (FDR) can receive and transmit simultaneously
over the same frequency band, thus enabling a significant increase of spectral
efficiency and has attracted much research interests. In this paper, we investigate the
ergodic capacity of multi-hop decode-and-forward (DF) FDR systems, in which the
relay nodes suffer not only from self-interference but also from inter-relay inter-
ference. We consider two cases for the inter-relay interference, i.e. one relay node
knows perfect channel state information (CSI) from all other relay nodes or only
knows the CSI from the previous relay node. The ergodic capacity upper bounds are
derived for each case, respectively. Finally, we present numerical results to compare
the ergodic capacity of multi-hop FDR with multi-hop half-duplex relaying (HDR).

Keywords Multi-hop relaying ⋅ Full-duplex ⋅ Decode-and-forward ⋅ Ergodic
capacity upper bound

1 Introduction

In multi-hop relaying system, a source communicates with a destination via multiple
intermediate relays [1]. Compared with direct transmission, multi-hop relaying can
improve system capacity, save transmitter power and extend network coverage [2–4].

So far, most studies on traditional wireless relaying have focused on the
half-duplex mode, where each relay receives and retransmits the signal over
orthogonal channels. Half-duplex relaying (HDR) can make the system design and
implementation simpler, but it will result in significant loss of spectrum efficiency.
In recent years, encouraged by the development of self-interference cancellation
(SIC) technologies [5–8], full-duplex relaying (FDR), where the relay node receives
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and transmits at the same time and over the same frequency band, has drawn
significant research interests.

Early works on performance analysis of FDR assumed that the transmit antenna
and receive antenna of a relay are perfect isolated and thus the self-interference can
be neglected [9]. However, the self-interference cannot be completely cancelled in
practice. So far, several works have taken the effect of residual self-interference
(RSI) into account. In [10], the authors investigated the outage probability of an
infrastructure-based FDR. In [11], a hybrid relaying scheme which could switch
between full-duplex and half-duplex mode was proposed. In [12], the authors
investigated the outage performance of a selective decode-and-forward (DF) FDR
that consider both RSI and direct link. We note that most of the works on FDR
systems focused on a single relay case (i.e. dual-hop relaying). Since the relay
nodes suffer not only from RSI but also from inter-relay interference in multi-hop
FDR, the performance analysis and design of multi-hop FDR is more difficult. In
[13], the authors considered all the inter-relay signals except the signal from pre-
vious relay as interference and investigated the outage performance of multi-hop
HDR.

In this paper, we investigate the ergodic capacity of multi-hop DF FDR systems.
Two cases are considered for the inter-relay interference, i.e. one relay node knows
perfect channel state information (CSI) from all other relay nodes or only knows the
CSI from the previous relay node. We assume all the channels including the RSI are
Rayleigh fading. The upper bound of the ergodic capacity is derived considering the
RSI and inter-relay interference.

2 System Model

The multi-hop FDR system is illustrated in Fig. 1, where a source node S com-
municates with a destination node D through N relay nodes R1,R2, . . . ,RN . For
notational convenience, we denote S and D as R0 and RN +1, respectively. The
distance between Ri and Rj is denoted by di, j, and the transmit power of Rm is
denoted by Pm. We employ DF relaying in this paper, thus each relay node will
decode the message based on the received signal and then forward the message to
the respective successor node if it is correctly decoded. We assume that S and D are
equipped with a single antenna, and Rm is equipped with two antennas (one for
receiving and one for transmitting). All the antennas are assumed to be omnidi-
rectional. The received signal at Rmðm=1, 2, . . . ,N +1Þ can be written as

yFDm ðtÞ= ffiffiffiffiffiffiffiffiffiffiffi
Pm− 1

p
hm− 1, mxm− 1ðtÞ+ ∑

N

i = 0,
i ≠ m− 1

ffiffiffiffiffi
Pi

p
hi, mxiðtÞ+ nmðtÞ, ð1Þ
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where xiðtÞ denotes the unit-power signal transmitted from Ri at time instant t, and
hi, m denotes the channel from Ri to Rm. Specifically, hm, m denotes the RSI channel
when i=m, and the interference channel caused by other relays when i≠m and
m− 1.

For simplicity, we assume the processing delay at each relay is 1 time unit, then
the transmit signal xiðtÞ for i>m at time instant t can be given by
xiðtÞ= xmðt− i+mÞ. Moreover, we assume all the channels including the RSI
channel follow Rayleigh fading; then the channel coefficient hi, m is a zero-mean
complex Gaussian random variable. Using the distance-dependent path loss model,
the variance of hi, m is d − α

i, m when i≠m. When i=m, the variance of hm, m is
assumed to be equal to τ for all the relay nodes.

Each relay decodes the message based on the received signal, so we consider
two cases in this paper:

Case I: Rm only knows channel hm− 1, m. As such, all other signals are considered to
be interference.
Case II: Rm knows perfect CSI from all other relays. In this case, since Rm knows
the transmit signal xi tð Þ for i>m, the interference from Rm+1 to RN can be sub-
tracted from the received signals (1), and the equivalent received signals can be
given as

y ̃FDm ðtÞ= yFDm ðtÞ− ∑
N

i = m+1

ffiffiffiffiffi
Pi

p
hi, mxm t− i+mð Þ

=
ffiffiffiffiffiffiffiffiffiffiffi
Pm− 1

p
hm− 1, mxm− 1ðtÞ+ ∑

m

i = 0,

i ≠ m− 1

ffiffiffiffiffi
Pi

p
hi, mxiðtÞ+ nmðtÞ. ð2Þ

Transmit antenna
Receive antenna

Desired signal
Interference

R1S DR2

. . .
Fig. 1 System model of multi-hop FDR
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3 Ergodic Capacity Analysis

For case I of multi-hop FDR system, we denote the received signal-to-interference-
plus-noise ratio (SINR) at Rm by γm, which is given as

γm =
Pm− 1 hm− 1,mj j2

∑
N

i=0,
i≠m− 1

Pi hi,mj j2 +N0

=
γm− 1,m

∑
N

i=0,
i≠m− 1

γi,m +1
, ð3Þ

where γi,m =Pi hi, mj j2 ̸N0. Since the interference channel also follows Rayleigh

distribution, the PDF of γi, m is given by fγi, m xð Þ= 1
γ ̄i, m exp − x

γ ̄i, m

� �
, where

γ ī, m =Pid − α
i, m ̸N0. The equivalent SINR for case I of multi-hop FDR is given by

γFD =min γ1, γ2, . . . , γN +1ð Þ. The CDF of γFD can be written as

FγFDðxÞ= Pr min γ1, γ2, . . . , γN +1ð Þ≤ xð Þ=1− ∏
N +1

m=1
1−FγmðxÞ
� �

, ð4Þ

where Fγm xð Þ denotes the CDF of γm. Using the result in [14], we have

Fγm xð Þ=1− exp −
x

γm̄− 1, m

� �
∏
N

i = 0,
i ≠ m− 1

1
1+ xγ ī, m ̸γ ̄m− 1, m

. ð5Þ

By substituting (5) into (4), we get

FγFDðxÞ=1− exp − ∑
N +1

m=1

x
γm̄− 1, m

� �
× ∏

N +1

m = 1
∏
N

i = 0,
i ≠ m− 1

1
1+ xγ ī, m ̸ γm̄− 1, m

. ð6Þ

Using the equivalent SINR, the instantaneous capacity for case I of multi-hop
FDR is given by CFD = log2 1+ γFDð Þ, and the ergodic capacity is given by
C ̄FD =E log2 1+ γFDð Þ½ �. The upper bound of the ergodic capacity is obtained as
CF̄D ≤ log2 1+E γFD½ �ð Þ, where E γFD½ � can be given by

E γFD½ �=
Z +∞

0
1−FγFD xð Þ� �

dx

=
Z +∞

0
exp − ∑

N +1

m = 1

x
γm̄− 1, m

� �
∏
N +1

m = 1
∏
N

i=0, i ≠ m− 1

1
1+ xγ ī, m ̸γm̄− 1, m

dx.
ð7Þ
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To make (7) more mathematically tractable, we use partial fraction expansion

∏
N +1

m = 1
∏
N

i = 0, i ≠ m− 1

1
1+ xγ ī, m ̸γm̄− 1, m

= ∑
N +1

m = 1
∑
N

i = 0, i ≠ m− 1

λi, m
1+ xγ ī, m ̸γ ̄m− 1, m

, ð8Þ

where λi,m can be obtained by using method of undetermined coefficients. Note that
in (8), we assume the coefficients γ ̄i,m ̸γm̄− 1,m, m=1, 2, . . . ,N +1, i=1, 2, . . . ,N,
i≠m− 1 are unequal. When some of the coefficients are equal, the expression
should be modified accordingly.

Substituting (8) into (7), we have

E γFD½ �= ∑
N +1

m = 1
∑
N

i = 0, i ≠ m− 1
λi, m

γm̄− 1, m

γ ī, m
exp

γm̄− 1, m

γ ī, m
Φ

� �
Ei 1,

γm̄− 1, m

γ ī, m
Φ

� �
, ð9Þ

where Φ= ∑
N +1

m=1

1
γ ̄m− 1, m

, and Eiðn, xÞ= R∞
1

expð− xtÞ
tn dt is the well-known exponential

integrals function. Then the upper bound of the ergodic capacity can be obtained.
For case II of multi-hop FDR system, the SINR at Rm can be written as

γm̃ =
Pm− 1 hm− 1,mj j2

∑
m

i=0,
i≠m− 1

Pi hi,mj j2 +N0

=
γm− 1,m

∑
m

i=0,
i≠m− 1

γi,m +1
. ð10Þ

Note that the interference from Rm+1 to RN has been cancelled. Similar to case I
of multi-hop FDR system, the equivalent SINR for case II is given by γ ̃FD =min
γ1̃, γ2̃, . . . , γ ̃N +1ð Þ. The instantaneous capacity and ergodic capacity can be
obtained by replacing γFD with γF̃D. Suppose the partial fraction expansion for this
case is given by

∏
N +1

m = 1
∏
m

i = 0, i ≠ m− 1

1
1 + xγ ī, m ̸γm̄− 1, m

= ∑
N +1

m = 1
∑
m

i = 0, i ≠ m− 1

μi, m
1+ xγ ī, m ̸γm̄− 1, m

. ð11Þ

We can obtain the expected value of the equivalent SINR as

E γF̃D½ �= ∑
N +1

m = 1
∑
m

i = 0, i ≠ m− 1
μi, m

γm̄− 1, m

γ ī, m
exp

γm̄− 1, m

γ ī, m
Φ

� �
Ei 1,

γm̄− 1, m

γ ī, m
Φ

� �
. ð12Þ

Then the upper bound of the ergodic capacity for this case can be obtained.
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4 Numerical Results

In this section, we present numerical results to compare the ergodic capacity of
multi-hop FDR with multi-hop HDR. For simplicity, we normalize the distance
between the source and the destination to unity, i.e. d=1. All the relays are
assumed to be located on the line connecting the source and the destination, and the
path loss exponent α is set to 4.

Figures 2 and 3 illustrate the ergodic capacity of multi-hop HDR and FDR for
N =2 and N =3, respectively. We assume all the nodes are equidistant, i.e.
di =1 ̸ðN +1Þ, i=0, 1, . . . ,N. The transmit power of the source and all the relays
are equal to P0 and the SNR is defined as ðN +1ÞP0 ̸N0. We can see that the
ergodic capacity of multi-hop HDR is higher than that of multi-hop FDR case I in
the high SNR region but lower than that of multi-hop HDR case II in the low SNR
region. This is because all the signals except the desired signal are treated as
interference in multi-hop FDR case I while the interference from Rm+1 to RN can be
subtracted from the received signal of Rm in multi-hop FDR case II. Therefore, the
interference of multi-hop FDR case II is much smaller than that of multi-hop FDR
case I. From Figs. 2 and 3, we can conclude that (i) if a relay cannot handle the
interference from other relays, it is not beneficial to use FDR and (ii) multi-hop
FDR has performance limits because it is an interference-limited system.
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5 Conclusion

We investigated the ergodic capacity of multi-hop DF FDR systems, whose main
characteristic is that the relay nodes suffer from both self-interference and
inter-relay interference. Two cases were considered for the interference. In case I
we considered all the signals except the desired signal as interference while in case
II we subtracted the interference from Rm+1 to RN . We derived the upper bound of
the ergodic capacity. It was shown by the numerical results that the multi-hop FDR
case II presents a better performance than multi-hop HDR.
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Transmit Multi-beamforming for Colocated
Uniform Linear Array Using MISL
Beamformers

Haisheng Xu, Jian Wang, Wenyun Gao and Zhihui Yuan

Abstract This paper considers transmit multi-beamforming for colocated uniform

linear array (ULA). First, the colocated ULA emitting sum of independent ortho-

normal baseband waveforms by each element is briefly introduced, and its trans-

mit beampattern expressed by the sum of sub-beampatterns of all the waveforms is

formulated. Then the beamforming algorithms using the criterion of minimum inte-

grated sidelobe level (MISL) for different types of steering angle-space are proposed.

The algorithms can be summarized by optimizing the weighting coefficients of each

waveform, which controls one sub-beampattern, to form a beam based on parallel

MISL beamformers. And each beamformer is then converted to a Rayleigh quo-

tient (RQ) minimization in which the optimal closed-form solutions can be obtained.

Finally, numerical comparisons and computational complexity analyses are provided

to validate the MISL beamformers.
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1 Introduction

Colocated uniform linear array (ULA) has attracted lots of attention for it can take

the advantage of the good properties of waveform diversity and antenna coherence.

These two properties guarantee that the colocated ULA can have extra degrees of

freedom in transmit beamforming with significant coherent gains [1–4].

In transmit antenna radiation theory, sidelobe level of the transmit beampattern

is one of the most important performance indexes [5, 6]. And in array applications,

targets may not just present at a single angle-direction or angle-space but may come

from several scattered directions or areas, which makes us need to carefully inspect

these several discrete spaces simultaneously. Thus transmit multi-beamforming with

lower sidelobe levels is also an important demand in reality. As we know, a phased-

array transmitting a single waveform can obtain narrowly focused beampatterns [1].

However, the mode of transmitting the same waveform for all elements limits its

applications in multi-beamforming. Since transmitting multiple waveforms can pro-

vide extra degrees of freedom in waveform design to realize flexible transmit beam-

pattern formation, it makes sense to further exploit the potentials of colocated ULA

transmitting multiple waveforms in multi-beamforming.

Therefore, this paper considers transmit multi-beamforming for the colocated

ULA using minimum integrated sidelobe level (MISL) [7] beamformers. First, the

colocated ULA emitting sum of independent orthonormal baseband waveforms for

each element is briefly introduced, and its transmit beampattern expressed by the

sum of sub-beampatterns of all the waveforms is formulated. Then the beamforming

algorithms using the criterion of MISL for different types of steering angle-space

are proposed. The algorithms can be summarized by optimizing the weighting coef-

ficients of each waveform, which controls one sub-beampattern, to form a beam

based on parallel MISL beamformers. And each beamformer is then converted to a

Rayleigh quotient (RQ) minimization in which the optimal closed-form solutions can

be obtained. Finally, numerical comparisons and computational complexity analy-

ses among different beamformers are provided to show the good performance and

high-efficiency of the our beamformers, respectively.

2 Transmit Multi-beamforming by MISL

Consider a colocated ULA equipped with M elements, which are separated by a half

wavelength. Assume each element emits a weighted sum of Q independent ortho-

normal baseband waveforms represented by𝝓 (t) =
[
𝜙1 (t) 𝜙2 (t) ⋯ 𝜙Q (t)

]T
, where

superscript T denotes transpose operation. The weightings are described by a coeffi-

cient matrix𝐂 = [𝐜1 𝐜2 ⋯ 𝐜Q], where𝐂 ∈ ℂM×Q
and 𝐜q is used to control the amount

of the qth waveform added into a sum at each element [8]. The total transmit power

is fixed at Et by setting

Q∑

q=1

‖‖‖𝐜q
‖‖‖
2
= Et. Then the well-known transmit beampattern
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[1, 9] is given by

P(𝜃) = 𝐚H(𝜃)𝐂𝐂H𝐚(𝜃) (1)

where 𝜃 ∈ Θ = [−𝜋
2
,
𝜋

2
], subscript H denotes complex conjugate-transpose (or Her-

mitian) operation and 𝐚(𝜃) is the transmit steering vector [10] formulated as 𝐚(𝜃) =
[1 ej𝜋 sin(𝜃) ⋯ ej𝜋(M−1) sin(𝜃)]T . Then P(𝜃) can be reformulated as

P (𝜃) = 𝐚H(𝜃)
( Q∑

q=1
𝐜q𝐜Hq

)

𝐚(𝜃)

=
Q∑

q=1
𝐜Hq 𝐚(𝜃)𝐚

H(𝜃)𝐜q

=
Q∑

q=1
𝐜Hq 𝐀M(𝜃)𝐜q

(2)

where 𝐀M(𝜃) ≜ 𝐚(𝜃)𝐚H(𝜃).
From (2), it can be seen that the transmit beampattern of the ULA can be formu-

lated by a sum of the sub-beampatterns of the waveforms and each sub-beampattern

is controlled by the weighting coefficients of one waveform. In the following, we

present two transmit multi-beamforming cases by using MISL beamformers under

the strategy that one sub-beampattern forms one beam according to the different

types of steering angle-space.

2.1 Transmit Multi-beamforming Toward Multiple Wide
Angle Areas

Consider forming Q beams each toward a continuous interested wide area Θq, where

Θq ⊂ Θ and q = 1, 2,… ,Q. For the qth beam, to maximize the power of the beam

concentrated in Θq while minimize it outside Θq, we can formulate the following

MISL [7, 9] optimization

min
‖𝐜q‖=

√
Et
Q

𝐜Hq 𝚪
(q)
u 𝐜q

𝐜Hq 𝚪
(q)
d 𝐜q

, q = 1, 2, ...,Q (3)

where 𝚪(q)
d and 𝚪(q)

u (∈ ℂM×M
) are calculated by two integral operations over Θq and

Θ ⧵ Θq, respectively, and given by
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𝚪(q)
d ≜

∫Θq

𝐀M(𝜃)d𝜃

𝚪(q)
u ≜

∫Θ⧵Θq

𝐀M(𝜃)d𝜃
. (4)

Note that except the constraint of equal norm for all waveform weighting vectors,

we can also use some other constraints, for example, setting equal maximal-value for

all sub-beampatterns, for theQ optimizations formulated in (3). AsΘq is a wide angle

area, we can reckon the rank of 𝚪(q)
d is greater than one. Although we cannot guaran-

tee that 𝚪(q)
d is positive definite, we can prove that Γ(q)

d + 𝚪(q)
u for q = 1, 2,… ,Q are

always positive definite since 𝐱H
(
Γ(q)
d + 𝚪(q)

u

)
𝐱 = 𝐱H ∫Θ 𝐀M(𝜃)d𝜃𝐱 = 2 ‖𝐱‖2 > 0

for any nonzero vector 𝐱. Then we can use case (1) or case (3) of the following

theorem to solve (3).

Theorem 1 [11, ERQM Theorem]: Define Hermitian matrices 𝐀, 𝐁 ∈ ℂn×n, and
assume 𝐀 + 𝐁 is positive definite while 𝐀 is nonnegative definite with rank(𝐀) =
𝜍 (0 < 𝜍 ≤ n). Focusing on the optimization problem formulated as

min
𝐫

𝐫H𝐁𝐫
𝐫H𝐀𝐫

, (5)

then

(1) If 2 ≤ 𝜍 < n, the optimal solution to (5) is given by

𝐫opt = 𝐔

⎛
⎜
⎜
⎜
⎜
⎝

(
𝚲− 1

2
1

)H

−�̃�−1
1 �̃�H

2

(
𝚲− 1

2
1

)H

⎞
⎟
⎟
⎟
⎟
⎠

𝐱★, (6)

where 𝐫opt is the minimal solution when 𝐱★ (∈ ℂ𝜍×1) is the eigenvector cor-

responding to the minimum eigenvalue of 𝚲− 1
2

1 �̃�
(
𝚲− 1

2
1

)H

; �̃� ∈ ℂ𝜍×𝜍 such that

�̃� ≜ �̃�0 − �̃�2�̃�−1
1 �̃�H

2 ; 𝚲1 ∈ ℝ𝜍×𝜍 is an invertible diagonal matrix obtained from

the eigen decomposition of 𝐀 by 𝐀 = 𝐔
(
𝚲1 𝟎
𝟎 𝟎

)
𝐔H, and �̃�0 ∈ ℂ𝜍×𝜍 , �̃�1 ∈

ℂ(n−𝜍)×(n−𝜍) and �̃�2 ∈ ℂ𝜍×(n−𝜍) are the submatrices of 𝐔H𝐁𝐔 given by

𝐔H𝐁𝐔 =
(
�̃�0 �̃�2
�̃�H
2 �̃�1

)
. (7)

(2) If 𝜍 = 1, let 𝐀 = 𝐮𝐮H, then the optimal solution to (5) is given by
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𝐫opt = 𝐮 − 𝐔2
(
𝐔H

2 𝐁𝐔2
)−1 𝐔H

2 𝐁𝐮, (8)

where𝐔2 is a submatrix of the unitary matrix𝐔 obtained by eigen-decomposing
𝐀 and formulated as 𝐔 =

(
𝐮

‖𝐮‖ 𝐔2

)
.

(3) If 𝜍 = n, the optimal solution of (5) is given by

𝐫opt =
(
𝐀−1∕2)H 𝐱★, (9)

where 𝐫opt is the minimal solution when 𝐱★ (∈ ℂn×1) is the eigenvector corre-
sponding to the minimum eigenvalue of 𝐀−1∕2𝐁(𝐀−1∕2)H.

2.2 Transmit Multi-beamforming Toward Discrete Angle
Points

The problem in (3) seeks multi-beamforming toward wide angle areas. However, in

some applications beamforming toward several discrete angle points is also desired,

requiring multiple beams steered to several interesting directions. Suppose the direc-

tions are 𝜃q, q = 1, 2,… ,Q, i.e., Θq = {𝜃q}, q = 1, 2,… ,Q, then we use Riemann

sum [12] instead of continuous integral to modify 𝚪(q)
d and 𝚪(q)

u as 𝚪(q)
d = 𝐀M(𝜃q)𝛥𝜃

and𝚪(q)
u =

∑
Θ⧵{𝜃q} 𝐀M(𝜃)𝛥𝜃, respectively, where 𝛥𝜃 represents the infinitesimal (but

nonzero) differential element, and obtain the altered optimization by

min
‖𝐜q‖=

√
Et
Q

𝐜Hq

(
∑

Θ⧵{𝜃q}
𝐀M(𝜃)

)

𝐜q

𝐜Hq 𝐀M(𝜃q)𝐜q
, q = 1, 2, ...,Q, (10)

where we still use the equal-norm constraint to formulate our optimization.

The above problem is a quadratic ratio minimization with a rank-one matrix in

the denominator. As we have that 𝚪(q)
d + 𝚪(q)

u for any q is always positive definite, we

can obtain that
∑

Θ⧵{𝜃q} 𝐀M(𝜃) + 𝐀M(𝜃q) =
∑

Θ 𝐚(𝜃)𝐚H(𝜃) is also positive definite,

hence, we can use case (2) of Theorem 1 to directly obtain the optimal closed-form

solutions to (10).
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3 Numerical Results

In this section, we present numerical results to demonstrate the effectiveness of the

MISL beamformers for the two multi-beamforming problems.

3.1 Performance Comparisons on Different Beamformers

For the two cases of multi-beamforming problems introduced in Sect. 2, we present

two numerical examples. To show the better precision of the MISL beamformers

using Theorem 1 (called MISL for short), the pseudoinverse-based solution (PBS) of

[13, 14] is compared. Meanwhile, to show the better performance of the MISL, the

beamformers obtained by solving the discrete prolate spheroidal sequences (DPSS)

[15], which employed the typical RQ optimizations, are also compared. Set the num-

ber of array elements M = 20, and the beamforming results are shown in Fig. 1,

where we normalize all the sub-beampatterns of each case to a same value before

merging them together. From the two subfigures of Fig. 1, it can be seen that the

MISL can form radiation patterns with lower sidelobe levels than that of the DPSS

beamformers, and especially, the DPSS beamformers may split the mainlobes of the

patterns when beamforming toward a wide range of space (see Fig. 1a). Addition-

ally, although the PBS uses the same beamforming criterion as the MISL to form

radiation patterns, it employs pseudoinverses to deal with singular matrixes, which

causes approximation errors in transmit beamforming and results in the worst radia-

tion patterns among the three algorithms. And these approximation errors are bigger

as shown in Fig. 1b, where the mutli-direction beam based on the PBS cannot form a

shaped radiation pattern any more for which applies the pseudoinverse to a rank-one

matrix.

3.2 Complexity Analyses on Different Beamformers

In this subsection, we compare the computational complexity of the MISL beam-

former with the PBS and DPSS. To perform the analyses, floating point operations

(FLOPs) [16] of the PBS, DPSS, and MISL are counted. The matrix operations

involved in the three algorithms are mainly eigen decomposition, matrix inversion,

matrix–matrix product, matrix–vector product, matrix summation/subtraction, and

square-root operation. Then given the matrix dimension and rank of 𝐀 defined in

(5) are n and 𝜍 (1 ≤ 𝜍 < n), respectively, the FLOPs of the three algorithms are cal-

culated and presented in Table 1. Observe the table, we can coarsely know that the

DPSS has the lowest complexity and when 2 ≤ 𝜍 < n the complexity of MISL lies

between the PBS and DPSS while when 𝜍 = 1 the complexity of MISL approaches

to the PBS. To validate our conclusion, we draw the complexity curves of the three
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Fig. 1 Radiation patterns of

multi-beamforming toward a
three wide areas:

Θ1 = [−55◦,−25◦],
Θ2 = [−15◦,+15◦] and

Θ3 = [+35◦,+65◦] and b
three angles: Θ1 = {−40◦},

Θ2 = {0◦}, and

Θ3 = {+30◦}
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Table 1 FLOPs of the PBS, DPSS and MISL

PBS DPSS MISL

2 < 𝜍 < n 32
3
n3 − n2 − 17

3
n + 2

+𝜍
1
3
n3 + n2 − 7

3
n + 1 16

3
n3 + 10

3
𝜍3

+3n𝜍2 + n2𝜍
+𝜍2 − 7

3
(n + 𝜍)

−3n𝜍 + 2
𝜍 = 1 34

3
n3 − 16n2 + 20

3
n

algorithms based on Table 1 and show them in Fig. 2, where Fig. 2a shows that the

curves of MISL, i.e., the solid red lines, for different 𝜍 (2 ≤ 𝜍 < n) basically all lies

between the PBS and DPSS, while Fig. 2b and its partial enlarged details show that

the curve of MISL for 𝜍 = 1 nearly overlaps with that of the PBS.
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Fig. 2 Computational

complexity comparisons

among the PBS, DPSS, and

MISL for a case 2 ≤ 𝜍 < n
and b case 𝜍 = 1
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The above analysis results are objective and consistent with our expectations.

When we pursue better shaped radiation patterns than that of the DPSS, we need to

take some other measures at the cost of complexity or other things. Thus it is not

strange that the computational complexity of the MISL are higher than that of the

DPSS. But then again, the complexity discrepancy of the two kinds of beamformers

can be ignored for which are actually at the same complexity order, i.e.,(n3). On the

other hand, under the same beamforming criterion, MISL not only can have better

performance but also can have lower computational complexity than that of using

the PBS. Therefore, in summary, we can still conclude that our MISL beamformers

can have high-efficiency.
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4 Conclusion

This paper considered transmit multi-beamforming for ULA. First, the colocated

ULA emitting sum of independent orthonormal baseband waveforms for each ele-

ment was briefly introduced, and its transmit beampattern expressed by the sum of

sub-beampatterns of all the waveforms was formulated. Then the beamforming algo-

rithms using the criterion of minimum integrated sidelobe level (MISL) for differ-

ent types of steering angle-space were proposed. The algorithms could be summa-

rized by optimizing the weighting coefficients of one waveform for one beam based

on parallel MISL beamformers. And each beamformer was then converted to a RQ

minimization in which the optimal closed-form solutions could be obtained. Finally,

numerical comparisons and computational complexity analyses were provided to

validate the MISL beamformers.
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A Multi-antenna Receiving Technique
for Terahertz Radar CSAR Imaging

Jubo Hao, Jin Li, Jie Zou and Diqiu Bai

Abstract Circular synthesis aperture radar (CSAR) is an efficient way to achieve
high-resolution imaging and a common way to realize 3D imaging. In this paper, a
multi-antenna receiving (MAR) technique for terahertz radar is presented. In the
vertical direction, one antenna transmits radar signal while multi-antenna receives
echoes scattered from targets. Data fusion based on threshold selection method is
used for different antenna imaging results to get a better image. Imaging quality of
the horizontal plane by the proposed technique is remarkably increased. The sim-
ulations verify the effectiveness of the proposed technique.

Keywords Circular synthetic aperture radar (CSAR) ⋅ Multi-antenna receiving
(MAR) ⋅ Terahertz ⋅ 3D imaging

1 Introduction

Circular synthetic aperture radar (CSAR) has caught great attention owing to its
capability of obtaining high-resolution image and three-dimensional scatterers’
distributions [1–4]. Compared with traditional linear trajectory SAR, CSAR is able
to observe the scene from all directions, which leads to a better understanding of the
scattering properties of the targets. Besides, the circular track makes the aspect
angle wide enough to reconstruct a 3-D target image.
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As far, several CSAR systems have been employed. AFRL operated a CSAR
system in X-band with the center frequency of 9.6 MHz and the bandwidth of
640 MHz [1]. Meanwhile, MITL obtained the first China’s CSAR data using a
P-band, fully polarimetric SAR system in Sichuan [3]. In order to acquire higher
precision image, improved experiments were conducted. In [5], a multibaseline
fully polarimetric circular SAR experiment using DLR’s F-SAR system at L-band
is accomplished. The experiment achieved higher resolution in the direction per-
pendicular to the line-of-sight (LOS) compared to the single-pass ones.

Moore and Potter pointed out that the resolution of CSAR has a direct relevance
with the wavelength of propagating wave and its bandwidth [6]. The shorter the
wavelength and the wider the bandwidth, the higher imaging resolution could be
got. Terahertz wave has a frequency of more than 100 GHz, and can achieve a more
than 10 GHz bandwidth [7]. Thus, terahertz radar has advantages over traditional
microwave radar systems in SAR imaging applications [8]. In this paper, we use the
terahertz radar to achieve the CSAR imaging.

With the extending application of SAR images, higher resolution and better
quality images are needed. In this paper, a multi-antenna receiving (MAR) tech-
nique is introduced to realize a better performance of SAR imaging quality.

2 Theory and Methodology

2.1 Signal Model

The geometry of the MAR CSAR system is shown in Fig. 1. The radar platform
moves along a circular trajectory whose radius is Rg and height is H. The imaging
area is centered about the coordinate 0, 0ð Þ with radius R0. The multiple receiving
antennas distribute in the direction perpendicular to the ground plane with an
interval of d.

P

H

d

Rg

R0

Rref

Fig. 1 Geometry of MAR
CSAR
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The linear frequency modulated (LFM) signal is transmitted, which is shown as
follows:

s tð Þ=Arect
t
Tp

� �
exp j2πfct+ jπγt2

� �
, ð1Þ

where A is the signal amplitude, fc is the carrier frequency, γ is the modulated rate,
and Tp is the pulse duration time. Suppose that there are a total of I receiving
antennas, the received echo of the ith receiving antenna is

s t, θ, ið Þ= rect
t− td ið Þ

Tp

� �
exp j2πfc t− td ið Þð Þ½ � ⋅ exp jπγ t− td ið Þð Þ2

h i
, ð2Þ

where θ is the azimuth angle, td ið Þ=Rd ið Þ ̸c is the time delay of the ith antenna.
Rd ið Þ is the propagating distance of electromagnetic wave, which is presented as
Rd ið Þ=Rt +Rr ið Þ, where Rt is the distance from the transmitting antenna to the
target and Rr ið Þ is the distance from the target to the ith receiving antenna.

Assuming that a point target is located at xp, yp, zp
� �

, then

Rt =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 cos θð Þ− xp
� �2 + R0 sin θð Þ− yp

� �2 + H − zp
� �2q

ð3Þ

Rr ið Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 cos θð Þ− xp
� �2 + R0 sin θð Þ− yp

� �2 + H + i ⋅ d− zp
� �2q

. ð4Þ

From Eqs. (3) and (4), we know that the propagating distances are relevant with
the slow time and the location of the point.

For terahertz wave, a broadband of more than 10 GHz can be achieved to
dramatically increase the range resolution. Generally, matching-filtering method is
implemented for pulse compression; however, it would result in large data volume
for such a broadband. We use the dechirping method to process the broadband LFM
signal.

It is assumed that the distance from the transmitting antenna to the center of
imaging area is Rref , and the reference function is presented as Eq. (5):

sref tð Þ= rect
t− 2Rref ̸c

Tp

� �
exp j2πfc t− 2Rref ̸c

� �� �
⋅ exp jπγ t− 2Rref ̸c

� �2h i
. ð5Þ

The dechirped signal is the conjugate production of (2) and (5), which is shown
as
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sif t, θ, ið Þ= s t, θ, ið Þ ⋅ s*ref tð Þ=Arect
t− td ið Þ

Tp

� �
exp −

4πγ
c

t−
2Rref

c

� �
ΔR

� �

⋅ exp − j
4πγfc
c

ΔR
� �

⋅ exp j
4π
c2

ΔRð Þ2
� � ,

ð6Þ

where ΔR=Rd ið Þ−Rref . Transform the range direction from time domain to fre-
quency domain with Fourier transform and neglect the amplitude, we get

Sif fr, θ, ið Þ=FFTt sif t, θ, ið Þ	 

= sin c Tp fr +

γ

c
ΔR

� �h i
exp − j

4πfc
c

ΔR
� �

⋅ exp −
4πfr
c

ΔR
� �

⋅ exp − j
4πγ
c2

ΔRð Þ2
� � .

ð7Þ

In (7), the second phase exponent is envelope term and the third phase exponent
is the residual video phase. Both are removed before the following process.

2.2 The MAR CSAR Imaging Algorithm

Generally, in discrete signal processing area, a target is seen as a single point target
or the summation of several point targets with corresponding scattering coefficients.
Assuming that the scattering coefficient of a point target is σn n=1, . . . ,Nð Þ, then
the echo of the whole scene is expressed as

Sa = ∑
n
σnSif fr, θ, ið Þ. ð8Þ

For circular trajectory SAR, it has the ability to reconstruct three-dimensional
image. Therefore, multiple 3D image could be reconstructed with multiple receiving
antennas, which means that the data received from a single antenna can be processed
for a 3D image. Thus, we will process the data from different antennas separately,
while the processing is non-interfering and thus the imaging can be done parallelly.

The Back-Projection (BP) algorithm is employed to each data set from corre-
sponding antenna. The principle of BP algorithm is coherently accumulating the
pulses from different azimuth directions after phase compensation [9]. The
expression is shown as

bσn = ∑
a
Sa exp j

2πfc
c

R
� �

. ð9Þ
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In (9), R is propagating distance of electromagnetic wave, which is similar to
Rd ið Þ. The main step of BP algorithm is as follows: (1) Divide the region of interest
(ROI) into cells. Here, we divide the imaging area into three-dimensional gridding.
(2) Get the first pulse and compensate the phase error for each cell. (3) Accumulate
pulse with interpolation. (4) Repeat (2) and (3) until all the pulses are processed.

After the imaging process, we get a total of I 3D images Gi i=1, . . . , Ið Þ and the
data fusion method is used to form the final image. The following principle is
established: first, the mean value of the I images is calculated, which is

Gm =
1
I
∑
i
Gi. ð10Þ

After that, we compare each pixel in Gm with a given threshold Th, if
Gm kð Þ> Th, G=max Gi, i=1, . . . , If g, else, G=min Gi, i=1, . . . , If g.

The flowchart of multi-antenna receiving technique for Terahertz radar CSAR
imaging is shown in Fig. 2.

Receiving echoes 

Range compression

BP algorithm 
imaging

(antenna 1)
...

BP algorithm 
imaging

(antenna I)

Select the 
maximum 

value

Select the 
minimum 

value

3D image

Yes No
Gm(k)>Th

Fig. 2 Flowchart of
MAR CSAR imaging
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3 Simulation

The numerical simulations have been performed to illustrate the effectiveness of the
proposed MAR technique. The main system parameters are as follows: the carrier
frequency fc is 0.3 THz, bandwidth B is 10 GHz, and PRF is 1 MHz. The height of
the transmitter H is 2 m, and the moving radius of radar Rg is 0.4 m. The radar
moves a whole circle, which means that the azimuth angle is from 0 to 2π. Eight
point targets with different altitudes are selected for the imaging. The scatterers’
coordinates are 0.05 0.05 0.05½ � − 0.05 0.05 0.05½ �, − 0.05 − 0.05 0.05½ �,
0.05 − 0.05 0.05½ �, 0.05 0 − 0.05½ �, 0 0.05 − 0.05½ �, and − 0.05 0− 0.05½ �, respec-
tively. It is assumed that all the simulation scatters are persistently illuminated by
radar with constant reflection coefficient. White Gaussian noise with SNR which
equals to 10 dB is added to the echoes.

In the simulation, three receiving antennas are used; the imaging results are
shown in Fig. 3. Figure 3a and b shows the images obtained via single antenna
receiving technique, while Fig. 3c and d shows the images obtained via multiple
antenna receiving techniques. Comparing (a) and (b) with (c) and (d) in Fig. 3, it
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Fig. 3 The imaging result obtained by (up) single antenna receiving, (down) three antennas
receiving, a, c height z = −0.05 m, b, d height z = 0.05 m

182 J. Hao et al.



can be seen that the images obtained from MAR technique have a higher quality,
where both the noise level and the sidelobe level are lower. To further demonstrate
this, we plot the range profile of the point 0.05 0.05 0.05½ �, which is shown in Fig. 4.
From Fig. 4, we can observe that the first sidelobe level is dramatically decreased
and the main lobe does not become wider for image obtained via MAR technique
compared with single antenna receiving technique.

4 Conclusion

In this paper, a multiple antenna receiving technique for CSAR imaging is pro-
posed. Comparing with the conventional single antenna receiving scheme, the
proposed technique could achieve higher quality image with data fusion method,
where the sidelobe level and noise level are both lower. Numerical simulations have
been performed to verify the effectiveness of the proposed technique.
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High-Precision Ranging of Ultra-Close
Liquid Level

Mingming Guo, Jinhua Xie and Shuwen Chen

Abstract In the process of high-precision liquid level measurement, radar has to
solve the problem of ultra-close liquid level’s high-precision survey sometimes,
such as the distance of just a few tens of centimeters. For single-channel radar, the
echo signal is a series of real data; and its spectrum will become no longer simple
when the liquid level is very close. Since for real data, the positive and negative
frequency components will superimpose on each other in its spectrum. In this case,
the existing high-precision liquid level measurement algorithms are no longer
effective. In order to solve this problem, the authors investigate a new
high-precision liquid level measurement method. In this method, the echo signal is
windowed first; and then a corresponding interpolation algorithm is designed
aiming at the window type; finally, iterate the interpolation algorithm, and the
high-precision ranging result is obtained. Experiments show that this method can
realize the high-precision ranging of ultra-close liquid level. This method can be
used for high-precision ranging radar, such as liquid level meter radar, which is of
great practical significance.

Keywords High-precision ranging ⋅ Close liquid level ⋅ Single-channel ⋅ Real
echo signal

1 Introduction

High-precision liquid level measurement plays an important role in the various kinds
of liquid level automatic control system. In the existing liquid level measurement
systems, the characteristics of pressure type liquid level measurement system are the
simple principle and low cost, but there are certain limitations in the accuracy of
measurement and applications. Ultrasonic level meter has higher ranging accuracy,
but its equipment is complicated, which needs to use the catheter to lead ultrasound
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into the liquid beingmeasured, so it is more troublesome to install andmaintain. Laser
ranging system is very strict with the work environment [1].

The microwave level meter system is noncontact, and it is not restricted by liquid
state, which can work under the high pressure, high temperature, toxic, corrosive,
and viscous liquid environment [1]. In linear frequency modulated continuous wave
(LFMCW) radar, the advantages of the low transmitter power, high receiver sen-
sitivity, high range resolution, simple structure and easy to integration makes it
suitable for liquid level measurement system [2–5].

This paper is organized as follows. The principle of liquid level measurement of
LFMCW radar is introduced first; then the proposed high-precision ranging method
of close liquid level is detailed; and then the new method is compared with the
traditional high-precision level measurement algorithms; finally, conclusions are
given.

2 Problem Formulation

LFMCW radar is a kind of radar system that gets the information of target range and
velocity through modulating the frequency of continuous wave. In this radar system,
the frequency of transmitting signal changes linearly during amodulation period. And
the modulation period is much longer than the maximum delay caused by the relative
range of radar and target. When radar and target are relatively static, the difference
frequency between radar and target is caused only by Δfr, which is the relative
distance of radar and target. The principle of LFMCW radar is shown in Fig. 1.

Use Δfr, we can calculate the target range:

R=Δfr ×C ̸2 ̸K, ð1Þ

where, C is the speed of light, K =B ̸Tm is the slope of linear frequency modula-
tion, B is the bandwidth of frequency modulation, Tm is the modulation period.
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Fig. 1 LFMCW radar ranging principle
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According to the above analysis, the ranging accuracy depends on the accuracy
of frequency measurement, which is known as:

Δf =C ̸ð2BÞ ð2Þ

So the ranging accuracy depends on the bandwidth of radar, and the higher the
bandwidth, the more accurate the range measurement.

We can use FFT to estimate the difference frequency roughly, and use a variety
of frequency interpolation algorithms for high-precision frequency estimation, such
as zero padding, M-Rife [6], Iteration [7], centroid method and so on. However, in
the process of high-precision liquid level measurement, radar has to solve the
problem of ultra-close liquid level’s high-precision survey sometimes, such as the
distance of just a few tens of centimeters. For single-channel radar, the echo signal
is a series of real data; and its spectrum will become no longer simple when the
liquid level is very close. Since for real data, the positive and negative frequency
components will superimpose on each other in its spectrum when the liquid level is
very close. In this case, the existing high-precision liquid level measurement
algorithms are no longer effective. So, we have to study a new solution.

3 High-Precision Ranging of Close Liquid Level

The difference frequency signal of single-channel LFMCW radar can be expressed
as

S=A cosð2πfτtÞ+ nðtÞ ð3Þ

where, A denotes the amplitude which is assumed to be a constant for simplicity,
fτ = τ ⋅B ̸T is the difference frequency, τ is the delay caused by the relative distance
between radar and target, wðtÞ is noise. The additive noise nðtÞ∼ Nð0, σ2wÞ refers to
the Gaussian white noise.

First of all, the frequency signal is windowed. We take the Hanning window for
instance. The coefficients of a Hanning window are computed from the following
equation:

wðtÞ=0.5½1+ cosð2πt
T
Þ�, t∈ ð− T

2
,
T
2
� ð4Þ

where, T is the modulation period. The frequency response of Hanning window can
be obtained by FFT, which is expressed as

WðnÞ= sinðπTnÞ
2πn

−
1
4
½ sinðπTnÞ
πðn+1 ̸TÞ +

sinðπTnÞ
πðn− 1 ̸TÞ� ð5Þ
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And the time domain and frequency domain of Hanning window are shown as
follows (Fig. 2).

Then a corresponding interpolation algorithm is designed. In the discrete-time
radar system, we can assume that 1 ̸T =1, and the distance from component of the
maximum amplitude to 0 is k, then we can obtain the maximum amplitude, it is

X0 = sinðπTkÞð 1
2πk

−
1

4πðk+1Þ −
1

4πðk− 1ÞÞ ð6Þ

If the second maximum component is on the left side of k, then the second
maximum amplitude can be written as

X1 = sinðπTkÞð − 1
2πðk− 1Þ +

1
4πk

+
1

4πðk− 2ÞÞ ð7Þ

By (6) and (7), we can obtain that

X1

X0
=

k+1
2− k

ð8Þ

and

k=
2X1 −X0

X0 +X1
ð9Þ

Fig. 2 64-point Hanning
window
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If the second maximum component is on the right side of k, then k can be
expressed as

k=
X0 − 2X1

X0 +X1
ð10Þ

If the corresponding frequency component of X0 is k0, then the optimal estimated
can be expressed as

kτ̂ = k0 − k ð11Þ

In order to reduce the sensitivity of this algorithm for noise, and further improve
the measurement precision, we have to iterate this algorithm.

Choose two frequency components near kτ̂, they are defined as

k1 = kτ̂ − 0.5, k2 = kτ̂ +0.5 ð12Þ

Use (5) to calculate the spectrum amplitudes of k1 and k2, respectively defined as

Xð1Þ
1 and Xð1Þ

2 , then the new estimated k
ð̂1Þ
τ can be obtained by using (9)–(11).

Iterate N times of this method, we will get the optimal estimated k
ð̂NÞ
τ .

Finally, the optimal estimated R̂ can be obtained as follows:

R ̂=
C ⋅ fs

2K ⋅NFFT
⋅ kð̂NÞτ , ð13Þ

where, fs is the sampling rate of radar, NFFT is the FFT points, N is iteration times.

4 Performance Analysis

In this section, we will first estimate the range of ultra-close liquid level with the
proposed method. Then we present the error curves of zero padding, chirp-Z
transform, and the new method to compare their detection performance.

We use the method given in (13) to calculate the range of a series of ultra-close
liquid levels, and get the mean and standard deviation (Std) of estimated ranges
through Monte Carlo experiment. The true ranges of liquid levels, the mean and Std
of estimated ranges of different liquid levels are shown in Table 1. The Hanning
window is added on the difference frequency signal, the sampling rate is 200 kHz,
FFT point is 1024, and slope of linear frequency modulation is 390.62 GHz/s, and
Monte Carlo experiment number is 100.
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We conduct simulations for detecting liquid levels by using the following four
methods:

1. Zero padding method
2. M-Rife method
3. Iteration method
4. New method proposed in this paper

In these simulations, the ranging results of the new method we proposed are
compared with those of other three methods. The zero padding number is 16 times
of signal length. The window used in M-Rife method is Blackman-Harris window.
The iteration times of Iteration method and the new method is both 3. The simu-
lation results are shown in Fig. 3.

Table 1 The true value of R
and the estimate result under
SNR = 20 dB

True R/cm Mean of R ̂/cm Std of R̂

20 19.995 3.3563e-4
25 24.993 3.2775e-4
30 29.993 2.9195e-4
35 35.001 2.9051e-4
40 39.997 2.8116e-4
45 44.993 2.6446e-4
50 50.001 3.4559e-4

Fig. 3 Simulation results of 4 methods
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Figure 3 shows that the ultra-close liquid level ranging precision of M-Rife
method is far below the other three methods. In order to further compare the other
three methods; we put ranging error curves in one picture, which is shown in Fig. 4.

It is easy to know from Fig. 4 that the ranging precision of the new method is
better than zero padding and Iteration method.

5 Conclusion

This paper investigates a new high-precision ranging method. Using a window,
designing a corresponding interpolation and iteration algorithm, the authors solve
the problem of the existing methods’ failure in the measurement of ultra-close
liquid level. The detecting performance of the new method is demonstrated by the
comparison of four methods, which proves that the proposed method has better
ranging precision in the measurement of ultra-close liquid level. This method has a
good application foreground in the field of high-precision liquid level measurement.
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SAR Image De-noising Based on Nuclear
Norm Minimization Fusion Algorithm

Shuaiqi Liu, Liu Ming, Mingzhu Shi, Xin Qi and Hu Qi

Abstract Synthetic aperture radar (SAR) images play a quite important role in

military and environmental monitoring. But the SAR image was greatly affected

by coherent noise, which affects its application in the subsequent image analysis. In

most of the SAR image de-noising algorithms in hand, the same operation is applied

to the whole SAR image, which leads to artificial texture or edge blur. In order

to overcome this shortcoming, this paper proposed a new SAR image de-noising

method based on nuclear norm minimization (NNM) fusion algorithm. The noisy

SAR image is de-noised by two different algorithms, and two de-noising images are

fused to final de-noising image based on nuclear norm minimization fusion algo-

rithm. Experimental results show that the proposed algorithm not only effectively

improves the visual effect and objective indicators of de-noising image but preserves

the local structure of the image better.
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1 Introduction

SAR has the advantages of all-weather, all-day work, high precision and abun-

dant information, intuitive real and so on. In recent years, it is widely used in the

homeland, hydrology, military and other fields. Due to the coherent imaging mecha-

nism, SAR image contains coherent noise [1–3]. SAR image de-noising algorithms

are mainly divided into the following two categories: spatial domain de-noising

algorithms and transform domain de-noising algorithms [4]. Spatial de-noising algo-

rithms (including Lee filter [5], Kuan filtering [6], Forst filtering [6], etc.) are based

on local statistical characteristics of image, which has a good de-noising effect in the

smooth area, but for the area of rich image edge and texture information, it is easy

to be over smoothness and lead to image detail information loss; Transform domain

algorithms include image de-noising algorithms based on wavelet transform [4, 7]

and image de-noising algorithms based on multi-scale geometric transform (Con-

tourlet, Curvelet, Shearlet, etc. [8–11]). Although many amazing results are obtained

by these de-noising algorithms, in most of the SAR image de-noising algorithms, the

same operation is used to the whole SAR image, which lead to artificial texture or

edge blur. In order to overcome this shortcoming, we proposed a new SAR image de-

noising method based on nuclear norm minimization fusion algorithm. Our method

can both fuse two de-noised images by two different algorithms and de-noise the

fused image. So, the new method not only effectively improves the visual effect and

objective indicators of de-noising image but also preserves the local structure of the

image better.

2 Fusion Algorithm Based on Nuclear Norm Minimization

2.1 The Theory of Nuclear Norm Minimization

Generally, the noisy image model is simplified as follows:

y = x + n (1)

where y is the noisy image, x is the clear image, n is the Gaussian noise with the

variance 𝜎n.

According to soft thresholds for the singular values, NNM can keep the detail

information and low rank structures of image effectively. Firstly, partition the noisy

image y and assume the j-th block to be yj. Then use the block matching algorithm

[12] to find its similar blocks, and then, stack the similar blocks into a group. Deal

all of the reference blocks with the mentioned steps and we will obtain a block group

matrix named Yj. Consequently, the noise suppression model in formula (1) can be

converted into
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Yj = Xj + Nj (2)

where Xj and Nj are the block matrixes of clear image and noise image, respec-

tively. Because of the low rank of Xj, the noise image can be made inpainting by

nuclear norm minimization algorithm. The solution to the minimization problem

can be expressed as folows:

̂X = argmin
X

‖Y − X‖2F + 𝜆‖X‖∗ (3)

where regular parameter 𝜆 is positive constant number, Y is the known matrix and

X is the wanted low rank matrix approximation to Y . ‖∙‖F is Frobenius norm,

‖∙‖F=
√∑m

i=1
∑n

j=1 a
2
ij, ‖X‖∗ is the nuclear norm of X. The global optimal solution

of (3) is

̂X = US
𝜆
(
∑

)VT
(4)

where Y = U
∑

VT
is the singular value decomposition of the matrix Y . Matrixes U

andV meet the conditionUUT = I andVVT = I,
∑

is the diagonal matrix composed

of the singular value of matrix Y , and
∑

ii =
√
𝜆i, the values of

∑
ii are in descending

order. S
𝜆
(
∑
) is the soft threshold operation of matrix

∑
, thus each diagonal element

∑
ii in

∑
should satisfy the following equation.

S
𝜆
(
∑

)ii = max(
∑

ii − 𝜆, 0) (5)

As shown in problem (5), the nuclear norm minimum function is a convex func-

tion, which can be solved rapidly with soft threshold function. So, the algorithm is

used widely in low rank approach solution problem.

2.2 Image Fusion Algorithm

The image fusion algorithm based on nuclear norm minimization in [13] is used in

our paper. We give some reviews of this work. Without loss of generality, set the

need fusion image as A and B, set the fused image as F. Apparently, it is easy to

generalize to the multiple image fusion.

Firstly, partition the image A and B, and find the nonlocal similar blocks through

block matching. Stack the similar blocks into a group, and deal all of the reference

blocks with the mentioned steps and we will obtain block group matrixes named

XA and XB. Then compute the sharing similar blocks LSW (r) of XA and XB [13, 14].

Assume XA(r) to be the block group matrix constructed by the similar blocks belong

to XA in LSW (r), XB(r) to be the block group matrix constructed by the similar blocks

belong to XB in LSW (r). XA(r) = UXA(r)

∑XA(r) VXA(r)
T

is singular value decomposition
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of XA(r) and XB(r) = UXB(r)

∑XB(r) VXB(r)
T

is singular value decomposition of XB(r). Set

XF(r) to be the block group matrix constructed by the similar blocks belong to XF in

LSW (r). And then, we can get

XF(r) (∶, i) =
⎧
⎪
⎨
⎪
⎩

XA(r) (∶, i) if
∑XA(r)

ii >

∑XB(r)
ii(

XA(r) (∶, i) + XB(r) (∶, i)
)
∕2 if

∑XA(r)
ii =

∑XB(r)
ii

XB(r) (∶, i) if
∑XA(r)

ii ≤
∑XB(r)

ii

(6)

where i = 1, 2, ..., r. Finally we will get the fused image by using the nuclear norm

minimization algorithm. In this paper, the value of r is set to 7.

3 The Proposed Method

Generally, SAR de-noising algorithms apply the same de-noised operation to the

whole image. Due to the influence of different scales texture, SAR image is flat

in some areas, and steep in other areas. Obviously, adopting different de-noising

algorithms in different texture regions of SAR image will obtain better result. As is

known to all, the Bayesian shearlet shrinkage for SAR image de-noising via sparse

representation (BSSR) proposed in [10] has good effect in sparse smooth area; how-

ever, it will blur the edge of SAR image in steep texture area. For larger texture

steep zones, SAR image de-noising based on generalized nonlocal means in non-

subsample shearlet domain (STGNL) has a better effect, but for the flat area, the

algorithm will often bring man-made texture. So we incorporate the two algorithms

to get better de-noising effect.

The steps of the proposed method based on nuclear norm minimized image fusion

algorithm are as follows:

Step1: Apply BSSR and NSTGNL to SAR image and get the de-noising image A
and B;

Step2: Overlap the blocks of the images A and B, and obtain the block group

matrixes XA and XB. Fuse the matrixes by NNM and get the fused block group matrix

XF;

Step3: Reset XF according to stack order and we will get final de-noised image.

4 Experimental Results and Discussion

In order to show the effectiveness of our algorithm, we compare the proposed method

(NNM) with Lee filter, NSTGNL proposed in [4] and BSSR proposed in [10]. The

results give the advantages of the proposed algorithm. Firstly, the remote sensing



SAR Image De-noising Based on Nuclear Norm Minimization Fusion Algorithm 197

Fig. 1 The remote sensing SAR image: a Original SAR image. b noise SAR image

image is tested. Figure 1a is the original image and Fig. 1b is the noisy image with

the multiplicative noise in variance of 0.05. Figure 2 shows the experimental results.

From the experimental results, Fig. 2a shows that the image is blurred and it lost

a lot of details after Lee filter. And from Fig. 2b, we can see NSTGNL can suppress

speckle effectively, but there is still some man-made texture in de-noised image.

In Fig. 2c, BSSR blurs the edge of SAR image. Figure 2d shows that the proposed

algorithm in this paper has better visual effect than NSTGNL and NSSR.

In order to better display the superiority of the proposed algorithm, four kinds

of objective evaluation criteria are given in this paper to reveal the advantage of the

algorithm. They are peak signal to noise ratio (PSNR) [10], equivalent numbers of

looks (ENL) [10], and edge preservation index (EPI) [10]. The higher PSNR shows

better de-noising ability of algorithm, higher ENL shows better de-noising visual

effect and higher EPI shows stronger ability to keep the edge. Table 1 shows the

objective evaluation values of each algorithm after de-noising the noisy image of

different noise variance.

From the objective evaluation shown in Table 1, we can confirm that our algo-

rithm can maintain the structure of the image information better, which makes the

EPI of our algorithm higher than other algorithms.

In order to test the de-noised effect of the proposed algorithm in nature SAR

image, an electric power line design SAR image of physical network experiment

research center of Shanxi province in Fig. 3 is selected to test all the de-noised

methods.
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Fig. 2 Comparison of results on remote sensing SAR image. a De-noised result of Lee. b De-

noised result of NSTGNL. c De-noised result of BSSR. d De-noised result of ours

Figure 4 is the experimental results. Figure 4a shows that Lee filter has worst effect

in dealing with the speckle of SAR image. Figure 4b shows that NSTGNL introduces

synthetic texture, and there is some obvious linear texture in the lower left corner of

the electric wire. Figure 4c shows that BSSR blurs the edge of SAR image, and the

wire in the lower left corner is blurred so violently that it is difficult to identify the

lines. Figure 4d shows that the proposed de-noised image has the best visual effect.

In order to illustrate the effect of the de-noised algorithm better, the objective

evaluation standard of de-noising algorithms is given in Table 2. It can be seen that

all of the indexes of the proposed are the highest, which fully shows the effectiveness

of the proposed algorithm.
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Table 1 The performance of different de-nosing methods

Noise variance The de-nosing

methods

PSNR(db) ENL EPI

0.10 Lee 18.19 7.04 0.54

NSTGNL 20.37 8.52 0.85

BSSR 20.05 8.10 0.84

Ours 21.01 10.16 0.92

0.05 Lee 20.32 7.40 0.58

NSTGNL 22.55 9.72 0.88

BSSR 23.78 9.56 0.87

Ours 25.01 12.75 0.95

0.02 Lee 23.18 8.05 0.60

NSTGNL 25.55 12.01 0.93

BSSR 26.77 11.88 0.91

Ours 29.11 14.05 0.97

Fig. 3 The nature SAR

image

Table 2 The performance of de-nosing methods in nature SAR image

The de-nosing

methods

PSNR(db) ENL EPI

Lee 19.33 11.04 0.85

NSTGNL 31.65 20.57 0.95

BSSR 34.33 19.90 0.94

Ours 35.01 20.85 0.97
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Fig. 4 Comparison of results on nature SAR image. a De-noised result of Lee. b De-noised result

of NSTGNL. c De-noised result of BSSR. d De-noised result of ours

5 Conclusion

In order to overcome the existing disadvantage of the SAR image de-noising algo-

rithms that it always aims at the whole image with a single algorithm, we proposed a

SAR image de-noising algorithm based on nuclear norm minimization fusion algo-

rithm. The algorithm fuses the de-noising image that de-noised by different algo-

rithm. It combines the advantages of different de-noising algorithms and overcomes

their disadvantages. We will focus on reducing the algorithm complexity in the future

and achieving the final practical application of the algorithm.
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Neighbourhood Feature Space
Discriminant Analysis for High Range
Resolution Radar Target Recognition

Xuelian Yu, Xuechao Qu, Yuguo Wang, Huaqiong Li
and Xuegang Wang

Abstract A new subspace learning method called neighbourhood feature space
(NFS) discriminant analysis is proposed for high range resolution radar target
recognition. An intra- and extra-class NFS is formed for each sample, and the
within- and between-class scatter matrices are redefined according to the
point-to-space difference, respectively. An additional weight is introduced to
emphasise samples near the class boundaries and de-emphasise samples far from
the class boundaries. Both the between-class separability and within-class local
geometry preservation are considered to seek a discriminative subspace for clas-
sification. Experimental results of the measured high-range resolution profile data
demonstrate the effectiveness of the proposed method.

1 Introduction

Until now, many state-of-the-art subspace learning methods have been developed
and successfully applied to radar target recognition using high range resolution
profile (HRRP). Basically, these subspace learning methods can be grouped into
three categories. The first category is represented by the principal component
analysis (PCA) and linear discriminant analysis (LDA), which are based on the
conventional point-to-point (P2P) metric. The second category is represented by the
generalised nearest feature line (GNFL) [1], uncorrelated discriminant nearest
feature line analysis (UDNFLA) [2] and the nearest feature line embedding [3],
which are based on the point-to-line (P2L) metric. The recently proposed nearest
feature space analysis (NFSA) [4] and the discriminant NFSA (DNFSA) [4]
represent the third category and adopt the point-to-space (P2S) metric.
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Generally, the P2L-based methods can perform better than the P2P-based ones
by enlarging the representational capacity of limited training samples through
feature line construction [1–3], which however is computationally expensive. The
P2S-based methods can significantly reduce the computational complexity by
constructing a very few feature spaces. In addition, the P2S methods have been
shown to outperform the P2L and P2P methods because the P2S connectivity
relationship can provide more information to virtually enlarge the training samples
[4, 5]. However, both the NFSA and DNFSA ignore the local geometry information
embedded in the neighbourhood, which has been proven to be very useful for radar
target recognition [6]. Consequently, if some intra-class samples are far away from
or some extra-class samples are close to the query point, the P2S relationship
constructed in the NFSA and DNFSA might not faithfully reflect the intrinsic
structure information of the original samples, which would degrade the recognition
performance.

In this work a new subspace learning method called neighbourhood feature
space discriminant analysis (NFSDA) is proposed for radar target recognition. For
each training sample, an intra- and extra-class NFS is formed, and the intra- and
extra-class P2S difference is accordingly defined. The method achieves good dis-
criminative ability by considering both the between-class separability and
within-class local geometry preservation. Moreover, a sample weight is introduced
to further emphasise samples near the class boundaries and to de-emphasise sam-
ples far from the class boundaries.

2 NFSDA

Consider a dataset X = ½x1, . . . , xN � in RD. Each sample xiði=1, . . . ,NÞ belongs to
one of the C classes ω1, . . . ,ωC. The problem is to find a transformation matrix
V that maps each sample xi ∈RD to a low-dimensional subspace Rdðd<DÞ by
yi = VTxi.

2.1 NFS and P2S Difference

For each sample xi, we find its K1 intra-class nearest neighbours, denoted as
xw, 1, . . . , xw,K1 . The space spanned by these neighbours is called the intra-class
NFS of xi, denoted by FwðxiÞ. Similarly, K2 extra-class nearest neighbours
xb, 1, . . . , xb,K2 are determined to span the extra-class NFS of xi, denoted by FbðxiÞ.

Subsequently, we define the intra- and extra-class P2S difference with respect to
xi as
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Δw, i = xi − xi,Fw ð1Þ

Δb, i = xi − xi,Fb ð2Þ

where xi,Fw and xi,Fb are the projection points of xi onto its intra- and extra-class
NFS, respectively, which can be obtained by [5]:

xi,Fw =Xw XT
wXw

� �− 1
XT
wxi ð3Þ

xi,Fb =Xb XT
bXb

� �− 1
XT
b xi ð4Þ

where Xw = ½xw, 1, . . . , xw,K1 � and Xb = ½xb, 1, . . . , xb,K2 �.

2.2 Derivation of NFSDA

First, in our method, the within-class local geometry of each sample xi ∈RD is
characterised by the intra-class P2S difference defined in (1). To preserve this local
geometry in low-dimensional subspace Rd, we propose to minimise the sum of the
intra-class P2S differences by the following:

min
V

J1ðVÞ= ∑
N

i=1
ωi yi − yi,Fw

�� ��2 = ∑
N

i=1
ωi VTxi −VTxi,Fw

�� ��2

= tr VT ∑
N

i=1
ωi xi − xi,Fwð Þ xi − xi,Fwð ÞT

� �
V

� �

= tr VT ∑
N

i=1
ωi Δw, ið Þ Δw, ið ÞT

� �
V

� �
.

ð5Þ

Second, for classification, we should disperse as far as possible the samples from
different classes, especially those that are adjacent to each other in the
low-dimensional subspace. Thus, in the NFSDA, we propose to maximise the sum
of extra-class P2S differences by the following:

max
V

J2ðVÞ= ∑
N

i=1
ωi yi − yi,Fb

�� ��2 = ∑
N

i=1
ωi VTxi −VTxi,Fb

�� ��2

= tr VT ∑
N

i=1
ωi xi − xi,Fbð Þ xi − xi,Fbð ÞT

� �
V

� �

= tr VT ∑
N

i=1
ωi Δb, ið Þ Δb, ið ÞT

� �
V

� �
.

ð6Þ
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By combining (5) and (6), we can maximise the following objective function:

JðVÞ= tr VT ∑
N

i=1
ωi Δb, ið Þ Δb, ið ÞT

� �
V −VT ∑

N

i=1
ωi Δw, ið Þ Δw, ið ÞT

� �
V

� �

= tr VT ∑
N

i=1
ωi Δb, ið Þ Δb, ið ÞT − ∑

N

i=1
ωi Δw, ið Þ Δw, ið ÞT

� �
V

� �

= tr VT SP2Sb − SP2Sw

� �
V

	 


ð7Þ

where

SP2Sw = ∑
N

i=1
ωi Δw, ið Þ Δw, ið ÞT ð8Þ

SP2Sb = ∑
N

i=1
ωi Δb, ið Þ Δb, ið ÞT ð9Þ

are the within- and between-class scatter matrices in the NFSDA, which are
redefined according to the intra- and extra-class P2S difference defined in (1) and
(2), respectively. ωi is a sample weight, which is introduced to emphasise samples
near the class boundaries and to de-emphasise samples far from the class bound-
aries [7], which is defined as

ωi =
Δw, ik k

Δw, ik k+ Δb, ik k . ð10Þ

Finally, the maximisation problem in (7) can be reduced to an eigenvalue
problem.

SP2Sb − SP2Sw

� �
v= λv ð11Þ

Transformation matrix V of the NFSDA can be constituted by the d eigenvectors
corresponding to the first d largest eigenvalues in (11). Once V is determined, for
any data point x∈RD, the transformed feature in low-dimensional subspace Rd is
given by y=VTx.

3 Experiments

To evaluate the performance of the proposed algorithm, we perform radar target
recognition experiments using measured HRRP data. The data are collected from
three flying airplanes, namely, An-26, Yark-42, and Cessna Citation S/II. Each
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airplane has 260 profiles, and each profile has 256 range bins [6]. Each profile is
pre-processed by energy normalisation. For each airplane, Ntr profiles are selected
for training, and the remaining profiles are used for testing. The value of Ntr is set
to 20, 10, and 5. At each Ntr value, the training and testing processes are executed
20 times, and the obtained recognition rates are averaged.

The performance of the NFSDA is compared with those of the PCA, LDA,
GNFL, UDNFLA, NFSA, and DNFSA. Because we only focus on feature
extraction, with regards to the classification, the nearest neighbour classifier that
uses Euclidean metric is employed for simplicity. To achieve a fair comparison, all
results reported here are based on the best-tuned parameters of all the compared
methods.

Table 1 lists the recognition rates achieved by the seven methods at each Ntr
value. The last column lists the average recognition rates of each method under the
three cases. Table 1 shows that the proposed NFSDA consistently obtains higher
recognition rates than the NFSA and DNFSA and outperforms all the other
methods. The results indicate that not only more discriminative power is generated
but also the intrinsic locality information among samples is better preserved in the
proposed method, which is very helpful in improving the recognition performance.

Parameters K1 and K2 of the NFSDA, are manually set during the experiments.
Now, we analyse the effect of the two parameters. Parameters K1 and K2 are
assigned in the ranges of 3–10, 3–10, and 3–5 when Ntr = 20, 10, and 5,
respectively. The experiments are performed for each possible parameter combi-
nation. The recognition rates of all combinations are recorded, and the standard
deviations of the parameter combinations at each Ntr value are listed in Table 2.
Because the standard deviations in our experiment are less than 0.54%, we can
conclude that the recognition rates of the proposed NFSDA are insensitive to the
two parameters.

Table 1 Comparison of
recognition rates (%) of the
seven methods

Ntr 20 10 5 Average

PCA 69.86 72.53 67.71 70.03
LDA 70.56 71.07 71.76 71.13
GNFL 71.11 68.00 64.44 67.85
UDNFLA 73.19 74.27 70.27 72.73
NFSA 72.36 70.27 71.63 71.42
DNFSA 74.56 73.47 69.41 72.81
NFSDA 80.97 79.6 74.64 78.40

Table 2 Effect of parameters
K1 and K2 on the NFSDA

Ntr 20 10 5

Parameter range 3–10 3–10 3–5
Standard deviation (%) 0.54 0.32 0.47
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4 Conclusion

A new subspace learning method called NFSDA for radar target recognition has
been proposed. The within- and between-class scatter matrices are redefined
according to the P2S metric, rather than the traditional P2P metric. The experi-
mental results show that the NFSDA achieves better recognition performance than
the other methods because NFSDA considers both the between-class dispersity and
the within-class local geometry preservation, which provide it with more discrim-
inative power. In addition, the FSDA is insensitive to its two parameters in our
experiments.
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SAR Imaging Using a PulsON 410 UWB
Radar: Simulation Versus Measurement

Huaiyuan Liu, Chengchen Mao, Xiaofeng Yu and Jing Liang

Abstract In this paper, synthetic aperture radar (SAR) images are investigated the-

oretically and experimentally for a high two-dimensional (2D) resolution (cm level).

In situ measured data of two soda cans at different spatial location are collected using

a PulsON 410 ultra-wideband (UWB) radar with a pair of improved directional pla-

nar antennas. The images are obtained using two SAR imaging algorithms: Time

Domain Correlation (TDC) and range Doppler (RD) respectively, and the results of

RD are preferable to images via TDC. Compared to the simulation, the measurement

results can provide more accurate targets location information.

Keywords SAR image ⋅ 2D resolution ⋅ UWB radar

1 Introduction

By utilizing the movement of a platform to form a larger antenna beam width, syn-

thetic aperture radar (SAR) can extend the coverage of radar detection and dramat-

ically improve image resolution in comparison of real aperture radar [1]. Further-

more, without the limitation of weather condition, such as light and moisture, SAR

has played a significant role for targets recognition and imaging [2]. Considering

the advantages of UWB technology, such as sufficiently high spatial resolution and

strong penetrating ability of materials, SAR can be implemented based on UWB

signals to achieve higher range resolution images.

SAR imaging with UWB systems can acquire more detailed scattering features

of targets to reveal comprehensive information about objects. Some researchers have

investigated SAR imaging using UWB radar [3–5]. Charvat et al. [3] studied the

through-lossy-slab radar targets imaging in field measurement environment using a

low-power, rail UWB SAR imaging system. Lou et al. [4] obtained the scattering

information in the four-dimensional domain of landmine echo in order to extract
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feature vector for improving radar target detection performance based on an airship-

borne UWB SAR system. Le et al. [5] created through-wall SAR images of building

interior via the back-projection imaging algorithm using a vehicle-borne UWB SAR

system. These previous work focuses on exploiting the performance of UWB SAR

imaging system to reveal the feasibility of through-wall targets imaging and recogni-

tion. However, they fail to provide the spatial resolution of SAR images and examine

practical 2D resolution of images compared to theoretical resolution. To solve this

problem, the novelty of this paper is two folds as follows:

1. Both simulated and measured SAR images of two targets at short range (less than

1 m) are first compared to the best of our knowledge. Exploiting the improved

directional radiation pattern of broadband planar antennas other than the omni-

directional antennas of PulsON, the inherent antenna coupling problem can been

alleviated and high spatial resolution (cm level) can be resolved.

2. SAR images of distinct range and cross-range direction are revealed by using two

imaging algorithms: TDC and RD. We show that UWB Gaussian signal outper-

forms UWB LFM in SAR imaging, and the practical resolution is nearly the same

as the theoretical resolution.

The rest of this paper is organized as follows. Section 2 formulates the model of SAR

and gives an overview of two SAR imaging algorithms. Section 3 introduces mea-

surement setup and data collection by a portable PulsON 410 UWB radar. Section 4

describes the properties of our UWB SAR imaging system, and compares the results

of measured data with the theoretical numerical simulations. Finally, conclusions are

addressed in Sect. 5.

2 SAR Model and Imaging Algorithms

2.1 SAR Model

There are three different operating modes of a SAR system: stripmap, spotlight and

scan mode [6]. In this paper, we use broad side-looking stripmap operating mode as

a UWB SAR imaging system. Consider a stationary target region composed of a set

of point target reflectors with coefficient 𝛼n located at the coordinates (xi, yj) (n =
1, 2,…) in the spatial (x, y) domain. Assuming PulsON 410 UWB radar is located at

(0, u), a simplified SAR signal s(t, u) is as following [7],

s(t, u) = ∫u ∫t
𝛼np

⎡
⎢
⎢
⎢
⎣

t −
2
√

x2i + (yj − u)2

c

⎤
⎥
⎥
⎥
⎦

dtdu, (1)

where p(t) is the radar transmitting signal, the variable t is used for fast-time domain,

and the variable u identifies the slow-time domain.
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Table 1 PulsON 410

specifications
Parameter Value

Center frequency 4.3 GHz

Operating band 3.1–5.3 GHz

Pulse type Gaussian monocycle

Pulse duration 0.5 ns

Suppose that time duration of transmitting an electromagnetic pulse p(t) is 𝜏, and

the range resolution 𝛿r is

𝛿r = (c𝜏)∕2. (2)

From Eq. (2), the geometric resolution of a stripmap SAR image is limited in the

range by pulse duration 𝜏.

The length of synthetic aperture Ls by moving antennas defines the cross-range

resolution in a stripmap SAR image, i.e.

𝛿cr = 𝛽0.5 ⋅ R = 𝜆∕(2Ls). (3)

From Table 1, the theoretical range and cross-range resolution of SAR image

based on PulsON 410 is 6.82 and 7 cm according to the Eqs. (2) and (3). Where

Ls = 0.5 m, 𝜆 = c∕fc = 7 cm (𝜆 is calculated from the center frequency).

2.2 SAR Imaging Algorithms

2.2.1 Time Domain Correlation Imaging Algorithm

The basic principle behind the Time Domain Correlation (TDC) imaging method

is simply by correlation to implement the matched filtering processing [8]. Suppose

that interested targets are located at a set of spatial sampled points (xi, yj). The first

step of TDC processing procedure is to correlate the SAR signature at a given grid

point (xi, yj), and the second step of TDC is to implement signal correlation divided

into range and cross-domain. The imaging equation is illustrated as follows:

f
tdc
(xi, yj) = ∫u ∫t

s(t, u)p∗
[
t − tij(u)

]
dtdu, (4)

where p∗(t) is the complex conjugate of p(t), and the time delay caused by distance

difference between PulsON 410 and target area is

tij(u) =
2
√

x2i + (yj − u)2

c
. (5)
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2.2.2 Range Doppler Imaging Algorithm

For the reason of algorithm processing time efficiency and imaging precision, range

Doppler (RD) imaging algorithm is evolved from the TDC. The rationale of the RD

procedure is to perform matched filtering separately in the fast Fourier transforms

(FFTs) range and cross-range domains [6]. Suppose that the vertical distance from

a given point P at target location to radar moving path is R0, we can obtain the slant

range between point P and the PulsON 410 UWB radar is

Rp =
√

R2
0 + (vtp)2, (6)

where v is radar platform velocity and tp is the time at P point.

In RD, the first step is matched filtering for each range SAR signal s(t, u) by range

FFTs, i.e.

s
rc
(t, u; p) = IFFT{FFT[s(t, u; p)] ⋅ FFT[s∗

ref
(t, u; p)]}, (7)

where s(t, u; p) = s(t − 2Rp∕c, u), s
ref
(t, u; p) = p(t − 2Rp∕c). s

ref
(t, u; p) is range

matched filter reference function the same as the transmitting pulse.

In order to obtain the cross-range compression, the range compressed signal

s
rc
(t, u; p) needs to be processed via cross-range FFT and range cell migration cor-

rection (RCMC). The range cell migration for stripmap broad side-looking SAR is

illustrated in the following equation:

𝛥R = R(t) − R0, (8)

whereR(t) indicates the instantaneous slant range of point target P and radar in time t.
RCMC is usually achieved by interpolation.

After cross-range matched filtering of each cross-range SAR signal and cross-

range inverse fast Fourier transforms (IFFTs), the final SAR image of point target P is

f
rd
(t, u; p) = IFFT{FFT[s

rcmc
(t, u; p)] ⋅ FFT[s∗

refa
(t, u; p)]}, (9)

where s
rcmc

(t, u; p) is the aligned range compressed signal, and s
refa

(t, u; p) is corss-

range matched filter reference function, respectively. For a Linear frequency modu-

lation (LFM) waveform signal,

s
refa

(t, u; p) = exp(j𝜋K2
a t

2
p), (10)

where, Ka = (−2v2)∕(𝜆R0).
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3 Measurement Setup

3.1 Measurement Environment

In situ SAR measurements were performed at a laboratory environment area of

approximate 4 m
2
, which is located in University of Electronic Science and Technol-

ogy of China, Chengdu, China. The SAR data acquisition took place on July 2016.

In our experiment, we collected SAR signals of targets along range and cross-range

direction (shown in Fig. 1).

3.2 Instruments

3.2.1 UWB Radar

In the measurement, we used a UWB short pulse monostatic radar module PulsON

410, manufactured by Time Domain Corporation, which is chosen as the signal trans-

ceiver. Each sample is in step of 61 ps (actually 32 steps of 1.907 ps equals 61.024 ps)

and 480 data points are collected for single scan echo in the range profile. The radar

emits UWB short pulses at a pulse repetition frequency (PRF) of 10.1 MHz (As

a side note, 1–20 MHz are supported). The waveform of UWB signal is centered

at 4.3 GHz, occupies more than 2 GHz of bandwidth and achieves an effective RF

bandwidth of 1.4 GHz [9]. The main parameters of the PulsON 410 are provided in

Table 1.

3.2.2 UWB Antennas

In order to ameliorate the quality of SAR image, we used two improved third party

broadband planar printed quasi-Yagi antennas to replace the original toroidal dipole

antennas as transmitting and receiving antennas of PulsON 410. In addition, the

initial noise of echo, which is coupling from antenna directly to PulsON 410, is also

(a) range direction (b) cross-range direction

Fig. 1 The measurement environment for 2 soda cans
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Fig. 2 The received UWB signal

reduced within 2 ns (shown in Fig. 2a) compared to the 5 ns coupling of original

antennas. The operating RF band of this directional antenna is from 2.9 to 10.1 GHz

with a ratio of about 3.48: 1, E-plane 3 dB beamwidth is 80
◦

and front-to-back ratio

is greater than 10 dB [10].

4 Measurement and Simulation Results

The simulated and measured magnitude of UWB data versus time are post-processed

into images via TDC and RD. Additionally, the measured data are calibrated by

acquiring background range profile to remove environmental clutter.

4.1 Signal of PulsON 410 UWB Radar

The result of a typical measured UWB signal is shown in Fig. 2, where PulsON 410 is

at a distance of 65 cm from a soda can. Figure 2a shows a raw scan echo in range time

bin, first ∼2 ns of the echo is caused by energy coupling and SMA coaxial cable. In

the procedure of SAR imaging, we used FFTs to get the complex frequency response

of the UWB signal of PulsON 410, and Fig. 2b illustrates that the spectrum ranges

of the measured UWB signal is 2.2 GHz centered at approximately 4.3 GHz.
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4.2 Simulation Results of UWB SAR

In view of the fact that the limitation between range of radar detection and range

resolution, LFM signal was adopted in simulation work, which is different from the

pulse type of PulsON 410 (Gaussian short pulse) in measurement. The specific sim-

ulation parameters of UWB SAR images are the same as measurement parameters

of PulsON 410. In simulation, we used two point targets to examine the 2D resolu-

tion of UWB SAR images. The range domain simulated result of two point targets is

shown in Fig. 3a, b, and the location of them are (−2, 64 cm) and (−2, 71 cm). The

range distance between these two targets is 7 cm. The cross-range domain simulated

results are shown in Fig. 4a, b. The location of two point targets are (−7, 79 cm) and

(0, 79 cm), that is, the cross-range distance between these two targets is 7 cm.

Fig. 3 UWB SAR images for two targets along range direction
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Fig. 4 UWB SAR images for two targets along cross-range direction

4.3 Measurement Results of UWB SAR

In the measurement, we used two soda cans with radius r = 6 cm, height h = 11.5 cm

as the real targets. We also set the length of synthetic aperture by moving sliding

rail to 0.5 m. The two soda cans are located 64 and 71 cm away from the PulsON

410, respectively, which is the same in simulation. The processed images are shown

in Fig. 3c, d. Measured range resolution is about 7 cm compared to the theoretical

resolution 6.82 cm. Similar to the corss-range location in simulation, two measured

soda cans are located at 0 and −7 cm in cross-range direction with the 79 cm range

distance to radar (shown in Fig. 4c, d). In both figures, we can observe that cross-

range resolution (about 7 cm) of practical UWB SAR images are obtained.

4.4 Discussion

Figures 3 and 4 present the simulation and measurement results of UWB SAR images

via two imaging algorithms mentioned in Sect. 2: TDC and RD. First, note that two
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soda cans in range domain are successfully reconstructed in Fig. 3c, d. Similar to the

simulation of Fig. 3a, b, these two targets can be clearly resolved into two separate

images in range direction despite the side-lobe phenomenon. In the aspect of image

quality, the results of RD are relatively better than that of TDC owing to the process

of RCMC in both simulation and measure situations.

In Fig. 4a, b, the two targets located at a distance 7 cm of each other in cross-range

direction cannot be separated clearly. Whereas the measured UWB SAR images

(shown in Fig. 4c, d) are able to distinguish these two targets in the same position

since the Gaussian type waveform of PulsON 410 is designed based on maximizing

resolution [9], which is different from the LFM signal in the simulation. The notice-

able defocusing effect of Fig. 4c, d may be caused by insufficient phase compensation

in cross-range direction. Additionally, it is not difficult to find that RD is superior to

TDC with relatively weak side-lobe in imaging results.

5 Conclusion

In this paper, the stripmap SAR model was applied on the PulsON 410 UWB radar

measurements of two soda cans at different range and cross-range locations. Then,

we presented simulated and measured UWB SAR images based on TDC and RD

imaging algorithms, respectively. The practical 2D resolution of images was exam-

ined, nearly the same as the theoretical resolution, range: 6.82 cm and cross-range:

7 cm. Compared to the simulation, the measurement results can provide more accu-

rate targets position information because UWB Gaussian signal of PulsON 410 out-

performs UWB LFM signal in SAR image. The results of RD are preferable to

images via TDC as a result of RCMC processing.

In future work, we may investigate the defocusing of image in cross-range direc-

tion and other more accurate SAR imaging algorithms for improving image quality.

Acknowledgements Authors would like to thank Prof. Deqiang Yang for providing the testing

environment. This work was supported by the National Natural Science Foundation of China

(61671138), the Fundamental Research Funds for the Central Universities Project No. ZYGX2015J021,

and the Scientific Research Foundation for the Returned Overseas Chinese Scholars, State Educa-

tion Ministry.

References

1. J.C. Curlander, R.N. McDonough, Synthetic Aperture Radar (Wiley, NY, USA, 1991)

2. Z. Cao, Y. Ge, J. Feng, J. Adv. Signal Process. 2014(1), 1 (2014)

3. G.L. Charvat, L.C. Kempel, E.J. Rothwell, C.M. Coleman, E.L. Mokole, IEEE Trans. Antennas

Propag. 58(8), 2594 (2010). doi:10.1109/TAP.2010.2050424

4. J. Lou, T. Jin, Z. Zhou, Prog. Electromagn. Res. 138(2), 157 (2013)

5. C. Le, T. Dogaru, L. Nguyen, M.A. Ressler, IEEE Trans. Geosci. Remote Sens. 47(5), 1409

(2009). doi:10.1109/TGRS.2009.2016653

http://dx.doi.org/10.1109/TAP.2010.2050424
http://dx.doi.org/10.1109/TGRS.2009.2016653


218 H. Liu et al.

6. G. Franceschetti, R. Lanari, Synthetic Aperture Radar Processing (CRC press, 1999)

7. M. Soumekh, Synthetic Aperture Radar Signal Processing (Wiley, New York, 1999)

8. B. Barber, Int. J. Remote Sens. 6(7), 1009 (1985)

9. A. Petroff, (2012), pp. 0880–0884

10. J. Qu, D. Yang, S. Liu, H. Zeng, in 2015 10th International Conference on Communications
and Networking in China (ChinaCom) (IEEE, 2015), pp. 17–21



Soil Moisture Retrieval via Non-singleton
Fuzzy Logic with UWB Echoes

Xiaoxu Liu, Xiaofeng Yu and Jing Liang

Abstract Two model-free algorithms for soil moisture retrieval based on

singleton type-1 fuzzy logic system (T1FLS) and non-singleton T1FLS are inves-

tigated in this paper. We reformulate the traditional soil volumetric water content

(VWC) retrieval problem into a signal recognition issue of ultra wide band (UWB)

echoes. We forecast UWB echoes of different VWCs employing both singleton

T1FLS and non-singleton T1FLS. Their convergences are measured via root mean

square error (RMSE). After that, the forecasting signals in T1FLS are retained as

the templates. The testing UWB echoes with an unknown VWC are compared with

5 templates of different VWCs, and classified into one of the VWCs with the minimal

RMSE. Monte Carlo simulations not only show that the correct VWC recognition

rates are robust at different SNRs, but also indicate that the non-singleton T1FLS is

superior to singleton T1FLS in performances of both convergence and VWC recog-

nition rates.

Keywords Soil moisture retrieval ⋅ Fuzzy logic ⋅ UWB

1 Introduction

Nowadays, soil moisture retrieval using radars is rapidly developing based on the

relations between soil’s dielectric properties and radar echoes. However, radar echoes

from bare soil are relevant to mounts of interrelated factors such as frequency, polar-

ization, soil moisture, surface roughness and the incidence angle of the incom-

ing microwave [1–3]. Recent studies focus on various of models that reveal the
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numerical relationships between soil parameters (roughness, moisture, etc.) and

microwave dielectric behaviors. Parts of achievements on soil moisture retrieval are

listed. Hallikainen et al. fitted the polynomial expressions [4] and Dobson et al. devel-

oped the semi-empirical four-component mixing model [5]. Meanwhile, Ulaby and

Batlivala [6] found the optimal incidence angle, 7◦–15◦, with an ideal radar config-

uration at C-band. However, new techniques are desired to conquer the restrictions

of uncertainty existed in different models.

With the superior abilities on information collection, UWB radars are applied to

improve the accuracy of soil moisture retrieval. However, the features of UWB make

obstacles on the retrieval. For example, recent studies on UWB ground penetration

radar (GPR), show satisfactory performance only in the low frequency. It restricts

UWB’s bandwidth for information collection, let alone the ignored cost-efficiency.

Due to the manifold interactions between electromagnetic fields and various objects,

the UWB echoes applied in soil moisture retrieval is an open question by far.

Considering research mentioned above, this paper aims to establish a model-free

technique to retrieve soil moisture with UWB. We apply UWB short pulse monosta-

tic radar module PulsON 410 with a wide bandwidth, 2 GHz. Two time-series fore-

casting methods based on both singleton and non-singleton T1FLS are proposed.

During the forecasting, we continuously train the T1FLS’s factors aiming to get

desired output from the system. We apply root mean square error to measure the

deviation of forecasting and compare the forecasting performances of two types of

T1FLSs. Then the testing signals are compared to the templates, the forecasting sig-

nals, with different VWCs. Testing signals are classified in the templates with the

minimal RMSE. The novelty of this paper is threefold:

1. Different from traditional methods considering the interrelations of UWB echoes

and soil moisture, a model-free time-series forecasting technique is applied which

emphasizes parameters training and testing with the help of templates.

2. The application of T1FLS, to the best of our knowledge, is barely used in process-

ing the soil moisture retrieval. Moreover, T1FLS with a remarkable performance

on time-series forecasting is the lightspot because of its few parameters applied

in training.

3. We apply two methods, singleton and non-singleton T1FLS, and make compar-

isons of the performance on forecasting and recognitions in different soil mois-

tures.

The rest of the paper is organized as follows: Sect. 2 illustrates the appliances

and method for data collection. Section 3 gives an overview of two T1FLSs for fore-

casting. Section 4 compares the performance of two methods with the standard of

RMSE. Monte Carlo is employed to discuss the recognition rates in different SNRs

and soil moistures. Finally a conclusion is made in Sect. 5.
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2 Measurements Setup

The soil retrieval measurement experiments were continued between March 2015

and April 2015. We choose bare soil, a typical soil texture in agriculture, to verify the

feasibility of our retrieval method. The measurement environment for UWB echoes

collection is a 50 × 50m bare-soil cropland. Meanwhile, the measured areas with

plat surface and open surroundings are helpful to reduce the influence of unrelated

factors for soil moisture retrieval.

The UWB radar manufactured by Time Domain Corporation, PulsON 410 is

applied in experiments to transmit and receive signals. The main parameters are

listed in Table 1. To decease the influence of coupling noise and the strong inter-

fere from the adjacent transmitting signals, the PulsON 410 should keep 0.7 m away

from the target [7]. Hence, the radar is hung up with a height of 0.8 m. Time domain

reflector FieldScout TDR 300 is applied to calibrate the accuracy of soil moisture

retrieval applying UWB echoes of PulsON 410. The probe of TDR 300 is inserted

in the soil vertically with a depth of 3 cm. Figure 1 introduces the measurement view

using UWB radar with calibration of TDR 300. For bare soil, 9 measurements are

taken in a 3-by-3 array with an interval of 15 cm, then an average of 9 measurements

is taken as the VWC value. In our experiment, we continually irrigate the measured

fields to get the different VWCs as follows: the bare soil VWC 13.7, 21.7, 28.3, 35.0

and 40.9%.

Table 1 Main parameters of

PulsON 410
Parameters Values

Center frequency 4.3 GHz

Bandwidth UWB 3.1, 5.3 GHz

Power requirements 5.75–30 V @ 40 W max

Spectrum FCC 15B (−14.5 dBm)

Time index 61 ps

Fig. 1 The measurement

environment
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3 Signal Processing and a Review of Singleton and
Non-singleton T1FLS

3.1 The processing of UWB echoes

The transmitted signal of PulsON 410 is a short pulse with a duration of several

nanoseconds shown in Fig. 2a. As the serious interfere of coupling noise, segments

of UWB echoes which submerged in noise must be cut. Meanwhile, considering

the investigation depth for UWB, we finally set the time index 91 and 490 as the

beginning and the end point of the processed UWB signal shown in Fig. 2b.

However, it is still harsh to forecast the UWB echoes precisely due to the lack

of the training points (only 400 points for a processed signal). Therefore, the UWB

echoes which measure the same VWC are concatenated to construct an aperiodic

signal group with sufficient points for training.

Before the forecasting, a severe problem must be considered: Liang [8] validated

the feature of UWB with no self-similarity. Therefore, we propose the T1FLS for

forecasting with excellent performance of Mackey–Glass chaotic time-series. Before

the introduction of forecasting, the fuzzy logic should be listed as a basis.

3.2 Singleton and Non-singleton T1FLS

Generally, TIFLS is a nonlinear system with multiple inputs and a crisp output. Both

singleton TIFLS and non-singleton TIFLS follow the same structure composed by

four sections: fuzzifier, rules, fuzzy inference and defuzzifer.

The fuzzifier is contained by membership functions (MFs), where the Gaussian

MF is applied in our system.
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Fig. 2 Example of UWB echoes. a Transmitted signal. b The UWB echoes without coupling
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𝜇Fl
k
(xi) = exp

⎛
⎜
⎜
⎜
⎝

−

(
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k

)2
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k

⎞
⎟
⎟
⎟
⎠

(1)

(1) shows the antecedent MF function where l denotes the lth rule and xi denotes the

ith input.

The fuzzy rule is described as (2) which defines the lth rule with totally M rules.

Rl ∶ If x1 is Fl
1 and x2 is Fl

2 and … xp is Fl
p Then y is Gl

l=1,… ,M (2)

The rules and fuzzifier are connected by the fuzzy inference show in (3) adopted

Mamdani implications,

𝜇Bl (y) =𝜇Gl★
{[

sup
x1∈X1

𝜇X1
(x1)★𝜇Fl

1
(x1)

]

★⋯

★

[

sup
xp∈Xp

𝜇Xp
(xp)★𝜇Fl

p
(xp)

]}

, y ∈ Y
(3)

where ★ denotes fuzzy operation, t-norm (minimum or product). Gl
is the conse-

quent MF described with Gaussian MF as well. Finally, the defuzzification which

applies the height defuzzier transforms the complex inference into a crisp output, y.

yh(x) =
∑M

l=1 ȳ
l
𝜇Bl (ȳl)

∑M
l=1 𝜇Bl (ȳl)

(4)

With the acknowledgment of similar construction, we introduce the characters of the

singleton and non-singleton T1FLS.

3.2.1 Singleton T1FLS

Singleton T1FLS is a normal FLS with no uncertainty in antecedent MFs. Describ-

ing with the operations in fuzzy logic, it means that the value of antecedent MF

is 1 at x1 as well as 0 in other points when the input is x1. Therefore, in (3),

supx1∈X1
𝜇X1

(x1)★𝜇Fl
1
(x1) can be simplified into 𝜇X1

(x1) based on fuzzy logic oper-

ations. It illuminates that there’s no description on uncertainty of input in singleton

T1FLS.

Generally, the singleton T1FLS is hard to match the strong fluctuations influenced

from the input which means the system is sensitive to noises.



224 X. Liu et al.

3.2.2 Non-singleton Fuzzy Logic

Considering the UWB echoes with noises, the input signals become vague compar-

ing with desired data. In order to improve the accuracy of forecasting, the uncertainty

of inputs should be described with fuzzy logic operations. In non-singleton T1FLS,

it treats the input as a type-2 fuzzy set which means there’s a Gaussian curve, 𝜇Xk
(xk),

to represent the fluctuation around the desired value considering a decided input, xk.
Therefore, 𝜇Ql

k
in (5) should be considered.

𝜇Ql
k
= 𝜇Xk

(xk)★𝜇Fl
k
(xk) (5)

As the t-norm of p interval type-1 sets are the maximum value, f l(x) comes from

the maximum value of 𝜇Ql
k
. In Gaussian MF, we deduce (6)

xlk,max = (𝜎2
xk
ml

Fk
+ 𝜎

2
Fk
ml

xk
)∕(𝜎2

xk
+ 𝜎

2
Fk
) (6)

where ml
xk

and 𝜎
2
xk

are the factors of Gaussian curve aiming to describe the uncer-

tainty of MF. Then we reformulate non-singleton T1FLS as singleton T1FLS with

the input, xlk,max.

3.3 Time-Series Forecast Using T1FLS

Imitating the technique of forecasting based on T1FLS in Mackey-Glass chaotic

time-series, the processed 8000 signal data are divided into training and forecast-

ing data points half-and-half [9]. Each 4 data points makes a group and forecast the

next data point in the forecasting.

x(i) = [4 × 1 input, output]T = [x(i)1 , x(i)2 , x(i)3 , x(i)4 , x(i)5 ]T i = 1,… , 3996 (7)

A backpropagation method is proposed to tune the parameters in T1FLS with

tuning equations deduced as follows.

mFl
k
(i + 1) = mFl

k
(i) − 𝛼m[fs(x(i)) − y(i)][ȳl(i) − fs(x(i))]

[x(i)k − mFl
k
(i)]

𝜎
2
Fl
k
(i)

𝜙l(x(i)) (8)

𝜎Fl
k
(i + 1) = 𝜎Fl

k
(i) − 𝛼

𝜎
[fs(x(i)) − y(i)][ȳl(i) − fs(x(i))]

[x(i)k − mFl
k
(i)]

𝜎
3
Fl
k
(i)

𝜙l(x(i)) (9)

ȳl(i + 1) = ȳl(i) − 𝛼ȳ[fs(x(i)) − y(i)]𝜙l(x(i)) (10)
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In non-singleton T1FLS, an additional parameter, 𝜎xk needs to be tuned: (11).

𝜎x(i + 1) =𝜎x(i) − 𝛼
𝜎x
[fs(x(i)) − y(i)][ȳl(i) − fs(x(i))]

× 𝜎x(i)

[
xk(i) − mFl

k
(i)

𝜎2
xk
(i) + 𝜎

2
Fk
(i)

]

𝜙l(x(i))
(11)

(8)–(11) include all the parameters in T1FLS which represent the extracted features

in UWB echoes. mFl
k
, 𝜎Fl

k
, ȳl and 𝜎x respectively compose the 16 × 4 matrix, M and

𝜎, the 16 × 1 vector ȳ and the 4 × 1 vector 𝜎X .

RMSE represent the deviation between the forecasting signals and UWB echoes

is regarded as the accuracy of parameters training.

RMSE =

√
√
√
√ 1

N + 1

i+N∑

k=i
[s(k + 1) − fs(s(k))]2 (12)

where s(k) = [s(k − 3), s(k − 2), s(k − 1), s(k)] is the T1FLS’s input and fs(s(k)) is the

output. i denotes the beginning of the test and N + 1 is the total quantity of testing

points.

4 Simulation of T1FLS and Recognition Rates

4.1 Performance of the Forecasting

As the restriction of reliable VWCs in these experiments, only 5 types of VWCs’

echoes (13.7, 21.7, 28.3, 35.0, 40.9%) are applied in forecasting. We average 40

signal groups, each group is concatenated with 20 UWB echoes in the same VWC.

A normalization is extremely needed for tuning 𝛼 that denotes all the 𝛼 in (8)–(11)

with the same value. In T1FLS, each input corresponds to two MFs with the mean,

M1 and M2, and the same variance, 𝜎. They are respectively initialized in mx − 2𝜎x,
mx + 2𝜎x, 2𝜎x where mx denotes mean of the data in the signal group and 𝜎x denotes

standard deviation of the data. Meanwhile, ȳ is initialized randomly between 0 and 1.

With adaptive choices of 𝛼 and 𝜎x, we get amazing forecasting consequents in

Fig. 3 which presents partial UWB echo with 40.9% VWC and its forecasting signal

(accurately, the signal duration is 24.4ns). the performance is so remarkable that the

forecasting signal is basically matched with the UWB echo.

The comparison of RMSE with different VWCs (13.7, 28.3, 40.9% VWC) between

singleton and non-singleton T1FLS are shown in Fig. 4. The non-singleton T1FLS

with rapid convergence rates and tiny RMSE has a better performance than that of

singleton T1FLS.
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Fig. 3 Forecasting of UWB echoes with 40.9% VWC. a Consequent of the signal forecasting in

0–10 ns. b Consequent of the signal forecasting in 10–20 ns
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Fig. 4 Comparison of RMSE in singleton T1FLS and non-singleton T1FLS with different VWCs.

a RMSE with 13.7% VWC. b RMSE with 28.3% VWC. c RMSE with 40.9% VWC

4.2 Recognition Method and Performance

The forecasting signals with 5 different VWCs are regarded as templates. The testing

signal with unknown VWC is compared with 5 templates respectively and classified

into the template associated with the minimal RMSE.

In order to observe the robust of the two methods, the testing signals are added

Gaussian white noises and then compare to the 5 templates with the calibration of

RMSE. Using a Monte Carlo method, we plot relationship between SNRs and recog-

nition rates with VWC 13.7, 28.3 and 40.9% for simplicity and conciseness. Figure 5
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Fig. 5 Comparison of recognition rate in singleton T1FLS and non-singleton T1FLS with different

VWCs. a Recognition rate with 21.7% VWC. b Recognition rate with 28.3% VWC. c Recognition

rate with 40.9% VWC

shows that the correct VWC recognition rates via non-singleton T1FLS are higher

than those of singleton. Among all these 5 VWCs, each non-singleton T1FLS has a

higher recognition rate than that of singleton T1FLS.

5 Conclusion

In this paper, we introduce the retrieval of soil volumetric water content (VWC) with

UWB short pulse monostatic radar module PulsON 410. Two model-free time-series

forecasting methods based on singleton and non-singleton T1FLS are proposed. We

forecast the UWB echoes with 5 VWCs (13.7, 21.7, 28.3, 35.0 and 40.9%) applying

both two methods and retain the forecasting signals as templates. In recognitions,

testing signals with unknown VWCs are compared with the 5 templates and classified

into templates with the minimal RMSE. Simulation results show that:

1. The non-singleton T1FLS has a better performance in forecasting than that of

singleton T1FLS;

2. In different SNRs, the non-singleton T1FLS obtains higher recognition rates than

those of singleton T1FLS.
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In future work, more complete soil VWCs will be exploited to increase the

accuracy of VWC retrieval. Then a feature extraction method may be proposed in

soil moisture retrieval.
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KNN Classification Algorithm for Multiple
Statuses Detection of Through-Wall
Human Being

Wei Wang and Dan Wang

Abstract UWB radar with high-range resolution and strong penetration ability can
be used to separate multiple human targets in a complex environment. The
through-wall human being detection with UWB radar has been relatively mature in
the current study. This paper extracts the characteristic parameters which are related
to the human targets from the received signals as the sample data. And used
machine learning based on the KNN (K nearest neighbor) classification algorithm
to identify and classify the through-wall human being status. Experimental results
showed that the KNN classification algorithm effectively distinguished three sta-
tuses of through-wall human being and reached the prospective goal.

Keywords UWB ⋅ K nearest neighbor ⋅ Through-wall human being ⋅
Multiple statues

1 Introduction

Through-wall human being detection on ultrawide band (UWB) radar is of interest
research which has emerged as one of the preferred choices because of its desirable
range resolution and strong penetration power. Meanwhile, the UWB pulses are
inherently short, and the short pulses spread their energy over a broad frequency
range and exist with extremely positive wall penetration characteristics. At present,
UWB technology has accumulated wealthy research achievements in various fields,
including target detection, medical monitoring, ranging positioning, through-wall
human being detection and tracking [1]. This paper using PulsON 410 UWB radar
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in monostatic module is developed by Time Domain Corporation. The experience
of through-wall human being detection is mainly using P410 MRM in the uniform
environment. And the experimental wall is brick wall of the indoor environment. In
this paper, we use classification algorithm of data mining tool to deal with data.
WEKA (Waikato Environment for Knowledge Analysis) is a data mining tool.
There are various classification algorithms including the decision trees algorithm,
naive Bayes algorithm, logistic algorithm, AdaBoost algorithm, artificial neural
network algorithm, genetic algorithm, KNN algorithm and so on [2].

Many researchers have focus on through-wall for human being detection based
on all kinds of methods. In [3], this paper mainly introduced that the normalized
difference square matrix method and reference moving average method with dis-
crete Fourier transform (DFT) as the detection techniques. The experimental results
behind gypsum wall and concrete wall have been separately proved for human
target detection. In [4], the experimental wall is gypsum wall, and wooden door
using UWB radar. And three analytic methods based on normalized difference
square matrix method, reference moving average method with discrete Fourier
transform (DFT), and empirical mode decomposition (EMD) from Hilbert Huang
transform, are introduced for the detection. In [5], the methods based on fast Fourier
transform and S transform to explore and identify the human being characteristic of
through-wall human detection are mainly introduced. In particular, they extracted
the center frequencies of human life signals and located the position of human
targets from experimental data. Some research showed that UWB impulse radar
system was efficient in capturing human breath and heart-beat movement [6, 7].
Based on these, E. Zaikov explored an experiment using UWB radar for trapped-
people detection [8]. In [9], different parts of the human body have different
movements when a person is performing different physical activities with the
Hilbert–Huang transform (HHT) of through-wall noise are introduced.

Many methods have been proposed for human being detection. However, there
are few researches on multiple statuses of human being detection. In this paper, we
propose an algorithm which is based on KNN for through-wall human being
detection. We also choose another algorithm which is compared with KNN. In
Sect. 1, we introduce the research status of through-wall human being detection
with UWB radar and classical algorithm based on Weka. In Sect. 2, we introduce
the theory of characteristic parameters and classical algorithm of KNN. In Sect. 3,
we introduce the experiment and results. In Sect. 4, we introduced the conclusion
and outlook.

2 Theory

2.1 Characteristic Parameter

In this paper, we select the characteristic parameters which are extracted from the
received signal as the condition attributes of the sample data and the three statuses
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of are the decision attributes. We could remove the condition attributes with the
demand of any different condition. In order to show the characteristics of the signals
as much as possible, we selected seven factors as the characteristic parameters
which were extracted from the received signals, including the energy of the
received signals, the kurtosis, the skewness, the maximum signals amplitude, the
variance of the signals, the covariance of the signals and the mean value of the
signals. Energy is the total energy of the received signals, the variance can represent
the amplitude of the received signals. And the shape of the waveform mainly
depended on the kurtosis and skewness. Among them, the kurtosis is the four-order
moment of the signals, which reflects the level of the peak of the curve. The
skewness is the three moment of the signals, and the symmetry of the value dis-
tribution is described. The seven characteristic parameters are defined as follows:

Energy of the received signals: Gr =
Z+∞

−∞

rðtÞj j2dt ð1Þ

Kurtosis: K =
1

σ4rj jT

Z

T

rðtÞ− μ rj j
���

���
h i4

dt ð2Þ

Skewness: S=
1
T

R
T rðtÞ− μ rj j

���
���

h i3
dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

R
T rðtÞ− μ rj j

���
���

h i2
dt

r" #3 ð3Þ

Maximum amplitude of the received signals: rmax = max
t

rðtÞj j ð4Þ

Variance of received signals: σ2rj j =
1
T

Z

T

rðtÞj j− μ rj j
h i2

dt ð5Þ

while μ rj j =
1
T

Z

T

rðtÞj j½ �dt ð6Þ

Covariance: cov=
1
T

Z

T

ð r1ðtÞj j− μ1 rj jÞð r2ðtÞj j− μ2 rj jÞ
h i

dt ð7Þ

Mean: μ rj j =
1
T

Z

T

rðtÞj j½ �dt ð8Þ
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2.2 Classification Algorithms and Evaluation

In this experiment, the proposed classification algorithm is evaluated on four ways
of using training set evaluation, test set evaluation, cross-validation evaluation and
percentage split. First, this paper sets cross-validation in the original training or the
training. The evaluation itself has no meaning, but the classifier evaluation results
are absolutely optimistic on the training data of any performance. Therefore,
cross-validation has become the main evaluation method which is based on the
training. In this paper, the default cross-validation of folds is 10. The classification
model is evaluated on testing data. Evaluation is given to the test data using KNN
classification algorithm. There are two KNN algorithms in Weka: IB1—that is
through a neighbor to determine the category of the test samples and IBK—that is
through its K neighbors to determine the type of test samples. K is generally judged
by experience. The selection of K nearest neighbor samples is determined by a
certain distance formula. We selected the distance formula Manhanttan Dði, jÞ
which is used to determine the similarity of the sample data:

Dði, jÞ= Xi −Xj
�� ��+ Yi −Yj

�� �� ð9Þ

where X = ðx1, x2, . . . , xnÞ, Y = ðy1, y2, . . . , ynÞ X, Y represents two sample data
respectively, and n is the number of attribute of the sample. The attributes of this
paper is 7, n=7. In this paper, we used the ROC (receiver operating characteristic)
curve to estimate the performance of the classification algorithm. It describes the
relative change between the FPR (False Positive Rate) − TPR (True Positive Rate).
In the ROC curve, FPR is used as the X axis, and TPR is used as the Y axis.
Compared with the traditional accuracy, ROC analysis is more comprehensive to
describe the classification performance of the classification algorithm. And it has
the advantages of high credibility, accurate description of the objective, especially
not affected by the data environment [10]. The evaluation index of ROC is shown in
the following Table 1.

TP is the positive sample which is predicted to be true by the model, FN is the
positive sample which is predicted to be false by the model, FP is the false sample
which is predicted to be true by the model, and TN is the false sample which is

Table 1 The evaluation index of ROC

Predicted SUM
1 0

Actual 1 True Positive (TP) False Negative (FN) Actual Positive
(TP + FN)

0 False Positive (FP) True Negative (TN) Actual Negative
(FP + TN)

SUM Predicted Positive
(TP + FP)

Predicted Negative
(FN + TN)

TP + FP + FN + TN
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predicted to be false by the model. The calculation formulas of FPR and TPR are as
follows:

FPR=
FP

TN +FP
, TPR=

TP
TP+FN

ð10Þ

3 Experimental Process and Results

The UWB radar is P410 of time domain company. The P410 equipment develop-
ment board mainly composed of FPGA, DSP, network port, UWB transceiver, fan
and so on. Net mouth using the UDP protocol is connected with the computer. We
could set the signal pulse length, the number of times, the use of the antenna and
others by the computer. The center frequency of P410 UWB radar is 4.3 GHz. The
material of the wall is brick with the thickness of 23.5 cm. The P410 UWB radar is
placed at a distance of 20 cm from the brick wall. The distance between the P410 and
the ground is the half of the brick wall. There are three experiments for through-wall
human being detection in this experiment environment. The first is no person behind
the brick wall. The second is one person standing away from the brick wall. The last
is one person walking 2 m away from the brick wall. We collected 500 groups of
pulses in each status and a pulse sampling points set for 1000. In this paper, we
selected seven factors as the characteristic parameters which were extracted from the
received signals, including the energy of the received signals, the kurtosis, the
skewness, the maximum signals amplitude, the variance of the signals, the covari-
ance of the signals and the mean value of the signals. These characteristic parameters
are normalized to construct the training samples and testing samples. Then, we
pre-processed the training data in accordance with the attributes, selected the
appropriate K and generated the training model. Last, the testing data was taken into
the classification model which has been built to determine the accuracy of classifi-
cation. The classification accuracy of the cross-validation method is given in
Table 2. According to Table 2, we selected the value of K as 1.

In this paper, we randomly selected the decision tree J48 algorithm to compare
with the KNN algorithm. The experiments were performed on the same testing data
and training data using the two algorithms and the experimental results are showed
in Table 3. The accuracy of the KNN algorithm is significantly higher than that of
the decision tree J48 algorithm. Meanwhile, the smaller the mean absolute error is,
the better the classification performance of the classification algorithm is. It can be
clearly seen from Table 3 that the KNN algorithm for the classification of the
through-wall human being is better than the J48 algorithm.

Table 2 Different K corresponded to different classification accuracy

K = 1 K = 2 K = 3 K = 4 K = 5 K = 6 K = 7 K = 8 K = 9 K = 10

44.67% 41.33% 44.67% 40.67% 42% 43.33% 40.67% 39.33% 41.33% 44%
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Table 3 Experimental results compered with KNN, J48

Classification algorithm parameters KNN algorithm J48 algorithm
Correctly classified instances 66 88% 60 80%
Incorrectly classified instances 9 12% 15 20%

Kappa statistic 0.82 0.7
Mean absolute error 0.0871 0.1596
Root mean squared error 0.2802 0.2857
Relative absolute error 19.6078% 35.9049%
Root relative squared error 59.4412% 60.6036%
Total number of instances 75 75
AUC (No person status) 0.93 Nothing
AUC (Normal breathing status) 0.95 Nothing
AUC (Walking 2 m away status) 0.85 Nothing
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Fig. 1 ROC of three statuses of the through-wall human being detection
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This paper uses the ROC curve to analyze the experimental results. The ROC
curve is closer to the upper left corner, it represents that the algorithm has a higher
accuracy. As shown in Fig. 1, the three statuses of the through-wall human being
using the KNN algorithm obviously absorbed the difference with the three curves.
The classified effect achieved the desired goal. The ROC curve of three statuses of the
through-wall human being detection using the KNN algorithm is shown as follows.

4 Conclusions

We have presented a framework for through-wall human being detection under
three statuses with P410 UWB radar on KNN Classification algorithm. The
experiments were tested under three statuses for brick wall. The results addressed
the fact that the proposed classification algorithm obviously could distinguish
between three different statuses, but classification method should be studied for
further statuses of human being behind the brick wall or other wall.
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Flight Recognition via HRRP Using Fusion
Schemes

Yang Zhang, Xiaofeng Yu, Zhenzhen Duan, Jian Zhang and Jing Liang

Abstract The purpose of this research is to increase the target recognition rate based

on high-resolution range profile (HRRP) by the method of information fusion. We

fuse the HRRPs of the same target from different radars with varying waves via meth-

ods of both the weighted mean and the arithmetic mean. Then, we carry out target

recognition with Bayesian classifier. The result shows that the target recognition ratio

using the fused HRRP is higher than that of single.

Keywords HRRP ⋅ Target recognition ⋅ Information fusion

1 Introduction

Radar automatic target recognition (RATR) is to identify the unknown target from

its echoes. As an effective identification method, it has been under widespread study

for decades. A high-resolution range profile (HRRP) is the coherent summations of

the complex time return from target scatterers in each range cell [1]. Since it contains

abundant target structure information, radar HRRP target recognition has received

intensive attention from the RATR community [2, 3].

HRRP can be approximated to being made up of a number of individual scatterers,

each of which corresponds to a mechanical feature of the targets [4, 5]. An aircraft

target may have typically 30 main scatterers. In Fig. 1 it can be seen that the engines,

the nose, the main, the tail wing roots, and pylons on the wings have been identified as

main scatterers. Each scatterer reflects back the signal toward the radar as a function

of the aspect angle to the radar. As HRRP is easy to obtain and can provide high

target recognition rate, it plays an important role in modern military.
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Fig. 1 Aircraft target

showing some of the main

scatterers

So far, many recognition algorithms of HRRP have been presented in literature

[8, 9]. Du et al. [8] proposed a method for calculating the Euclidean distance in

higher order spectra feature space and it avoids calculating the higher order spec-

tra, effectively reducing the computation complexity and storage requirement. The

recognition results for measured data show that the power spectrum feature has a

better recognition performance than the other higher order spectra features. Guo and

Li [9] proposed a differential power spectrum and the product spectrum as the trans-

lation invariant. The simulation results showed that the differential power spectrum,

and the product spectrum-based features can yield better recognition rates.

Although these above algorithms work well in many cases, a radar always works

in a complex electromagnetic environment which contains many noise sources. In

reality, the recognition rate is seriously affected by the environment. Zyweck and

Bogner [10] refers to radar HRRP target recognition based on information fusion.

However, the author did not do the research related to that. With the rapid devel-

opment of information fusion technology and its application in radar sensors, we

believe the target recognition ratio based on HRRP can be improved via information

fusion.

In this paper, we fuse the HRRPs obtained by different radars with varying waves

after pulse compressing. Then we calculate the length of target and carry out target

recognition. The innovation of this paper lies in information fusion. We fuse the

HRRPs and the lengths of targets via weighted mean and arithmetic mean. Of course,

the recognition ratio after information fusion is higher than that of single radar.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the

methods of getting HRR, data fusion and target recognition. Section 3 presents sim-

ulation of target recognition based on HRRP by methods of information fusion, and

finally Sect. 4 summarizes our investigation.

2 Process of Recognition

The whole recognition process is divided into pulse compression, information fusion

and target recognition.
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2.1 Pulse Compression

In order to improve the target recognition ratio, we must ensure that the range reso-

lution is good enough.

The range resolution of conventional pulse radar is

𝛿r =
c
2B

(1)

c is the speed of light, and B is the bandwidth of the transmitted waveform. For a

simple pulse system, the range resolution is

𝛿r =
c𝜏
2

(2)

In the pulse compression system, the transmit waveform is modulated in the phase

or frequency, and the echo is compressed to meet the condition that the equivalent

bandwidth Be ≫ 1∕𝜏. Let 𝜏e = 1∕Be, Eq. (1) can be changed to

𝛿r =
c𝜏e
2

(3)

In the Eq. (3), 𝜏e represents the equivalent width of the compressed pulse. Therefore,

the pulse compression radar can be used to obtain the range resolution of which the

effective transmit pulse width is 𝜏e when the transmit pulse width is 𝜏. The ratio of

𝜏 to 𝜏e of the system becomes the pulse compression ratio

D = 𝜏

𝜏e
(4)

An ideal pulse compression system should have a matched filter system. It requires

that the transmitted signal has nonlinear phase spectrum, and its envelope is close to

the rectangle.

2.2 Information Fusion

After obtaining the HRRPs from different radars, we should fuse them with certain

methods. In data level, we can choose Bayesian estimation, Kalman filtering, and

weighted mean.

Bayesian estimation provides a means for data fusion, which is a common method

of information fusion with multi sensor. It let the sensor information combine accord-

ing to the principle of probability, and the measurement is expressed by the condi-

tional probability. When the observation value of the sensor group is not consistent,

we can carry out data fusion on the sensor directly.
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However, Bayesian estimation is mainly to predict the magnitude of the next

moment by calculating the correlation of time. It is mainly used in radar tracking.

And it is often used in conjunction with Kalman filtering. So, we choose weighted

mean to fuse the HRRPs.

Weighted average method is the most simple and intuitive method of data fusion.

The method is weighted average of the redundant information provided by a set of

sensors, and the result is used as the fusion value. Weighted average method can be

expressed as

X̄ = 1
n

n∑

i=1
kixi (5)

and k1 + k2 + · · · + kn = n, ki is the weight, n is the number of data.

Arithmetic mean is a special case of weighted mean. And the weighted mean can

be simplified to the arithmetic mean when ki = 1.

X̄ = 1
n

n∑

i=1
xi (6)

2.3 Bayesian Classifier

After the completion of the information fusion, the feature extraction and target

recognition are carried out. Here, we introduce a simple and feasible approach:

Bayesian classifiers.

Bayesian classifiers are based upon knowing the statistics of each of the target fea-

tures. If the statistics of each feature comprising the target is known, the probability

of determining the identify can be found from integrating the statistical contributions

from each of the feature.

For the measurement made of length, L, the respective probabilities of each air-

craft having this dimension are P(L|A) and P(L|B), as shown in the Fig. 2.

These probabilities mean that if the actual target identity is known, the length

measured has this distribution. The probabilities of the targets being types A and B

are defined as P(A|L) and P(B|L), respectively. Using Bayes Formula, and assum-

ing that there is equal likelihood of targets A and B being detected, then the actual

probabilities of the target being type A or type B are

P(A|L) = P(L|A)
P(L|A) + P(L|B) (7)

P(B|L) = P(L|B)
P(L|A) + P(L|B) (8)
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Fig. 2 Probabilities of two

targets

If the probability dense function of a target feature are known for various targets,

by measuring the values of the features, the probability that the target is a certain

type can be determined.

3 Simulation Results

The main work of the research is fusing the HRRPs obtained by two different radars

to the same target. Then calculating the length of target and taking classification.

The radar parameters in our simulation is listed in Table 1.

3.1 Acquisition of HRRP

The echo data in the simulation obtained by the radar simulation software BSS. We

get the echo data first and carry out the pulse compression: taking the echo signal

to do quadrature demodulation, and moving the carrier frequency to near the zero

frequency. Then taking the demodulation signal to pass through the matched filter

for pulse compression.

Assuming that the noise amplitude obeys Rayleigh distribution, the average power

of the noise and false alarm probability are used to set the constant false alarm

threshold

Table 1 Parameters in simulation

Target Waveform Pulse width Bandwidth

AH-64, F-15 Gaussian, rectangle 30µs 200 M, 500 M

Polarization Wavelength Pfa SNR

Horizontal 5 cm 0.00001 15 dB
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A =
√

−2Pnlog(Pfa) (9)

In the Eq. (9), Pn represents noise average power, Pfa is the false alarm probability,

and A is the constant false alarm threshold.

After treated with false alarm threshold, we get a high-resolution range profile

from the data.

After obtaining the HRRPs, the weighted mean method is used to fuse the HRRPs

obtained by different radars. After the fusion, the amplitudes of each sampling point

are:

x(i) = kx1(i) + (1 − k)x2(i) (10)

where, x1(i), x2(i) are the amplitude of HRRP obtained by different radars at the i-th
sampling point, i is the sampling point, and k is the weight.

3.2 Data Fusion of Different Waves

This subsection depicts the simulation of fusions for different waves. We choose the

200 M bandwidth. Here, x1(i) is the echo of radar whose wave is rectangle, and the

other is Gaussian. After fusing, we need to calculate the length of target by HRRP.

The result is the average of the length calculated from the 300 sets of data.

Table 2 shows that, when k takes 0.43, the length calculated of F-15 after fusion

is the most close to the real length (19.43 m).

As can be seen in Table 3, the fusion effect is the best when k takes 0.11 for AH-

64. The real length of AH-64 is 15.3 m.

From the above results, we know that the best value of k is different when the

target species changes. So, the fusion problem becomes an optimization problem.

HRRP does not have linear characteristics, so the optimization of k cannot use linear

programming or least square method. Here, we choose a simple and effective method.

We let the k change from 0 to 1 with the step size of 0.01, calculating the target recog-

Table 2 Length of F-15

k (weight) 0.10 0.20 0.30 0.39 0.40

Length (m) 18.0526 18.2009 18.7661 19.2524 19.3171

k (weight) 0.41 0.42 0.43 0.44 0.45

Length (m) 19.3548 19.3989 19.4431 19.4969 19.5377

k (weight) 0.46 0.47 0.48 0.49 0.50

Length (m) 19.5802 19.6353 19.6742 19.7310 19.7690

k (weight) 0.60 0.70 0.80 0.90 1.00

Length (m) 20.2133 20.5337 20.7661 20.9324 21.1396
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Table 3 Length of AH-64

k (weight) 0.01 0.02 0.03 0.04 0.05

Length (m) 15.5010 15.4603 15.4491 15.4399 15.4334

k (weight) 0.06 0.07 0.08 0.09 0.10

Length (m) 15.4058 15.3864 15.3778 15.3612 15.3437

k (weight) 0.11 0.20 0.30 0.40 0.50

Length (m) 15.3084 15.1774 15.0403 14.9668 14.8257

k (weight) 0.60 0.70 0.80 0.90 1.00

Length (m) 14.7428 14.6946 14.6866 14.6933 14.7253

Table 4 The recognition rate

k (weight) 0.10 0.20 0.30 0.39 0.40

Recognition rate (%) 67.2 72.3 66.1 69.6 72.8

k (weight) 0.41 0.42 0.43 0.44 0.45

Recognition rate (%) 81.2 72.5 69.4 71.6 62.3

k (weight) 0.46 0.47 0.48 0.49 0.50

Recognition rate (%) 70.1 64.7 71.3 72.1 77.5

k (weight) 0.60 0.70 0.80 0.90 1.00

Recognition rate (%) 64.3 62.7 67.4 63.8 59.38

nition rate of each value and selecting the value of k which makes the highest target

recognition rate. Using Bayesian classifier to carry out target recognition. The proba-

bility density functions of AH-64 and F-15 satisfy xa ∼ N(15.3, 1), xb ∼ N(19.43, 1).
It should be noted that the recognition rate only takes the AH-64 and F-15 into

account. If the length of target calculated is greater than 23 m or less than 12 m, it

will be deemed to be unable to identify. And the recognition rate is the average of

the 600 sets of data.

Table 4 shows that the correct recognition rate is the highest when k takes 0.41.

Increasing the number of aircraft still can use this method to optimize the value of k.

As can be seen from Fig. 3, the recognition rate after fusion is better than that of

single radar when the SNR changes from 10 to 20 dB. So, the simple weighted mean

can improve the recognition rate of the target when the signal-to-noise ratio is not

ideal.

We draw the curve of SNR and recognition rate with 3 different methods of fusion.

(weight mean, arithmetic mean, the optimal of two radars). From Fig. 4, we can see

that weighted average is superior to the arithmetic average, and arithmetic average is

better than anther one. The correct recognition rate of two fusion methods is higher

than that of single radar.

Then, we fuse the lengths calculated by different radars and calculate the value

of k with the same method as data fusion. The result has shown in Fig. 5. As can

be seen, the feature-level weighting is slightly better than the data level weighting.
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Fig. 3 The recognition rate

before and after fusion

Fig. 4 The recognition rate

for different fusion methods

Fig. 5 The recognition rate

for different fusion level

One possible factor is that when the data is fusing, the radar detection threshold

also made the corresponding weighted, which leads to the error in calculation of

length and target identification. The feature-level fusion directly avoids the fusion of

detection threshold, so we obtained a higher recognition rate.
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4 Conclusion

In this paper, we fused the HRRPs obtained by different radars with varying waves

or bandwidths after pulse compressing. Then we calculated the length of target and

did target recognition. The recognition rate of the target is higher than that of the

single radar when the waves of radars is different. The weighted mean is better than

arithmetic mean and fusion in feature level is better than that in data level. Improving

the quality of the algorithm and adopting more effective fusion methods can improve

the recognition rate further.
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The Optimization of Radar Echo Pulse
Compression Algorithm Based on DSP

Yan Wang, Chao Wang and Jie Li

Abstract Radar signal processing is usually involved in a large amount of com-
plicate tasks processing and repeated computations. Hence, DSP chips are always
used in this field because of its real-time signal processing capacity. In this paper,
an optimization scheme of radar pulse compression algorithm is addressed based on
TMS320C6678 DSP platform. First, radar echo pulse compression algorithm is
realized on DSP platform according to the MATLAB code. Then we use compile
options optimization, lookup table optimization, library function optimization,
algorithm optimization, and cache optimization to further increase the code effi-
ciency. Exactly processing times are given before and after every optimization
method. It can be seen from the experiment results that the processing time is
distinctly decreased after optimization. The optimization methods proposed in this
paper are proved to be effective.

Keywords DSP ⋅ Radar echo ⋅ Pulse compression algorithm ⋅ Optimization

1 Introduction

Radar signal processing becomes more and more important in modern military and
civil application fields these years. It is widely used in early warning, target tracking
and locking, meteorological observation system, etc. However, a large amount of
data usually should be dealt with during the processing procedure. It is necessary
that a lot of sampling data should be used and processed by certain kind of algo-
rithms which is always complicated and time consuming [1, 2]. Although general
processor has outstanding performance, its volume, power, and application con-
ditions are not adapted to embedded system which is widely used for radar signal
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processing. Pulse compression algorithm is the generally used method to settle the
conflict between radar resolution and detection range. It is a common way to
perform distance gate estimation in radar signal processing. But the large compu-
tation of this algorithm is still the key problem in the embedded system.

Lots of methods have been addressed to ensure the low power, small volume,
and real-time signal processing at the same time. DSP chip is one of the main
solutions to make big computation possible and solve the processing speed prob-
lem. TMS320C6678 multicore DSP is a kind of high-end embedded processor with
high-performance, multi-tasking, and high-density applications. A number of
high-frequency cores are integrated on this chip. Multicore high-speed bus shared
by the memory and peripheral devices can improve the efficiency of the entire
chip. Compared with the single-core DSP, multi-core DSP has more obvious
advantages on parallel processing and computation speed. At present, many
international and domestic famous universities, research institutes and manufac-
turers are bending themselves in exploring and researching the applications on
TMS320C6678 in all fields. Several foreign researchers and manufacturers have
made grateful success on DSP research work. It still belongs to the beginning status
in domestic although many results have been achieved since recent years.

In this paper, we propose an optimization scheme of radar pulse compression
algorithm based on TMS320C6678 DSP platform. It can be seen from the exper-
iments that the processing results of optimized pulse compression algorithm on
DSP platform are the same as the originals of MATLAB platform. Meanwhile, the
processing time is obviously decreased after optimization. It not only verifies the
feasibility and reliability of the proposed method but also proves its effectiveness.

2 Theory of Pulse Compression

With the development of science and technology, high range resolution radars
which can distinguish multi-targets simultaneously and possess better range reso-
lution are taken advantage of in many areas. Doppler frequency is very small
compared with the signal bandwidth, so radar echo range can be detected by the
matched filter. It can reduce the blindness point of high pulse repetition frequency
as well [3].

The pulse compression system can be generally described by time bandwidth
production in many cases. When using a simple rectangular pulse signal, pulse
width B and bandwidth τ are generally satisfied Bτ≈ 1. The band of narrow pulse is
wide, so we must pay the cost when we use broad pulse. That is to reduce the range
resolution. If the broad pulse is modulated by frequency or phase, it will have the
same bandwidth of narrow pulse. If the bandwidth become to B after modulation,
the bandwidth after processing by matched filter of the receiver will be 1/B. This is
called pulse compression. Pulse signal with different frequency components has
different time delay after processing by the matched filter. Since the pulse
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compression may not need the high peak power, high broad pulse power and
narrow pulse resolution can be realized as the same time.

High resolution of narrow pulse can be achieved by augmenting the range of
radar transmission pulse and peak power. In another word, we can make it by
enhancing the carrier bandwidth. In radar system, frequency or phase modulation
based on the simple waveform can reach the pulse compression of chirps
(LFM) signal and barker signal and so on.

For a given radar system, the range resolution that can be achieved as

δτ =
c
2B

, ð1Þ

where C is velocity of light, B is transmitted signal bandwidth.
To the simple noncoding pulse radar system, the transmitted pulse bandwidth

can be expressed as

δ=
cT
2

ð2Þ

In a pulse compression system, the signal is always modulated by phase or
frequency. When B≫ 1

T, τ=
1
B. According to Eq. (1), we can get

δτ =
cτ
2

ð3Þ

Pulse compression ratio (CR) is defined as broad pulse width T which divides
pulse width after compression τ.

CR=
T
τ

ð4Þ

After the pulse compression, we can use the radar transmission signal of pulse
width T to get the same effect of transmission signal of pulse width τ. Thus, we can
simply promote the range resolution of radar pulse system [4].

Assume that the peak power and the resolution range are both the same, the
pulse compression CR also can be described as the power of input signal which
divides the power after compression system. As τ= 1

B, we can get

CR= TB ð5Þ

From the point of view of time domain, we can use digital signal processing
technique to realize the pulse compression.

Assuming the radar echo signal sequence is x(n), the impulse response function
of matched filter is h(n). So the output y(n) of matched filter can be modeled as:
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yðnÞ= ∑
N − 1

k=0
xðkÞ * hðn− kÞ= ∑

N − 1

k=0
hðkÞ * xðn− kÞ, ð6Þ

where N is the order of filter and the sampling point number of radar transmission
pulse signal. In practice, the matched filter is always processed in complex domain,
x(n) and h(n) should be all complex sequence.

According to the theory of signal processing, we can use the following formula
which can increase the processing speed instead of Eq. (6) to express the pulse
compression algorithm in frequency domain.

yðnÞ= IFFT ½XðkÞHðkÞ�= IFFTfFFT ½xðnÞ�FFT ½hðnÞ�g ð7Þ

Since the signal in frequency domain is discrete, we can know from the digital
signal processing basic theory that the result of frequency domain discretization
leads to the periodization of time-domain signal. Thus, the linear convolution of
sequence in time domain becomes the cyclic convolution. According to the sam-
pling theory in frequency domain, we can substitute cyclic convolution for linear
convolution when certain condition is satisfied. We suppose the input sequence x
(nT) of length M and matched filter coefficient sequence h(nT) of length N. Then
the sequence length of time-domain linear convolution is M + N − 1. If we need to
perform linear convolution by FFT which can enormously enhance the computation
speed, zero padding of each sequence will be done in advance. The length of x(nT)
and h(nT) should be M + N − 1 at least.

3 Characteristics of TMS320C6678 DSP

The KeyStone architecture DSP TMS320C6678 is an octa-core processor released
by TI company in November 2010. The extreme working frequency of each single
core is 1.25 GHz. Each single core can perform 40GMAC fixed-point calculations
or 20GFLOP floating-point calculations [5]. It can obtain 160GFLOP calculations
under 10 W power consumption. Its overall performance has been able to reach five
times of other multicore DSPs which has been formally developed. The chip
integrates multicore navigator, hardware accelerators, EDMA, GigabitEthernet,
USB controller, SRIO, and other useful equipments [6]. It is widely used for
communication, radar, navigation, sonar, and electronic countermeasure fields.

C6678 is a multicore DSP which can do parallel processing. Each single core of
C6678 has 32 KB program Cache, 32 KB data Cache, and 512 KB level 2 Cache.
The memory of each processor can exchange and swap data through High-speed
interconnection bus. The equipment on chip which is related to multicore includes
hardware message editor, queue manager, packet switching DMA, EDMA module,
and so on [7]. The use of the above module content promotes the information data
exchange ability between each core substantially.
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The HyperLink of TMS320C6678 chip is a four-Lane SerDes interface. The
running peak of each Lane is 12.5 Gbps. The eight DSP cores is divided into four
parts [8]. The HyperLink of two DSP crosses and connects with each other in each
part. It helps to deal with data exchange between nodes and increase the speed of its
own. TMS320C6678 chip contains 64-bit wide DDR3-1333 external memory bus
interfaces which can connect to any 8-bit or 16-bit DDR3 chips perfectly. The peak
data throughput efficiency can reach 10 GB/s [9].

The C6678 evaluation platform TMDSEVM6678L we used in this paper is
shown as Fig. 1. The EVM board consists of free multicore software, CCS inte-
grated development environment and demo codes. It makes the programmer get
easier during their development process.

4 Algorithm Optimization on DSP

We need to perform the radar pulse compression algorithm on DSP platform before
optimization. As a widely used development environment for TI DSP, CCS is used
in this paper as well. Experiment results between DSP platform and MATLAB are
compared to ensure the reliability of the codes processed by C6678. In order to
further improving the processing speed and take full advantage of the on-chip
resources of C6678, algorithm optimization is taken into account. An optimization
goal should be determined at first. After deciding the optimization goal, current
runtime characteristics should be determined to decide whether the implementation
can meet the goal. After getting the benchmark data, the capability of DSP needs to
be analyzed. Then the optimization direction can be determined. For each opti-
mization field, relative optimization methods can be applied to do optimization.

Fig. 1 TMDSEVM6678LE platform
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This is a multi-loop procedure between profile and optimization. If the goal is met,
current procedure can terminate. If not, other optimization methods should be used
or the goal should be adjusted accordingly.

For the sake of evaluating the optimization result precisely, a relative accurate
timing method should be taken to attain the exact time saving. In this paper, on-chip
timer is to use to calculate the function implement time by computing the time
difference before and after function. There are two counting registers TSCL/TSCH
with the same frequency of CPU on C66x DSP core. Either of them represents a
64-bit value. When CPU runs a clock cycle, the register value will add one auto-
matically. Thus, the accurate running time can be achieved with the clock cycle
value. These two registers must be initialized before timing. Initialized with zero is
common adapted in engineering applications.

4.1 Compiler Options Optimization

There are some main compile options that play an important role in optimizing
procedure.

–o3: This option is common used because it is the best and strongest opti-
mization in the file level and its effect is especially obvious. The code cannot be
dealt with pipeline until –o3 option has been selected. Some problems will appear
with –o3 and it is not suitable for all programs. In that it appears, we can choose the
–g option together with –o3 to eliminate most of the problems.

–pm: Optimize at the program level. This option can combine all the files
together to optimize. Its main purpose is to eliminate the unused return values and
the functions and constants which are not invoked.

–g: It allows symbols to debug. While it is great for debugging, it should not be
used in production code. This option can cause a 30–50% performance degradation
for control code and should not be used without debug requirement.

According to the effect of different options, –o3, –pm is chosen and –g is
excluded. The original processing time is 23991.79 μs while the time reduces to
930.9 μs after compiler options optimization. There is a tremendous heap of pro-
cessing time. It is mainly because –o3 option enables the pipeline calculation which
can take fully advantage of C6678 processing units by parallel.

4.2 DSP Library Function Optimization

For the sake of simplify the development difficulty, TI company affords a lot of
commonly used function library which is maximum optimized by assembles. The
user can invoke the functions conveniently only by adding the corresponding
library file to the project. Complex multiply and convolution is the most time
consuming operation during pulse compression. We can use TI optimized
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function to enhance the operating efficiency. The float optimized function
DSPF_sp_dotp_cplx and DSPF_sp_fir_cplx is chosen for computing the complex
multiply and convolution respectively. During the process of calculation, real part is
saved in the even position and imaginary part is saved in the odd position. The
optimized C code of the functions is afforded and we can change the codes in terms
of our specific application situation. After DSP library optimization, the processing
time further reduces from 930.9 to 746.076 μs.

4.3 Algorithm Optimization

The optimization method with TI library function has been discussed in advance but
it is only a model for ordinary cases. The algorithm can be further simplified for
special applications. In the pulse compression algorithm, the former parts of the
input array are zero, so there is no need to calculate the convolutions between echo
signals and matched filter coefficients. The operation time can be degraded by
decreasing the loop count in which it convolutes the signals with zeros. As the
afforded C code functions have been optimized by TI inline, we cannot directly
change the codes according to the formula. Every inline function should be read and
analyzed to ensure the validity of the optimized code. The part of convolution
computed in function DSPF_sp_fir_cplx can be expressed as Fig. 2. First, the
convolution of the library function multiplies the real and imaginary part of filter
h0h1 by the real and imaginary part of array x0x1, x2x3, x4x5, x6x7 one by one.
And then multiply h2h3 by x-1x-2, x0x1, x2x3, x4x5. We move coefficient array h
to the right end and finish multiplying and adding. After that, we change the x array
with a group of eight and repeat the convolution step until we finish the whole
signal array. The former part of x array that the signal is zero is not computed,
therefore a lot of multiplication and addition operation will be cut down. The
processing speed will go up further.

It spends 371.804 μs on this algorithm after optimization. Almost half of the
processing time is saved by this method.

h2h3 h0h1

x-1x-2 x0x1 x2x3 x4x5 x6x7

Fig. 2 Part of the convolution diagram
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4.4 Lookup Table Optimization

Function call and control code will break the pipeline during the DSP computation
procedure. The parallel pipeline computation is mainly aimed at loop codes. There
are sin or cos functions calling in the loop code of pulse compression algorithm.
Hence, the loop which contains sin or cos function cannot implement pipeline. In
this paper, we calculate the cos values with the step of 0.01 rad in advance and save
it in an array. In the loop code, the array similar to lookup table is used instead of
function call.

In that the parallel pipeline can be implemented in loop code, the processing time
after optimization sharply goes down to 186.98 μs. It proves the validity of the
method we have proposed.

4.5 Cache Optimization

A kind of L1P Cache optimization method is afforded by TI company. It can be
used to enhance the cache accessing efficiency [10]. The whole process can be
easily reached by the following several steps.

(1) Make use of TI compiler to compile the project with adding the option—
gen_profile_info to generate the information which is used for profile.

(2) Run the .out executable file to generate .pdat file which contains analysis
information. It is ensured that the program can run to the exit of main function
because the .pdat file is formed when the exit function is executed.

(3) We use pdd6x command to generate .prf file with the command line “pdd6x
pprofout.pdat –e xx.out –o = pprofout.prf”. Then rebuild the project with the .
prf file as the profile feedback file and .csv file will be generated automatically.

(4) Use command line “clt6x main.csv lots.csv rare.csv –o pfo.cmd” to generate
new .cmd file and add it into the project to optimized memory allocation.

After that, cache optimization is finished. The more is the user code, the more
obvious effect is cache optimization. Due to the codes of pulse compression
algorithm is not too many, there is little enhancement of time which finally reaches
to 184.37 μs after cache optimization.

We can distinctly find the optimization result of every method from Table 1. It
can be seen that the processing time decreases from 23991.793 to 184.37 μs and
basically satisfies the real-time processing requirement.
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5 Conclusions

Radar pulse compression algorithm is usually involved in a large amount of
complicate tasks processing and repeated computations. Based on DSP platform,
this paper addressed a serious of optimization methods to reduce the operation time
of pulse compression algorithm. Exactly processing times are given before and after
every optimization method such as compile options optimization method, lookup
table optimization method, library function optimization method, algorithm opti-
mization method, and cache optimization method. It can be seen from the experi-
ments that the processing time is obviously decreased after optimization. It proves
the effectiveness of the optimization methods proposed in this paper.
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Table 1 Optimization time
comparison table

Optimization method Time (μs)
Original time 23991.793
After compiler options optimization 930.9
After library function optimization 746.076
After algorithm optimization 371.804
After lookup table optimization 186.98
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On the Ergodic Throughput Capacity
of Massive MIMO Supported Hybrid
Wireless Networks

Ganlin Zhao and Qilian Liang

Abstract In this paper, we investigate theoretical transmission capacity limit in the

uplink hybrid wireless network under infrastructure mode. Massive MIMO is con-

sidered to improve network capacity. Multi-user MIMO is preferred over Point-to-

Point MIMO for Massive implementation to achieve improved scalability. For ad hoc

mode, without infrastructure support, Massive MIMO is not practical to implement

in each user device due to the limitation of complexity. Another perspective of this

paper is to include the fading effect on capacity. Under favorable propagation condi-

tion, Massive MIMO greatly mitigates small-scale fading effect between each user

and base station antenna. Outage capacity over large-scale fading channel is derived

in both low SNR and high SNR scenarios.

Keywords Hybrid wireless networks ⋅ Massive MIMO ⋅ Infrastructure ⋅ Fading ⋅
Uplink ⋅ Outage capacity

1 Introduction

Hybrid wireless network [1] is constructed by placing several wired interconnected

base stations in an ad hoc network. The network topology is shown in Fig. 1.

Throughput capacity is the key element to analysis the performance of hybrid

networks. A lot of research works has been done. Gupta and Kumar [2] initiatively

studied scaling law of a random ad hoc wireless networks. When nodes are randomly

placed in the network and they randomly choose a destination, the per-node capacity

is shown to be 𝛩( W√
n log n

) as the number of nodes n tends to infinity, where W is

the transmitting rate each node is capable of using a fixed range. In [3], with b base

stations and n nodes settings, the author proves that in order to achieve infrastructure
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Wired Infrastructure

Fig. 1 Hybrid wireless network

gain, b should grow at least faster than

√
n

log n
and the maximum throughput scales

as 𝛩(bW) which increases linearly with the number of base stations. In [4], squared

cell model is assumed and fading environment is considered. The per-node outage

throughput capacity over Rayleigh fading channel scales as O(log(𝜖
b
n
n
b
)W1) under

ad hoc mode and 𝛩( b
n
log(𝜖 n

b
)W2) under infrastructure mode, where W1 is the band-

width shared by ad hoc transmission and uplink infrastructure transmission and W2
is bandwidth assigned for downlink infrastructure transmission.

In terms of Massive MIMO implementation under hybrid wireless networks,

channel capacity could be different from previous scenario. Massive MIMO capacity

is studied in [5, 6].

In this paper, considering using Massive MIMO for hybrid wireless network

infrastructure to further improve system performance, we focus on studying how

the uplink outage capacity scales with number of base stations b, number of users

n, as well as large number of antennas M on the base station. Our analysis relies

on deriving the outage capacity in closed form expression including the variables

aforementioned.

2 Network Modeling

2.1 Hybrid Wireless Network Model with Massive
MIMO Support

The following hybrid network model is considered throughout this paper:

1. The network consists of n nodes and b base stations totally.
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2. The whole area has size n and is evenly divided into b hexagonal cells with unit

density. Thus cell has distance c =
√

2
√
3

3
n
b

between parallel sides.

3. Each cell contains only one base station which is placed in the center. There exists

K = 𝛩( n
b
) users circularly uniform placed surround the base station within each

cell. Each node has distance dk to the base station in the same cell.

4. The number of base stations b = o( n
log n

) is assumed that b increases at a slower

rate than n.

5. Multi-user MIMO is preferred in this work. Each user terminal is assumed to have

only one antenna.

6. The base station located in each cell has an array of M antennas. The antennas are

sufficient to simultaneously serve all K users in the cell. The number of antennas

greatly exceeds the number of terminals M ≫ K.

7. G is M × K propagation channel matrix:

G = HD1∕2
𝛽

(1)

Matrix H has dimension M × K. Each entry is the small-scale fading coefficient

between theKth user terminal and theMth antenna on base station. MatrixD1∕2
𝛽

is

a K × K diagonal matrix. The diagonal entries of D1∕2
𝛽

are normalized large-scale

fading coefficients related to the antenna array and Kth user terminal.

2.2 Transmission Modes

Two transmission mode are used in hybrid networks: infrastructure mode and ad hoc

mode. In this paper, we only consider the uplink phase transmission of the infrastruc-

ture mode.

3 Uplink Outage Throughput Capacity Under
Infrastructure Transmission Mode

One of the key characters with base station antennas greatly exceeds the number

of user terminals is called favorable propagation [7]. The propagation matrix G
is asymptotically orthogonal as M ≫ K. When M ≫ K, column vectors in matrix

H become long and are asymptotically pairwise orthogonal according to random

matrix theory [8]. Since small-scale fading coefficients have magnitude of 1, we

have HHH ≈ I. The propagation matrix is thus can be written as:

(
𝐆H𝐆
M

)

M≫K
= D1∕2

𝛽

(
𝐇H𝐇
M

)

M≫K
𝐃1∕2

𝛽
≈ 𝐃

𝛽
(2)
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From Eq. (2) we can observe that long propagation matrix makes that small-scale

fading effect greatly mitigated under favorable propagation while large-scale fading

coefficient dominates.

The sum rate capacity of uplink MU-MIMO can be obtained from [9] assuming

receiver knows the channel:

Csum_ul = log2 det
(
IK + 𝜌uGHG

)
(3)

by applying favorable propagation condition

Csum_ulM≫K ≈ log2 det
(
IK +M𝜌uD𝛽

)
(4)

=
K∑

k=1
log2

(
1 +M𝜌u𝛽k

)
(5)

Equation (5) indicates that the sum rate could be represented as individual rate

correlated to each terminal. This yields an simplification of linear decoding process

by using matched-filter at the BS.

To further derive the outage capacity of the uplink channel, we assume each large-

scale fading coefficient 𝛽k has the following form [10]:

𝛽k = 𝜙d−𝛼k 𝜁k (6)

where 𝜙 is a constant related to the antenna gain and carrier frequency, dk is the

distance between the base station and kth terminal. 𝛼 is the path loss exponent. 𝜁k is

the log-normal shadowing with 10 log10 𝜁k ∼  (0, 𝜎2
k ).

We assume that all user terminal devices transmit at a sum rate Rbit∕s∕Hz, the

related outage probability is

Pout = Pr

{ K∑

k=1
log2

(
1 +M𝜌u𝜙d−𝛼k 𝜁k

)
< R

}

(7)

Then to solve the equation above, we explore the outage capacity both in high

SNR and low SNR scenario.

3.1 Low SNR

At low SNR, we employ ln (1 + x) ≈ x and obtain the following,

Pout = Pr

{

loge2 M𝜌u𝜙

K∑

k=1

(
d−𝛼k 𝜁k

)
< R

}

(8)
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For nodes are circularly uniform placed, we assume the path loss d−𝛼k is given

during solving the equation. Since 𝜁k is log-normal distributed with 10 log10 𝜁k ∼
 (0, 𝜎2

k ), we could derive d−𝛼k 𝜁k is also log-normal distributed with 10 log10(
d−𝛼k 𝜁k

)
∼  (𝜇k, 𝜎

2
k ) where 𝜇k = 10 log d−𝛼k .

Applying Fenton–Wilkinson method [11], we approximate the summation of log-

normal distributed random variables d−𝛼k 𝜁k with a new log-normal random variable,

say 𝜒 that 10 log10 𝜒 ∼  (𝜇
𝜒
, 𝜎

2
𝜒
). The new parameter of 𝜒 is chosen by,

𝜇
𝜒
= 𝜉

−1

(
𝜉
2

2

(
𝜎
2
k − 𝜎

2
𝜒

)
+ ln

( K∑

k=1
e𝜉𝜇k

))

(9)

𝜎
2
𝜒
= 𝜉

−2 ln
⎛
⎜
⎜
⎜
⎝

(
e𝜉2𝜎2

k − 1
) ∑K

k=1 e
2𝜉𝜇k

(∑K
k=1 e𝜉𝜇k

)2 + 1
⎞
⎟
⎟
⎟
⎠

(10)

Then the outage probability is,

Pout = Pr
{
𝜒 <

R
loge2 M𝜌u𝜙

}
(11)

The cumulative distribution function (CDF) of the log-normal distributed random

variable 𝜒 is given by

F(x) = 1
2
erfc

⎛
⎜
⎜
⎝
−
ln x − 𝜇

𝜒

𝜎
𝜒

√
2

⎞
⎟
⎟
⎠

(12)

where erfc(x) is the complementary error function.

With the CDF of 𝜒 , we have the following

Pout =
1
2
erfc

⎛
⎜
⎜
⎝
−
lnT − 𝜇

𝜒

𝜎
𝜒

√
2

⎞
⎟
⎟
⎠
,T = R

loge2 M𝜌u𝜙
(13)

According to [12], tight exponential upper bounds for the complementary error

function are derived

erfc(x) ≤ 1
2
e−2x2 + 1

2
e−x2 ≤ e−x2 , x > 0 (14)

Applying the approximation to Eq. (13), we got

Pout ≤
1
2

(1
2
(
T ′)2 + 1

2
T ′
)
= 𝜖 (15)
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where

T ′ = e
−
(
− lnT−𝜇𝜒

𝜎𝜒

√
2

)2

(16)

By solving Eq. (15) we get

T ′ =
√
1 + 16𝜖 − 1

2
(17)

Equation (17) is satisfied when 𝜖 <
1
2
. Combining (16) and (17) we got

C
𝜖
= loge2 M𝜌u𝜙exp

⎧
⎪
⎨
⎪
⎩

𝜇
𝜒
− 𝜎

𝜒

√√√√2 ln

(
2

√
1 + 16𝜖 − 1

)⎫
⎪
⎬
⎪
⎭

(18)

From Eq. (18) we can see that the capacity is related to 𝜇
𝜒

and 𝜎
𝜒

which are

defined in (9) and (10)

Since the distance c =
√

2
√
3

3
n
b

between the parallel sides of a cell is bounded by

𝛩(
√

n
b
) as the system increases. With uniform distribution, the distance dk between

the kth user in one cell and the base station is proportional to c and it is bounded by

𝛩(
√

n
b
) as well. Since 𝜇k = 10 log d−𝛼k . Then 𝜇k = 𝛩(log

√
n
b
). Obviously

𝜎
2
𝜒
≈ ln( 1

K
+ 1) = 𝛩(log(b

n
+ 1)). (19)

We can also derive that

𝜇
𝜒
≈ 𝛩(log(n

b
)). (20)

Then, we make the conclusion that the transmission rate under low SNR for Mas-

sive MIMO uplink is:

Rlow
ul = O

(

M

(

(n
b
)e

−
√

log
(

b
n
+1
)
𝛿
𝜖

))

bit∕s∕Hz (21)

where 𝛿
𝜖
= 2 ln

(
2√

1+16𝜖−1

)
.

From Eq. (21) we can see that in low SNR scenario, uplink outage capacity

scales linearly with number of base stations M, which means that increasing number

of antenna will always increase throughput capacity. Figure 2 shows uplink outage

capacity with different M settings when outage probability 𝜖 = 0.001.
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Fig. 2 Uplink outage

throughput capacity under

low SNR scenario

(𝜖 = 0.001)
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3.1.1 High SNR

In high SNR scenario, we approximate log(1 + x) = log(x) to Eq. (7),

Pout = Pr

{ K∑

k=1
log2

(
M𝜌u𝜙d−𝛼k 𝜁k

)
< R

}

(22)

Previously we have seen that 𝜁k is log-normal distributed with 10 log10
(
𝜁k
)
∼ 

(0, 𝜎2
k ). We define another random variable L = log2 M𝜌u𝜙d−𝛼k 𝜁k that L ∼  (𝜇L, 𝜎

2
L)

and

𝜇L = log2(M𝜌u𝜙d−𝛼k ) (23)

𝜎
2
L = (

𝜎k

10 log10 2
)2 (24)

The summation of normal distributed random variables is also normal distributed.

That is L̂ =
∑K

k=1 L, L̂ ∼  (𝜇L̂, 𝜎L̂2 ) with 𝜇L̂ = K𝜇L, 𝜎
2
L̂
= K𝜎2

L.

Then we can rewrite Eq. (22)

Pout = Pr

{ K∑

k=1
L < R

}

= Pr
{
L̂ < R

}

= 1
2
erfc

(

−
R − 𝜇L̂

𝜎L̂

√
2

)

= 𝜖 (25)



264 G. Zhao and Q. Liang

Fig. 3 Uplink outage

throughput capacity under

high SNR scenario

(𝜖 = 0.001)
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Apply approximation (14)

C
𝜖
= 𝜇L̂ − 𝜎L̂

√√√√2 ln

(
2

√
1 + 16𝜖 − 1

)

, 𝜖 <
1
2

(26)

By analysis of (23) and (24), we can get 𝜇L̂ = 𝛩( n
b
log(M

√
n
b
)) and 𝜎L̂ = 𝛩(

√
n
b
)

So the transmission rate under high SNR for Massive MIMO uplink is:

Rhigh
ul = O

(
n
b
log(M

√
n
b
) − n

b
√
𝛿
𝜖

)
bit∕s∕Hz, (27)

where 𝛿
𝜖
= 2 ln

(
2√

1+16𝜖−1

)
.

Under high SNR scenario, the uplink outage throughput capacity yields logarith-

mic increase with number of base station antennas M. From Fig. 3, we can see that

doubling M from 25 to 50 almost has the same capacity gain when doubling M from

50 to 100.

4 Conclusions

In this paper, with Massive MIMO implementation in the hybrid wireless net-

work, we derived the theoretical uplink outage throughput capacity for infrastructure

mode. Under favorable propagation condition, small-scale fading is averaged out due

to asymptotic orthogonality of the propagation matrix with increased base station

antenna M. Large-scale fading on throughput capacity is examined for both high and
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low SNR. Close-form outage throughput capacity is derived. We proved that at low

SNR, the infrastructure mode uplink outage capacity isO

(

M

(

( n
b
)e

−
√

log
(

b
n
+1
)
𝛿
𝜖

))

bit/s/Hz. At high SNR, the infrastructure uplink outage capacity isO
(

n
b
log(M

√
n
b
)−

n
b

√
𝛿
𝜖

)
bit/s/Hz. Increasing number of antennas at low SNR scenario yields linear

capacity gain compared to logarithmic capacity gain at high SNR.
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Increasing Capacity of Multi-cell
Cooperative Cellular Networks
with Coprime Deployment

Hao Liang and Qilian Liang

Abstract A novel deployment for multi-cell cooperative cellular network based on

the two-dimensional (2D) coprime array, and analysis on its sum-rate capacity are

proposed. Taking advantage of that the 2D coprime array system can provide O (N2)

degree of freedom by using only N physical sensors when the second-order statis-

tics of the received data is used, we show that the derivation procedure of average

sum-rate capacity for the cooperative cellular network is still valid for the coprimed

distributed base stations (BSs) in the non-fading and Rayleigh fading channels. Sim-

ulations further validate these theoretical results.

Keywords Coprime ⋅ Sum-rate capacity ⋅ Cellular network

1 Introduction

With the forthcoming 500 million connections and explosion of mobile broadband

data, heterogeneous networks with a combined approach including improving, den-

sifying and finding better deployment of the cells are becoming the future way to

enhance network capacity and performance [1].

Several studies have addressed the cell planning and interference issues in the

past. In [2], different symmetric cell deployment strategies have been studied based

on inter-site distance and it is concluded that the network capacity can be enhanced

through denser deployment of cells. In [3] the authors propose to deploy a massive

amount of small cells in order to increase the total capacity and reduce the energy

consumption.
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However, when the cells are deployed in a super dense way, the inter-cell inter-

ference problem would become dominant. In a high interference scenario with many

line-of-sight (LOS) interferers around, keep adding cells regardless of the surround-

ing environment will not always help to improve the network performance [4].

Hence, finding better deployment of BSs and increasing the level of collabora-

tion would be a better way to achieve higher capacity. In this paper, a novel coprime

distributed network is proposed which can increase the degree of freedom of the co-

arrays to reduce the number of physical sensor while maintaining the same perfor-

mance. The work [5] introduced this theorem into multi-dimensions. In [6], another

sparse deployment method named nested-array was introduced.

The rest of the paper is organized as follows. In Sect. 2, we give a brief intro-

duction of coprime arrays system and the system model. In Sect. 3, we study the

sum-rate capacity of the designed system. In Sect. 4, Monte Carlo simulation result

is provided. The conclusion is drawn in Sect. 5.

2 Preliminary and Model Description

2.1 2D Coprime Co-array

We will first introduce several concepts about multidimensional lattice, which is the

basic knowledge to coprime co-array mentioned in [5].

Given a D × D singular matrix V, consider the set of all D × 1vectors of the form

t = Vn (1)

where n are integer vectors (vectors with integer entries ni). This set of all is called

the lattice generated by V and is denoted as LAT(V). The set of all D × 1 vectors of

the form Vx, where x ∈ [0, 1)D (i.e., where the elements of x satisfy 0 ≤ xi ≤ 1), is

said to be the fundamental parallelepiped of V, and is denoted as FPD(V). Similarly

the symmetric parallelepiped SPD(V) is the set of vectors Vx with x ∈ (−1, 1)D. To

visualize these definitions, consider the 2D example where V is 2 × 2 and can be

written as

V = [v1 v2]. (2)

Some important points to recall are as follows:

(1) the volume of FPD(V) (area in 2-D) is equal to ∣ detV ∣;
(2) thus, the number of lattice points generated by V per unit volume (lattice density)

is equal to 1/∣ detV ∣; larger the determinant, smaller is the density of lattice

points;

(3) LAT(V) is the same as LAT(VE) for any integer matrix E with det E = ±1

Theorem 1 Coprime Co-arrays in 2D: Assume the 2× nonsingular integer matrixes
M and N are commuting and coprime. Then
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(1) given any integer vector k, there exist integer vectors n1 and n2 such that k =
Mn1 − Nn2 holds; the co-array contains all integer vectors, if n1 and n2 are
allowed to vary over all integer vectors;

(2) let the integer vectors n1 and n
′

1 be restricted to FPD(N) and n2 and n
′

2
restricted to FPD(M); then

Mn1 − Nn2 ≠ Mn
′

1 − N
′
n2 (3)

as long as (n1, n2) ≠ (n′

1 − Nn
′

2);
(3) the integer vector Mn1 and Nn2 are distinct when the integers n1 and n2 are such

that n1 ∈ FPD(N) and n2 ∈ FPD(M), unless n1 = n2 = 0.

Theorem 2 Generating All Integer Vectors in FPD(MN): Assume M and N are com-
muting, coprime, and nonsigularD × D integer matrixes, and consider the difference
k = Mn1 − Nn2. With n1 ∈ FPD(2N) and n2 ∈ FPD(M), all integers k ∈ FPD(MN)
can be generated. Similarly, with n1 ∈ FPD(N) and n2 ∈ SPD(M), all integers k ∈
FPD(MN) can be generated.

2.2 Sum-Rate Capacity for Multi-cell Processing

The ergodic per cell sum-rate capacity is given by [7]

C(P) = 1
L
E[log2(IL + PHLH

∗
L )] (4)

where P is the transmit power of a single user, and the expectation is taken with

respect to fading coefficients HL.

The matrix HLH
∗
L is an L× L matrix given by

[HLH
∗
L ]m,n =

⎧
⎪
⎨
⎪
⎩

ama
∗
m + bmb

∗
m m = n

bma
∗
n n = (m − 1) modL

amb
∗
n n = (m + 1) modL

0 otherwise

(5)

2.3 System Model

Figures 1 and 2 demonstrate the distribution of BSs in a 2D coprime array method

described in Sect. 2.1. Where
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Fig. 1 The array generated

by Mn1, n1 ∈ FPD(N), and

Nn2, n2 ∈ FPD(M)
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M =
[

1 1
−1 4

]

and N =
[
2 1
−1 5

]

(6)

As, M - N = I, M and N are coprime. Every dot in Fig. 1 stands for a physically

deployed macrocell and Fig. 2 is the virtual BSs generated by the physical BSs. Every

cell has K users. The vector baseband representation of signals received at the BSs

is given as

y = Hx + n, (7)

where H is the channel transfer matrix

H =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

a0 0 0 ⋯ 0 b0
b1 a1 0 ⋯ 0 0
0 b2 a2 ⋯ 0 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 ⋯ aL−2 0
0 0 0 ⋯ bL−1 aL−1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(8)

where am, bm are channel coefficients experienced by the K users from the corre-

sponding M and N BSs.

3 Sum-Rate Capacity of Coprime Distributed Cooperative
Networks

3.1 Invariance of the Difference Co-array

The difference co-array generated from the coprime array can be expressed as:

k = Mn1 − Nn2 (9)

The correlation between the any two array elements is

R(k) = E[x(Mn1)x∗(Nn2)] = E[x(n)x∗(n − k)] (10)

The received signal vector

ym,n =
k∑

k=1
a(𝜃k)sk + nk (11)

where sk denotes the signal waveform vector, nk denoted a i.i.d. Gaussian noise.

a(𝜃k) = [1, e−j
2𝜋
𝜆

u2sin(𝜃k )
,… , e−j

2𝜋
𝜆

u2M+N−1sin(𝜃k )]T , The covariance matrix of
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received signal vector can be expressed as

R = Ey(l)y∗(l) =
k∑

k=1
𝜎

2
k a(𝜃k)a

H (𝜃k) + 𝜎

2
nI (12)

The covariance matrix will be

̂R = 1
L

L∑

l=1
y(l)y∗(l) (13)

Taking the average of R,

̂R2 = 1
MN

M∑

m=0

n∑

n=0
R (14)

The covariance matrix of signal has the same form as ̂R2
Therefore, the coprime

distributed BSs have a degree of freedom of O(MN), with O(M+N) physical BSs./

subsectionAWGN Channel Assume all fading coefficients in non-fading channels to

be 1, all transmission schemes with equal intra-cell power achieve the same through-

put.

From (5) we can derive that the uplink average per cell sum-rate without fading

is

C(P) = 1
L

L∑

l=0
log10(1 + 2KP(1 + cos(2𝜋 l

L
))) (15)

The average per cell sum-rate capacity with Rayleigh fading is

C(P) = 1
L

L−1∑

l=0
long10(1 + 2KP(m2 + |m1|

2cos(2𝜋 l
L
))) (16)

4 Simulation Result

Figures 3 and 4 show the channel capacity under the different intra-cell transmission

power. Lower bounds and upper bounds are also analyzed with K = 100 per cell.

Figure 3 shows lower bound for 𝜀 = 0.1 and Fig. 4 shows it for 𝜀 = 0.5.

In Fig. 5, we compared the sum-rate capacity between coprime deployment and

uniform deployment under Rayleigh fading and non-fading cases with the same num-

ber of physical BSs. We observe that the coprime deployment has a 7 times perfor-

mance improvement comparing to the uniform deployment for both the Rayleigh

fading and non-fading cases.
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Fig. 3 Per cell sum-rate
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Fig. 4 Per cell sum-rate
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5 Conclusion and Future Works

In this paper, we apply the coprime array algorithm into BSs depolyment case which

is a combination of O(M+N) BSs distributed over nonseparable lattices, whose dif-

ference co-array can give rise to a much larger 2D array with O(MN) BSs on the

dense lattice. Which means that with M+N physical BSs we can achieve the per-

formance of MN BSs. From the simulation result, we find that the coprime array

deployed BSs performs much better than the uniform deployed BSs. Which means

we can use less number of BSs to achieve a better performance. Meanwhile, there

are still some open question beyond this work, including resource allocation, beam-

forming, interference, the optimal choice of the generate matrix.
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Channel-Based Collaborative
Authentication Scheme for Wireless
Sensor Network

Guangming Han and Ting Jiang

Abstract As the broadcast nature of wireless communications, information secu-
rity becomes a more challenging issue in contrast to traditional wired channels
especially for capabilities limited wireless sensor networks. On the other hand, we
can exploit the randomness of wireless channels to authenticate devices by com-
paring their channel properties. In this paper, we proposed a performance enhanced
physical layer authentication scheme for wireless sensor networks by collaboration
of multiple sink nodes. A binary hypothesis testing based authentication method is
proposed to identify nodes by directly comparing the current and previous channel
frequency responses to decide whether the transmitter is malicious node or the
legitimate node. Besides, we collaboratively integrate the decisions of different sink
nodes to improve the authentication performance. The simulation results show that
our proposed collaborative authentication scheme improves detection performance
greatly.

Keywords Physical layer authentication ⋅ Wireless sensor network ⋅ Spoofing
attack ⋅ Binary hypothesis testing

1 Introduction

Due to the open nature of wireless channels, there are various attacks in wireless
communications, since the intruders can access wireless networks without a
physical connection. For wireless sensor networks (WSNs), security is a critical
issue for many sensor network applications, such as military target tracking and
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security monitoring. To provide security and privacy to small sensor nodes are
challenging, due to the limited capabilities of sensor nodes in terms of computation,
communication, memory storage and energy supply [1].

Currently, wireless network security mechanisms are largely derived from the
idea of traditional wired network, where the security schemes are accomplished
above the physical layer of protocol stacks. While recently, it is demonstrated that
some physical layer properties derived from wireless channels and devices can be
utilized as unique device fingerprints to accurately identify wireless devices [2].

In paper [3], the author utilize received signal strength indicator (RSSI) to detect
Sybil attack and this scheme does not burden the WSNs with shared keys to
messages. But received signal strength indicator is coarse-grained channel infor-
mation and fine-grained physical layer authentication property is proposed in [4]. In
[5], Xiao et al. proposed a channel based detection scheme to identify Sybil attacks.
In common practice, wireless networks are deployed with multiple APs, so that the
author proposed a multiple-AP based Sybil detection scheme.

However, the channel estimation results are always corrupted by environmental
noise and interference, so that the authentication scheme is not reliable enough [6].
In [7], I/Q imbalance is used as a unique fingerprint to identify transmitters.
Besides, the paper proposed an efficient solution in which multiple collaborative
receivers are involved in the authentication process to improve authentication
performance.

In this paper, we utilize the cooperation of multiple sink nodes to enhance the
authentication performance. In wireless sensor networks, there are multiple sink
nodes deployed in the network [8], which facilitates collaborative authentication
strategy. For instance, many sink nodes may receive an authentication request from
the same source due to the broadcast nature of the wireless medium. Thus, the sink
nodes will rely on cooperative observations to jointly authenticate the transmitting
node to achieve improved authentication reliability. Since the orthogonal frequency
division multiplexing (OFDM) systems offer some overwhelming features, such as
robustness against the multipath channel, flexible resource allocations and high
spectral efficiency, the OFDM scheme is being gradually applied in WSNs [9].

The remainder of this paper is organized as follows. The next section describes
our system model. In Sect. 3, the proposed collaborative authentication scheme is
described. Section 4 presents the numerical results of our authentication technique.
Finally, Sect. 5 concludes the paper.

2 System Model

As shown in Fig. 1, the wireless sensor network consists of many sensor nodes and
some sink nodes, where multiple sink nodes are deployed in order to improve the
lifetime and robustness of WSN. The sink nodes are located in the center of the
neighboring sensor nodes so that those sensor nodes can send messages to the sink
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nodes through just one hop. The sink nodes collect messages from sensor nodes and
act as gateway connecting the WSN and external network.

It should be noted that physical layer authentication is a complementary method
to discriminate transmitters, through which we can decrease the work load of up
layer authentication schemes and save energy [4]. We assume that the identity of
the message is authenticated to be from a legitimate sensor node at the beginning of
the transmission by virtue of traditional higher layer authentication schemes.

2.1 OFDM Model

In this paper, we consider an OFDM-based WSN with N subcarriers. The low-pass
equivalent OFDM symbol is expressed as

xðnÞ= 1
N

∑
N − 1

k=0
XðkÞej2πkn ̸N , n=0, 1, . . . ,N − 1. ð1Þ

The power of data symbol is E XðkÞj j2
h i

=Var½XðkÞ�=ES .

The OFDM signal is transmitted over a time-varying frequency selective fading
channel, under the assumption that adjacent messages are transmitted within the
channel coherence time T. So that, the received signal sample in time domain can be
written as

yðnÞ= xðnÞ*hðnÞ+wðnÞ, ð2Þ

Sink Node

Sensor Node

Sink Node

Sink Node

Fig. 1 System model
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where hðnÞ is the channel impulse response and wðnÞ is zero-mean white complex
addictive Gaussian noise with variance σ2w, i.e. wðnÞ∼ NCð0, σ2wÞ.

2.2 Channel Estimation

In the OFDM system, the signal in the receiver will be transferred to frequency
domain after precise sampling. In order to estimate the channel, pilot symbols
should be inserted into some subcarriers. The received signal in frequency domain
can be expressed as

Y ½k�=HkX½k�+Wk, k=0, 1, . . . ,N − 1. ð3Þ

The subscript means the kth subcarrier. The channel frequency response can be
estimated by least squares (LS) estimation. In the presence of channel noise, the
estimation is corrupted. The MSE of channel estimation is given by [10]

MSELS =
1
N

∑
N − 1

k=0
E½ Hk −H ̂k
�� ��2�= σ2w

ES
=

1
SNR

, ð4Þ

where SNR=ES ̸σ2w expresses the signal noise ratio of the OFDM transmission
system.

During the authentication period, the channel estimations are got within the
coherent time of the channel. The channel frequency response estimation at sub-
carrier k is expressed as

H ̂iðkÞ=HiðkÞejϕi +Ni, i=A,T , ð5Þ

where subscript i=A denotes the channel frequency response estimation comes
from the legitimate sensor node A, while i= T means that the frequency response
estimation originates from unknown node that needs to be authenticated.Ni is an
additive complex Gaussian error resulting from the receiver thermal noise, which
complies for NCð0, σ2Þ then σ2 =MSELS. ϕi is the unknown phase measurement
rotation, which complies for uniform distribution ϕi ∈ ð0, 2πÞ.

In this paper, both the amplitude and phase of channel fingerprint will be utilized
to clarify the two distinct links [11]. So that, as for the nth sink node, the estimation
of channel frequency response is

Ĥn = ½H ̂nðk1Þ,H ̂nðk2Þ, . . . ,H ̂nðkMÞ�. ð6Þ

where k0 ,k1⋯ kM are the index of the sample subcarriers and M is the length of
channel frequency samples.
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3 Collaborative Authentication Scheme

In this section, we utilize the channel frequency response got from above and
propose a binary hypothesis testing to authenticate the current transmitter. Based on
Neyman–Pearson criterion, we make the decision whether the current messages
come from the legitimate user or spoofing attacker, and then we collaboratively
combine the decisions from different sink nodes to make the final decision to
maximize the probability of detecting the attacker.

3.1 Hypothesis Testing

At time t, it is assumed that the message originates from sensor node A and the
corresponding channel frequency response is ĤA. At time t + 1, sink nodes receive
another message from a sensor node, we get channel estimation ĤT. For the nth
sink node the offset vector ΔĤn can be defined as

ΔHn = ĤTn − ĤAn =HTn −HAn +NTn −NAn

= ½ΔH ̂nðk1Þ ΔH ̂nðk2Þ ⋯ ΔH ̂nðkMÞ �,
ð7Þ

So that, we define μn =HTnðfÞ−HAn
ðfÞ, which is the discrepancy of the orig-

inal part of the channel frequency response. So that, as for the nth sink node, we get
the binary hypothesis testing as

H0:ΔHn = 0
H1:ΔHn ≠ 0.

ð8Þ

Under H0, which means the latter message comes from legitimate node, while
under H1, which means the latter message is from the attacker.

We get the hypothesis test statistic

Sn =
1
δ2n

∑
M

i=1
ΔH ̂nðkiÞ2. ð9Þ

From the previous derivation, we know that μn = 0 under H0, so that Sn follows
central chi-squared distribution with 2M degrees of freedom, which can be repre-
sented as Sn ∼ χ22M . While under H1, μn ≠ 0 and Sn follows non-central chi-squared
distribution and Sn can be expressed as Sn ∼ χ22MðλÞ with 2M degrees of freedom
and non-centrality parameter is [12]

λ= ∑
M − 1

i=0

μ2
n

δ2n
. ð10Þ
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3.2 Collaborative Detection Method

In this section, we use collaborative authentication method to decide whether H0 or
H1 is correct. For nth sink node, the authentication method is performed by com-
paring the test statistic Sn and the threshold Tn given by specific false alarm rate.
Under H0, we can get the probability density function of Sn [12]

PH0ðSnÞ=
SM − 1
n e−

Sn
2

2MΓðMÞ , ð11Þ

where ΓðxÞ= R∞
0 ux− 1e− udu is Gamma function. Besides, the probability density

function of hypothesis H1 is [12]

PH1ðSnÞ=
1
2
ðSn
λ
ÞM − 1

2 e−
1
2ðSn + λÞIM − 1ð

ffiffiffiffiffiffiffi
Snλ

p
Þ, ð12Þ

where IM − 1ð ⋅ Þ is the first kind Bessel function of order M-1.
In order to maximize the detection ability, we use Neyman–Pearson criterion to

make the decision. So that, we assume the threshold as Tn, then the false alarm
rate is

PFAn =PðSn > TnjH0Þ=
Z ∞

Tn
PH0ðSnÞdSn =Qχ22M

ðTnÞ, ð13Þ

where Qχ22M
ð ⋅ Þ represents the right tail probability for a χ22M random variable. The

detailed expression is

Qχ22M
ðTnÞ= e−

Tn
2 ∑
M − 1

i=0

Ti
n

2ii!
. ð14Þ

According to the Neyman–Pearson criterion, we can get the threshold for given
false alarm rate Tn =Q− 1

χ22M
ðPFAnÞ. After that, using the threshold Tn, we can make

decision whether to accept H0 or claim H1. As a result, the detection rate of nth sink
node is

PDn =PfSn >TnjH1g=
Z ∞

Tn
PH1ðSnÞdSn. ð15Þ

As mentioned above, the channel frequency response estimation is corrupted by
zero-mean Gaussian error, as a result, the receiver may misidentify the attacker as
legitimate user. Then, the receiver will save the false channel frequency response to
authenticate the next message, which will probably claim the legitimate user as
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attacker. This situation will inevitably degrade the authentication performance and
introduce security problems to the network. So that, we choose a strict decision rule
to make the final decision.

As described in Sect. 2, we assume that there are N sink nodes deployed in the
area and NR valid sink nodes received the message from the transmitter. So that, the
NR sink nodes considers the current transmitter is legitimate if and only if no sink
node claims H1. The final detection rate is

PD =1− ∏
NR

n=1
ð1−PDnÞ. ð16Þ

The overall false alarm rate is

PFA =1− ∏
NR

n=1
ð1−PFAnÞ. ð17Þ

In order to evaluate our proposed authentication scheme, as the case in [5], when
APs are synchronized, we propose a reference scheme. We assume that once the
sink nodes received messages from an unknown sensor node, they will estimate the
channel and transmit the channel estimation result to one sink node. We can ignore
which sink node the channel vector comes from, and combine them into an
extended channel row vector,

Ĥ= ½Ĥ1, Ĥ2, . . . , ĤNR �. ð18Þ

It is clear that it is the same case with a single sink node, only with the dimension
of channel vector changing from M to NRM. The decision method is similar to
single sink node.

4 Simulation Analysis

In this section, the performance of proposed enhanced authentication scheme is
evaluated by numerical simulations. We consider an OFDM-based wireless sensor
network and during the simulation, the OFDM system is employed similar to [13].
The OFDM symbol is modulated with 16-QAM modulation. The number of total
subcarriers are 256 and the length of CP are 32. Comb-type pilots with number of
64 are inserted into each OFDM symbol to estimate the channel frequency
response. A random Rayleigh channel is utilized with sparse sample-spaced sig-
nificant taps, uniform power delay profile, where paths on different tap positions are
statistically independent with normalized average power. The significant paths
connecting the legitimate sensor nodes to sink nodes are assumed to be the same
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and the fixed number is 4, while the significant path number between malicious
nodes and different sink nodes are randomly chosen from 1 to 6. We use Monte
Carlo simulation method and the simulation results are based on 5000 independent
realizations of the system.

First, we evaluate the channel estimation performance. From the previous
derivation we can see that the channel estimation error is related to the SNR of the
communication system. So that, in the simulation, we set SNR of channel as 15 dB.
From Fig. 2 we can see that the channel estimation results fit to the true channel
frequency response. Unfortunately, we can see from the channel estimation result
curve that the channel frequency responses are corrupted.

In order to evaluate our collaborative authentication scheme we set the SNR = 2
and M = 4 to get the receiver operating characteristic curve (ROC). From Fig. 3,
we can see that the authentication ability can be improved by utilizing cooperation
of multiple sink nodes. The detection rate increases with the number of valid sink
nodes. Besides, our proposed scheme has a better performance of detection com-
paring to the reference method, which views the channel frequency responses of
different receivers as one vector to make decision.

As the SNR influence the channel estimation results, we can also find that
different SNRs influence the detection rate, so that we evaluate how the detection
rate changes with SNRs. Similar to above, we also set M = 4 for each sink node
and we set PFA = 0.001. Basically, as shown in Fig. 4, the detection rate improves
with SNR. What’s more, under the same SNR, utilizing multiple sink nodes, the
detection rate improves a lot comparing to single node. We can also find that our
proposed collaborative authentication scheme has a better performance comparing
to the reference scheme, especially when the SNR is low.

Fig. 2 Channel estimation
results and the true channel
frequency response
SNR = 15 dB, 4 significant
paths
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5 Conclusion

In this paper, we proposed a collaborative authentication scheme for WSN based on
collaboration of multiple sink nodes. The binary hypothesis is applied to process the
channel fingerprint of frequency response and we use Neyman–Pearson criterion to
maximize the detection rate. Through collaboratively combining the detection
results from different sink nodes, the detection capability is dramatically enhanced.
By means of the simulation, the performance assessment results validated our
proposed scheme and showed high authentication accuracy.

Acknowledgements This work was supported by National Natural Science Foundation of China
(61671075), National Natural Science Foundation of China (61631003), and National Natural
Science Foundation of China (61171176).

Fig. 3 PD versus PFA under
M = 4 and SNR = 2 dB

Fig. 4 PD versus SNR under
M = 4 and PFA = 0.001

Channel-Based Collaborative Authentication Scheme … 283



References

1. P. Guo, J. Wang, J. Zhu Y. Cheng, Authentication mechanism on wireless sensor networks: a
survey (2013)

2. E. Jorswieck, S. Tomasin, A. Sezgin, Broadcasting into the uncertainty: authentication and
confidentiality by physical-layer processing. Proc. IEEE 103, 1702–1724 (2015)

3. M. Demirbas, S. Youngwhan, An RSSI-based scheme for sybil attack detection in wireless
sensor networks, in International Symposium on a World of Wireless, Mobile and Multimedia
Networks(WoWMoM’06), pp. 5–570 (2006)

4. L. Xiao, L. Greenstein, N. Mandayam, W. Trappe, Fingerprints in the ether: using the
physical layer for wireless authentication. IEEE Int. Conf. Commun. 4646–4651 (2007)

5. L. Xiao, L. Greenstein, N. Mandayam, W. Trappe, Channel-based detection of sybil attacks in
wireless networks. IEEE Trans. Inf. Forensic Secur 4, 492–503 (2009)

6. X. Wang, P. Hao, L. Hanzo, Physical-layer authentication for wireless security enhancement:
current challenges and future developments. IEEE Commun. Mag. 54, 152–158 (2016)

7. P. Hao, X. Wang, A. Behnad, Performance enhancement of I/Q imbalance based wireless
device authentication through collaboration of multiple receivers. IEEE Int. Conf. Commun.
(ICC) 939–944 (2014)

8. P. Pardesi, J. Grover, Improved multiple sink placement strategy in wireless sensor networks.
Int. Conf. Futur. Trends Comput. Anal. Knowl. Manag. (ABLAZE) 418–424 (2015)

9. D, Wu, G. Zhu, D. Zhao, L. Liu, Energy balancing in an OFDM-Based WSN, in IEEE 73rd
Vehicular Technology Conference (VTC Spring), pp. 1–5 (2011)

10. S. Rosati, G. Corazza, A. Vanelli-Coralli, OFDM channel estimation with optimal
threshold-based selection of CIR samples. IEEE Glob. Telecommun. Conf. (2009)

11. F. He, H. Man, D. Kivanc, B. McNair, EPSON: enhanced physical security in OFDM
networks. IEEE Int. Conf. Commun. 1–5 (2009)

12. S. Kay, Fundamentals of Statistical Signal Processing (PTR Prentice-Hall, Englewood Cliffs,
NJ, 1998)

13. F. Liu, X. Wang, S. Primak, A two dimensional quantization algorithm for CIR-based
physical layer authentication. IEEE Int. Conf. Commun. (ICC) (2013)

284 G. Han and T. Jiang



Key Generation Rate in the Full Duplex
Relay Wireless Communication Network

Lei Chen and Ting Jiang

Abstract Secret key agreement from reciprocal wireless channels has been the hot
spot of research which focus on the security at physical layer. In future 5G systems,
full-duplex (FD) communication will be one of the key technologies, whose one
ability should be security. However, most key agreement models are the half duplex
(HD). Due to the FD wireless transmission merit, transmitting simultaneously
receives the signal from the other. Therefore, in this paper, we investigate the key
generation problem in the FD relay channel, in which there is no direct channel
between the key generation terminals. We propose an effective key generation
scheme that achieves a substantially larger key rate than that of HD situation. It
turns out that, for the application of key agreement, the FD approach enables
advantages over the conventional HD setups with less self-interference (SI), but
enable advantages under a certain SNR regime while lost the advantages in the high
SNR regime and has an upper bound due to the non-negligible SI. Meanwhile, key
rate in FD relay network lost its advantage when SI is higher.

Keywords Physical layer security ⋅ Key generation ⋅ FD relay channel

1 Introduction

The broadcast nature of wireless communications allows all the users within range
to hear the transmission, thus making it vulnerable to various attacks. Exploiting the
channel characteristics to ensure wireless network security and extract security key
thus has attracted many research interest [1–10, 11]. In [1, 2], the authors sum-
marize the existing works that are based on interpolation, filtering, decorrelation
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and quantization, where they were able to extract secret keys more efficiently. Relay
can enhance the security of wireless communication system have shown in [3–5],
the existing researches on the physical layer security (PLS) are mostly concentrated
on cooperative relay. The key generation from two-way relay channel problem with
active attackers was considered in [3, 5], which proposed several interesting
schemes to the situation of no direct channel to provide the necessary common
randomness. The author in [4] considers the untrusted relays which may connect to
third party.

However, most of these works are based on the fact that the nodes who are HD.
There are many researches which focus on the PLS for FD nodes [6–8]. The author
in [6] consider multi-hop relaying systems, [7] considers a friendly FD relay to
increase the secrecy rate. Vogt et al. [9] proposed representations of key generation
models in FD modes and analyzed their performances by utilizing the key com-
munication function of secret key agreement, and demonstrate a practical testbed
with FD capability in [10]. Inspired by their work, we propose a scheme for the key
generation in the FD relay channel. Our work improves the performance of [5]. To
the best of our knowledge, rare work has focused on the secret key generation
problem under power constraint public communication with FD relay.

The remainder of the paper is organized as follows. In Sect. 2, we introduce the
model studied in this paper and discuss the proposed scheme in detail. Simulation
results and analysis are presented in Sect. 3. Conclusions are given in Sect. 4.

2 System Model and Scheme

2.1 System Model

We use the model as shown in Fig. 1. There exists a wireless channel between
every pair of terminals in the system except between Alice and Bob. We assume
that Alice, Bob are HD nodes with single antenna, while the relay is a FD node with
two antennas, one for receiving and the other one for transmitting sinal. More
specifically, if Alice transmits signal XA in a given channel use, at the same time the
relay transmits signal XR1, thus Relay, Bob and Eve will receive

Fig. 1 Model of FD relay
system
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yR1 = hARXA + α
ffiffiffiffiffiffiffiffiffiffiffiffiffi

SNRAR

p

nIA + nR1 ð1Þ

yB = hRBXR1 + nB ð2Þ

yE1 = hAEXA + hREXR1 + nE1 ð3Þ

respectively, where hAR, hRB is the fading coefficient of the channel from Alice to
the relay and relay to Bob, nR1 and nB are zero mean Gaussian noise with variance
σ2 at the relay and Bob, nIA ∼CNð0, σ2naÞ denote residual SI(RSI) induced by
simultaneous transmission and reception at relay, which used in [9, 11]. The
parameter α with 0≤ α≤ 1 denotes the relation of power levels comparing the RSI
and the desired received signal. hAE and hRE are the channel gains between Alice
and Eve, relay and Eve, respectively. nE1 is the noise at Eve. Moreover, hAR, nR1,
nIA, hRB, nB are random variables and independent of each other. No part in the
system knows the value of channel gain a priori, but all parts know their distri-
bution. Noise in all channels is independently and identically distributed.

Similarly, when Bob transmits signal XB and relay transmits signal XR2, the relay
and Alice receive

yR2 = hBRXB + β
ffiffiffiffiffiffiffiffiffiffiffiffiffi

SNRBR

p

nIB + nR2 ð4Þ

yA = hRAXR2 + nA ð5Þ

yE2 = hBEXB + hREXR2 + nE2 ð6Þ

where nIB ∼CNð0, σ2nbÞ denotes RSI at relay. The parameter β with 0≤ β≤ 1 is
similar to α. Besides, the other parameter are similar to the above.

2.2 Key Generation Scheme

In this section, we study the key generation problem in HD relay and in FD relay.
We assume that all the channels are reciprocal, i.e. hAR = hRA (we denote as h1),
hBR = hRB (we denote as h2). But the scheme developed in this paper still works
(with a different key) even if this assumption does not exist, as long as the corre-
lation coefficient between the forward and backward channel is not zero [11].
Furthermore, we consider a block fading wireless channel model that means the
channel gain remains constant during a period of T, and changes randomly to
another independent value in the next one period of T. We assume h1 ∼CNð0, σ21Þ
and h2 ∼CNð0, σ22Þ, which was also used in [5, 11]. We hold that all noises at each
terminal are zero mean Gaussian noise with variance σ2. Certainly, it will still work
even if the channel changes.
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A. HD Relay Scheme

Figure 2a shows the general time frame for the HD relay network in [5]. Each
fading block is divided into three slots which is T0, and we set T0 = T ̸3. Suppose
training sequence Alice sends with power PA,HD, Bob with power PB,HD and the
relay with power PR,HD. Therefore, each training sequence’s energy is
SAk k2 = T0PA,HD =TPA,HD ̸3, SBk k2 = TPB,HD ̸3 and SRk k2 =TPR,HD ̸3, and the

total power constraint is

PA,HD +PB,HD +PR,HD ≤PT ð7Þ

B. FD Relay Scheme

Figure 2b shows the general time frame for the FD relay network. We divide
each fading block into two slots each with duration Tf , and we set Tf =T1 ̸2=T0.
Suppose Alice sends training sequence with power PA,FD, Bob with power PB,FD,
and the relay with power PR1,FD and PR2,FD. Therefore, the energy of each training
sequence is SR2FDk k2 =T1PR2,FD ̸2, SR1FDk k2 =T1PR1,FD ̸2,

SAFDk k2 = Tf PA,FD = T1PA,FD ̸2, SBFDk k2 =T1PB,FD ̸2, and the total power con-
straint in (7) turns into

PA,FD +PB,FD +PR1,FD +PR2,FD ≤PT ð8Þ

In the first slot, Alice sends a known sequence SAFD to the relay. Meanwhile, the
relay sends a known sequence SR1FD to the Bob. The relay and Bob receive

Y ð1Þ
R = h1SAFD + α

ffiffiffiffiffiffiffiffiffiffiffiffiffi

SNRAR

p

NIA +Nð1Þ
R , ð9Þ

YB = h2SR1FD +NB, ð10Þ

(a) (b)

Fig. 2 a Time Frame for HD Relay network. b Time Frame for FD Relay network
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respectively, then the relay and Bob estimate the channel

h1̃,RFD =
STAFD

SAFDk k2 Y
ð1Þ
R = h1 +

STAFD

SAFDk k2 NZA ð11Þ

h2̃,BFD =
STR1FD
SR1FDk k2 YB = h2 +

STR1FD
SR1FDk k2 NB ð12Þ

where NZA = ðα ffiffiffiffiffiffiffiffiffiffiffiffiffi

SNRAR
p

NIA +Nð1Þ
R Þ∼CNð0, α2SNRARσ2IA + σ2Þ.

In the second slot, Bob sends a known sequence SBFD to the relay. Meanwhile,
the relay sends a known sequence SR2FD to Bob. The relay and Alice receive

Y ð2Þ
R = h2SBFD + β

ffiffiffiffiffiffiffiffiffiffiffiffiffi

SNRBR

p

NIB +Nð2Þ
R , ð13Þ

YA = h1SR2FD +NA, ð14Þ

respectively, then the relay and Alice estimate the channel

h2̃,RFD =
STBFD

SBFDk k2 Y
ð2Þ
R = h2 +

STBFD

SBFDk k2 NZB ð15Þ

h1̃,AFD =
STR2FD
SR2FDk k2 YA = h1 +

STR2FD
SR2FDk k2 NA ð16Þ

where NZB = ðβ ffiffiffiffiffiffiffiffiffiffiffiffiffi

SNRBR
p

NIB +Nð1Þ
R Þ∼CNð0, β2SNRBRσ2IB + σ2Þ.

C. General Key Agreement With Relay

Step 1: Alice and the relay agree on a pairwise key K1 using the correlated
estimation pair ðh1̃,A, h1̃,RÞ. Step 2: Bob and the relay agree on a pairwise key K2

using the correlated estimation pair ðh2̃,A, h2̃,RÞ. Step 3: The Relay broadcast
K1⊕K2. Then Alice and Bob can obtain K1 and K2. They choose the one with
smaller size as the common secret key.

D. Analysis of FD relay scheme

In this section, we use the key agreement shown in Sect. 2(C).Using the result
from [5], the relay and Alice can establish a pairwise key K1 with a rate from (11)
(16):

1
T′1

Iðh1̃,AFD ; h1̃,RFDÞ ð17Þ
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Note that scalar h1̃,AFD and h1̃,RFD are two correlated Gaussian variables with zero
mean, thus we have [5]

Iðh1̃,AFD ; h1̃,RFDÞ= −
1
2
logð1− ρ21Þ ð18Þ

where ρ1 is the correlation coefficient of h1̃,AFD and h1̃,RFD , we can easily get

ρ21 =
cov2ðh1̃,AFD , h1̃,RFDÞ

Varðh1̃,AFDÞ ∙Varðh1̃,RFDÞ
=

1

ð1+ α2SNRARσ2IA + σ2

σ21Tf PA,FD
Þð1+ σ2

σ21Tf PR2,FD
Þ
.

where covðx, yÞ means covariance between x and y, VarðxÞ means the variance of x.
Similarly, the relay and Bob establish a pairwise key with a rate K2 from (12) (15)

1
T1

Iðh2̃,BFD ; h2̃,RFDÞ= −
1
2T1

logð1− ρ22Þ ð19Þ

ρ22 =
cov2ðh2̃,BFD , h2̃,RFDÞ

Varðh2̃,BFDÞ ∙Varðh2̃,RFDÞ
=

1

ð1+ β2SNRBRσ2IB + σ2

σ22Tf PB,FD
Þð1+ σ2

σ22Tf PR1,FD
Þ
.

Thus the final key is

RfinalFD =
1
T
minfIðh1̃,AFD ; h1̃,RFDÞ, Iðh2̃,BFD ; h2̃,RFDÞg ð20Þ

The improvement ratio is

ϕ= ðRfinalFD −RfinalHDÞ ̸RfinalHD ð21Þ

The upper bound for FD relay due to the RSI which is not zero when the SNR
tends to be infinite ρ23, up =

1
ð1+ α2

σ2
1
Tf
Þ , ρ24, up =

1
ð1+ β2

σ2
2
Tf
Þ
, So (20) turns into

RfinalFD, up = −
1
2T1

minflogð1− ρ23, upÞ, logð1− ρ24, upÞg. ð22Þ

3 Simulations and Analysis

In this section, we compare the performance of our study of FD relay with the
research in [5]. We assume that T =6 s, α= β, σ2IA = σ2IB = σ2. For Fig. 3a, b, we set
PA,HD =PB,HD =PR,HD =PT ̸3, PA,FD =PB,FD =PR1,FD =PR2,FD =PT ̸4. Thus
there is equal total energy and transmit power for all nodes.
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From Fig. 3a, we can see that under the power constraint, when the RSI is
relatively small, the gain for FD relay has better performance than HD relay, and
when SI is perfectly cancelled, the FD have more than 50% improvement than HD
relay. While RSI is not small enough, the gain for FD relay have advantage over the
HD relay under a certain SNR, but lost its advantage when SNR exceeds a certain
threshold. Meanwhile, the key rate increases with SNR, but reach a certain upper
bound when SNR is high because of non-negligible RSI.

Figure 3b shows the improvement ratio ϕ in (21), we can see that under the
power constraint, when the ratio is relatively high in low SNR, and decrease with
the SNR due to the RSI. While the SI is perfect cancelled, the ratio is reduced to a
certain value with SNR. While RSI is not small enough, the ratio is less than 0,
which means lost advantage over HD relay network.

4 Conclusions

In this paper, we compare secret-key rate from reciprocal wireless channels for
two-way relay with HD and FD capabilities. We proposed an effective key gen-
eration scheme for FD relay, which has better performance than the HD relay’s
under the constraint of RSI when the SNR is not high. In addition, we have
analyzed the performance in no SI in particular. The results show an improvement
in secret key rate in FD relay over HD two-way relay under a certain SNR when SI
is not perfect cancelled, while have more than 50% improvement when SI is perfect
cancelled. In the future, we will extend our work in hybrid FD/HD relays network
and in MIMO FD network.

(a) (b)

Fig. 3 a Key rates of FD compare with HD versus SNR, 3 b Improvement ratio of FD compare
with HD versus SNR
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Performance Analysis for the Improved
Topology Updating Mechanism for ZigBee
Networks in 5G

Saichao Li and Jiasong Mu

Abstract The ZigBee network is widely studied and deployed recently because its
low cost and simplicity features. However, the power consumption issue needs a
further improvement since the application requirements are not fully satisfied. The
emerging 5G communication technology is characterized by the smarter devices
and the native support for the M2 M communication. On that basis, the 5G ter-
minals are capable of joining the existing ZigBee networks and have the potential to
improve the data transmission. In this paper, we investigate the performance of the
ZigBee networks in the 5G environment for different scenarios. To make the 5G
devices optimize the communication, the improved topology updating mechanism
for 2 scenarios are investigated. The performances are evaluated based on the
simulation results, it is shown that our scenarios lead to better performances with
higher packet delivery ratio, less hop counts from ZigBee devices and fewer packets
sent per ZigBee node. And the effect on 5G node mobility is also studied.

Keywords ZigBee ⋅ 5G ⋅ Routing ⋅ Performance analysis ⋅ Mobility

1 Introduction

ZigBee technology is characterized by low cost, low power, low data rate, and
simplicity [1]. Although, there are two options for the ZigBee routings, the ZigBee
tree routing (ZTR) and ad hoc on demand distance vector (AODV) [2] designed for
different requirements. Limited by the insufficient resources in the ZigBee devices,
the described routing protocols cannot fully address power consumption issues [3].
Besides optimizing the current network formation and protocols, it is another way
that to improve the performance with the help of the deployed environment, which
includes the coming 5G communication network.
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Due to the extremely higher aggregate data rates and the much lower latencies
required, along with other breakthrough technologies, the smarter devices and the
native support for the M2 M communication are two of the most important features
in the 5G communication network [4]. The smarter devices will be able to have
access to different wireless technologies at the same time. Meanwhile, a native
inclusion of M2 M communication in 5G involves satisfying three fundamentally
different requirements associated with different classes of low data rate services:
support of a massive number of low rate devices, sustaining a minimal data rate in
virtually all circumstances, and very low latency data transfer.

A sample deployment is shown in Fig. 1. Thanks to the inclusion of M2 M
communication function, the 5G terminals which locate within the coverage of the
ZigBee networks are able to join the existing ZigBee networks. Compare with the
ZigBee nodes, owing to the adequate energy, storage, processing, and bandwidth
resources in the mobile devices; they have the potential to improve the data
transmission in the ZigBee network. Different from the existing relay or external
node, note that the 5G terminals could also access the IP network. That means they
are capable of communicating with the sink and management device directly
without consuming the ZigBee bandwidth, and the ZigBee packets can be gathered
and conveyed in the internet links. Our work is to develop a routing scheme for
5G devices to share the traffic in ZigBee network as much as possible so that the
overhead in the ZigBee networks can be lightened effectively.

To the best of our knowledge, this is the first work on the performance analysis
for ZigBee networks in the 5G environment. Although the 5G terminal could
improve the routing discovery, the related links may not last long because its
location keeps changing. Moreover, for the large-scale networks or the nodes with
mobility, ZTR has a much better performance [5]. Thus, in this paper, we exploit
the ZTR-based method to find the paths via 5G devices.

The remainder of this paper is organized as follows: Sect. 2 introduces some
preliminary knowledge in the ZigBee networks. Two scenarios of the heteroge-
neous networks are described and analyzed in the Sect. 3. Section 4 shows the
simulation results and the evaluation of our methods. The conclusion is given in
Sect. 5.

Internet

5G terminal
ZigBee Device

ZigBee Link
Cellular Link

Mobile Internet Link

Wired Link

Sink/ZC

Base Station

Management
Device

Fig. 1 The ZigBee network in 5G environment
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2 ZigBee Networks

2.1 Overview of ZigBee

Three device types are defined in the ZigBee specification: ZigBee coordinator
(ZC), ZigBee routers (ZR), and ZigBee end devices (ZED). The ZC, which usually
works as the sink node and is connected to the management device, is responsible
for starting a new network. The ZR, as well as the ZC, is routing capable, while the
ZED cannot take part in routing and have to rely on their corresponding ZigBee
parent nodes for data transmission. The deployed ZigBee devices self-organize the
network, and then the topology changes can be automatically reflected in the net-
work configuration [1].

ZigBee devices support the link quality indication (LQI) measuring whenever
they receive a packet. The LQI measurement is a characterization of the strength
and/or quality of the frame, the acquiring costs no more extra calculation and
communication [1].

2.2 Neighbour Table

Based on the ZigBee specification, every ZigBee device maintains a neighbour
table, which contains the information of all the nodes in its one-hop neighbourhood.
Each neighbour entry should include the network’s PAN (Personal Area Network)
identifier; node’s extended address, network address, device type, relationship, LQI
and etc. Additional information such as the depth is also allowed to be added.
Entries in the table are created/removed when the node joins/leaves to an existing
network. Since the information on the neighbour table is updated every time a
device receives any frame from a certain neighbour, the neighbour table can be
regarded up-to-date all the time.

3 Two Scenarios and the Topology Updating Mechanism

One certain device may have one of the three roles (ZC, ZR or ZED) based on the
ZigBee specification. To treat a 5G terminal as an end device is neither efficient nor
meet the application requirements. Thus, we have 2 remaining options: to make 5G
terminals work as coordinators or routers. We are going to dig up the performances
in both scenarios.

• Scenario 1 (S1): 5G Terminals Work as Coordinators

In this strategy, each 5G terminal, as a ZC, may initialize a unique network.
Since the existing ZigBee nodes are not aware of the new network which works in a

Performance Analysis for the Improved Topology Updating … 295



different channel, we develop a simple mechanism to make the 5G terminal
“visible” for the ZigBee devices.

The 5G terminal acts its ZigBee role starting from the channel detection, during
which it tries to find the existing ZigBee PAN and the available channel. If it finds a
channel occupied, the channel information is restored. Before performing its ZC
duty in a selected channel, the 5G device is required to announce its existence along
with its working band in all the occupied channels by broadcasting a notification.
When a ZigBee node receives the frame, it accordingly shifts its band after a
random time with a preset expectation, and then inquires about its distributed
address. The existing nodes decide to join the new networks if a network address
with lower depth is provided. Afterwards, the recruit devices broadcast the notifi-
cation with new PAN and channel information in their original bands. The joining
decision-making and announcing procedure repeats if needed so that the new PAN
is visible to all the ZigBee devices around its coverage.

To fully explore the potential of the performance improvement, in this scenario,
we allow a certain ZigBee node communicates in different PANs by in time channel
switching with prior knowledge, which violates the ZigBee specification. The aim
of this scheme is to keep the existing links in the initial ZigBee network and prevent
the network segmentation caused by the disconnection when some nodes leave the
current PAN [33].

By above settings, the scenario may result in a less topology distance to the ZC
for some ZigBee nodes and the data transmission benefits from the lower ZTR hops.

• Scenario 2 (S2): 5G Terminals Work as Routers

On the contrast, 5G nodes join the network as ZRs in this section. When suc-
cessfully detected the existing ZigBee networks function as routers based on the
acquired channel and PAN ID information. Note that this process does not instinc-
tively improve the data transmission because the other ZigBee devices will not utilize
the links involving the new participants until the network topology changes.

To make that happen, we also design a simple scheme. The 5G devices are asked
to notify its existence and identities to its neighbours periodically. When a ZigBee
unit receives the notification, it compares its current depth with the new one linked
with 5G device. It updates its network address in the case of a lower depth can be
obtained and announcing its address modification. The nodes in the neighbourhood
follow the same principle to decide whether they change their addresses [34]. By
the explained method, the links via the 5G terminals may be used if it benefits the
packet forwarding.

4 Simulations and Evaluation

Based on the mentioned designs, the simulations on different scenarios of ZigBee
networks with 5G devices are carried out to evaluate their performances. The
general network settings for NS-3 are shown in Table 1. To analyze the effect of the
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number of the joining 5G nodes, the number of exotic devices varies from 0 to 50
(step by 5). The standard ZigBee configuration in which the 5G devices only join
the ZigBee network as determined device type without any further functions is
compared with the S1 and S2 as a reference. To emulate the actual ZigBee
application, the destination address is randomly chosen. The packet is transmitted to
the ZC in 50% chance, and in another 50%, the destination is selected from other
devices in equal probability. Moreover, the packet interval for the ZC is 10 packets
per second. The mentioned 3 types of frames stand for the sensing data, the general
communication, and the command and control packets respectively. Considering
the mobility of 5G nodes, the following mechanism is adopted. Each 5G device
begin to take part in the simulation at a random time from 50 to 100 s after
the simulation starts. It first appears at a random position on the boundary of the
simulation square. The initial moving direction is going into the simulation area and
the trajectory is a straight line. In our first simulation, the average speed is 1.5 m/s
which is approximately the walking speed of an adult. When reaching the
boundary, the 5G node has a 50–50 chance to reflect the trajectory with the same
entry and exit angles or escape from the simulation area. In the latter case, a new
5G node appears at a random position on the boundary and act as the mentioned
procedure.

We firstly investigate the network performance including the packet delivery
ratio, average hop counts and the end-to-end delay, which are shown in Fig. 2.
Generally speaking, compared with the standard ZigBee specification, both the two
scenarios improve the data transmission as the number of 5G nodes increases and
S1 outperforms S2. As shown in Fig. 2a, the packet delivery ratio degenerates as
more nodes participate in the network. However, the PDR of S1 and S2 decrease
slower and have a similar performance. With regards to the hop counts in Fig. 2b,
the 5G nodes may not optimize the transmission link based on the ZigBee

Table 1 Simulation
parameters

Simulation parameters Value

Network size 100 m * 100 m
Simulation duration 350 s
Association duration 50 s
Number of ZigBee nodes 200
Deployment Random (Uniform)
Transmission range 25 m
Propagation Two-ray
Data packet size 1 KB
Packet interval 1packet/s
Packet start time 50–100 s (Uniform)
Destination address Random
Number of 5G nodes 0, 5, 10, 15, …, 50

First appearance 50–100 s (Uniform)
Trajectory Straight line
Average speed 1.5, 5, 10, 15, 20 m/s
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specification, the hop counts for standard ZigBee remain in a similar level, and the
updating mechanisms in S1 and S2 enable the topology updating and result in less
hops. Since we focus on the performance of ZigBee devices, only the transmission
starts from a ZigBee node is counted (which means that the data sending from a 5G
terminal is excluded in the hop counting). S2 slightly reduces the hop counts while
S1 has a greater effect.

Although the improvement is limited because the 5G devices only function as
common ZigBee devices and their abundant resources are not exploited. The per-
formance analysis shows that our scenarios improve the data transmission in Zig-
Bee networks. S1 and S2 both have better PDRs and less hop counts. The multiple
ZCs in S1 lead to greater improvement than S2. Besides its overhead may be too
large for ZigBee devices, some other issues also make S1 hard to realize. First, as
mentioned, a ZigBee device cannot work in different bands simultaneously. The
channel switching seems like a rational solution, but the cycling interval is
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impossible to precisely determined, to say nothing of the related energy
consumption. Second, the co-existence of different networks may introduce
unnecessary inter-channel interference (ICI). Especially in the case of a large
amount of 5G terminals, the most legal channels are occupied and the ICI tends to
increase. Finally and most importantly, one of the inherent features of 5G device is
its mobility. In our previous simulations, the 5G device mobility is low; Fig. 3
shows the performances of different scenarios with growing mobility of 5G devices
(The number of 5G devices is fixed 50). It can be seen that the performance of
S1 quickly falls and the overheads are also increasing rapidly. And S2 is less
sensitive to changes in moving speed. In case of the 20 m/s average speed (the
approximate speed of moving vehicles), S2 has a similar PDR as the standard
ZigBee while the performance of S1 is about 12.93% worse. The hop counts of
3 scenarios tend to be equal, that is mainly because the high mobility reduces the
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duration of better links. The moving 5G terminal may be within the coverage of the
ZigBee networks for only a short while; such an ephemeral network lifetime may
extremely declines the benefit. Since the ZC is always regarded fixed in the ZigBee
network, the mobile ZC may bring about the frequently changes of the network
address for its descendants, the latency, packets sent per ZigBee nodes and the
routing overhead are all increasing as the mobility adds, and the results for S1 are
much worse than S2. They are unaffordable overheads for the ZigBee nodes with
limited resources.

5 Conclusions

In this paper, we evaluate the performances on ZigBee networks in 5G environment
by adopting the topology updating mechanism we designed. Based on our simu-
lation, it is shown that the 5G devices have the potential to improve the commu-
nication in ZigBee networks. By comparing the two mentioned scenarios, the ZR
device type is considered a more practical scheme.

For our further work, the routing cost is going to be studied to make a fair
comparison. Furthermore, we are going to develop the improved algorithm based
on S2 to optimize the path and data transmission by utilizing the resources in 5G
devices.
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The Optimization and Research
of Primitive HBase Data Storage Based
on Wireless Sensor Network

Xiang Li and Huazhi Sun

Abstract With the spread of wireless sensor network, the increasing number of
sensors and the cross-regional spread of wireless sensor network, a large member of
sensor data is being produced. Therefore, this paper aims to improve storage and
query efficiency based on the data storage structure characteristics of distributed file
system HBase. Extenics primitives is used to integrate the heterogeneous data sets
which stored in the database of HBase, cross-regional wireless sensor network data
and global data storage management directory of double layer distributed storage
architecture, thus enhance the efficiency of storage and access. And this paper
realize the real-time memory system of data by simulation.

Keywords Wireless sensor network ⋅ HBase ⋅ Primitive

1 Introduction

With the development of Internet of Things in China, there are problems for large
amount of information in Information technology and as the information storage of
the end Internet of Things, wireless sensor network spreads more widely with larger
scale and sends greater amount of information [1, 2]. The existing database based
on relationship and object model, the storage of complicated data can be solved, but
the cost of storage and system consumption are larger [3, 4]. Wireless sensor
network has the high real-time requirements for data analysis, but in practical
application, many deployment wireless sensor networks lead the current processing
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of sensor data [5, 6]. Therefore, regional storage cluster need to be built. Every
region has its own storage cluster of data and the global data memory should be
built to save information of every region.

2 Wireless Sensor Network

The data storage of wireless sensor network is divided into own internal data
storage and external application data storage and wireless network is made by
sensors and sink nodes [7, 8]. Through the wireless network communication, a large
number of sensor nodes deployed within or near monitoring area and a network can
be constituted by self-organization [9, 10]. Wireless sensor network collects data
collected by sensors through gathering node, and gathering nodes realize the
interaction between data and application through gateway [11, 12]. At the same
time, wireless sensor network has scale and intensive in deployment, which is the
thousands of sensor nodes are deployed within the wider monitoring areas, so as to
get large amount of information; and thousands of sensor nodes are deployed within
the narrower monitoring areas, so as to get accurate data.

3 Primitive HBase Database Storage

Extenics argues that any material things and relationships in the objective world of
can be expression by using primitive formalization, computer can be intelligent
after dealing with the contradiction between primitive extenics, and solving prim-
itive data storage is the premise to realize intelligent.

Definition: set U= U1,U2, . . . , Unf g as the research object collection (in-
cluding the collection of materials, things and relationship), set
O= O1,O2, . . . , Omf g as the characteristics collection of research object, the value
is Vaij of object Ui about characteristic Oj, in which the value range of ij is
i=1, 2, 3, . . . , n; j=1, 2, 3, . . . , m, so Vaij is called i as primitive and j as
dimension primitive. When the value of Vaij is empty, the object Ui has no data
relationship of corresponding characteristic Oj.

HBase is a storage system which is distributed, column-oriented and is suitable
for unstructured data storage and can provide algorithm of real-time write and read
and random access [13, 14]. The storage system of HBase is column-oriented in the
form of tables and aromatically divides the tables into rows and column. Every
region contains a subset of all rows of tables, which is identified by Timestamp. The
master nodes are responsible for guiding and coordinating multiple regions server,
and responding to the clients’ requests of reading and writing.
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Vaij =

O1 O2 . . . On

U1 Va11 Va12 . . . Va1n
U2 Va21 Va22 . . . Va2n
⋮ ⋮ ⋮ ⋮ ⋮
Um Vam1 Vam2 . . . Vamn

2
66664

3
77775

ð1Þ

4 The Optimization of Primitive HBase Data Storage

For the technology of Primitive HBase data storage specific optimization, data
sharding and data distribution are the two ordinary optimization strategies, this
paper chooses the latter, though data sharding unified manage storage all types of
data, solving the congestion problem when a single queue is used to accept data, it
neglects the different patterns among the multi-source data, impeding the efficiency
of inputting data and stream query efficiency. Whereas data distribution opti-
mization is used, consistent hashing algorithm can conquer the monotony of the
traditional Hash data distribution algorithms, and solve the problem of data server
load is too high [15, 16]. Meanwhile, the adoption of writing parallel data based on
the Multi-Threading technology from the actual demand of the development of data
communication software can better solve the problem of delay processing of data
communication.

HBase store data in the form of tables, each table consists of rows and columns,
each column belongs to a particular column family—determined by rows and
columns in the table is called an element, the storage unit of each element to save
multiple versions of the same data, identified by timestamp—Table 1 illustrates the
web www.cnn.com data storage logical view.

In addition to the logical storage model, Table 2 shows the physical storage
model of HBase, HBase physical model is stored in the column of sparse matrix
row/column, is actually a line integral of the conceptual model and stored in
accordance with the column.

Table 1 The logic view of data storage

Line keyword Time stamp Contents Anchor Mime

com.cnn.
www

T9 “Anchor:cnnsi.com” “CNN”
T8 “Anchor:my.look.ca” “CNN.com”

T6 “<html> …” “text/html”
T5 “<html> …”

T3 “<html> …”
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5 Performance Analysis

Considering that most of the operation is writing and inquiry in the actual appli-
cation, the optimization of reaction time in this paper is based on the main per-
formance analysis about the HBase data storage in this paper. HBase is
column-oriented database, the applying column is the primary key. And column
alignment according to the dictionary sequence acquiescently when writing data,
the index is built according to B+ tree on the data column, therefore, time com-
plexity of data writing queries is log N. When in queried access, clients will firstly
accesses the major nodes, then responses to the write and read requests of client
through the guidance of major nodes and the coordination of area servers. Therefore
the time of inquired access is composed by the major nodes time Tmaster and the
guidance of major nodes and coordinating area server time TArea Server. Set the
quantity of inquiry data as i column, the number of area servers as m coordinated by
the major nodes, the storage data in every area server as j column, the length of
major nodes’ content as i

j, the length of saved data in area server as
i

j*m, the total time
is TTotal. Thus, the data access time is obviously shortened after optimizing using
primitive HBase data storage.

TTotal = Tmaster + TArea Server = logði
j
Þ+ logð i

j*m
Þ< logðiÞ ð2Þ

In order to verify the efficiency of storage and query of HB and extensibility,
using 300 sensor nodes, is single and configuration of five node of the cluster to
write and read time, Fig. 1. shows a single cluster and its relation to the sensor
nodes is write time. Can be seen from the diagram, the cluster write time signifi-
cantly lower than the single write time, is efficient to write. Figure 2. shows a single
cluster and its relation to the number of sensor nodes access time. Can be seen from
the diagram, along with the increase of the number of sensors, the cluster read time
significantly lower than the single load time, have the property of efficient reading.

Table 2 The physical storage form of data

Line keyword Time stamp Contents

com.cnn.www T5 “<html> …”

T4 “<html> …”

T3 “<html> …”

Line keyword Time stamp Anchor
com.cnn.www T8 “Anchor:cnnsi.com” “CNN”

T7 “Anchor:my.look.ca” “CNN.com”

Line keyword Time stamp Anchor
com.cnn.www T6 “text/html”
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6 Conclusion

This paper analyses the storage models of big data in the HBase database under the
wireless sensor internet environment, offers distributed memory architecture and
integrates the pre process flow data. This paper, parallel and equal, stores data into
the HBase cluster server by using partition buffer segmentation of different types,
optimization design strategy of time point data, which passes the test of the storage
efficiency of high efficiency, and the access efficiency.
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Ant-Colony Based Double Cluster Heads
Adaptive Periodic Threshold-Sensitive
Energy Efficient Network Protocol in WSN

Jinyu Ma, Shubin Wang and Yanhong Ge

Abstract In wireless sensor networks, the critical issue is the energy efficient
utilization of sensor nodes, which can be enhanced through employing clustering
techniques. But cluster head (CH) performs intensive assignments, brings about
unbalanced energy dissipation and premature death of nodes. An ant-colony based
Double Cluster heads Adaptive Periodic Threshold-sensitive Energy Efficient
Network protocol (ADCAPTEEN) is proposed for solving the disadvantages in this
paper. In which, a master cluster head (MCH) and a vice cluster head (VCH) are
selected in each cluster. MCH is selected randomly as same as APTEEN, and VCH
is selected according to the pheromone concentration by MCH. The tasks, data
collection, fusion, transition, etc., can be performed by the double cluster heads
(DCH). This method can reduce CH’s node energy dissipation. Simulation result in
OPNET shows that, the proposed algorithm is much better on network lifetime than
traditional APTEEN to a large extent.

Keywords Wireless sensor networks ⋅ Ant colony ⋅ Double cluster heads ⋅
Network lifetime

1 Introduction

Wireless sensor networks (WSN) consisting of a large number of sensor nodes are
deployed randomly in monitoring regions, the applications of the WSN have grown
rapidly over the recent years. The performance and the quality of WSN are closely
related to the type of routing protocol. It is commonly used because cluster routing
protocol can promotes effectually energy-saving [1]. The Low Energy Adaptive
Clustering Hierarchy (LEACH) [2] protocol is one of the early cluster algorithms. It
belongs to proactive network, but it is not suitable for reactive network. The
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Adaptive Periodic Threshold-sensitive Energy Efficient Network (APTEEN) is
proposed in [3], it is classified as a hybrid network which preserves the advantages
of both the proactive and reactive. APTEEN protocol can cycle to collect data, and
respond to emergencies. But APTEEN has shortcomings—direct communication
between CH and sink node result in high energy consumption and low efficiency.
A Hierarchal Multipath Protocol HMAPTEEN [4] allows multiple routes trans-
mitted data to reach sink node, and decreases the energy consumption and improves
the network reliability. But HMAPTEEN selects nodes in each level for routing to
the next level, leads to the waste of energy. A Distance Energy Efficient routing
Protocol DAPTEEN [5] is proposed. It enhances the network survivability by
removing data redundancy. But it considers only distance between nodes within a
cluster without considering node residual energy.

The APTEEN protocol is a single cluster head based algorithms, and nodes have
same the initial energy. As a result of node energy dissipation is imbalance and
node is untimely death because the Cluster Head (CH) needs to perform extra
computations. However, the algorithm based on double cluster heads (DCH) can
overcome this shortcoming. Among them, the method is commonly used for
LEACH. A double heads static cluster DHSC algorithm is proposed in [6]. It takes
the thickness of the area into consideration. But it [6] does not take the node
residual energy and the dist as the distance from the sink node into consideration.
However, a based on double cluster-head topology control algorithm DCCCA [7]
considers those factors but complicated.

To sum up, aim to combine the advantages of APTEEN and double cluster
heads, this paper proposed an ant-colony based Double Cluster heads Adaptive
Periodic Threshold-sensitive Energy Efficient Network protocol or ADCAPTEEN
in abbreviation. The proposed protocol can balance energy consumption, and
prolong effectively the life cycle of WSN.

The rest of the paper is organized as follows: we provide the protocol related
knowledge in Sect. 2. In Sect. 3, the detailed description of the ADCAPTEEN is
introduced. The simulation and analysis are introduced Sect. 4. Finally, the con-
clusions are presented in Sect. 5.

2 Related Knowledge

2.1 APTEEN Protocol

APTEEN protocol was developed on the basis of LEACH protocol. Similarly, the
protocol assumes CH is selected in randomization. During forming clusters, it will
generate a random number in the range 0–1, and compare the number with a
threshold, T(n). The node is chosen as a CH for the current round, if generated
value <T(n); otherwise, the node maintains continuously as a cluster member
(CM) node [2]. The threshold T(n) can be expressed by using Eq. (1).
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Tn =
p

1− p* r mod1pð Þ if n∈G

0 otherwise

(
, ð1Þ

where p represents the elected probability of the CHs among all the nodes, r rep-
resents the number of the current round, G represents the collections of the nodes
that have not yet been selected as CH nodes during the first 1

p rounds.
Once CH is determined, it declares itself is selected as the CH in this round, and

broadcasts the attribute, soft threshold (ST), hard threshold (HT), and count time
(CT) parameters. Each node would participation in the cluster which the cluster
node has the strongest received signal strength indication (RSSI). After cluster is
formed, CM starts sensing continuously, sensed value named sensed value (SV) is
saved to an internal variable and transmitted the data to the CH according to the
TDMA schedule assigned for it, if the value exceeds HT. And then CM node
continues to sense. Sensed value is stored and transmitted again if and only if the
sensed value exceeds HT, meanwhile its variation which in the sensed value it
switches on its transmitter and transmits exceeds the ST [8]. In addition, the nodes
are forced to transmit data to CH, when no data is sensed at intervals as CT because
the sensed data does not exceed the threshold value. Where CT is the maximum
time interval between two reports sent successively by a node. Since data trans-
mission is periodic, the nodes sensed value is transmitted frequently to CH. It is
kind of a necessity for selecting the threshold values and the CT reasonably to
reduce the energy consumption.

2.2 DCH Protocol

The DCH routing protocol for the WSN, namely, the nodes are grouped into
clusters and the routing algorithm allows to selecting a master cluster head
(MCH) and a vice cluster head (VCH) in each cluster. Ant-colony based double
cluster heads algorithm, which DCHs are selected by ant colony algorithm [9]. The
two kinds of cluster heads play different role in the network. And the two cooperate
the mutual the coordination, the primary tasks, data collection, fusion, and transi-
tion from each cluster to the sink node, are completed. Nodes in the cluster transmit
data to MCH, and MCH works to collect and fuse data and sends aggregation data
to the same cluster of VCH. VCH aims to transmit data to far sink node. Due to
avoid direct communication between with MCH and sink node, energy consump-
tion is reduced to a great degree in the network. The survival time of nodes and the
life cycle of the whole network are extended.
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3 ADCAPTEEN Protocol

In this section, we describe the ADCAPTEEN protocol and list its characteristics.
The ADCAPTEEN protocol’s executive procedure is periodic. Each round is
divided into two phases: cluster formulation and intra-cluster data transmission
phase, VCH selection and inter-cluster data transmission phase. The ADCAPTEEN
network model can be seen in Fig. 1. Assume in cluster formulation and
intra-cluster data transmission phase, the nodes are divided dynamically into several
clusters, and MCH is chosen and clusters are formed as same as APTEEN. Assume
in VCH selection and inter-cluster data transmission phase, when MCH assigns
TDMA schedule for its CM, establish virtual connection between CM and MCH in
each cluster (the initial value of pheromone is 0) using simple ant colony algorithm.
After CM receive TDMA schedule assigned by MCH, calculate the pheromone
concentration in formula (2), the expression is as follows:

τmi tð Þ= Q
dmi

* 1− ρð Þ ð2Þ

Pheromone volatilization rate is defined as ρ, ρ= Einit −Em
Einit

, it related to send
messages of node energy. The distant between CM and MCH is defined as dmi.

After all CMs send data to MCHs, when satisfying the conditions for data
transmission of the proposed algorithm from CM to MCH, CM sends itself residual
energy information to its MCH. And adding a certain amount of pheromone in the
corresponding link can be expressed as:

Δτmi = α*
ei
einit

, ð3Þ

where ei represents node i current energy, einit represents node i initial energy, α
represents regulatory factor.

sink

MCH

node Normal Node

Master Cluster Head

Vice Cluster Head

Sink NodeVCH

Fig. 1 ADCAPTEEN
network model
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Then according to formula (2), (3), we conclude the pheromone concentration
expression is as follows:

τmi = τmi tð Þ+Δτmi =
Q
dmi

*
Em

Einit
+ α*

ei
einit

ð4Þ

The node which has the maximal pheromone concentration is chosen as VCH by
the MCH, and VCH is never changed until next round. In this phase, CM sends
sensed data to the MCH during its allocated TDMA slot. When the MCH receives
the data from all the CMs, it executes data collection and data aggregation, and
sends the merging message to the VCH. The VCH receives and transmits the
merging message to far sink node.

Figure 2 shows the allocation process. Obviously, owing to nodes communi-
cation only between MCH and VCH, and no direct communication between with
MCH and sink node. A mountain of communication costs are performed by VCH,
energy consumption of MCH is reduced to a great degree. The life cycle of the
WSN is prolonged.

initial

Being a Master cluster 
head (MCH)

Being a cluster member(CM) by 
joining the cluster which has the 
strongest received signal strength 

Establish virtual 
connection

CM detected

Does it meet the conditions 
 for sending data

Yes

CM Transmit data to MCH

No

Vice cluster head (VCH) is 
selected by using Ant Colony 

Yes No

MCH works to collect 
and aggregate data 

MCH sends aggregate 
data to VCH 

VCH receive and transmit 
data to far sink nodeEnter next round

Is it < threshold value,  T(n)

Generating random number

Fig. 2 The flowchart of the allocation process
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The node dies when node energy is exhausted. To avoid MCH is not selected for
long time when the number of survival node remains last one. The illusion that
lifecycle is prolonged is caused. Actually, no data is transmitted effectively. Under
the circumstance, ADCAPTEEN data transmission qualification is described by the
node. Once the conditions are met, data is transmitted directly from the node to sink
node.

4 Simulation and Analysis

4.1 Simulation Conditions

Our simulation model consists of many sensor nodes grouped into clusters with a
fixed sink node. We use OPNET to evaluate ADCAPTEEN and compare it to
APTEEN. In the experiment, a 10-node network where nodes are randomly dis-
tributed between (x = 0, y = 0) and (x = 200, y = 150) with the sink node at
(x = 75, y = 175). The simulation parameters are shown in Table 1. CM senses
continuously data, we assume detect times (DT) are K in per round, and CMs are
forced to transmit data to MCH if CM doesn’t transmit data times exceeds CT to its
MCH.

4.2 Results and Analysis

The performance of the life circle is compared both ADCAPTEEN algorithm and
APTEEN algorithm. It can be seen from Fig. 3. Nodes survival much longer in
ADCAPTEEN than APTEEN, because using DCH is more effective than single CH
in reducing energy dissipation. So the ADCAPTEEN algorithm is superior to
APTEEN protocol in energy dissipation.

Figure 4 shows the energy consumption of the nodes of ADCAPTEEN. Two
energy consumption curves of the node 3 and node 6 decreased steadily along with
increased simulation time. And the energy consumption curve of the node 1
downward trend, but sudden drop about in the 3500 s. This is because, when the
node 1 is the last alive node, it transmits data to sink node directly without cluster

Table 1 Parameters table

The parameter name Value The parameter name Value

Initial energy 0.5 J HT 5
Data packet 4100 bytes ST 0.1
Control packet 100 bytes CT 3
P 0.2 K 10

Q 10 α 10
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heads selection. In the transmission data process, the ADCAPTEEN algorithm fully
considers the reasonability of the network.

Figure 5 shows that the total numbers of nodes remain alive of the ADCAP-
TEEN over simulation time. Nodes remain alive in 20 nodes more than in 10 nodes.
It illustrates effectiveness of the network, and shows that the algorithm suitable for
large-scale network.

Fig. 3 Comparison of the
life circle

Fig. 4 The energy
consumption of the nodes of
the ADCAPTEEN
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5 Conclusion

In this paper, a clustering routing algorithm in wireless sensor networks was pro-
posed based on ant-colony based double cluster heads. Simulation results show that
compared with traditional APTEEN algorithm, the ADCAPTEEN reduced greatly
in the energy dissipation, and achieved improvement on network life cycle. And
simulation results also show that the reasonability and effectiveness of the network.
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Research on TEEN Routing Protocol
in Cognitive Radio Sensor Network

Yanhong Ge, Shubin Wang and Jinyu Ma

Abstract In order to improve the energy efficiency of cognitive radio sensor
network, this paper first introduces the TEEN routing protocol into cognitive radio
sensor network. The efficient method is joins the process of idle channel detection
in each round of TEEN routing protocol to adapt to the dynamic spectrum envi-
ronment of cognitive radio sensor network. Simulation result shows that compared
with LEACH, TEEN routing protocol increases the energy efficiency and extends
life cycle of cognitive radio sensor network.

Keywords Cognitive radio sensor network ⋅ TEEN routing protocol ⋅ Energy
efficiency

1 Introduction

In recent years, spectrum resources are increasingly scarce with the massive
increase in users. The utilization of licensed spectrum is very low resulting in a
serious waste of spectrum resources [1]. The proposed of cognitive radio sensor
network [2] effectively address the problem of spectrum scarcity. Cognitive wire-
less sensor network combines the characteristics of sensor network and cognitive
technology. Cognitive users are accessing the vacant frequencies opportunistically
to improve the spectrum utilization. These free spectrums are licensed to the pri-
mary users originally. In cognitive radio sensor network, the selection of routing
and spectrum are considered to be the most important research hotspots [3].
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There are two routing metrics was proposed to adjust to the cognitive radio
sensor network in [4]. The main purpose of this paper is to maximize data rates and
minimize delay for a set of user communication sessions. A distributed and efficient
cluster-based spectrum and interference aware routing protocol is proposed in [5],
the proposed algorithm can well fit into the mobile CR ad hoc network and improve
the network performance. Cognitive LEACH (CogLEACH) was introduced in [6],
which is a spectrum-aware extension of the LEACH routing protocol. CogLEACH
is a spectrum-aware and energy efficient clustering protocol for cognitive radio
sensor networks. The clustering routing protocol LEACH is introduced to cognitive
radio sensor networks in [7], and adapting the cognitive dynamic spectrum
environment.

Low Energy Adaptive Clustering Hierarchy (LEACH) has been introduced into
cognitive radio sensor network, however, without taking into account the energy
efficiency of the network. One of the drawbacks of the cognitive radio sensor
network is that node energy is limited and cannot be added. It is necessary to use an
effective routing protocol to improve energy efficiency and extend the survival time
of the networks. Reducing the energy consumption in the process of data trans-
mission as far as possible is very important in cognitive radio sensor network.

TEEN routing protocol is the improvement of LEACH, which is added the hard
threshold and soft threshold to control the number of data transmission. Intro-
duce TEEN routing protocol into cognitive radio sensor network, compared with
LEACH, can save the energy consumption of nodes and extend the life cycle of
cognitive radio sensor network. This paper joins the process of available channel
detection in each round to adapt the spectral dynamic characteristics of cognitive
radio sensor networks is an effectively method. Thus, in each round, nodes perform
the available channel detection process, cluster head election process, clustering
process and data transmission process ordinal.

The rest of the paper is organized as follows. We introduce the TEEN routing
protocol in Sect. 2. In Sect. 3, we describe the method of introduce TEEN routing
protocol into cognitive radio sensor networks. In Sect. 4, we use OPNET to
modeling and simulation the network and present the simulation results. Section 5
is the conclusion.

2 TEEN Routing Protocol

TEEN (Threshold sensitive Energy Efficient sensor Network protocol) is a reactive
clustering routing protocol which is improved by LEACH routing protocol. The
cluster head (CH) of each cluster collects data from its cluster members. CH is
responsible for the integration and processing of data and sends data to the BS or
the higher level CH. All of the nodes only need to transmit data to their CH and
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only the CHs need to aggregate data is the advantage of the clustering routing
protocols. It is energy-saving. All the nodes take turns becoming the CH for the
cluster period T in order to evenly distribute the energy consumption. CHs election
uses the random selection mechanism. Once the clusters are formed, the CHs
allocate time slot for the cluster members in which the cluster members can transmit
their data.

Unlike LEACH, in TEEN routing protocol, the CHs broadcast Hard Threshold
(HT) and Soft Threshold (ST) to its members to control the quantity of data
transmission. HT is set based on the range of interest value of users, only when the
current value of the sensed attribute is greater than the value of HT, the nodes will
transmit the sensed data to CH in current round. Then, the sensed attribute is stored
in the sensed value (SV) which is an internal variable. Nodes sense attribute con-
tinuously, only the next value differs from SV by an amount equal or greater than
the ST, it will be transmitted. The ST reduces the frequency of data transmission by
abandoning the little change of sensed attribute. The value of ST can be changed
according to the needs of user. Setting a smaller ST makes the network more
accurate, at the cost of increased energy consumption. Thus, users must adjust the
size of the ST to control the trade-off between energy efficiency and accuracy.

3 TEEN Routing Protocol in Cognitive Radio Sensor
Network

Due to the dynamic spectrum characteristics of the cognitive radio sensor network,
TEEN routing protocol in cognitive radio sensor network is different from the
traditional TEEN routing protocol. In cognitive radio sensor network, available
channels of each cognitive node are not fixed. It must ensure that two nodes have at
least one common idle channel available to communicate.

The operation of TEEN consists of many periods. Each period consists of many
rounds. The process of CHs election, clustering, and data transmission will be
restart after the end of each round. In order to adapt to the spectrum variability of
cognitive radio sensor network, this paper joins the process of available channel
detection at the beginning of each round. Each node has a set of available channel
after the process of available channel detection. Such as node i has the available
channel sets M(i), cluster node j has the available channel sets M(j). Once the
clusters are formed, the cluster heads broadcast a TDMA schedule to cluster
members. TDMA schedule gives the order to cluster members when they can
transmit data to CHs and avoids conflicts between nodes.
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In the current round, it is the time shot of node i, if the node i and cluster head j
have a common channel available, node i will send data to cluster head j ordinary as
long as the sensed value meets the requirements of HT and ST. If there are no
common channel available between the node i and j, node i in this time slot does not
transmit data to j and wait for the next round.

Assuming that cognitive radio sensor network consists of N cognitive nodes, P
authorized nodes and the set M = {1, 2, …, m} of channels. Operation flow chart
of TEEN in cognitive radio sensor networks contains four stages.

Stage 1: Available channel detection
At the stage of available channel detection, each node performs the available

channel detection process and list the set of available channel. For example, node i
senses the available channel list M(i), which is a subset of M.

Stage 2: Cluster head election
Every node is assigned a random number between 0 and 1, and then computes a

threshold formula T(n). If the random number is smaller than T(n), the node decides
to become the CH. T(n) is computed as Eq. (1)

TðnÞ=
P

1−P*½rmodð1 ̸PÞ� ; n∈G
0; otherwise

�
, ð1Þ

where P is the percentage of the nodes becoming CHs in each round, r is the current
round number. G is the set of nodes which have not been elected as CHs in the last
1/p rounds. After the end of each round, the cluster head election process will be
repeated to ensure each node can be elected as the CHs. It ensures the evenly energy
consumption of nodes.

Stage 3: Clustering
After cluster head node is selected, it broadcasts a message to the rest of the

nodes to announce itself was elected as the CH. The ordinary nodes decide to join
the cluster according to the strongest signal they have received. Then it sends a
request message to join the CH.

Stage 4: Data transmission
The nodes sense their environment continuously. Cluster head nodes broadcast

HT and ST to the cluster member nodes. In the data transmission stage of TEEN
routing protocol, member nodes transmit data to CHs under the requirements of HT
and ST within their assigned time slot. Operation Flow chart of data transmission of
TEEN is shown in Fig. 1.

After a round time, Stage 1–4 is re-initiated.
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4 Simulation and Analysis

4.1 Modeling and Simulation the Cognitive Radio Sensor
Network

OPNET is simulation software which is used to model and simulate networks. It
uses three layers modeling mechanism of network, node and process.

Simulation parameters: There are 100 cognitive nodes and 10 authorized nodes
are randomly deployed in a cognitive radio sensor network. The size of the cog-
nitive radio sensor network is 500 m × 500 m. Five available channels are <f1,
f2, f3, f4, f5> respectively, the initial energy of each node equals to 50 J, idle
probability of channel Pf = 0.3. BS is located at (1000 m, 1000 m) away from the
cognitive radio sensor network.

We use the three layers modeling mechanism of OPNET to introduce the cog-
nitive radio sensor network modeling and Simulation. The network model of the
cognitive radio sensor network is shown in Fig. 2.

The node model of cognitive nodes and authorized nodes is different. The
special spectrum monitoring devices need joined to the node model of cognitive

Fig. 1 Operation flow chart of data transmission of TEEN
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nodes. Figure 3 shows the node model of authorized nodes and Fig. 4 shows the
node model of cognitive nodes.

The process model of TEEN routing protocol in cognitive radio sensor network
is shown in Fig. 5.

Fig. 2 The network model of the cognitive radio sensor network

Fig. 3 The node model of
authorized nodes
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Fig. 4 The node model of cognitive nodes

Fig. 5 The process model of TEEN routing protocol in cognitive radio sensor network
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4.2 Simulation Results

After modeling and simulation in OPNET, choose one of the cognitive nodes, the
energy consumption under LEACH and TEEN routing protocol is shown as Fig. 6.
The horizontal axis is the simulation time which unit is second, vertical shaft is the
node energy (J).

From the energy consumption simulation diagram of a single node, TEEN
routing protocol reduced the energy consumption of single node compared with
LEACH. The energy consumption declining with vertical state is the time when
node as the cluster head. As is shown in Fig. 6, the energy consumption of the
cluster head nodes is much larger than member nodes. Due to the CHs need to fuse
and process the data sent by the member nodes.

The network life circle comparison between TEEN and LEACH in the cognitive
radio sensor network is shown in Fig. 7. The vertical shaft is the number of live

Fig. 6 Energy consumption
of a cognitive node under
LEACH and TEEN

Fig. 7 Life circle under
LEACH and TEEN
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nodes. Figure 8 is the number of death node comparison between TEEN and
LEACH routing protocol. The vertical shaft is the number of death nodes.

From Fig. 7, we can see that the life circle of cognitive radio sensor network
under TEEN far longer than under LEACH. As is shown in Fig. 8, about after
600 s, LEACH began node dies. However, after about 1000 s, TEEN began nodes
dies. We can know that compared with LEACH, TEEN routing protocol reduced
the node energy consumption and delayed the time of node death. From the
comparison between the TEEN routing protocol and LEACH in cognitive radio
sensor networks, we can come to a conclusion that introduce TEEN routing pro-
tocol into cognitive radio sensor network, compared with LEACH, reduces the
number of death node and extends the life cycle of network.

Throughput represents the number of data transmission per unit time in the
network. Due to the limited of HT and ST, TEEN routing mechanism reduces
unnecessary data transmission times. Figure 9 is the throughput comparison
between TEEN and LEACH in cognitive radio sensor networks. It shows that
throughput of TEEN lower than LEACH.

Fig. 8 Number of death node
under LEACH and TEEN

Fig. 9 Throughput under
LEACH and TEEN routing
protocol
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5 Conclusion

This paper first introduces TEEN routing protocol to cognitive radio sensor net-
works through joins the process of idle channel detection in each round. Due to the
limited of HT and ST, TEEN routing mechanism reduces unnecessary data trans-
mission times. Compared with LEACH, it improved the energy efficiency and
delayed the time of node death to extend the network life cycle.
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Research on Trust Sensing Based Secure
Routing Mechanism for Wireless Sensor
Networks

Danyang Qin, Shuang Jia, Jingya Ma, Yan Zhang and Qun Ding

Abstract For network routing protocol’s lower security issues, Trust Sensing
based Secure Routing Mechanism (TSSRM) with the ability to resist various
attacks is proposed, at the same time we present an optimized routing algorithm,
which will provide reliable guarantee to improve the network routing protocol
security performance. The simulation results show that TSSRM could realize the
low cost and high security level of wireless sensor networks.

Keywords Wireless sensor networks ⋅ The optimal route ⋅ Security ⋅ QoS
metrics ⋅ Trust degree

1 Introduction

Smart city is more and more popular in modern society since the development of
Internet of Things has always increasing trend [1]. Wireless sensor networks have
played an important part in promoting various services of smart city since the
characters of low energy consumption, rapid deployment and self-organizing.
Therefore, some researchers have made many studies on smart city based on wireless
sensor network technologies. The routing protocol often suffers from various attacks
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since the nodes’ mobility. To prevent the wireless sensor networks from the attacks
of malicious nodes, different security routing protocols have been studied for many
years. However, the traditional routing protocols depend mainly on key management
and identification schemes, which do not apply to the wireless sensor networks.

Trust management is a good way to solve the security problems of wireless
sensor networks [2], however, the conventional routing protocol based on trust is
difficult to ensure the security of information transmission. This paper proposed a
trust sensing based secure routing mechanism for wireless sensor networks to
address the challenges mentioned above. And the simulation results show that
TSSRM cannot only achieve high security for wireless sensor networks, but also
reduce the routing overhead significantly.

2 Routing Algorithm

2.1 System Model

The graphical models will be adopted to analyze the routing problems for wireless
sensor networks. We will treat GH V ,EH , rð Þ as physical map, where V represents the
set of directed wireless physical links, the set of vertices V represents sensor nodes in
the network, E⊆V × V represents a subset of node relationship. For each e i, jð Þ ∈ E,
the node i is the assessing unit and node j is the assessed one, j represents the trust
degree of node j for node i, the trust degree dt of any node contains direct trust dt and
indirect trust it. Similarly, GR V ,ER, rð Þ represents route map of route choice and
message transmitting. Therefore, the routing issues could be seen as the choice of the
optimal route on a weighting physical map GH V ,EH , rð Þ by utilizing the routing
metric r. The routing metric r consists of trust degree and QoS metric, which is
limited by the trusted map GT V ,ET , tð Þ and corresponding QoS map GQ V ,EQ, qð Þ.
All the optimal paths p* form the optimal route map G*

R V ,ER, rð Þ at last.

2.2 Trust Computation of Nodes

A lightweight computation way is presented to assess the trust degree of sensor
nodes for wireless sensor networks with α+ β=1, α > 0, β > 0:

t i, jð Þl = α × dt i, jð Þl + β ×
∑n

k∈Cj , k≠ ið Þ it k, jð Þl

n− 1
, ð1Þ

where t i, jð Þ denotes the trust degree of node j for node i. dt i, jð Þ denotes the direct
trust degree. it k, jð Þ denotes the suggestions provided by node k which is part of the
neighbor nodes’ set Cj of node j. n stands for the number of neighbor nodes and l
denotes the serial number of the assessment records. α and β represent weight factor
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related with security policies, the trust degree t is subject to 0 ≤ t ≤ 1. The direct
trust degree is

dt i, jð Þl = γ1 × dtP jð Þ i, jð Þl− 1 + γ2 × dtN jð Þ i, jð Þl− 1 + ids i, jð Þl, ð2Þ

where dtP jð Þ i, jð Þl− 1 represents the direct trust degree of node j for node i according

to the good behavior of node j in old days, dtN jð Þ i, jð Þl− 1 represents the direct trust
degree of node i for node j according to the bad behavior of node i in old days. γ1
and γ2 respectively correspond to the self-adapting exponential decay time factor of
positive and negative evaluation. ids i, jð Þl represents the evaluation for the current
behavior of node j using intrusion detection system. ids i, jð Þ is

ids i, jð Þ=
P jð Þ, 0 < P jð Þ < 1
0, uncertainty

N jð Þ, − 1 < N jð Þ < 0

8
<

:
, ð3Þ

where P jð Þ and N jð Þ denote the positive and negative evaluation for the node j
0
s

behavior respectively. A self-adapting exponential decay factor γ will be utilized for
the trusted computation method to handle on-off attacks [3]; its expression is as
follows:

γ =
γ1 = e− ρ1 × tc − tc− 1ð Þ, dtP *ð Þ
γ2 = e− ρ2 × tc − tc− 1ð Þ, dtN *ð Þ

�
, ð4Þ

where tc represents the current moment and tc− 1 denotes the moment that the last
interaction occurred. The process of indirect trust evaluation is shown as follows:

∑n
k∈Cj , k≠ ið Þ it k, jð Þl = ∑n

k∈Cj , k≠ ið Þ dt i, kð Þl × dt k, jð Þl ð5Þ

The trust links are adopted to assess the indirect trust degree of wireless sensor
nodes in this model. dt i, kð Þ represents the direct trust degree of the node k for node
i. dt k, jð Þ denotes the direct trust degree of the node j for node k. An inconsistent
examine mechanism is proposed to deal with bad mouthing attacks [4], which is
given by (6)

ic i, jð Þl =
∑n

k∈Cj, k≠ ið Þ dt i, kð Þl × dt k, jð Þl + dt i, jð Þl

∑n
k∈Cj , k≠ ið Þ dt i, kð Þl +1

ð6Þ

Since the received suggestions may contain wrong messages supplied by bad
mouthing attacks, our trust model takes use of a threshold ε to estimate whether the

message is questionable for each suggestion. If dt k, jð Þl − ic i, jð Þl
���

���> ε, the sug-

gestion will be abandoned.
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2.3 Trust Computation of Paths

A source node will evaluate the trust degree of the route when it is ready to transmit
messages to the terminal node via the multi-hop communication. The trust degree of
route p can be calculated by (7) when we select the most credible route decided by
the highest product value of all trust degree traverse the route.

t pð Þ= ∏ t i, jð Þ i, j ∈ p, i→ jjf gð Þ, ð7Þ

where the node i and node j are neighbor nodes. Node j is the next hop of node i.
We can also select the most credible route decided by the highest minimum trust

degrees of intermediate nodes in the route. The trust degree of route p can be
expressed as follows:

t pð Þ=min t i, jð Þ i, j ∈ p, i→ jjf gð Þ ð8Þ

2.4 Routing Metrics

Routing metrics may contain the trust degree and QoS metrics that are used for
improving service quality in practical applications. Therefore, the routing metric of
path p will be expressed as rðpÞ≜ðtðpÞ, q1ðpÞ, q2ðpÞ, . . . , qnðpÞÞ, where
q1 pð Þ, q2 pð Þ . . . qn pð Þ is different QoS metrics of path p. Since the different com-
putation methods of routing metric can affect the outcome of route choice. So a
mathematical theory called semiring [5] is introduced in this paper to avoid inter-
fering with the design of routing algorithm.

Definition 1 The semiring of trust degree is an algebraic expression
T ,⊕T ,⊗T , 0T , 1T , ≤
� �

, which T is a set of trust degree. ⊕T and ⊗T denote an
operational character to connect with trust degree along a route and converge trust
degree traverse routes, respectively.

Definition 2 The semiring of QoS is an algebraic expression
Q,⊕Q,⊗Q, 0Q, 1Q, ≤
� �

, which Q is a set of QoS metrics. ⊗Q and ⊕Q denote an
operational character to connect with QoS metrics along a route and converge QoS
metrics traverse routes, respectively.

2.5 Routing Choice

The choice of the optimal path will be described using semiring theory. For
example, we must choose the most trusted path in networks, the optimal path is
given
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p* v1, vnð Þ=⊕T t p v1, vkð Þð Þ⊗T t p vk, vnð Þð Þ½ �, ð9Þ

where k∈ p v1, vnð Þ. There is an assumption that the trust degree of path is calculated
by (7), ⊗T represents “× ”, ⊕T represents “max *ð Þ”.

Then, the routing algorithm considering various routing indicators is proposed.
We can see the details of the routing algorithm in Algorithm 1.
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3 The Scheme of TSSRM

A secure routing mechanism is proposed in this section. Figure 1 is a exemplifi-
cation on the process in which source node (v0) searches the optimal path to reach
the terminal node (v11). The detail process of TSSRM is shown as follows.

S1. v0 initializes the process of trust derivation and transmits a demand message
to its neighbors (eg, v2) when v0 is ready to transmit message to v11. v2 that receives,
the trust demand message will primarily examine whether the same demand has
been received. If yes, the demand will be promptly abandoned. If not, v2 will spread
trust demands to its every neighbor node.

S2. Every node except the assessing nodes should examine whether the assessed
node is its neighbors once receiving the trust demand packet. If not, it keeps silent.
Otherwise, the node (v1 , v3 and v6) may unicast a reply to the assessing node (v0)
via the existing inverted paths.

S3. After v0 receives the suggestions given by the neighbor nodes of assessing
node, v0 calculates trust degree and estimates whether the assessed node v2 is
credible on the basis of the required trust route constraints. Similarly, a node v0 can
find a credible forwarding set (v2,v3) and send routing demands to the nodes in it.

S4. The intermediate trust node that receives routing demands will send a reply
to v0 if it has the optimal route to v11. Then, v0 can obtain the optimal route to v11.
Go to S6. If not, the intermediate trust nodes in the network will repeat S1–3 to look
for the next credible node.

0v

1v
2v

3v

7v

8v

11v

Wireless link Trust request
Step 1

Untrusted nodes Trusted nodes
4v 5v

6v

9v

10v

0v

1v
2v

3v

7v

8v

11v

Wireless link Trust reply
Step 2

4v 5v

6v

9v

10v

0v

1v
2v

3v

7v

8v

11v

Wireless link Route request
Step 3

4v 5v

6v

9v

10v

0v

1v
2v

3v

7v

8v

11v

Wireless link Route request
Step 4

4v 5v

6v

9v

10v

0v

1v
2v

3v

7v

8v

11v

Wireless link Route reply
Step 5

4v 5v

6v

9v

10v

0v

1v
2v

3v

7v

8v

11v

Wireless link Data packet
Step 6

4v 5v

6v

9v

10v

Fig. 1 Routing process

334 D. Qin et al.



S5. v11 will send a reply to v0 via the selected reverse route when the route
demand hit the target.

S6. Finally, v0 sends a packet to v11 via the optimal route.

4 Performance Evaluation

4.1 Experimental Setup

The simulation results of TSSRM will be analyzed by NS2 simulator. w represents
the proportion of malicious nodes in the simulation. All of the default experiment
parameters are shown in Table 1.

4.2 The Effect of Attacks on TSSRM

Figure 2 shows that the trust degree usually increases with time if there is no
abnormal phenomenon (from 30 to 70 s). But the trust degree will decline as the
malicious nodes activate on-off attacks. A self-adapting exponential decay time
factor is utilized for TSSRM to handle on-off attacks at this moment. Therefore, the
figure shows that TSSRM could provide better resilience for on-off attacks com-
paring with trust assessment process without considering the time decay factor.

Table 1 Experiment
parameters

Parameters Value

Simulation time 500 s
Monitoring area 200 m × 200 m
Number of sensor nodes 100
Communication distance 40 m
Message internal 5 s
Length of message 100bytes
Routing protocol GPSR and BAR
Original trust degree 0.5
Distrust internal [0, 0.4]
Error probability of detection 0.1
The proportion of malicious nodes 20%
P að Þ 0.01
N að Þ −0.01
γ1, γ2 0.90, 0.99
α, ε 0.7, 0.15

t pð Þ, t pð Þth min *ð Þ, 0.4
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An inconsistent examine mechanism is proposed to provide better resistance
against bad mouthing attacks in Fig. 3. In the simulation, bad mouthing attackers
provide positive/negative suggestion about normal/malicious behavior. Thus, the
trust degree is much lower when evaluating normal nodes’ behavior (from 30 to 70 s)
for bad mouthing attacks. Worse bad mouthing attacks (the proportion of bad
mouthing attacker is equal to 50%) may result in greater impact on trust assessment
process than the attacks which are not so bad (the proportion of bad mouthing
attacker is equal to 20%). On this occasion, the inconsistent examine mechanism
could wipe out many wrong suggestions since they usually have a obvious distinction
(high or low) from those provided by normal nodes. At last, the accuracy of the trust
assessment will be improved by applying the inconsistent examine mechanism.

4.3 The Effectiveness and Security of TSSRM

Figure 4 shows that flooding has a large number of broadcast and replay packets, so
its routing overhead is much higher than that of the other three schemes. For
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example, our mechanism will save 79.4% of routing overhead compared with
flooding with 2-hop limit as the number of neighbors equals to 14.

Figure 5 shows the different time consumption to achieve routing setup between
TSSRM and other schemes. Clearly, the delay performance shows more obvious
advantage over other schemes in routing overhead. For example, our mechanism
will save 32.3% of time as the number of neighbors equals to 14 compared with the
flooding with 2-hop limit.

Figure 6 shows that more malicious nodes will cause more damage for wireless
networks. TSSRM can provide a good way to these attacks. The average packet
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delivery ratio increase gradually by introducing TSSRM into the existing routing
protocols; because TSSRM will rapidly activate a path update process to obtain a
credible path as it detects malicious intermediate nodes in the former route.

TSR [6] is trust evaluation mechanism that only considers direct trust. Figure 7
shows that the average packet delivery ratio will reduce significantly when a
malicious node activates attacks in wireless sensor networks (from 20 s). TSSRM
could improve network security compared with TSR when many errors detected
incidents could take place in the simulation scenario, since TSSRM considers direct
trust and indirect trust, which will provide much resistance against error detected
incidents.

5 Conclusions

This paper presents a trust sensing based secure routing mechanism to handle
common network attacks. An optimized routing algorithm has been proposed,
which considers the trust degree and other QoS metrics. Simulation results show
that TSSRM can provide much better security compared with the traditional trust
mechanism. Future research will study the error detected system in wireless sensor
networks, which will improve the security of the wireless sensor networks.
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Heuristic Algorithm of Lifetime
Maximization for Wireless Sensor
Network

Danyang Qin, Songxiang Yang, Yan Zhang, Jingya Ma and Qun Ding

Abstract Wireless sensor network (WSN) is an important branch of modern
communication system, and it plays a significant role in human life and production.
Due to the number of sensor nodes, wide distribution area and complex environ-
ment, the energy consumption caused by battery charge or replacement is much
higher than that by redeployment. To prolong the effective work duration, a net-
work lifetime maximization algorithm is proposed to reduce the calculating time
and maximize the lifetime at the same time. In the mathematical model, the com-
binations of sensor deployment, activity scheduling, data routing, and sink mobility
are considered. Simulation results show that the proposed algorithm can effectively
extend the lifetime of WSN and improve the network performance as well.
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1 Introduction

WSN is an important branch of modern communication system,and it has been
widely used in various fields. However, all aspects of its performance need to be
improved since it is subject to its own characteristics and application of special
restrictions. WSN consists of small battery powered sensor nodes with limited
energy resources. Hence, energy efficiency is a key design issue to improve the life
span of the network [1]. A failure of an actor may cause the network to partition
into disjoint blocks and would thus violate such a connectivity requirement. As
actors deployed in harsh environment it is difficult to replace actor nodes, so we
need to reposition actor nodes [2].

At present, the researches on the maximum lifetime of the network node mainly
focus on the control of energy consumption. For example, the researchers construct
a redundant node decision model for heterogeneous WSN, which do not need the
geographic location information, and then useful lifetime maximization for partial
coverage conserve (ULMPCC) in wireless sensor networks [3] is proposed. The
researchers tend to put forward a targeted solution to an aspect of energy con-
sumption, such as the balance of routing energy consumption in wireless sensor
networks [4], and on balancing energy consumption in wireless sensor networks
[5]. In this paper, two algorithms are proposed to solve the problems of node
deployment, activity scheduling, data routing, and sink mobility.

2 Mathematical Model and Algorithm of the Network
Lifetime

The aim of the optimum mathematic model is to solve the problems of WSN
design. The optimal solution of the sensor deployment, activity scheduling, mobile
sink, and data routing problem (SAMDP) is obtained by solving the linear pro-
gramming formula. Two practical heuristic algorithms are proposed to solve the
linear programming formula, namely period iteration heuristic and sequential
assignment heuristic.

2.1 Mathematical Model

In order to make the problem more imaginative, two different periods of the WSN
are compared in Fig. 1.

Figure 1 shows the position of sensors and mobile sinks in two periods, as well
as the data routing information indicated by arrows. The figure shows that some
sensors are active in two periods, while others are standby in one period, and active
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in another period. As the result of coverage requirements, each point needs at least
two sensors to achieve the description in Fig. 1. It can be seen that some sensors
send the collected data to the sink directly. However, some of the collected data is
sent to the adjacent sensors which act as relay nodes.

MILP mathematical model is constructed as follows:

Step 1 Assuming that there are K points in the WSN, and P points are selected
from these to arrange sinks in each period t of the WSN lifetime T. Then,
the number of sinks is obtained, as shown in (1):

∑
ϑ∈N

zϑt =P t ∈ T ð1Þ

Step 2 The number of active sensors required for the normal operation of the
network is shown in (2):

∑
r∈R

∑
i: k∈Kir

qirt ≥ dk k ∈ K, t ∈ T ð2Þ

: Available Candidate Sensor Location : Available Sink Visit Poiot : Located Standby Sensor

: Located Sink : Located Active Sensor

Fig. 1 Sensor network with sensors, mobile sink, and data routing
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Step 3 The flow balance equation is constructed, which indicates the sum of the
data transmission between the sensors and the sinks (or adjacent sensors)
in the whole network, as shown in (3):

∑
s∈R

∑
j: i∈ Sjs

xjsirt + hrairt = ∑
ϑ∈Nir

yirϑt + ∑
s∈R

∑
j∈ Sir

xirjst i ∈ S, r ∈ R, t ∈ T ð3Þ

Step 4 According to the sensor energy consumption fir, the total energy con-
sumption budget B is calculated, as shown in (4):

∑
i∈ S

∑
r∈R

firpir ≤ B ð4Þ

Step 5 In the whole network lifetime, the upper limit of energy consumed by
each sensor is set as the (5):

∑
t∈ T

csairt + cr ∑
s∈R

∑
j: i∈ Sjs

xjsirt + ∑
s∈R

∑
j∈ Sir

ctijxirjst + ∑
ϑ∈Nir

ctiϑyirϑt

 !
≤ Er

i ∈ S, r ∈ R

ð5Þ

Step 6 Set a few constraints to reduce the calculation error:

∑
r∈R

∑
i: ϑ∈Kir

yirϑt ≤ Mzϑt ϑ ∈ N, t ∈ T ð6Þ

∑
s∈R

∑
j∈ Sir

xirjst ≤Mqirt i ∈ S, r ∈ R, t ∈ T ð7Þ

∑
s∈R

∑
j: i∈ Sjs

xjsirt ≤ Mqirt i ∈ S, r ∈ R, t ∈ T ð8Þ

(6), (7), and (8) indicate that if sensors are not active or deployed, there cannot
be any data inflow or outflow.

Step 7 In order to save battery energy of sensors, we put the sensors which are
not deployed in a dormant state, as shown in (9).

qirt ≤ pir i∈ S, r∈R, t∈T ð9Þ
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The values of parameters in the above formulas are shown in (10) and (11):

wt, airt, yirϑt, xirjst ≥ 0 ð10Þ

zϑt, pir , qirt ∈ 0, 1f g ð11Þ

Step 8 The lifetime of wireless sensor network is defined as (12):

max ∑
t∈T

wt ð12Þ

It should be noted that the results of formulas include sensor deployment,
activity scheduling, mobile sink, data routing, and the sum of the data flow. After
getting the accurate transmission time and total amount of data transmission, we can
make the sensors in the work schedule to be active, and the sensors without
transmission task to be dormant.

Here are the meanings of parameters. B means the sensor placement budget.
R means the class of sensors. P is the number of sinks. S is the locations of
candidate sensor. N is the locations of sinks. Sensor(i, r) means that class r sensors
are deployed at point i. Kir is the point covered by sensor(i, r). pir indicates whether
sensor(i, r) is deployed or not. cr is the unit data reception cost. yirϑt is the amount
of flow from sensor(i, r) to sink deployed at point ϑ in period t. dk is the coverage
requirement of point k. hr is the data generation rate of class r sensors. Er is the
battery energy of class r sensor. fir is the energy cost of sensor(i, r). K is the set of
covered points. airt is an auxiliary parameter that replaces wtqirt . qirt indicates that
whether sensor(i, r) is active in period t or not. zϑt indicates that whether a sink is
deployed at point ϑ in period t or not.

2.2 Algorithm Analysis

Due to the time constraints, commercial solutions such as Gurobi 4.0 or Cplex 11.0
cannot obtain the accurate result of SAMDP formula. Two practical heuristic algo-
rithms are proposed to find the ideal result in reasonable computation time, namely
period iteration heuristic algorithm and sequential assignment heuristic algorithm.

2.2.1 Period Iteration Heuristic Algorithm

The difficulty of getting accurate results of SAMDP formulas is that there are a
large number of binary variables in the model, which are zϑt, pir , qirt . It can simplify
the subset of the model and reduce the number of binary variables by removing the
impossible cases.
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In order to reduce the number of binary variables, pir is regarded as the initial
value, and the network lifetime in different situations can be obtained by changing the
value of pir in the Gurobi. In the periodic iterative heuristic algorithm, we select the
lowest value of T as far as possible, and name it T*. ϕ is used to represent the number
of iterations, and it is assigned to 1 at the beginning of the operation. The aim of this
new parameter is to limit the number of period. The successive variable wt,xirjst and
yirϑt keep nonzero values when period value is no more than ϕ, i.e., t ≤ ϕ. In other
words, the values of wt,xirjst and yirϑt will be zero, when period value is more than ϕ.

A mathematical model is constructed after determining the variable value. In this
mathematical model, only pir relates to the locations of sensors, therefore, the
analysis of this model is relatively easy. The model can be solved by using Gurobi
in a short time, then the optimal results or approximate optimal results are obtained.
After getting the optimal solution of the ϕ th iteration model, the next iteration
process will be carried out, i.e., ϕ=ϕ+1. The network lifetime would prolong with
the increasing of ϕ when the network is large enough. However, the network
lifetime will no longer occur significant changes when the number of iteration
reaches a certain value in the actual analysis process. At this point, the algorithm is
considered to obtain the optimal solution. The periodic iterative heuristic algorithm
will be formally summarized in Algorithm 1.

Algorithm 1 First, we set DIF =O ϕð Þ −O ϕ− 1ð Þ. It represents the difference
between two iterations of the network lifetime. A parameter ε which indicates the
accuracy of calculation is introduced, and its specific value is based on the different
network settings. At the beginning of the operation, let ϕ = 1,DIF =100. When
DIF > ε and ϕ>1, the upper and lower bounds will be confirmed. Then, Gurobi
solver runs the ϕ th model, and the process can be sped up through the upper and
lower bounds. O ϕð Þ represents the optimal target value of solver. Operations will be
carried out until DIF < ε, at this time ϕ=T*. Finally, the final result and the
corresponding target value are obtained.

2.2.2 Sequential Assignment Heuristic Algorithm

There is a logical relationship among the design problems of WSN. The locations of
sensors are a prerequisite to set the activity scheduling. In addition, mobile nodes
need to collect data from the active sensor, so the location of the mobile node and
data routing can be determined after setting the work scheduling. Usually, we
determine the best location of sensors before setting the activity scheduling of the
deployed sensors. Finally, mobile nodes and data routing are identified.

Three sub problems are proposed for hierarchical WSN design. The first
sub-problem S1 is to determine the locations of the sensors. Specific description of
the S1 is shown in (13), and its constraints are shown as (14)–(18).
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S1←max ∑
k∈K

uk ð13Þ

uk ≤ ≤ ∑
r∈R

∑
i: k∈Kir

pir k∈K ð14Þ

∑
r∈R

∑
i: k∈Kir

pir ≥ dk +2 k ∈ K ð15Þ

∑
i∈ S

∑
r∈R

f irpir ≤ B ð16Þ

uk ≥ 0 k ∈ K ð17Þ

pir ∈ 0, 1f g i ∈ S, r ∈ R ð18Þ

A new parameter uk is defined to represent the number of sensors which can
cover the k point, and k∈K. In order to enhance the flexibility of the activity
scheduling, we deploy more sensors as much as possible to maximize the objective
function and u′ks. Constraint (14) is the definition of variable uk. Constraint (15) can
ensure that there are enough sensors deployed near the K point, so at least dk +2
sensors can be used to monitor the environment of k point. The aim of constraint
(16) is to limit the budget. Constraints (17) and (18) provide the nonnegative
parameters and the value of binary variables respectively.

By solving S1, the locations of sensors can be determined. Then two other
sub-problems S2 and S3 are proposed to solve the problems of activity scheduling,
mobile sink location and data routing information.

The mathematical model of S2 is composed of (1), (2), (3), (5), (6), (7), (8), (9),
(10), (11), (12). The value of the parameter pir can be obtained by solving S1, then
pir and zlt are regarded as the initial values. The sensor activity scheduling
parameter qirt can be obtained by the Gurobi algorithm. The mathematical model of
S3 is composed of (2), (3), (4), (5), (6), (7), (8), (9), (10), (11), (12). The pir in the
S1 and the qirt in S2 are regarded as the initial values to solve the sub problem S3.
Then, we can get zlt which is the position parameter of mobile sink. In the sub-
sequent iteration process, it is taken as a new initial value into the S2 operation.

Theory of the cycle iteration in period iterative heuristic algorithm can improve
the efficiency. The idea of periodic iteration is to find the minimum number of
iterations which can make the maximum of the network lifetime. This is the core of
two heuristic algorithms. Finally, it should be pointed out that Zϑϕ = Zϑðϕ− 1Þ,
ϑ∈N. The specific steps of the sequential assignment heuristic algorithm are shown
in Algorithm 2, where L2 and L3 are representative of the network lifetime of S2
and S3, and L represents the network lifetime.

Algorithm 2 First, the position parameter pir is determined by solving S1. At the
beginning of the algorithm, we set ϕ =1,DIF1 = 100,DIF2 = 100. Among them,
DIF1 = L3 −L,DIF2 = L3 − L2. Then we set the calculation precision parameters ε1
and ε2. When DIF1 > ε1 and DIF2 > ε2, the values of qirt and L2 are obtained by
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solving S2. S3 can be solved by S1’s pir and S2’s qirt, so as to obtain L3 and zlt . zlt
is taken as the new initial value for S2’s model, and the multiple operation con-
tinues until DIF2 < ε2. At the beginning of iterative process, we change the value
of qirt , and recalculate the mathematical model of S3. Then the lifetime value of L3
is given to L, i.e., L= L3. The iterative process continues until DIF1 ≤ ε1, and the
maximum value of network lifetime will be obtained at this time, and the final
output of the network is L.

3 Simulation Results and Performance Analysis

This paper uses NS2 to complete the simulation of the mathematical model. This
section evaluates the performances of two heuristic algorithms by comparing them
with the Gurobi method. First, the PIH and SAH algorithms are simulated by NS2.
In each test, the running time of three algorithms is defined within 3 h. Then we
count the maximum network lifetime that is obtained by three different methods.
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Fig. 2 PIH, Gurobi and SAH corresponding to the maximum network lifetime when the nodes are
different
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3.1 Performance Analysis of Network Lifetime
in Different Ways

In order to evaluate the performances of two heuristic algorithms, we simulate the
average network lifetime of each algorithm in five cases, as shown in Fig. 2. From
the three images, it can be seen that the maximum network lifetime value of Gurobi
is higher than that of PIH and SAH in the case of 20, 30, 40 candidate sensors. The
maximum value of two heuristic algorithms are higher than that of the Gurobi when
the number of candidate sensors is larger than 50. Moreover, the heuristic algorithms
have more obvious advantages for large networks. The network lifetime of PIH is
longer than that of SAH when the number of candidate sensors is 20 and 30. The
network lifetime of PIH and SAH is relatively close when the number of candidate
sensors is less than 90. In summary, it can be said that the performances of SAH and
PIH are better than that of Gurobi in terms of network lifetime in most cases.

3.2 Average Calculation Time Analysis
of Different Methods

In each simulation process, the running time of Gurobi, PIH and SAH are limited in
3 h. The results will be immediately recorded if they obtain the optimal solution
within 3 h, and the next experiment will begin.

In Fig. 3a, we can see the average computation time of Gurobi, PIH, and SAH
when the number of nodes is 3. Two heuristic algorithms need less computation
time than Gurobi. After several rounds of iteration, Gurobi cannot get the effective
solution of the model, while PIH can rapidly converge and get the result. In most
experiments, SAH’s computation time is longer than that of PIH. More accurately,
computing time of PIH and SAH is almost same when the number of candidate
sensors is 20 and 200. In other cases, PIH’s computation time is 1.71–4.01 times as
that of SAH’ computation time. Figure 3b, c show the average computation time of
Gurobi, PIH, and SAH, when the number of nodes is 5 and 7. It is observed that the
performances of PIH and SAH are similar to the situation with 3 nodes. Gurobi is
difficult to get a good solution within limited computing time for large networks.
Therefore, the performance advantages of PIH and SAH are more obvious for large
networks.
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4 Conclusions

This paper achieves the maximum wireless sensor networks lifetime based on the
research of sensor deployment, activity scheduling, and data routing protocol and
sink mobility. First, we combine the sensor deployment, activity scheduling, data
routing protocol, and mobile sink node routing decision to put forward the idea of
mathematical optimization. Then, the results of SAMDP are obtained by two
heuristic algorithms. The simulation results show that the performances of the two
heuristic algorithms are better than that of Gurobi when the computation time is
limited. The calculation ability of PIH and SAH can also cope with large network
according to the data obtained in this paper.
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A Design on Data Acquisition System
of Gas Wells Based on Heterogeneous
Network

Chen Meng, Shubin Wang, Yan Wu and Mingliang Zhang

Abstract Aiming at improving the efficiency in collecting the data of gas wells’
working environment, in accordance with surveillance camera system, we here-
inafter try to state in this paper that how ZigBee network will be used to collect
production data, to upload surveillance video through WiFi network, and how
ZigBee nodes will be utilized to get the data of temperature, oil pressure, casing
pressure, flow rate, and other gas wells data. Different nodes data will be uploaded
to the System Gateway Center with a coordinator node. With the aid of GPRS, all
data will be conveyed to the remote data center through the public network. The
operator interface of gateway can display the data and the current time of each gas
well. The built-in webcam is designed to collect video information in the gas wells
transmitted to the terminal devices. So the operators will understand the site situ-
ation via Android APP or the Web page connected to WiFi network. And APTEEN
algorithm is built to adapt real-time environment for emergency response as well as
application environment for continuous data acquisition.

Keywords Heterogeneous network ⋅ ZigBee ⋅ WiFi ⋅ GPRS ⋅ Remote
transmission

1 Introduction

The sophistication of data acquisition equipment of oil and gas wells is the key for
measuring the level of national energy development. However, generally speaking,
due to uneven distribution of gas wells and poor terrain environment, the data
acquisition for the gas wells becomes more difficult. Low power consumption was
often stressed in the conventional data acquisition with wireless equipment, but the
role of the bandwidth was usually neglected [1, 2].
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With the help of both WiFi and ZigBee, we would like to build heterogeneous
network which will be clarified in this paper. And GPRS is mainly for sending
information to the data center over a long distance [3, 4]. In this way, the real-time
data collection and video transmission can be successfully achieved. That is, Zig-
Bee network is used to collect data and lower power consumption, while WiFi
network is used to transmit network video and to extend bandwidth. It will become
much easier for the operators to receive video signal via Android software and Web
pages designed in this system.

Integrated with APTEEN algorithm, the active and reactive strategies are applied
in the system, with settings of hard threshold and soft threshold. It will be adapted
to the periodic and emergent data acquisition environment [5, 6]. When the sensor
data acquisition system reaches the hard threshold, it will give out alarm and be
switched to the video interface.

2 System Design

2.1 ZigBee Nodes Design

The APTEEN algorithm is applied in ZigBee nodes. When the nodes network
successfully, the collected data will be uploaded to the system gateway center with
coordinator nodes step by step. The ZigBee nodes use CC2530 microprocessor
implanted with Z-Stack. The nodes use SMA interface, 2.4 GHZ frequency
antennas and the 5 V DC sockets of the 5.5 * 2.1 mm for power supply. The power
supply circuit can be switched between 5 and 3.3 V. The balun circuit used in
antenna interface is to convert the different signal to the single ended signal.

DS18B20 sensors in the system are to measure the temperature. The S pressure
sensors are to measure the oil pressure and the casing pressure, and the raindrop
sensors are to measure the flow. The four types of sensors are connected with the
node through IO port. 10 V DC is needed for the pressure sensors to supply power.
With the request of accuracy of 0–2 mv, amplifiers are necessary. The system block
diagram and the hardware diagram of ZigBee nodes are shown in Figs. 1 and 2.

2.2 Gateway Upper Computer Design

The gateway upper computer hardware will display the data and real time on the
LCD screen and encapsulate data to the GPRS module which can transmit it to the
remote data center through public network. The gateway center can give out alarm
which can be switched to the video interface. The WiFi network uploads surveil-
lance video received by the Android APP or the Web page.
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In STM32F103VET6 processor, the serial port 1 is used to connect with the
CC2530 to receive data, while serial port 2 is used to connect with GPRS module to
send data. The WiFi module RT5350F on the gateway is to transmit the real-time
video. The pull-up mode is set in the reset circuit. The crystal circuit provides
8 MHz frequency for the processor. The SDIO interface circuit is used to com-
municate with the SD card storing the font displayed on the LCD. The buzzer
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circuit is used for alarming, in which the transistor is used for amplifying the current
to drive the buzzer. The LCD interface circuit drives the LCD screen by simulating
the 8080 interface which issues the command through controlling the norflash on
the LCD. The battery circuit supplies power to the RTC by controlling the button
battery. It will keep the RTC running after power off for accurate timing. The
camera interface collects the video signals through simulating the IIC bus. The
power supply circuit can switch back and forth between 5 and 9 V through flipping
the switch. The Ethernet interfaces are used to connect the local area networks and
wide area networks using wire node.

SIM800A GPRS module is designed connected with main processor through the
serial port.

The hardware diagram of gateway and part of the system PCB figure are shown
in Figs. 3 and 4.
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Fig. 4 Part of the system PCB figure
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3 Software Design

3.1 ZigBee Data Acquisition

The data acquisition software design is divided into terminal nodes and the coor-
dinator node software design.

Z-Stack starts to execute in the main() function located in Zmain folder. In the
main() function, the OsalInitTask() function is used to initialize each layer task.
When the network device is recognized as the terminal node, the osal_start_timeEx()
function is executed, which specifies the time circle of the proactive transmission.

The terminal nodes software design combines the active and reactive strategies
of the APTEEN algorithm. The reactive strategy is used for the response when the
data exceeds the hard or soft threshold, and the active strategy is used for the
response of the periodic event. First, the system sets the hard threshold macro
threshold and the soft threshold macro sthreshold in the sending data function
(SampleApp_Send_PtoP_Message()) of the terminal nodes. When the data col-
lected by the terminal nodes is greater than the hthreshold, it will be stored in the
local variable SV, and be transmitted through the AFDataRequest() function writing
by this paper. When the difference between the later received data values and the
local variable SV is greater than the soft threshold macro, the terminal node will call
the AFDataRequest () function for data transmission. If these two requirements are
not met, the system will be delayed by the periodic function (osal_start_timeEx())
before calling the AFDataRequest() function for data transmission. This paper
writes the SampleApp_MessMSGCB() function to upload the received data. When
it identifies the events sent by the AFDataRequest(), the coordinate node will
transmit the received data to the gateway center.

In the coordinator node software design, SampleApp_MessMSGCB() function is
built to upload the received data. When it identifies that the events sent by the
AFDataRequest(), the coordinate node will transmit the received data to the gate-
way center. The terminal nodes flow diagram is shown in Fig. 5.

3.2 Gateway System

The gateway system is used to display the current time and the data transmitted by
coordinator nodes, to send the data to the GPRS module for remote transmission, to
give out the alarm, and to switch the interface between main interface and video
interface. The gateway system software design includes the main interface and the
video interface software design.

The gateway uses simulated 8080 interface to control the LCD screen. This paper
call the LCDInitial () function for LCD screen initialization, and the ILI9341_GraS-
can () function for screen scanning. After that, it will call the ILI9341_Clr() function
to clear the screen. Finally, the ILI9341_DisString_EN_CH () function will be called
to display the initial screen. The system uses the RTC real-time clock to display the
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real time. On one hand, it calls RTC_CheckConf () function to match the clock
frequency and to enable RTC seconds interruption, but on the other hand, it will call
the TimeShow () function to display the RTC clock. The buzzer here serves as an
alarm. By writing the BEEPGPIO_Conf () function, the system initializes the IO port
pin and the output rate of the buzzer. If the received data reach the hard threshold, the
system will display the alarm on the LCD screen and give out an alarm.

The system calls the Ov7725_GPIO_Conf () function to initialize the camera’s
bus and the memory, while the VSYNC_Initial() function is to initialize the field
signal. When the field signal generates twice the high electric level, it means that a
frame image has been transmitted already and the system can enter the interruption
service function to collect the video in the memory. The system will call the
ImagDisp() function to collect the video and display the video on the LCD screen.
Finally, the field signal will be cleared by the system. The main processor of
gateway flow diagram is shown in Fig. 6.

3.3 GPRS and WiFi Network

GPRS module introduced in this paper is to send AT instructions and wait for the
feedback information of the module to complete the setting of the GPRS module.

AT command is to detect the connection of GPRS, the AT+CPIN? command is
to detect the status of the SIM card, and the AT+CIPSTART command is to set the
IP address of the server. If the server port connection is successful, the module will
return a sign of Connection OK. AT+CIPSEND command is aimed to send data to
the remote server at last.

The WiFi module uses OPENWRT operating system to configure the network.
We set IP address of the WiFi module by modifying the network file in the
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etc/config/ directory. Owing that the USB interface is used in the network camera,
configuring make menuconfig is needed to format and mount the camera. Fur-
thermore, the mipg-streamer software is added to support the video format of the
camera. Finally, with the help of Android software and the Web page designed by
us, the operators are able to receive and display the video signal by accessing the IP
address.

4 System Testing

The hardware and software design of the whole system is independently researched
and developed by the authors. The gateway center integrates the coordinator Node,
video cameras, the WiFi module, the GPRS module, and so on. The physical map
of the system and receiving the video signal through the mobile phone client are
shown in Figs. 7 and 8.
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GPRS module built in the system is to send the data to the remote data center via
the public network. The receiving interface is shown in Fig. 9. The Opress, Cpress,
Temp represent the oil pressure, casing pressure, and the temperature, respectively.
Kingview database software is applied to receive and store the data. The display
interface of the database is shown in Fig. 10.

Fig. 7 Physical map of the system

Fig. 8 Physical map of
receiving the video signal
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5 Conclusion

To increase the efficiency in the data acquisition of gas wells’ working environ-
ment, to fulfill camera surveillance, the system based on heterogeneous network is
built in this essay. The ZigBee network is built to collect data. The WiFi network is
applied to transmit real-time video and the GPRS is for remote transmission of data

Fig. 9 The receiving interface

Fig. 10 The display interface of the database
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through the public network. The gateway interface can display the data of each gas
well and the current time. It can give out alarm and be switched to the video
interface. Video signal can be received as well via the Android software and Web
pages. The paper states that APTEEN algorithm is applied to upload the data
periodically or to deal with any emergencies.
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Equipment Maintenance Material
Warehousing Based on Double-Layer
Nested Internet of Things

Peng Chen, Xiangjun Song, Deliang Liu, Yaozhou Liu
and Wanling Li

Abstract Aiming at the practical requirements of equipment maintenance material
warehousing (EMM), the paper introduces double-layer nested Internet of Things
into its management. First, the double-layer nested Internet of Things architecture is
analyzed in the application of EMM warehousing. Then the paper designs the
business model and describes the function made up by external layer and local
layer. Based on these models, the implementing method of the Internet of Things
overall is designed. At last, the method on the analysis of the law of the EMM
consumption is studied.

Keywords Equipment maintenance material ⋅ Warehousing ⋅ Internet of
things ⋅ Double-layer nested

1 Introduction

Equipment maintenance material (EMM) is defined as the least replaceable unit, the
warehousing of which plays significant role in each parts as supplying, allocating,
storing, distributing, and consuming, is the important interchanging node con-
necting the supplying upstream and the distributing downstream. With the
increasing of exercising and training, the category and amount of new equipments
rises. As a result, the EMM supply store amounts of tasks increase sharply, and
EMM standards continue to change dynamically based on the consumption of a
variety of complex operational condition. Traditional centralized storage and
manual allocation of storage management mode have been difficult to adapt to the
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new demand, warehousing management of intelligent, information technology is
imminent.

In recent years, the technology of Internet of Things is introduced into ware-
house management, gradually making it developed from the original manual
warehousing management to the modern warehouse management system Integrated
with mechanization, automation, integrated, and intelligent [1, 2]. At present, for
the maintenance equipment warehouse management is still in a single storage
object, decentralized storage mode makes inventory and consumption information
very difficult sharing in the nationwide, leading each warehouse storage to exces-
sive with a large number of dull [3]. The factory does not master the EMM in
warehouse quality condition, so life expires EMM cannot be rotated, resulting that
no material can be used in the face of a large number of obsolete inventory [4, 5].

This paper proposed a centralized management method of the information of
warehouses each dispersed in around through Internet of Things, connecting dis-
tributed storage to a network system, which covers the storage information and
warehousing information related EMM storage, consumption, allocation, etc. This
paper designs storage system architecture under the condition of Internet of Things,
constructs the warehouse management module and the allocation/destruction
management module, and studies the equipment consumption rule of statistical
methods, by exploring the EMM management methods in the future.

2 Double-Layer Nested Internet of Things Architecture

According to the storage business needs of EMM, double-layer nested Internet of
Things [3] constructs three platforms, such as item management, environmental
management, safety management, forming the EMM warehouse and Internet of
Things. The double-layer nested Internet of Things architectures marked up by the
sensing layer operating in the form of library networking as nationwide and the
communication layer operating in the form of Internet of Things with four
sub-layers and two supporting architectures. The perception layers namely local
layer and the communication layer are the external layer. As shown in Fig. 1.

Local layer of the Internet of Things is used to accomplish the information
exchanging of the EMM in local warehouse, which integrates a series of new
technology. Its item management platform adopts the RFID technology perception
layer key technologies; its environmental management platform adopts temperature
and humidity sensor, a water immersion sensor, smoke sensor, and sensing layer
key technologies; its security management platform adopts video surveillance,
infrared alarm, electronic access control, electronic patrolling for the key technol-
ogy of the sensing layer, and supplemented by a variety of network technology;
while it also is assisted by bus technology, database technology, information system
integration technology build warehouse of the Internet of Things. These years, with
the developing of the EMM warehouse building, most of the local layer.
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External layer of the Internet of things, that is, the national reserves of EMM,
collecting information from the sensing layer, sending the RFID and video infor-
mation of the warehouse and other information to the national EMM Internet of
things through a variety of network technology. National EMM Internet of Things
can master the single items of the current state and warehouse environment and
security status information in the nationwide, and the information were analysed
and processed. It could achieve nationwide storage business management and
sharing and provide the help for the realization of the material efficient
transportation.

The double-layer nested Internet of Things architecture has the characteristics of
reasonable structure, well subsystem independence, strong expansibility, and easy
to popularize.
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3 EMM Warehousing Management Based
on the Double-Layer Nested Internet of Things

3.1 Business Model

The business background of the double-layer nested intelligent warehouse man-
agement system is about EMM dispatching national wide. The material species
diversity and reserving warehouses geographical dispersion decide the complexity
of the system. Here, we take a nationwide EMM storage and logistics application
for example to interpret the system business model. According to EMM manage-
ment based on the tertiary structure of the headerquaters level, the relay level,
foundation level, at all levels of EMM management departments have the reserve
warehouse. The EMM management departments at all levels responsible for the
procurement, allocation transportation and traffic summary statistics work. Each
warehouse is responsible for the storage of EMM business, including warehousing
entry, warehousing output, maintenance, rejection, inventory, and other business.

The national wide EMM Internet of Things adopts a centralized computing
model, with the establishment of data centers and the EMM management depart-
ment at all levels use the system through hierarchical authorization. In this paper,
take the procurement of warehousing business, for example, the business model is
described in Fig. 2. Procurement and warehousing entry operations is initiated by
the EMM management department. First, the EMM management department needs
to enter the purchase order. After that, according to the purchase checklist, the
allocation checklist is generated, and then it sends the allocation checklist to the
warehousing which needs EMM.

After receiving the allocation checklist of the warehouse, the storage can gen-
erate warehousing entry checklist based on the allocation checklist, and then the
warehouse administrator completes the actual storage operation according to the
inventory, as shown in Fig. 3.

Purchase checklist

Internet Allocation checklist
reception

Allocation checklist
enquiry

Warehousing entry

Warehousing output

Other
business

Superior system Warehousing system

Fig. 2 The allocation and reception business model
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Detailed business process description is as follows:

(a) EMM management officers login the national EMM management information
system, input purchase checklist.

(b) EMM management officers enter the allocation checklist, and send it to the
warehouse management staff.

(c) the warehouse operators received requisition. Login the EMM warehouse
management system and receive requisition.

(d) the warehouse operators enter the warehouse entry checklist and send the
warehouse entry checklist to the warehouse administrator according to the
allocation checklist.

(e) warehouse management officers complete the operation.

3.2 Function Model

(1) National wide EMM warehouse system

The national EMM warehousing system is mainly composed of the following 10
modules, as shown in Fig. 4.

The following parts of the function of the module are introduced:

(a) allocation management: the main function is to manually receive the higher
orders issued by the superior, and is able to be transcribed or transcribed change
to send to other departments subsequently.

(b) procurement management: the main function is to develop procurement plans
and procurement tasks.

(c) equerry and statistics: the main function is for inventory, warehousing entry,
warehousing output, allocation, procurement, and other business statistics and
inquiries.
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(d) rejection management: according to the assessment of the quality of the
short-period EMM, apply for repertory replacement if it exists overtime items.

(e) security warning management: the main function is to manage the inventory,
the period of validity and so on.

(f) early warning management:
(g) remote warehousing management: one function is to monitor junior ware-

housing management for superior management department; another function is
for codetermining when the super-expensive EMM items need warehousing
entry or output.

(h) real-time sharing: it can avoid EMM repeatedly disposition and make it feasible
to exchange EMM for emergency requirements.

(i) EMM consumption trend assessment: according to EMM consumption trend,
the headquarters manager is able to decide the procurement plan with more
accuracy.

(2) Local EMM warehouse management system

The function of warehouse management system is divided into 14 functional
modules, as shown in Fig. 5.

The following parts of the function of the module are introduced:

(a) allocation checklist reception management: the main function is to receive
allocation checklist from the national system.

(b) warehouse entry management: it is responsible for the storage of materials
management, which is able to be divided into two major categories of business
operations, that is, warehouse entry with or without allocation checklist.
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(c) warehouse output management: it is responsible for the delivery management,
which is divided into two types of business operations, that is, warehouse
output with or without allocation checklist.

(d) early warning management: it is responsible for the monitoring of the EMM
items’ inventory and valid date, and the warning of the upper and lower limits
of the temperature and humidity. library and non-allocation of a single library
operations.

(e) inventory management: it is responsible for statistics and equerry the inventory
of materials, the warehousing materials entered and output.

(f) label production: it is responsible for the production and corresponding man-
agement of RFID labels.

(g) intelligent sensing linkage: according to the actual situation of warehouse, it
can plot the location-based warehouse plan view, and then the warehouse
managers can acquire the real-time data captured by the various sensing
devices. When it encountered an emergency, it can automatic alarm and realize
the visualization of the alarm data.

3.3 Implementing Method of the Internet of Things Overall
Architecture

The national wide Internet of Things is the outer layer of the double-layer nested
Internet of things, and it is a system used by all levels of EMM management
department. National system includes web server cluster, switching equipment,
database server cluster, etc., and constitutes a typical three B/S architecture to
support the business needs of all levels of material management.
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The local EMM warehouse is the inner layer of the double-layer nested Internet
of Things. Reserve library business management includes management of EMM
items, in charge of management of the storehouse, the material security, and
warehouse environment state. So, double-nested networking layer could accom-
plish the management of goods, safety, and environment through the comprehen-
sive use of RFID, one or two-dimensional barcode, video surveillance equipment,
infrared leaching of the radiation sensor, electronic fence, water alarm, temperature,
and humidity sensor. The overall architecture is shown in Fig. 6.

Item management subsystem, referred to as the EMM management platform, is
mainly used for the storage of goods in the warehouse management. It is mainly
include by the system and item management module, including warehousing
management, library management, inventory management, inventory management,
maintenance management, scrap management, etc. Security management subsystem
could aggregate the video surveillance system, electronic fence, electronic access
control, and electronic patrolling to realize warehouse safety management. With a
combination of warehouse material management information system, it can display
on the page in a graphical way. Environmental management subsystem applies
temperature sensors, humidity sensors, water immersion sensors, smoke sensors,
etc., to carry out real-time control of the state of the warehouse environment.

3.4 Analysis of the Law of the Consumption of EMM

EMM is often allocated for different equipments in the form of “maintenance unit”,
in accordance with the EMM standards and each equipment delivered from the
factory is equipped with a corresponding ID. According to the different types of
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Fig. 6 The overall architecture of the Internet of Things for EMM warehousing
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equipments, the system summarizes the EMM of each warehouse through the data
center. Then according to the division of a certain period of time, it operates
inventory statistics for corresponding equipments and draws the curve, which is a
EMM consumption curve for some specific equipments. A statistical model is to be
established to fit the EMM consumption curve of a large number of equipment
samples, which can be used to obtain the model of EMM consumption. In the
follow-up of the statistical process, this model is constantly revised and can guide
the equipment standard setting.

4 Conclusion

Internet of Things has significant perspective in EMM warehousing, as it is a
strategic emerging technology. The paper introduced double-layer nested Internet
of Things into its management, and analyzed the double-layer nested Internet of
Things architecture in the application of EMM warehousing. After designing the
business model and describe the function, the method on the analysis of the law of
the consumption of EMM is studied. The research is definitely able to improve the
informatization level on EMM warehousing and upgrade the equipment mainte-
nance ability.
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Steiner-Tree-Based 2-Cut-set Network
Coding Subgraph Algorithm in Wireless
Multicast Network

Feng Wei and Weixia Zou

Abstract To improve throughput and decrease delay in the wireless multicast
networks, this paper focuses on the alteration from routing tree to network coding
subgraph. A Steiner-tree-based algorithm (STBNC) is proposed to form a 2-cut-set
network coding subgraph. Random linear network coding can be employed in the
outcome topology. Simulation results show that in terms of power cost and delay,
the algorithm in this paper involves better performance than traditional D algorithm
in ultra-dense situation with large amount of nodes and destinations. The algorithm
utilizes the flexibility of multi-antenna channels in 60 Ghz.

Keywords Network coding subgraph ⋅ Steiner tree ⋅ Minimum power cost ⋅
Cut-set ⋅ 60 GHz

1 Introduction

With the evolution of wireless communications, people pay more attention to the
rate and delay of a service. In academic prospect for 5G wireless communications,
data peak rates require to exceed 10 Gb/s with access network latencies of the order
of 1 ms [1, 2, 3]. Technical methods, such as massive MIMO, ultra-dense network,
and millimeter wave frequency [2, 3], enable the wireless channel becomes more
flexible to fulfill the increasing needs. Especially in 60 GHz, the sufficient path loss
reduces the interference between different nodes by beamforming [3, 4, 5, 6].
However, simultaneous promotion in rates and delay performance always result in
consuming more network resources, such as power cost. How to meet the rate and
delay need in wireless networks with minimum cost becomes an urgent problem.
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Minimum cost multicast transmission can be expressed as constrained optimal
problem [7]. When the cut-set value is 1, the solution of minimum cost multicast
problem is Steiner tree [7, 8]. [9] Presented here is a polynomial-time algorithm that
provides tradeoff between cost and run time efficiency.

Network coding subgraph is the solution of minimum cost multicast problem
when the cut-set value is greater than 1 [10, 11]. Special network coding structures
can be employed to form a coding subgraph. The butterfly structure was utilized with
backpressure scheduler in [12, 13] to create subgraph. Another practical coding
structure is COPE [14], which matches the broadcast characteristics of wireless
channel. The grail structure exits in 2-unicast acyclic networks [15], but not suitable
for multicast networks with all the flows sharing a common source node.

The approach to solve the minimum cost multicast problem produces optimal
network coding subgraph. However, due to the large amount of computation, the
optimal algorithm is difficult to achieve. The other way is to find substitution. [16]
proposed a D algorithm method to create coding subgraph. [17] added coding
structure on multicast routing tree. The ideas in [16, 17] can be utilized in the
alteration from routing tree to coding subgraph to decrease the network cost and
delay when the throughput is specified.

In this paper, we propose a Steiner-tree-based algorithm to create network
coding subgraph with the cut-set value 2 in 60 GHz wireless multicast network. By
adding new paths to the Steiner tree, the algorithm achieves a smooth transition
from 1 cut-set routing tree to 2 cut-set subgraph.

The contents of the article are as follows: the second part will introduce the
features of 60 GHz wireless channel, which are footstones for our algorithm.
Algorithm will be introduced in the third part with some brief explanations. The
fourth part is the simulation result. We will compare our algorithm with the other
four algorithms, including that in [16, 17], and the last part is conclusion.

2 Model

In the wireless multicast scenario, it is assumed that each node operates in 60 GHz
frequency with multiple antennas to perform beamforming, which can effectively
isolate interferences. The multicast session is composed of a source node s and a
destination point set D, s∉D. Source s transmits information through a number of
wireless nodes to each point in D. The model will involve the features of 60 GHz
wireless channel and the minimum power analysis for our algorithm.

2.1 Features of 60 GHz Wireless Channel

High loss and interference isolation are two main characteristics of 60 GHz wireless
channel [18, 19]. As it is shown in Fig. 1, transmission in 60 GHz will endure a
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local maximum value of atmospheric absorption. High loss of channel makes
60 GHz not suitable for long distance transmission, but it inspires the beamforming
in 60 GHz to effectively isolate the interference in the network.

With the aid of beamforming, the channel gain in 60 GHz frequency of node i
can be expressed as follows [6]:

GiðθÞ= GðmaxÞ
i if jθj ≤ ωi

GðminÞ
i if jθj ≤ ωi

(
, ð1Þ

where θ∈ ½− π, πÞ is the angle off the boresight direction, ωi is the beam width of

the main lobe, GðmaxÞ
i and GðminÞ

i are the array gain of main and side lobes,
respectively. For simplification, we ignore the interference between different node,

it means GðminÞ
i = 0. The minimum transmission power from node i to node j with

beamforming is as follows [16]:

Pθ
ij =GiðθÞγjN0

θ

2π
d − α
ij , ð2Þ

where γj is the signal to noise ratio received by node j; represents the system noise;
dij denotes the distance between node i and node j. α is a channel attenuation
coefficient. For simplification, the value of θ is fixed to a same θmin for every
sending node.

2.2 Power Cost Analysis

The goal of our algorithm is to set up a 2-cut-set value coding subgraph based on
1-cut-set value routing tree, and reduce the power cost of the network.

Fig. 1 Atmospheric
absorption across mm-wave
frequencies in dB/km [18]
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Given a destination d, there are two ways to increase the cut-set value from 1–2.
One is to create a new path, the other is to increase the capacity of each channel in
the existing path. Creating a new path will lead to power addition, but double the
capacity of an existing channel would be more costly.

Suppose C0 is the capacity of the existing path:

C0 = logð1+ Pr

N0
Þ, ð3Þ

where Pr is the power at the receiver. After doubling the capacity, the power at the
receiver becomes P0

r.

2C0 = logð1+ P0
r

N0
Þ ð4Þ

Then,

P0
r =2Pr +

P2
r

N0
= 2Pr + γPr ≈ γPr ð5Þ

Equation (5) means that if doubling the capacity of a channel, the receiving
power should be increased to γ times. Consider Eq. (2), the transmitting power
should also be increased to γ times when the other conditions of the channel are
unchanged.

3 Algorithm and Analysis

Before introducing our Steiner-tree-based network coding algorithm (STBNC), we
will clarify some concepts at first.

Path is a sequential combination of channels from source to a destination.
Connection is a sequential combination of channels from one node to another.
Positive direction is the direction along the path from the source to a destination.
Negative direction is the direction along the path from a destination to the source.
Full information nodes are the source node and the nodes of 2-cut-set value. All the
full information nodes compose full information set.

3.1 Algorithm

The whole algorithm can be divided into two parts: The first part is building up
Steiner tree, which can be replaced by that in [9], and the other part is creating
network coding subgraph on Steiner tree.
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1. At the beginning, all the destinations are unmarked.
2. Calculate the distance from source s to unmarked destinations(s). Choose the

destination whose distance from source s is shortest. Mark this destination and
attain its path as a branch of Steiner tree.

3. Change the positive direction cost of all the channels in the path selected in step
2 to zero, and the negative direction cost infinite.

4. Repeat step 2 and 3 until all destinations are marked. Then we get Steiner tree,
and each destination di has its Pathi in this tree. Now, the in-degree of every
node except the source in Steiner tree is 1.

5. Add s to full massage set F. Reset all the destination to unmarked. Reset the cost
of all the channels.

6. For every unmarked destination di, increase the cost of the connection Li from
nearest full massage node in F to di by γ times. For destination dj ≠ di set the
positive direction cost of every channel ch in fchjch∈ Pathj, ch∉Pathig to
zero, and the negative direction cost infinite. Recalculate the distance from
source s to di.

7. Choose the destination whose distance from source s is shortest. Mark this
destination and attain its new path into coding subgraph. Find nodes of
in-degree 2 in the new path, and add them into full massage set F.

8. repeat Steps 6, 7, and 8, until all the destination is marked. Then we get
Steiner-tree-based network coding subgraph.

3.2 Analysis

In this part, first, we will illustrate how the algorithm is reducing the power cost,
and then give brief explanations for the algorithm.

Reason for algorithm reducing power cost: In the stage of building up Steiner
tree, the positive destination cost of channels along the paths from source s to
marked destinations is zero. Then, for an unmarked node, the zero cost channels can
be reused in the process of finding its own path. Similarly, in the stage of building
up network coding subgraph, more zero cost connections can be reused. Thus, the
algorithm reduces the power cost.

Explanation 1: After the algorithm, the cut-set value between source s and each
destination is 2.

When the Steiner tree is attained, the cut-set value between source s and each
destination is 1. The process of creating network coding subgraph brings a new
connection from a full massage node for every destination. Then every destination
holds a path from the source and a new connection from a full massage node. The
cut-set value between source and a full massage node is 2, and then, the cut-set
value between source s and each destination is 2. █

Explanation 2: The node of in-degree value 2 in the subgraph is a full massage
node.
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Suppose there is at least one 2-in-degree node whose cut-set value is 1. Then the
structure in Fig. 2 will appear in the subgraph: the in-degree of node D is 2, but the
cut-set value from source s to D is 1. Let channel AB be the bottleneck. The solid
line represents a connection of 1-capacity, and the dotted line represents a con-
nection whose throughput is no less than 1.

In the following statement, we will see the structure in Fig. 2 could not exist in
the coding subgraph generated by STBNC algorithm.

All the 2-in-degree nodes are produced in the process of creating coding sub-
graph. As STBNC algorithm generates one path at one time, let two paths through
D are formed in order of P1 and P2, So P2 must be created in subgraph stage.
Suppose path P1 possesses l1, path P2 possesses l2. The following are the only two
cases.

Suppose P1 is generated in Steiner tree stage, and P2 is generated in coding
subgraph stage. Then P1 and P2 could not be the two paths to the same destination,
as the STBNC algorithm form 2-cut-set value structure for every destination. So P1

and P2 are of different destination. When selecting channel for P2, the cost of
channels on P1 is set to zero. So there is no need to select channel l2 when the cost
of l1, is zero. l2 cannot exist.

Suppose both of P1 and P2 are generated in coding subgraph stage. When
selecting channel l2 for P2, the cost of l1 could not be zero. This case can only
happen when the corresponding Steiner tree path of P2 possesses l1. Then, D is on
P2 and its corresponding Steiner tree path at the same time. So D can get the same
information as the destination. It can be inferred that the cut-set value from source
s to D is 2, which conflicts with 1-cut-set hypothesis. █

4 Simulation

The simulation scenario consists of 100 nodes of random distributions in a unit
area. The STBNC algorithm will be compared with NCBM [16], NCM [17], D
algorithm and Steiner tree algorithm in terms of power cost and delay in 2-cut-set
multicast wireless networks operating in 60 GHz.

Figure 3 is the simulation result of relative power cost. The dotted line in Fig. 3
represents double cost of corresponding algorithm as the 1-cut-set topology should
transmit 2 times to achieve throughput of 2.

In the 2-throughput multicast scenario, STBNC perform better than D algorithm
and NCBM, as its main goal is to reduce the power cost. NCBM is based on D
algorithm and it forms a 2-cut-set graph. In terms of power cost, Steiner tree has the
best performance, but we will see its weakness in terms of delay.

A B C D
l2

l1

s
Fig. 2 A structure in
subgraph for apagoge

378 F. Wei and W. Zou



In Fig. 4, when the throughput is 2, NCBM performs best in terms of delay,
while NCM is close to it. STBNC algorithm is better than D algorithm and Steiner
tree, as the cut-set value of STBNC is 2. As it shows, STBNC outperforms tradi-
tional D algorithm in both power cost and delay in ultra-dense situation.

In summary, STBNC is a smooth transition from Steiner tree to 2-cut-set value
coding subgraph. Compared to Steiner tree, STBNC makes a sacrifice on power
cost in change of better performance on delay. STBNC is not the best either in
power cost or delay performance, but STBNC gains a favorable tradeoff between
them and provides an attractive substitute for traditional D algorithm.
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5 Conclusion

This paper presents an algorithm for establishing the coding subgraph of cut-set 2.
The algorithm adds channel on the Steiner tree to gain low power cost network
coding subgraph. In terms of power cost and delay, our algorithm has better per-
formance than traditional D algorithm in multicast case of throughput 2. The idea of
adding channel to routing tree can be employed to alter existing protocol and the
method used in finding the 2-cut-set value coding subgraph could be extended to
attain coding subgraph of 3 or more cut-set value.
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A Novel Space Information Network
Architecture Based on SDN

Gaoling Chen, Xiao Peng, Chenglin Zhao and Fangmin Xu

Abstract The Space Information Network (SIN) is a full-spatial, full-time,
full-frequency, multi-users-oriented information network which has the character-
istics of complexity, heterogeneous, and openness. In this paper, we propose a
software-defined space information network (SDSIN) to solve above-mentioned
problems. This architecture based on the core idea of Software-Defined Network
(SDN) that separate control and forwarding panel, and takes full use of the global
coverage properties of Geostationary Orbit (GEO), powerful computing capacity of
ground station, the predictability and regularity of constellation and the forwarding
capacity of inner-satellite links (ISLs). Thus the network can allocate and optimize
network resources from a global perspective so as to achieve flexible and efficient
network configuration and management, and realize direct and effective control of
spatial information network.

Keywords Space information network ⋅ Software-defined network ⋅ Virtual-
ization ⋅ Routing ⋅ Resource scheduling
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1 Introduction

Space information network is a network system based on space platform as the
carrier which can acquire, transmit, and processing space information in real time.
As the national important infrastructure, the space information network provides
service to long ocean voyages, emergency rescue, navigation, air transport, and
aerospace measurement and to support earth observation of high dynamic, broad-
band transmission real-timely, can support explorations of very long range, reliable
transmission of large time delay at the same time, and thus to expand human
science, culture, production activity in space, ocean, and deep space, is a hot spot in
the global scope. The characteristics of complexity, heterogeneity, and dynamic of
the space information network have brought enormous challenges to the research of
space information network. SDN is a kind of implementation of network virtual-
ization, its core technology OpenFlow separate network into control plane and data
plane, so as to achieve flexible and efficient network configuration and manage-
ment, can realize effective control of space information network directly. This paper
presents a space information network architecture based on SDN, make the space
network has high availability and reliability, at the same time to ensure that the
system has good scalability, reusability and portability, the development and
application of space information network architecture is of great significance.

2 Design of Space Information Network Architecture

Software-defined space information network architecture is designed by adopting
the idea of SDN, the traditional network is separated into control plane and data
plane. Space information network can be divided by the GEO satellite layer, LEO
satellite layer and ground from a physical point of view. It can be divided into
application layer, control plane, and data plane logically as well, GEO satellite and
ground take the role of controller, and the low earth orbit (LEO) and medium earth
orbit (MEO) satellite are responsible for data forwarding. Using global coverage
characteristic of the GEO satellites, GEO satellites mainly are responsible for the
entire network topology information acquisition; the ground controller can con-
struct forward strategy of load balance and routing algorithm on the basis of net-
work topology information [1], realize equilibrium distribution of the business in
the whole space network and optimal routing of data flow. The core design of
software-defined space network includes two aspects, namely design of
software-defined space network controller system, design of routing and resource
scheduling strategy. The following respectively expounds the design principle of
two parts:
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2.1 Design of Software-Defined Space Network
Controller System

The architecture can be physically divided into three layers: space-based backbone
network, data forwarding layer, and ground harbor. space missions call all kinds of
network resources in the form of software programming through the northbound
interface (NBI), while the control plane is responsible for link discovery, topology
management, strategic planning, entry issued, etc., through southbound interface
(SBI), communications and contacts between multiple controllers accomplished
through the east–west interface, and data plane only responsible for simple data
transfer.

(1) Introduction of network operating system: Network operating system is the
core of the whole architecture, it can be divided into physical resources
abstraction layer, virtual slice layer, network control, and management layer
and resource scheduling and business adaptation layer from down to up. Fig-
ure 1b shows that the control plane can be subdivided into resource scheduling
and business adaptation layer, network control and management sub-layer,
virtual slice sub-layer and physical resources abstraction sub-layer.
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positioning

Network operating system
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(a) Physical Resources Abstraction Sub-layer: Take advantages of network
resources virtualization methods, depending on the mission objectives and
needs, abstracts multidimensional resources (antenna, power, frequency,
computing, storage, etc.) of the underlying facilities to build multidimensional
space resource pool, which can facilitate the achievement of limited space
resources maximum utilization.

(b) Virtual Slice Sub-layer: Space Information Network Resources Systems at the
request of each space virtual network through abstraction and the isolation
mechanism allocate underlying physical space in the form of slices to different
virtual network to meet their requirements. The underlying space network
nodes and resources can be more than one slice share. Each slice run different
control logic and high-level policy, and independently of each other by
applying Isolation mechanism. The controller can manage a plurality of spatial
nodes, a plurality of network space experiments can be run simultaneously on
the same underlying physical network in slice-based control mode.

(c) Network Control and Management Sub-layer: Network control means
superimposed virtual space network will be software-programmable manner
unified control. By applying this scheme, the space network resources and
computing resources, storage resources and other resources are unified toge-
ther and on-demand delivery. Various virtualization space network devices to
work together under the unified control of space resource management plat-
form, through the virtual space network between space nodes, achieving
spatial network resource virtualization.

(d) Resource Scheduling and Business Adaptation Layer: After abstracting the
underlying network service to a variety of available resources, we need to
study the approach to use of resource and resolution mechanisms to resource
conflict. We designed Space Information Network Resource Sharing Mecha-
nism based on SDN according to priority and arrival time of tasks by com-
bining dynamic resource scheduling method and static scheduling, which
provide as much as possible high-quality support services for the business on
the basis of ensuring efficient utilization of network resources.

(2) Accurate storage of topology information: In this paper, with reference to the
Network Information Base (NIB) [2], we proposed SNIB concept. Take
advantage of periodicity and predictability of satellite constellation operation,
the constellation cycle is divided into several time slices and in each time slice
network topology can be viewed as a virtual topology [3], namely, a fixed
topology snapshot of information managed by the SNIB, in order to allow the
controller have a more detailed understanding of the network status and
achieving more precise control of network, the SNIB entities classes illustrated
in Fig. 2.

As shown in Fig. 2, solid lines represent inheritance, while dashed lines corre-
spond to referential relation between entity instances. The numbers on the dashed
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lines show the quantitative mapping relationship (e.g., one Link maps to two Ports,
and two Ports can map to the same Link). Nodes, ports and links constitute the
network topology.

All entity classes inherit the same base class providing generic key-value pair
access. All typed entities have a common base class limited to generic key-value
pair access. The NIB provides multiple methods for the control logic to gain access
to network entities. It maintains an index of all of its entities based on the entity
identifier, allowing for direct querying of a specific entity. It also supports regis-
tration for notifications on state changes or the addition/deletion of an entity.

• Node Entity: used to define different type of node like synchronous satellite
nodes, non-synchronous satellite nodes, and ground node;

• Network Entity: used to define the parameters of the satellite constellation,
including height, orbital plane, orbital inclination, ground elevation, etc.

• Link Entity: used to define corresponding attributes of satellite link like physical
layer protocol, MAC protocol, bandwidth usage, throughput, and load, etc.

2.2 Design of Routing and Resource Scheduling Strategy

In the proposed space information network architecture, ground controllers calcu-
late the best path for each stream based on different optimization goal, to provide
differentiated services for different business goals to generate offline flow table;
Provide low latency service for emergency important applications, to provide
high-bandwidth services for video applications, the most common do my best
service for the general application4; then through the “soft switch” approach to
reduce the data jitter brought by link switching.

• 

• 
• 

• 

• 
• 

• 
• 

• 

• 

• 

Fig. 2 The default network entity classes
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The flow table can be calculated through multi-objective optimization algorithm
[4] by quantizing the demand of flow into latency and bandwidth two indicators [5].
Latency can be divided into processing delay and propagation delay, the former can
be simplified as CPU processing capacity of the satellite nodes, and the latter can be
simplified to hops.

As shown in Fig. 3, the solid line indicates the current topology, the number
inside the box represents the CPU processing capacity of the node, the number on
the solid line represents the current total bandwidth of the route; three digital for
specific tasks represents CPU demand, the maximum allowed number of hops and
the link bandwidth respectively. In Fig. 3a, the transmission path of the first task of
is “A-C-D-G-H”, the transmission path of task 2 is “B-D-G-H”, and task 3 is
rejected because the optional path “D-G-H” and “D-E-F-H” cannot meet the
bandwidth and latency requirements of task 3, so the controller recalculates the
transmission path, the result is shown as Fig. 3b.

Multi-objective optimization algorithm considering the use of satellite applica-
tion resources and network resources, can optimize the satellite application and
network resource and improve the system performance under the condition of
increasing in access to network applications.

3 Benefits

With respect to terrestrial networks, space-based network has some particularities
which affect network performance: Restricted function of satellite and other reasons
resulting in poor on-board processing capability; dynamic topology makes routing

Fig. 3 Flow-table generation schematic drawing
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instability [6]; Inconsistent communication technologies and protocols weaken the
collaboration capabilities of nodes; in terms of various mission requirements,
lacking of effective methods to scheduling different types of nodes flexibly to
accomplish complex space missions depending on mission requirements currently.
Taking the characteristics of space-based network into account, the traditional
ground-based networks architecture theory cannot fully migrate to the network
space, especially the dynamic routing algorithm, the access load balancing, etc. In
this paper, the architecture can be a very good to solve the above problems.

3.1 Heterogeneous Network Convergence

The core idea of separating control and forwarding panel [7] makes unified man-
agement of all network equipment possible in the case of heterogeneous network; in
addition, the entire satellite system can be programmable from the physical layer to
the network layer using SDN and SDR [8] simultaneously. Furthermore, SDN
abstracts forwarding and routing table, integrates various levels of network con-
figuration information, makes it possible to handle and response a variety of net-
work protocols simultaneously, so that the problem of heterogeneity of network
protocols get a good solution. Therefore, the problem of heterogeneous network
interconnection can be handled in the future of space information network.

3.2 Flexible Resource Scheduling

The new architecture abstracting the underlying facilities multidimensional (an-
tenna, power, frequency, computing, storage, etc.) resources, utilizing network
resources virtualization methods, to build multidimensional space resource pool
depending on the mission objectives and needs, which maximize the utilization of
space resources easily; in addition, the control panel has a global view of network
resources and achieve a programmable control, thereby control panel can allocate
and schedule network resources according to different services demand from upper
layer, and ultimately achieve the goal of making the entire network can be con-
trolled, measured, and scheduled, deploying new services rapidly, enhancing uti-
lization of network resources, ensuring quality of service.

3.3 Flexible, Scalable Network Control

Centralized control characteristics of SDN simplify and standardize the processing
functions of the satellite nodes, complex network control, and computing functions
are deployed in the ground controller, network configuration can be quickly
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deployed and updated in this architecture. In addition, GEO controller can be
generated global network routing and configuration policies based on a global
network view, and then combined with regularity and predictability of satellite
network topology, the controller can deploy global routing and configuration
policies in advance which can adapt the time-vary network topology flexibly. Thus,
relative to traditional network, the new network control architecture is more flexible
and scalable.

3.4 Energy Efficient

MEO/LEO satellites are only responsible for simple forwarding and configuration
function, all the complex control logic fully deployed on the ground, the costs of
designing and realizing satellites can be greatly reduced. In addition, the strategy
that uses the GEO satellite takes the responsibility of finding global view reduce the
number of ground station required, and then reduces the overall investment of the
system.

4 Conclusion

This article discusses the architecture of software-defined space information net-
work, expounds the principle of the space network database and the main function
of the control plane, put forward routing and resource scheduling strategy in view
of the satellite network, and contrasts the advantages of this architecture in theory.
The architecture is the well solved problem of heterogeneous network integration
and can provide more flexible resource scheduling and network control, and at the
same time reduce the system’s overall investment.
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The Impact of Distributed Generation
Parallel Operation on Smart Grid

Yufan Lei, Guanglin Han and Yanqun Wang

Abstract This paper introduces the concept of distributed generation resources and
smart grid, and analyzes the impact of distributed generation parallel operation on
three aspects of network loss, voltage and relay protection.

Keywords Smart grid ⋅ Distributed generation parallel operation ⋅ Network
loss ⋅ Relay protection

1 Introduction

Distributed generation resources (DGRs) has the advantages of energy saving,
power generation, flexible local consumption, etc., and is a useful complement to
the centralized power supply mode. Parallel operation is a common operation mode
of distributed power supply, which has a great impact on smart grid. It needs to
strengthen research and reduce the negative impact, so that the positive role has
been fully played. Therefore, the analysis of the impact of distributed generation
resources grid for smart grid has a significant contribution to the construction of a
more perfect, reliable and secure smart grid system.

2 Distributed Generation Resources

DGRs usually refers to small modular of the power from several kilowatts to
50 MW, independent power of compatible with the environment, owned by the
power sector, users or third parties, to meet the specific requirements of the
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power system and users [1]. DGRs emit Electrical energy cannot be directly sup-
plied to the AC load, so it must be connected to a certain interface to parallel
operation.

3 Smart Grids

Smart grid uses communication technology and information technology to optimize
the transmission and distribution of electricity from suppliers to consumers. Gen-
erally speaking, smart grid is combining advanced sensing quantity measuring
technology, information and communication technology, decision analysis tech-
nology, automatic control technology and power electronics technology, and is the
new modern power grid which is highly integrated with the power grid infras-
tructure [2, 3].

4 The Impact of DG Parallel Operation on Smart Grid

The wide application of DGRs will have a great impact on the traditional power
system, including the power quality, system reliability, relay protection and so on. It
will be better to guide the construction of smart grid through the study of the impact
of DGRs on the power quality of smart grid. This paper mainly analyzes the impact
of the DG parallel operation on the network loss, voltage and relay protection [4].

4.1 The Impact of DG Parallel Operation on Network Loss

It is inevitable for distribution network to produce loss in the transmission and
distribution process, even centralized power supply often with the net loss of 10%,
but DG parallel operation is able to reduce net loss. Taking a 33-bus test system for
example, as shown in Fig. 1.

There is parallel of DG and distribution network in the nodes 25 of the test
system. Test results are shown in Table 1.

Table available, Interconnection capacity increase can significantly reduce the
active power loss.

In the node 27, selecting leading power factor 0.8, lagging power factor 0.8, and
the unit power factor of three cases and people. Test results: the effect of the
reactive power of the lagging power factor is better than that of the unit power
factor and the leading power factor. And the reactive power can compensate the
load, and then significantly reduce the reactive current of the line, to achieve the
effect of reducing the network loss.
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In addition, if the distributed power supply capacity is the same, and the position
of the distribution network parallel is different, the degree of network loss will not be
the same. In the test system, the node 0 is the balance node, the closer the distance is,
the worse the voltage support effect is, and the bigger the network loss is.

4.2 The Impact of DG Parallel Operation on Distribution
Network Voltage

The impact of DG parallel operation on distribution network voltage is mainly
including the voltage fluctuation and the voltage distribution.

4.2.1 The Impact of the Voltage Fluctuation

The impact of DG parallel operation on voltage fluctuation depends on the specific
circumstances. If the DG and the load coordination operation, the DG will restrain
the voltage fluctuation; if not, the voltage fluctuation will be more obvious. If the
DG access location, capacity and control is not reasonable, it will increase the load
flow on distribution lines, increase the difficulty of the adjustment of the distribution
network voltage, and increase the frequency of voltage fluctuation.

Fig. 1 33 bus test system

Table 1 Network loss of DGRs with different grid connected capacity

Grid connected capacity/kW Voltage/kV Active power loss/kW

90 0.9440 212.8153
60 0.9432 215.9470
30 0.9426 219.3762
0 0.9415 222.1083
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In order to direct the processing of various types of conventional node, and
provide more convenient conditions when transform the algorithm of a variety of
different kinds of DG, at present, Newton-Raphson method is widely used in the
power flow calculation processing. The method has good convergence ability, and it
is also suitable for the power flow calculation of distribution network. Therefore, the
Newton-Raphson method is used for power flow calculation for each node type [5].

To the treatment for PQ and PV node type of DG technology can be directly used
Newton-Raphson method for power flow calculation. To the treatment for PQ
(V) node type of DG, it is discussed for synchronous motor and asynchronous motor.

For the synchronous generator, such as the hidden pole synchronous generator, it
issued the reactive power Q and active power P:

Q=
EqV
xd

cos δ−
V2

xd
,P=

EqV
xd

sin δ ð1Þ

In the formula, Eq refers to the electric potential of the hidden pole generator in
no-load, and it is desirable for a certain value; V is the voltage at the terminal of the
hidden pole generator; xd is the synchronous reactance of the generator set; δ is the
power angle. When the active power is given to a certain value, the relationship
between the reactive power and the generator terminal voltage can be derived from
the formula (1):

Q=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðEqV
xd

Þ2 −P2

r

−
V2

xd
ð2Þ

When the active power is a certain value, the output value of the reactive power
of the motor can be calculated by the formula (2).

For the asynchronous generator without excitation system, it can establish the
excitation system through from the power grid absorb reactive power. Make an
equivalent circuit for an asynchronous generator. Where x1 is the stator leakage
reactance, x2 is the rotor leakage reactance, xm is the excitation reactance, r2 is rotor
resistance, and s is slip, ignoring the stator resistance. The formula is derived from
these parameters:

V =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

−P½s2ðx1 + x2Þ2 + r22 �
r2s

s

,Q= − ½V
2

xm
+

Pðx1 + x2Þ
r2

� ð3Þ

When the output value of active power is a certain value, the relationship among
reactive power and active power and terminal voltage can be derived from the
formula (3):

Q= −
V2

xm
+

−V +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½V2 − 4P2ðx1 + x2Þ2�
q

2ðx1 + x2Þ ð4Þ
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When the reactive power is negative, it is explained that the asynchronous
generator absorbs reactive power from the grid.

For the PI node type, because the constant active power output and access to the
grid current is known, the reactive power of DG output can be calculated by the
relationship among voltage, current, active power and reactive power:

Q=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2V2 −P2
p

r ð5Þ

4.2.2 The Impact the Voltage Distribution

The voltage distribution model can be established according to simple distribution
line of containing distributed generation and superposition theorem of circuit.
Assume that the voltage of the beginning of circuit is U, the rated voltage of circuit
is U, and d is any point on the circuit, so the corresponding voltage of d point can be
calculated by the upper model:

Ud =U −ΔU =U −ΔUDG −ΔUsd

In voltage distribution calculation, there is a need to consider the impact of DG
and system power supply on distribution line, therefore, when the access distri-
bution network the voltage loss includes two parts: the loss caused by DG (ΔUDG)
and system power (ΔUsd).

The DG parallel operation will affect the voltage distribution on the feeder.
Generally speaking, if incorporated position is fixed, voltage support increases with
increase of total output, voltage level is also increased; if the total output is fixed,
the closer distance power system bus, the greater the impact on the voltage dis-
tribution. If the DG parallel load is larger, the system voltage should be reduced
reasonably, and the voltage of local node should be increased appropriately.

4.3 The Impact of DG Parallel Operation on Relay
Protection

The distribution network is a multiple power network after DG parallel operation.
Once a fault occurs, the fault will form a fault current which for current level to
cause certain impact. The capacity of DG and reactance value determines the extent
of the impact.

When there is a large current produced and flows through in the distribution
network, temperature of equipment rise very easy to burn out the internal com-
ponents, and quickly spread to the surrounding sound components, ultimately
resulting in damage of the equipment. In order to solve the problem usually
installed fuse protector, when large current flows through, fuse automatically
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burned, and isolate the fault zone, so that avoiding damage to the ambient circuit.
After the DG is connected, the protection devices must have the accurate direction.
Obviously, the existing protection devices can’t meet this requirement, the method
of use directional relay to replace the fuse is not appropriate [6–8].

Main feeder select three-stage current protection mode to ensure when the feeder
fault occurs, to restore power supply at the shortest time. The DG parallel operation
connected to the line is divided into two sections, there may be a side of the double
power supply, one side of the single power supply situation, so reducing the sen-
sitivity of the line protection action, and even appear the rejection phenomenon. In
addition, the DG parallel operation may also cause the protection malfunction of the
circuit, or lead to Instantaneous quick break protection malfunction of nearby line,
loss of selectivity.

5 Conclusion

Distributed generation parallel operation have significant impact on the voltage,
network loss, relay protection, electrical reliability, etc. The rapid development of
smart grid provide favorable support for access and stable operation of DG, but it is
still necessary for distributed large-scale generation to access network in-depth
study and reduce the adverse impact on the grid.
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Study on the Signal Synthetic Method
Based on STD

Jin Luo, Cheng Wang and Xi Wen

Abstract As the complexity and functionality of electronic equipment increases
over time, testing of modern day electronics has brought about the need for more
complex stimulus and measurement capabilities. STD (Signal and Test Definition)
standard provides the accurate definition for signals and the libraries of predefined
basic signals which may be reused and extended. The signal synthetic method based
on STD is illustrated in this paper. To support the signal synthetic mechanism, a
signal composition component is developed, that enabled the automatic generate
and synthesis of basic signals and related to the real measurement facilities. The
description of signal composition components based on IDL (Interface Definition
Language) is given out.

Keywords STD ⋅ Signal model ⋅ Signal synthetic method

1 Introduction

Signal synthetic mechanism was important for the signal-oriented ATS (Automatic
Test System) software as it provided a generic reconfigurable and extensible
capability of the test software system. STD standard provides the accurate definition
for signals and the libraries of predefined basic signals which may be reused and
extended. Signal synthetic mechanism based on STD standard discussed in this
paper that provided the signal synthetic mechanism by creating a required signal
from the existing signal in either the Basic Signal Components (BSCs) or Test
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Signal Framework (TSF) defined in STD standard. As the function of the present
signal generators and digital waveform generators were completely, signal synthetic
mechanism discussed in this paper used the software synthetic method to combine
the required signal, and transfer the required signal to the certain instrument to
output the synthetic signal.

A key feature of the signal synthetic method is the ability to dynamically modify
the signal using the signal attributes so that signals can be combined to form
complex signals usable across all test platform. To support the signal synthetic
mechanism, a signal composition component was developed and its interface
description based on IDL was given out in this paper. The signal composition
interface was an internal interface to transfer synthetic signal in ATS software
platform across the whole signal lifecycle phase. The composition component
permitted signal synthetic operations to be embedded in any object-oriented envi-
ronments, an example program based on VC development environment was
illustrated to show the running mechanism of the signal composition component.

2 Signal Synthetic Mechanism Based on STD Standard

STD standard is a tester independent standard for test signals and measurement
definition, it provides a collection of objects and associated interfaces that used to
describe signal measurement and stimulus components that are instrument inde-
pendent. These include Basic Signal Components (BSCs) and Test Signal Frame-
work (TSF). BSCs provided the basic signal components for the complex signal
composition. TSF defined the domain-specific signal models that made up from
BSCs or other TSF signals, it is the extendibility mechanism that allows the creation
of additional signal class.

A basic signal component is shown as Fig. 1. Each BSC is described by its class
name, class type, attributes, default value and control interfaces. As Fig. 1 shown,

Class Name

Signal Name

Conn

In

Sync

Gate

Value

Out

AttributesFig. 1 BSC’s diagram
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In denoted the input signal of BSC; out represented the output signal of BSC, it’s
also the output port for the synthetic signal of BSC; Sync denoted the Sync signal of
BSC; Gate denoted the gate signal of BSC; Conn was used to connect different
BSCs through their attributes; value is the return value when BSC was used to be a
sensor.

BSCs are used to build signal models, which define the required signal. A signal
model can contain a single BSC to define a simple signal or combined BSCs to
define a more complex signal. As an example, a simple AC waveform is the
periodic sinusoid signal defined in STD as basic signal components. If AC signal
had more parameters, it would need the combination of several different sinusoid
signals defined in BSCs for accurate simulation.

In basic signal component, attributes are associated with the generated signal and
are used to define the characteristics or behaviors of that signal. Basic signal
components are combined through their input, output and other attributes to build a
complex signal component model, namely, signal model. The signal model realized
the signal control with its output attribute interface, which named output signal
interface usually. The change of the input signal interface state and the different of
the output signal interface state could be distinguished by their effect on the
behaviors, output signal and other signal models. There are three signal states
(Stopped, Ready, and Active) and three methods (Stop, Run, and Change) to realize
the signal states transfer. Used the signal control mechanism, the signal components
in a signal model can be controlled and combined as a whole, and it’s the realization
foundation of the BSC synthetic mechanism.

3 Signal Synthetic Realization

3.1 Realization of the Signal Composition Component

STD defines combiners that perform arithmetic operations on multiple input signals
to combine them into a single output. These include Sum, Product and Difference.
All BSC classes used to define signals are derived from one of the base classes,
whose interface are ISignalFunction, ISignal, IResource, IPulseDefns, and IPhys-
ical. ISignal component had three methods (Run, Stop and Change) to realize the
transfer of signal states. ISignalFunction class is the base class of all BSCs, it
derived six interface defined in STD standard, that are ISensor, IEventFunction,
ISource, IConditioner, IDigital and IConnection. IConditioner interface provided
the basic mathematics model and physics description of signal synthesizer. To
transfer the synthetic signal in the ATS software platform, the IComposition
interface is designed in this paper.

IComposition interface was an internal interface to transfer synthetic signal in
ATS software platform across the whole signal lifecycle phase, it permitted signal
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synthetic operations to be embedded in any object-oriented environment. The
description of IComposition interface based on IDL is shown as following.

interface IComposition: ISignalFunction
{
enum {COMPOSITION_BASE = (SIGNALFUNCTION_BASE + 256)};
[id(COMPOSITION_BASE + 1), helpstring(“method ComposeSignal”)]
HRESULT ComposeSignal(BSTR composeMethod, IUnknown*signal1,
IUnknown*signal2);
[propget, id(COMPOSITION_BASE + 2), helpstring(“property sampleNumber”)]
HRESULT sampleNumber([out, retval] long *pVal);
[propput, id(COMPOSITION_BASE + 2), helpstring(“property sampleNumber”)]
HRESULT sampleNumber([in] long newVal);
[propget, id(COMPOSITION_BASE + 3), helpstring(“property sampleData”)]
HRESULT sampleData(long index, [out, retval] double *pVal);
[propget, id(COMPOSITION_BASE + 4), helpstring(“property acqfrequency”)]
HRESULT acqfrequency([out, retval] double *pVal);
[propput, id(COMPOSITION_BASE + 4), helpstring(“property acqfrequency”)]
HRESULT acqfrequency([in] double newVal);
[propget, id(COMPOSITION_BASE + 5), helpstring(“property signal_fre”)]
HRESULT signal_fre([out, retval] double *pVal);
[propput, id(COMPOSITION_BASE + 5), helpstring(“property signal_fre”)]
HRESULT signal_fre([in] double newVal);
};

The ComposeSignal method provides a generic synthetic signal interface that
could be used to support other STD signals. The attributes of compose method are
associated with the IEngine interface and are used to define the characteristics of the
synthetic signal, such as signal frequency, sampling rate and sampling numbers, etc.

3.2 Running Mechanism of the Signal Composition
Component

A synthetic signal waveform model showing the combiner addition of two periodic
sinusoidal waveforms is shown in Fig. 2. One periodic sinusoidal named signal A
with attributes: frequency is 1 kHz, amplitude is 2 V, phase is 0 rad. The other
periodic sinusoidal named signal B with attributes: frequency is 2 kHz, amplitude is
2 V, phase is 0 rad. We used ISum interface derived from ICombiner interface to
describe the signal synthetic process.

The following VC program shows the key test flow of the above signal model.

spSum- > putref_In(0,spTwoWireOut);
//the signal interface for TwoWire
spSum- > putref_In(1,spSinusoidOut);
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//the signal interface for Signal A
spSum- > putref_In(2,spSinusoidOut2);
//the signal interface according to Signal B
spSum- > get_Out(0,&spSumOut);
spSumOut- > Run(0);
//signal stimulus running

Run the “spSumOut- > Run(0)” process to transfer the Run event to ISum
interface with the connection point technology. The connection point technology is
a feedback mechanism to allow the object to discover its interface calling function.
A connection has two parts, one is the calling object named connection point, the
other is the interface realization object named sink object. In the synthetic signal
component, the connection point is the IComposition interface, the sink object is the
ISum interface. After the ISum interface received the Run event, it responsed to the
Run event as Fig. 3 shown.

At first, ISum interface checked whether the input connection of ISum interface
is correct. The input connection included the Input port connection, Gate port
connection and Sync port connection of the signal interface. If the input connection
is correct, ISum interface object would have a signal interface based on IConnection
to describe the signal ports, and have plural signal interfaces for signal combination.
Transfered the signal interface of input connection of ISum to IComposition
interface, and synthesize the signals used the ComposeSignal method. Acquired the

Sinusoid
Signal A

1kHz  2V

Sinusoid
Signal B

2kHz  2V

TwoWire

DA0  GND

Sum
synthetic 

signal 
output

In

In

In

Fig. 2 Example model
diagram for signal
composition
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signal port description and connection interface of the ICompostion signal interface,
and transfer them to IEngine interface of the real-time engine. Then we could
realize the physics signal by calling the Run method of IEngine interface.

When combining STD periodic waveforms, it is important that the direct digital
synthesizers are synchronized to each other to ensure the correct waveform samples
are combined. So we can realize the ComposeSignal method of the IComposition
interface as the following steps: first, set up the sampling rate of the synthetic signal
according to its attributes, then conformed two sampling data for both input signals
according to their sampling data and signal description that named data1 and data2,
in the end, generated the sampling data of the synthetic signal according to the
signal synthetic method and two sampling data of input signals.

A waveform viewer shown in Fig. 4 provided a dynamic simulation of the
combiner addition of two periodic sinusoidal waveforms. The modification of the
waveform attributes results in an instantaneous update of the simulated waveform.
The objective was to achieve the same result using hardware.

ISum OnHearSignalRun

No Error report
and quit

Yes

Transfer the signal interface of input connection of 
ISum to IComposition interface, and synthesize the 

Transfer the signal port description and synthetic 
IComposition interface to Run method of IEngine 

No 
Finish

Check whether the input
connection of ISum interface is 

correct?

Check whether the Run method
of IEngine interface is called

successfully?

Yes
Error report

and quit

signals used Compose Signal method

 interface 

Fig. 3 Flow diagram for ISum interface’s response for run event
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4 Conclusion

STD standard is now well established as a standard for defining signals, and has
become the required standard for all future test systems. How to synthesize signals
into a required complex signal was important for the signal-oriented ATS. This
paper researched the signal synthetic technology based on STD standard, and gave
out the realization of the signal composition component. The signal composition
component permitted signal synthetic operations compliant STD standard to be
embedded in any object-oriented environments, and provided the ability to

Fig. 4 Waveform simulated by software
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dynamically modify the signal using the signal attributes so that signals can be
combined to form complex signals usable across all test platform. An example
based on VC program showing the combiner addition of two periodic sinusoidal
waveforms is explicated in this paper to illustrate the running mechanism of the
signal composition component.
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Parameter Tuning for Bees Algorithm
on Continuous Optimization Problems

Xin Zhang and Xunyu Cheng

Abstract Bees algorithm belongs to swarm intelligence category. It is a good algo-

rithm for dealing with continuous optimization, though its main disadvantage is its

six parameters being defined by users. Parameter setting is a notorious problem in

swarm intelligence. This paper aims to tackle this issue by a parameter tuning strat-

egy. Parameters are extensively studied with different combinations. Moreover, a

popularly used numerical function set is taken in experiment with different dimen-

sions. Experimental results are discussed and analyzed. The best ten parameter com-

binations are identified in terms of average number of function evaluations reaching

global optima. They are useful for users to solve their real-world problems.

1 Introduction

The so-called optimization refers to satisfy some optimized measure of a system

(or function), and drive some performance index of a system to achieve maximum

or minimum. It finds a set of parameter values under the condition of satisfying

certain constrains. Optimization problem according to the nature objective function,

the nature of the constraint function, and the value of optimized variables can be

divided into many types. Besides, depending on the different nature, each type of

optimization problem has its specific solving method. The main method to solve

the optimization problem is to establish mathematical model and solve the optimal

strategy.

X. Zhang (✉) ⋅ X. Cheng

College of Electronic and Communication Engineering, Tianjin Normal University,

Tianjin, China

e-mail: xinzhang9-c@my.cityu.edu.hk; tjnumark@126.com

X. Cheng

e-mail: chengxunyu1314@163.com

X. Zhang ⋅ X. Cheng

Tianjin Key Laboratory of Wireless Mobile Communications and Power Transmission,

Tianjin Normal University, Tianjin, China

© Springer Nature Singapore Pte Ltd. 2018

Q. Liang et al. (eds.), Communications, Signal Processing, and Systems,
Lecture Notes in Electrical Engineering 423,

https://doi.org/10.1007/978-981-10-3229-5_44

409



410 X. Zhang and X. Cheng

With the expanding the application and requirement, the theory of optimum

research also get great development. According to the optimization mechanisms

and behavior, that is commonly used in current engineering optimization algorithm

mainly include classical algorithm, constructive algorithm, improved algorithm [1,

2], algorithm based on dynamic evolution of system [3], hybrid algorithm [4], swarm

intelligence algorithm [5, 6], and so on.

Swarm intelligence algorithms can be applied to deal with supply chain opti-

mization [7], radar waveform design [8], and routing problems in communication

networks [9]. These algorithms can also be connected with finite element method to

enhance the efficiency of electrical devices [10, 11].

Bees algorithm (BA) is a kind of modern heuristic intelligent search algorithm

[12]. It has many of the characteristics of modern optimization algorithm. This paper

attempts to study the effect of algorithmic parameters of BA. Although BA has shown

its usefulness in several applications, it contains six parameters to be predefined by

users. A parameter tuning strategy is designed in this paper to find the best parameter

combination. Extensive simulation is conducted on a set of numerical optimization

functions.

Section 2 in this paper introduces standard bees algorithm. Section 3 explains the

tuning strategy for studying parameters of bees algorithm. Experimental results are

reported in Sects. 4 and 5 draws the conclusion.

2 Bees Algorithm

This section describes standard bees algorithm.

As mentioned above, BA is a metaheuristic algorithm summarized by the forag-

ing behavior of honey bees in natural to find the optimal solution. It consists of seven

steps. In step one, honey bees are placed randomly in the search space. Step two is

in charge of evaluating the fitness of the sites visited by the scout bees. Step three

is to find out the highest fitness sites. In step four, bees are called “selected bees” in

the highest fitness sites. We should select the sites visited by them in order to search

their neighborhood. According to the fitness associated with the sites they are visit-

ing, in step five we can choose directly the needful bees by conducting searches in the

neighborhood of the selected sites and assigning more bees to search near to the best

sites. In step six, the next bee population sites will select from the each patch only

the bee with the highest fitness. In step seven, the remaining bees in the population

are assigned randomly around the search space scouting in order to new potential

solutions. Steps two to seven are repeated when we meet a stopping criterion. At the

end of each iteration, the colony will have two parts to its new population represen-

tatives from each selected patch and other scout bees assigned to conduct random

searches.

Algorithm 1 shows the pseudocode of BA in its simplest form, where f (⋅) is objec-

tive function, D is problem dimension, and xmin and xmax are respectively the lower

bound and upper bound. nb, nbr, ne, ner, ns, and slim are algorithmic parameters to be
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defined by users. Setting up the algorithm requires lots of parameters, in other words,

lots of scout bees, lots of sites selected out of the visited sites, lots of best sites out of

selected sites, lots of bees recruited for best sites, lots of bees recruited for the other

selected sites, initial size of patches which includes site, and its neighborhood and

stopping criterion.

Algorithm 1 Pseudocode of the BA method

Require: f (⋅), D, xmin, xmax, nb, nbr , ne, ner , ns, slim
Ensure: The best solution obtained by the algorithm;

1: Randomly create a solution population;

2: Evaluate fitness values of solutions;

3: repeat
4: Select sites for neighborhood search;

5: Recruit bees for selected sites (more bees for best e sites)and evaluate fitness;

6: Select the fittest bee from each patch;

7: Assign remaining bees to search randomly and evaluate their fitness;

8: until stopping criterion is met

On the contrary, the steps five and six can also use the fitness values to determine

the probability of the bees being selected. Searches in the neighborhood of the best

sites witch represent more promising solution are made more detailed by recruiting

more bees to follow them than the other selected bees. As we all know, there is no

such a restriction in nature, what the aim about the restriction is introduced is that

reduce the number of points to be explored.

BA was hybridized with slop angle computation and hill climbing methods for

dealing with scheduling problems [13]. Yuce et al. extended BA to multiobjective

optimization for supply chain problems [7]. Xu et al. proposed an adaptive BA for

fuel economy optimization [14], where adaptive feature means adaptively adjust the

range of local search instead of algorithmic parameters. Although BA has been stud-

ied and modified to deal with different applications, its algorithmic parameters are

still an annoying thing for users and an unresolved issue.

3 Parameter Tuning Strategy

The bees algorithm contains six parameters in total. As above, they are the number

of best sites nb, the number of foragers per best site nbr, the number of elite sites ne,
the number of foragers per elite site ner, the number of scouts ns, and the stagnation

limit per scout slim. Parameter slim designates the stagnation status of a solution. If

it could not be improved in a continuous search steps, it was considered as a local

optima or the stagnation of population; scout was sent out searching a new position.

Usually, this parameter is a non-sensitive one. Thus, it is set to a constant in this

article as slim = 10.
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Fig. 1 Two-level

illustration of parameters of

bees algorithm

Let us expound the relation of the remaining five parameters. Given a set of fea-

sible solutions, they are first classified to two groups: best sites and non-best sites,

where nb is the size of best site group. The others in solution set are considered as bad

ones and would be replaced by randomly created new solutions, where ns is the size

of this group. Hence, the size of solution set is nb + ns. Elite sites are selected from

best sites, that is ne ≤ nb. The colony size of honey bees is (nb − ne)nbr + nener + ns.
Thus, the parameters of BA can be tuned from two levels (see Fig. 1) based on the

idea of divide and conquer. nb, ne, and ns belong to the first level. nbr, ner, and slim
belong to the second level.

As to the three parameters of the first level, nb should be greater than 2ne; other-

wise, the algorithm is in high risk of premature convergence and easily trapped in

local optima. It is hard to determinate which one should be larger between nb and

ns. Large ns would impair colony adaptation resulting in slow convergence, whereas

low ns may cause the same effect as large ne. It is assumed that a proportion relation

exists among ne, nb, and ns.
As to the three parameters of the second level, slim is fixed at 10 since it is a less

insensitive parameter than the others. This point is also reported in [8, 15]. Because

nbr determines the number of scouts foraging around best chosen solutions regardless

of elite ones, it is reasonable to assume that proportion relationship exists between

nb − ne and nbr. Similarly, ne and ner also have proportion relationship.

In short, parameter tuning for BA is based on the assumption that proportional

relations exist between algorithmic parameters. Besides parameters, we have to dis-

cuss the effect of problem difficulty. Different optimization problems may require

different parameter settings of BA. It is of high demand that parameter tuning should

be verified on extensive problem types to gain a meaningful conclusion. To meet this

requirement, a set of continuous optimization functions is taken in numerical exper-

iment. Moreover, the functions are tested with different dimensions so that a diverse

problem set is simulated.
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4 Numerical Experimental Evaluation and Analysis

In this section, the bees algorithm with different parameter settings is applied to deal

with an extensive optimization function set with different dimensions.

4.1 Parameter Combinations

The proportions chosen for ne, (nb − ne), and ns are given in Table 1. This table shows

16 combinations of the three parameters. In numerical experiment, each proportion

is instantiated by three cases. Take proportion 1:1:1 for example. Three test cases are

(1:1:1)× 1, (1:1:1)× 2, and (1:1:1)× 3. Hence, these cases are ne = 1, nb = 2, ns = 1,

ne = 2, nb = 4, ns = 2, and ne = 3, nb = 6, ns = 3.

The ratios chosen for ne versus ner are 1:2, 1:4, 1:6, and 1:8. The ratios for (nb −
ne) versus nbr are 1:1, 1:2, and 1:3. Given ne or nb are fixed, ner and nbr can then be

fixed based on the ratios. As nb are usually greater than twice of ne, its ratio is larger

than ner ∶ ne for a balancing exploration and exploitation.

4.2 Test Function Set

Eight continuous optimization functions are taken as benchmark which are widely

used in benchmarking metaheuristic approaches [2, 16]. The functions are (1) sphere

function, (2) axis parallel hyper-ellipsoid function, (3) Rosenbrock’s function, (4)

Rastrigin’s function, (5) Griewank function, (6) Ackley’s function, (7) Weierstrass

function, and (7) Levy function. All functions are scalable to any dimension. f1 and f2
are unimodal functions, while the others are multimodal functions. Generally, mul-

timodal functions are more difficult to handle than unimodal ones. The functions are

tested with different dimensions. That is D ∈ {5, 10, 15, 20} in our experiment.

The instances are totally 3 cases × 16 proportions × 4 ratios × 3 ratios × 8 func-

tions × 4 dimensions = 18432. Each instance is executed 51 independent runs with

MFE = 5000D for each test function. This is a commonly used setting to gain an

average overview of the performance of an evolutionary algorithm. The source code

of BA can be obtained from the author upon request.

Table 1 Proportions chosen for ne, nb − ne, and ns
ne ∶ (nb − ne) ∶ ns ne ∶ (nb − ne) ∶ ns ne ∶ (nb − ne) ∶ ns ne ∶ (nb − ne) ∶ ns
1:1:1 1:1:2 1:1:4 1:1:6

1:2:1 1:2:2 1:2:4 1:2:6

1:3:1 1:3:2 1:3:4 1:3:6

1:4:1 1:4:2 1:4:4 1:4:6
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4.3 Experimental Results

After finishing the simulation, it is found that most parameter combinations are able

to find the global optimum of test functions. Hence, average number of function eval-

uations (FEs) is taken to assess which parameter combination is better than another.

First, parameter combination with the minimum number of FEs reaching global

optimum over all functions and all dimensions is identified as the best. The para-

meter setting is ne = 2, nb = 6, ner = 12, nbr = 4, ns = 2, and slim = 10. The average

of FEs of this combination is 4.608E4 for eight test functions with four dimensions.

This suggests that if a user faces a problem with 5–20 variables, this parameter com-

bination should be used as default setting.

Second, average of FEs needed by each parameter combination is shown in Fig. 2.

This figure is plotted in parameter combination order. Observed from this figure, FEs

decrease initially along with the increase of parameter values; on the other hand, after

combination 250, there are roughly four positions having similar FEs. The best one

is the combination 293 and the second is the combination of 500. Moreover, after

combination 400, variance of FEs increases heavily indicating that the algorithm

becomes unstable. Since parameter combination is ordered in ascend order, thus

the results show that small or large ne, nb, ns values are less effective than those in

the middle. Furthermore, many combinations perform similarly on the benchmark.

Hence, the first ten combinations are listed in Table 2 for providing a reference to

users.

Third, parameter combination versus average FEs are plotted in ascending order

with respect to average FEs values as shown in Fig. 3. It can bee seen from this

figure that the curve increases slowly before combinations 250 and quickly after

that. And a sharp increase is observed after combination 500. Thus, parameter tuning

Fig. 2 Average function

evaluations costed by each

parameter combination
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Table 2 Best ten parameter combinations on the benchmark

Number Parameter combination

1 ne = 2, nb = 6, ner = 12, nbr = 4, ns = 2,

slim = 10
2 ne = 3, nb = 9, ner = 18, nbr = 6, ns = 3,

slim = 10
3 ne = 3, nb = 9, ner = 18, nbr = 6, ns = 6,

slim = 10
4 ne = 2, nb = 6, ner = 12, nbr = 4, ns = 4,

slim = 10
5 ne = 3, nb = 9, ner = 12, nbr = 6, ns = 3,

slim = 10
6 ne = 2, nb = 8, ner = 8, nbr = 6, ns = 2,

slim = 10
7 ne = 2, nb = 8, ner = 12, nbr = 6, ns = 2,

slim = 10
8 ne = 3, nb = 6, ner = 6, nbr = 3, ns = 3,

slim = 10
9 ne = 2, nb = 6, ner = 16, nbr = 4, ns = 4,

slim = 10
10 ne = 3, nb = 9, ner = 12, nbr = 6, ns = 6,

slim = 10

Fig. 3 Average function

evaluation curve in

ascending order for all

parameter combinations
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experiment is meaningful as effective combinations are included in the middle. From

this point of view, we can draw creditable conclusion.

5 Conclusion

Bees algorithm (BA) is a good paradigm showing good performance in previous

researches; whereas it contains six parameters being defined by practioners. This

reduces users’ interest to utilize this algorithm. This paper aims to handle parameter

setting problem of BA. A parameter tuning strategy is designed which consists of

3 × 16 × 4 × 3 = 576. Eight numerical functions are taken as benchmark with four

dimensions. Analyzing from the simulation results, the best parameter combination

is identified in terms of minimum average number of function evaluations. Besides,

nine other combinations are also reported which also present good performance.
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Two-Step Damage Detection Method
for Large and Complex Structures

Yong-jun Li, Li-yuan Ma, Shi-long Li and Tian-hui Wang

Abstract A damage detection method for complex structures is proposed based on
model updating and modal flexibility curvature difference in this paper, which
includes two steps. At first, the model updating is used for preparatory detection. In
the step, detection problem is transformed into an optimization problem by a
nonlinear least-square objective function with bound constrains and the trust-region
approach is used to solve the minimization problem and identify the damaged unit
group. Second, the method based on modal flexibility curvature difference is used to
detect the location of structural damage accurately. In order to verify the effect,
simulation and experiment on a framework structure are carried out. The proposed
method is applied for damage detection. The simulation and experimentation results
show that the proposed method is feasible for damage detection on complex
structures.

Keywords Large and complex structure ⋅ Model updating ⋅ Trust-region ⋅
Modal flexibility curvature difference ⋅ Damage detection

1 Introduction

Many damage detection methods for structure are put forward in recent years. But,
because of synthetical effects such as measurement noise, modeling error, input
information inadequacy, and sensor amount limitation, most research of damage
detection method is far away from practical application and only suitable for simple
structure [1]. Up to now, there are barely methods for large and complex framework
structures. In this paper, dynamical test data is used for damage detection.
A two-step method is used to detect the damage of large and complex structure
based on model updating and modal flexibility curvature difference. At first,
the model updating is used for preparatory detection and identify the damaged
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unit group. Second, the method based on modal flexibility curvature difference is
used to detect the location of structural damage accurately.

2 Damage Detection Based on Model Update

The damage detection based on model updating is commonly divided into two
steps. First, the finite element model (FEM) is updated with tested modal data of
healthy structure. Second, the tested modal data of damaged structure is used to
update the FEM. Then the physical parameters which reflect the damage location
and degree are identified by the process [2]. The common methods based on model
updating are realized by transforming the damage detection problem into constraint
optimization problem [3]. So to seek for an optimized method with quick con-
vergence and high robustness for damage detection is the hotspot.

The first step of the damage detection method put forward by the paper is a
damage detection based on model updating technology. A nonlinear least-square
object function with bound constrains is put up to transform the damage detection
into an optimization problem. The trust-region method with global convergence is
used to solve the optimization problem, which possess higher robustness and reduce
iterative steps. So it can take less time to identify the stiffness reduction coefficient
(SRC). So rapidly detection is accomplished.

2.1 Basic Theory

The dynamic characteristic formula of FEM can be presented as follows:

KφðjÞ − λjM0φ
ðjÞ =0, ð1Þ

where K is the global stiffness matrix; M0 is the global mass matrix (suppose that no
change in mass matrix before and after damage); λj and φðjÞ are respectively the
characteristic value and characteristic vector of the jth order; j = 1, 2, …, Nm, Nm is
the modal order number;and λj = (2πf j)

2, fj is the self-vibration frequency (Hz).
The damage of the structure can cause the reduction of stiffness. So the global

stiffness matrix after damage can be presented as follows:

K =K0 − ∑
Ne

i=1
θiKðiÞ, ð2Þ

where K0 is the global stiffness matrix before damage, K(i) is the expand order
matrix of the ith unit of the FEM. θi is the SRC vector with Ne dimension,and Ne is
the number of FEM unit.
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2.1.1 Object Function

To compare the approach degree of calculated modal with FEM and tested modal,
the following object function is put forward.

min
θ∈ℜNe

f ðθÞ= 1
2

rðθÞk k2 = 1
2
∑
N

i=1
r2i ðθÞ: l< θ≤ u

� �
ð3Þ

rðθÞN ×1 = ðr f ðθÞÞTNm ×1, ðrφðθÞÞTNm ×1

h iT
, ð4Þ

where l, u∈ℜNe are the top and bottom boundaries of θ. All the elements of l and
u are set with 0 and 1 for detection requirement.

r fj ðθÞ= 1−
fjðθÞ
f ĵ

�����
����� ð5Þ

rφj ðθÞ=1−
ððφ ̂ðjÞÞTφðjÞðθÞÞ2

ððφ ̂ðjÞÞTφð̂jÞÞððφðjÞðθÞÞTφðjÞðθÞÞ , j=1, 2, . . . ,Nm, ð6Þ

where superscript “^” presents tested modal data; the vector r f ðθÞ with Nm

dimension is used to weigh the approach degree of different frequencies; the vector
rφðθÞ with Nm dimension is used to weigh the approach degree of different vibration
shapes, which includes MAC (Modal Assurance Criterion) value.

Expand the ith element of object function in first-order Taylor progression that θ
is near θk ,

riðθÞ≈riðθkÞ+∇riðθkÞTðθ− θkÞ, i=1, 2, . . . ,N, ð7Þ

so the following can be obtained:

f ðθÞ= 1
2
∑
N

i=1
r2i ðθÞ≈

1
2
∑
N

i=1
riðθkÞ+∇riðθkÞTðθ− θkÞ
� �2

= f ðθkÞ+ gTk ðθ− θkÞ+ 1
2
ðθ− θkÞTHKðθ− θkÞ

ð8Þ

gk =∇f ðθkÞ= JðθkÞTrðθkÞ ð9Þ

Hk =∇2f ðθkÞ= JðθkÞTJðθkÞ, ð10Þ

where JðθkÞ is the Jacobian matrix of object function vector rðθÞ at θk; gðθkÞ and
HðθkÞ are respectively grads vector and Hessian matrix of object function f ðθÞ at
θk,“∇” is derivative operator. It can be seen that when the least-square form pre-
sented in Eq. (3) is adopted, the grads vector and Hessian matrix are simplified
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forms which are presented with Jacobin matrix in first-order bias-derivative form. It
overcomes the calculation of Hessian matrix in iterative, which greatly increases the
calculation efficiency.

2.1.2 Solution of Object Function

The trust-region method is not only rapidly locally convergent, but also globally
convergent. It is used to solve the nonlinear least-square problem with boundary
constraint in order to identify SRC. The convergence criterion is defined as
(1) ðf ðθkÞ− f ðθk− 1ÞÞ ̸f ðθk− 1Þj j< ε or (2) DðθkÞ2gðθkÞ

�� ��
∞ < ε and HðθkÞ is a

positive definite matrix. The essential problem of trust-region algorithm is how to
efficiently adjust the radius Δ in order to ensure the object function f ðθÞ to quickly
drop. ε is set as 1.0 × 10−6 in this paper.

2.2 Numerical Simulation and Experiment

2.2.1 Modal Experiment on a Framework

The framework is set as 25 knots. Each knot is of three dimensions to get
three-dimensional modal. 15 knots are chosen as the measurement point, which
includes 28 freedom. The distribution of freedom degree is shown in Table 1.

The framework is hung with rubber rope in “free” state. The stimulus is a
hammer, single stimulation. The sample rate is 10 kHz. The sample length in a
measurement point is 2048. The serial number of measurement points and exper-
iment scene are shown in Fig. 1.

2.2.2 FEM and Model Updating of Framework

In order to get the FEM close to practice structure, three-dimensional substantial
FEM is constructed. Because the numerical model is too complex and large, the
number of unit, knot, and freedom degree is very large. Hence, the first step of
damage detection divides the model into groups. Each group is considered as a
integer for damage detection. According to model experiment data, an amendment
to the model is made, mainly in welding part.

Table 1 Distribution of freedom degree for measurement point

Measurement
point

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Freedom degree x,
z

x,
z

y y x,
z

x,
z

x,
y

x,
y

x,
y

x,
y

y,
z

y,
z

x,
z

x,
z

x,
z
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The updated FEM and unit groups are shown in Fig. 2.
The comparison between calculation modal with FEM and tested modal is

shown in Table 2. It can be seen that the two modals are very close. It can be
concluded that the FEM is exact and can be used for damage detection.

YX

Z

Fig. 1 Test point number and scene

Fig. 2 FEM of framework
and unit groups

Table 2 Comparison between calculation modal with FEM and tested modal

Modal order Tested frequency(HZ) Calculation frequency(HZ) Error(%) MAC

1 112.139 112.52 0.34 0.926
2 156.911 149.713 −4.59 0.874
3 267.166 254.80 −4.63 0.937
4 292.486 298.63 2.10 0.934
5 438.155 444. 175 1.37 0.903

6 528.56 521.25 −1.38 0.891
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2.2.3 Numerical Simulation for Damage Detection

(1) Damage condition configuration

Two damage conditions are configuration. One is single damage (condition 1),
and the other is multi-damage (condition 2). The condition 1 supposes that 30%
damage (stiffness drop 30%) happens in the 24th unit group. The condition 2
supposes that 30% damage happens in the 24th and 27th unit groups. Table 3 shows
the frequency change before and after damage. In single damage condition, the
frequency change is not evident except the 4th and 5th order. In multi-damage
condition, the 3th, 4th, and 5th order frequency changes greatly. So it is not enough
to detect damage only with frequency.

(2) Damage detection

The SRC of each unit group calculated with the aforementioned method is
shown in Fig. 3.

Figure 3a shows that the SRC changes greatly at 24th unit group in condition 1.
Figure 3b shows that the SRC of 24th and 27th unit group changes greatly. The unit

Table 3 Modal frequency change before and after damage

Modal
order

Healthy condition
(Hz)

Damage condition 1 Damage condition 2
Frequency
(Hz)

Error
(%)

Frequency
(Hz)

Error
(%)

1 112.52 111.28 1.1 111.745 0.69
2 149.713 148.174 1.03 148.06 1.11
3 254.80 252.15 1.04 248.71 2.39
4 298.63 291.413 2.42 291.379 2.43
5 444.175 433.637 2.37 430.192 3.15
6 521.25 517.833 0.65 515.66 1.07

Fig. 3 Damage detection result
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groups with outstanding SRC are just the damaged unit group. This shows that the
model updating method by this paper is effective.

2.2.4 Experimental Validation

(1) Damage condition configuration

Two damage conditions are set in framework:
Condition 1: the 24th unit group is cut in 1/4 part from left to right in a half of

radius depth as shown in Fig. 4 (a = 12 mm).
Condition 2: the 24th and 27th unit groups are cut in 1/4 part from left to right in

a half of radius depth.
The tested frequency and MAC of the framework before and after damage is

shown in Tables 4 and 5.
From Tables 4 and 5, the frequency and MAC change slightly after damage. It is

difficult to identify the damage of framework with frequency and MAC.

(2) Damage detection

The SRC of each unit group calculated with the aforementioned method is
shown in Fig. 5.

Fig. 4 Section sketch map
after damage

Table 4 Frequency comparison of framework before and after damage (Hz)

Modal order Healthy condition Damage condition 1 Damage condition 2
Frequency Error (%) Frequency Error (%)

1 112.139 110.57 1.4 102. 45 8.64
2 156.911 152.86 2.58 151.772 3.28
3 267.166 249.23 6.71 244.835 8.36
4 292.486 279.525 4.43 268.39 8.24
5 438.155 434.16 0.91 415.327 5.21

6 528.56 515.78 2.42 512.227 3.09
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The SRC of damaged unit group breaks greatly in Fig. 5, so the damaged unit
group is identified.

3 Damage Detection Based on Modal Flexibility
Curvature Difference

The damage detection for framework in Sects. 2.2.3 and 2.2.4 of this paper only can
detect the damaged unit group, where the location is not accurate. The modal
flexibility curvature difference is applied to locate the damaged element of the
framework.

Research by Pandey and Biswas [4] shows that modal flexibility matrix is more
sensitive than modal frequency and vibration shape. Based on the former research,
the paper puts forward a local damage detection method—modal flexibility cur-
vature difference method.

Fig. 5 Damage detection result

Table 5 MAC comparison of framework between tested vibration shape and updated model

Modal order Healthy condition Damage condition 1 Damage condition 2
MAC Error(%) MAC Error(%)

1 0.926 0.915 −1.19 0.814 −8.64
2 0.874 0.887 1.49 0.838 −4.12
3 0.937 0.926 −1.17 0.783 −16.44
4 0.934 0.902 −3.43 0.805 −13.81
5 0.903 0.865 −4.21 0.761 −15.73
6 0.891 0.843 −5.39 0.907 1.79
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3.1 Modal Flexibility Curvature Difference

The modal flexibility curvature difference put forward in this paper calculates the
modal flexibility curvature matrix CFu and CFd before and after damage according
to the following:

CFu
j ðiÞ=

Fu
j ði− 1Þ+Fu

j ði+1Þ− 2Fu
j ðiÞ

2l2i
ð11Þ

CFd
j ðiÞ=

Fd
j ði− 1Þ+Fd

j ði+1Þ− 2Fd
j ðiÞ

2l2i
, ð12Þ

where Fu
j ðiÞ and Fd

j ðiÞ are, respectively, the jth column and the ith row element
before and after damage. The difference of modal flexibility curvature matrix is
gotten as shown in Eq. (13):

ΔCF =CFu −CFd. ð13Þ

Sum of the elements of each row in ΔCF is gotten by addition and are divided
by the knot number to get average, which consist a new column matrix as follows:

ΔfCFgaverage = fΔ1,Δ2,⋯,Δng ð14Þ

MFCD =Δi ̸Δmax, ð15Þ

where i = 1, 2,…, n is the number of knot or test point, and Δmax is the max of Δi.
MFCD is one-to-one corresponding with knot location, whose value reflects

change degree of modal flexibility curvature after damage. When the local damage
happens, the stiffness drops and local flexibility increase, which enlarge the modal
flexibility curvature of damaged location. If the modal flexibility curvature differ-
ence MFCD between the two adjacent knots is far bigger than the others, the
element between the two knots is the damaged element.

3.2 Damage Detection Experiment

The 27th unit group in Fig. 2 is divided into 15 units. 16 sensors are set from left to
right to get the local modal in x and z directions before and after damage as shown
in Fig. 6. The practice damage of the 27th unit group in condition 2 is set in 1/4
location from left to right, which is between the 4th and 5th knots. The curve in
Fig. 7 is the MFCD value of each knot after damage.

From Fig. 7, it can be seen that the MFCD between the 4th and 5th knots breaks
evidently which indicates the damage location.
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4 Conclusion

A two-step damage detection method for large and complex structure is put forward
in this paper based on model updating and modal flexibility curvature difference.
The numerical simulation and experiment on a framework show that the method is
efficient in damage detection, which provides a new idea for damage detection of
large and complex structure.
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The Dynamic Encryption Method Based
on ECG Characteristic Value

Huiqian Wang, Tong Bai, Yu Pang, Wei Wang, Jinzhao Lin,
Guoquan Li, Qianneng Zhou, Zhangyong Li and Xiaoming Jiang

Abstract Body area network (BAN) is a key technology of solving remote medical,
where protecting security of vital signs information is a very important technique
requirement. This paper presents a data security scheme based on ECG character-
istics, investigating methods of the circuit-level data encryption and dynamic key
refreshment due to the obtained ECG signal characteristic value. The proposed
scheme is constructed from the inherent features of the BAN system, adopting vital
information from security protection, which has advantages of high strength, low
cost, and easy implementation. Therefore, the scheme helps to design low-power
sensor nodes and provides theoretical support and engineering implementation.

Keywords Body area network ⋅ ECG ⋅ Characteristic value ⋅ Encryption

1 Introduction

Almost since the birth of BAN, it has caused a strong interest in academia and
industry all around the world. BAN can obtain the vital signs in natural state,
supporting the remote clinical diagnosis, emergency treatment, and health infor-
mation service. For the user, the vital signs information is extremely private. Dif-
ferent from the common wireless sensor network, security is one of the main factors
in the application of BAN, which requests to support the identity authentication, the
privacy protection, and the information completeness.
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Since 2005, the research on the security of BAN has carried out a series of
methods. It first presents a method whose key is distributed beforehand. When a
sensor node sends the information, only the sensor nodes in the same system or the
intelligent terminals can decrypt the received information. H. Chan puts forward a
multipath reinforcement method, which uses pre-distribution of random number
and can strengthen the security between the nodes, effectively resisting the small
attack [1]. However, the algorithms of encryption and decryption mentioned before
require a large number of operations, leading to the power consumption increasing
rapidly. Considering the requirements of the extremely low-power BAN nodes, the
BAN system is not suitable to use the key pre-distribution scheme.

The second method uses the characteristics of the BAN channel as the key,
which can realize a one-time one key. This method can randomly generate sym-
metric key between the sides of communication in the physical layer, totally
resisting the eavesdropping outside the λ/2. The paper [2] generates the key in the
receiver according to the value calculated of received wireless channel signal
strength. Because of the inconsistent distance of the eavesdropper and the receiver,
the signal intensity values will be different and the eavesdropper is unable to
decrypt the data. The scheme using BAN channel encryption has been widely
studied in recent years, but its keys are generated according to the signal intensity in
the receivers. This method is too simple which may fail when the transmitters have
the same distance with the eavesdropper and the receiver.

The third method generates the keys according to the physiological signs
information [3–8]. Different from the general sensor network nodes, the BAN
nodes’ parameters are the human physiological signs, which show different features
according to the different individuals. Even for the same individual, the values are
not constant appearing to change slowly over time. Therefore, these parameters can
be used as keys, especially the ECG signal containing much information. The paper
[3] extracts the R-wave of ECG to calculate the heart rate variability as individual
identification information and generate the keys for the whole BAN system in the
initial connection stage of wireless nodes. This method has the advantage of no
extra overhead when distributing keys and no strict time synchronization [9].

Although the method mentioned above is suitable for BAN system, some char-
acteristic parameters are too approximate to being distinguished with tiny changes
over time, which may lead that the encryption intensity is not enough. Usually, it
needs a long time to generate the initial key, for instance using the heart rate
variability (HRV) generally requires at least 5 min for the ECG signal acquisition.

In this paper, we design a method whose keys are based on the QRS complex
(the central and most visually obvious part of the ECG signal under normal con-
ditions), which has high encryption intensity and lower power consumption because
this scheme is constructed from the inherent features of the BAN system.
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2 The Encryption Method

2.1 The Generation of Key

After detecting the QRS waves of t seconds ECG signal, the characteristic value can
be calculated as

λi =Ri
amp × Ti

QS ð1Þ

λ=
∑n

i=1 λi
n

, ð2Þ

where Ri
amp is the amplitude of the ith R-wave within the t seconds signal and Ti

QSis
the ith QS-wave time width within t seconds of the ECG signal and n is the number
of R-waves within t seconds shown in Fig. 1. The parameter λi is calculated by
multiplication of Ri

amp and T i
QS, and the final characteristic value is the λ mean of λi.

Then the characteristic value λ is quantified as the key to be the initial value of
the linear feedback shift register (LFSR) with N-order. The generated key is
broadcast to every BAN nodes, and then they can use the key to decrypt the data.
The method regenerates the key and repeats the above steps every T seconds.

2.2 The Encryption Flow

In this paper, the value of T could be 200–400 s, and the value of t could be 4 s.
Using the LFSR to produce the stream cipher has advantages of the fast conversion
speed and simple hardware implementation. Here we use the 16-order LFSR to
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Fig. 1 ECG signal and QRS localization results
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encrypt the plaintext, whose maximum value is allowed to be 2N−1. Moreover, the
dynamical updation of the key from the ECG signal every T seconds can realize the
real-time encryption, which can extremely lower the possibility of attack.

The polynomial of 16-order LFSR is

FðXÞ=X16 +X12 +X5 + 1. ð3Þ

The generation of ciphertext is shown in Fig. 2.
In the BAN initialization, the ECG node sends the preamble sequence and ECG

data with a certain length without calculation. The coordinator extracts 4 s ECG
data and calculates the key after the reception of the preamble sequence, and then
the coordinator broadcasts the key to all nodes.

Receiving the encrypted data generated by the node, the intelligent terminal will
calculate the characteristic value according to the ECG signal. In this paper, the
amplitude of R-wave and time interval of QS-wave are used, which has large
difference among individuals. The flow of the proposed encryption method is
shown in Fig. 3.

Since the BAN system requires the node of physiological sign acquisition which
should have extremely low consumption, the encryption algorithm should be as

Fig. 2 The generation of ciphertext base on the LFSR

 ECG data 
preprocessing

Characteristic
value of ECG

 Quantify 16-order LFSR

Receiver
preprocessing

DecryptionInformation

Information

CoordinatorKey

B
roadcast

Key

Fig. 3 The flow of the proposed method
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simple as possible. As the method mentioned before, the additional function for the
node does not need the extra cost except a simple LFSR circuit. This is very suitable
for the implementation of the low-power sensor nodes.

3 Experimental Results

The simulation data comes from the MIT-BIH database. Using the 100th data as an
example, we can obtain the following results. Figure 4 shows the encryption result
of the picture Lena, while Fig. 5 shows the histograms of the original data and
encrypted data.

(a) The original image  (b) The encrypted image

Fig. 4 The encryption effect of the proposed algorithm

(a )The original image (b) The encrypted image

Fig. 5 The original and encrypted statistical histograms
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As shown from Figs. 4 and 5, the original image and encrypted image show
obvious change in the domains of time and frequency. In order to analyze the
relevance, we calculate the two-dimensional correlation coefficient between the two
data matrices defined as follows:

γ =
covðx, yÞ
ffiffiffiffiffiffiffiffiffiffi

DðxÞp ffiffiffiffiffiffiffiffiffiffi

DðyÞp ð4Þ

covðx, yÞ= 1
N

∑
N

i=1
xi −EðxÞð Þ yi −EðyÞð Þ2 ð5Þ

DðxÞ= 1
N

∑
N

i=1
xi −EðxÞð Þ2 ð6Þ

EðxÞ= 1
N

∑
N

i=1
xi. ð7Þ

Here xi and yi represent gray values of two adjacent pixels and N is the pixel
number. The correlation coefficients of the three directions are shown in Table 1.
The correlations in three directions are all beyond 0.9 that denotes adjacent pixels
have very similar gray values before encryption, while they decrease to under 0.1
after encryption, which means that the much smaller correlation can make the better
resistance to attack.

The entropy of each pixel is calculated as

HðMÞ= ∑
256

i=1
PðmðiÞÞ log2 PðmðiÞÞ. ð8Þ

In order to analyze the ability of resisting differential attack, we calculate the
NPCR (Number of Pixels Change Rate) and UACI (Unified Average Changing
Intensity):

NPCR=
1

M ×N
∑
M

i=1
∑
N

j=1
Dði, jÞ×100%. ð9Þ

D(i, j) is the gray value difference between the original and encrypted images in
the pixel (i, j). Gray values of the pixels may change after encryption, so NPCR
plays a good indicator to reflect the gray value change in number but non-effective

Table 1 The correlation
coefficient of the three
directions

Correlation coefficient Vertical Horizontal Diagonal

Original image 0.9388 0.9633 0.9417
Encrypted image 0.0672 0.0218 0.0735
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to express the degree of gray value change. The average gray value change is
necessary for evaluation. Therefore, we give the definition of UACI:

UACI =
1

M ×N
∑
M

i=1
∑
N

j=1

c1ði, jÞ− c2ði, jÞj j
255

. ð10Þ

Here c1(i, j) and c2(i, j) represent the gray values of the original and encrypted
images in the pixel (i, j). Using the 100th–104th data of MIT-BIH,the result is
shown in Table 2.

4 Conclusions

Body area network is a key technology for solving remote medical problems, where
protecting security of vital signs information plays a role of important technique
requirement. The encryption method proposed in this paper makes use of the ECG
characteristic value as the key and introduces a 16-order LFSR to encrypt the
plaintext, which can effectively hide the private information with advantages of
dynamic key, low cost, rapid operation, and easy implementation. The investigation
of encryption method is very helpful to design low-power sensor nodes, which
provides theoretical support and engineering implementation.
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An Improving Fuzzy C-means Algorithm
for Concept-Drifting Data Stream

Baoju Zhang, Lei Xue, Wei Wang, Shan Qin and Dan Wang

Abstract Big Data has been expanding rapidly, concept drift in the data stream
receives great attention and has been one of the research focuses. To solve the
problems caused by dynamic nature in the data stream, this paper proposed a
method of concept drift detection based on fuzzy C-means algorithm and a
cumulative update mechanism, a clustering model is established which can not only
detect the concept drift in time, but also avoid the problems caused by frequent
updates. The results of Experiment on synthetic and real-world data show the
efficiency of the proposed algorithm.

Keywords Data stream ⋅ Concept drift ⋅ Fuzzy C-means ⋅ Entropy theory

1 Introduction

Due to the development of network information technology, the data generated in
all application field is characterized by mass, fast and changeable, we call them data
stream.

As the dynamic characteristic of data stream, the concept of data is constantly
changing over time. This change is called concept drift. The existence of concept
drift will cause an immediate impact on the model accuracy. Considering the
problems above, data mining algorithms have been asked to digest the data from
data stream within limited storage space, and change the model in time to adapt to
the data stream environment. The difficulty of addressing the data stream with
concept drift, lies in how to ensure the accuracy and applicability of the model and
adapt to new concepts as well.

Concept drift detection has been highly valued, and numerous works exist in
related research. In [1], Zhou et al. estimated the confidence interval of the error rate
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of new concepts to detect the occurrence of concept drift, but it is a time delaying
system, and this method is restricted to the class of the data samples. In [2], the
kNN Model-based algorithm improves the performance, but the model complexity
increases greatly. In [3], a dynamic weighted algorithm is proposed to capture the
concept drift, in which the entropy theory based on eigenvector distribution is
employed to achieve the transition between the old and new concepts, however, this
method has a strict limitation on the structure of data stream.

Once the concept drift occurs, the current model is no longer adapted to the new
arriving data chunk. CVFDT algorithm update the original subtree adaptively to
adapt to new data stream environment [4], as for the change of local nodes which
occurs often, INCREDB2 is proposed to make the adjustment to the concept drift
occurred in local nodes [5], but the efficiency is reduced when dimension increases
to some extent. [6] proposed an incremental classification model algorithm, speeded
up the update rate, as a result, the frequent updates cause the deviation from the
actual concept. The improved algorithm in [7] proposed a sliding window model
which adaptively changes the size of window once the concept drift occurs. Based
on sliding window, CFDT algorithm employs the tree index structure to process
data by dividing it into different parts [8], and realize classification in real time, but
its not applicable for high dimensional data. Chai proposed an online bagging
algorithm [9], the system updates or rebuilds the Hoeffding tree adaptively, which
the over adaptation would cause the weakening of the performance potentially.

Although there are numerous research on concept drift detection, most of them
has the problems on complicated structure and the over adaptation caused by
immediate updating. We notice that there are few research on fuzzy clustering, but
it is promising and has great values on practice. Therefore, this paper proposed a
method of concept drift detection based on fuzzy C-means algorithm and a
cumulative update mechanism. In this paper, we use entropy calculated from the
membership degree as the measure to detect the concept drift, and then accumulate
the entropy to determine when to update system model, eventually, the system
avoids the problems caused by frequent updates.

The rest of this paper is organized as follows: In Sect. 2, we proposed a method
of concept drift detection based on the fuzzy C-means algorithm, Sect. 3 built a
cumulative model updating mechanism, Sect. 4 contained the experimental eval-
uations of the proposed algorithms. Section 5 concluded the paper.

2 Concept Drift Detection of Data Stream

2.1 Fuzzy Clustering Theory

In classical set theory, we can determine clearly whether a member belongs to the
set or not, and means that its degree of membership equals to one or zero. Inversely,
fuzzy set theory permits that the referenced criterion of membership degree is
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subjective and unified, and elements’ membership relation is not clear. The fuzzi-
ness measure can be denoted by:

dðμÞ=F ∑
n

i=1
cifiðμAðxÞÞ

� �
ð1Þ

where, F ≥ 0, and F′ >0; ci ∈R+ ; fiðμÞ= fið1− μÞ.
Given a set X = fx1, x2, . . . , xng, and it can be divided into C categories

Ciði=1, 2, . . . ,CÞ, whose corresponding probability can be denoted by
μiði=1, 2, . . . ,CÞ, those probabilities in fuzzy clustering satisfy [10]

ð1Þ ∑
C

i = 1
μiðxkÞ=1, k=1, 2, . . . , n;

ð2Þ 0< ∑
n

i=1
μiðxkÞ< n, i=1, 2, . . . ,C.

In fuzzy clustering algorithm based on fuzzy mathematics theory, we get the
probability in classifying x into different class, this method objectively represents
the membership relation, and has been a mainstream solution. And the membership
function curve in fuzzy clustering is shown in Fig. 1.

2.2 Fuzzy C-Means Algorithm

In the domain of clustering, due to the properties of fast convergence and adapt-
ability in massive data environments, fuzzy C-means (FCM) algorithm is one of
most widely used algorithms. For any given set X, membership function describes a
mapping between X and the unit interval [0, 1], usually use μA to represent the
membership function of fuzzy set X.

The membership degree represents the quantification of membership of the
element x to the cluster center. If the value equals to 0, it means that x is not a

Fig. 1 The membership
function curve
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member of this cluster at all; If the value is equal to 1, it means x fully belongs to
this cluster; And we consider the values between 0 and 1 as a proportion which
belong, and not a truly rigorous probability.

FCM algorithm classify all data into C fuzzy sets, objective function can be
expressed as

J U, c1, . . . , ccð Þ= ∑
n

i = 1
∑
C

j = 1
umij xi − cj

�� ��2 s.t. ∑
C

j = 1
uij = 1 ð2Þ

where, m is a weight value, and 1<m<∞; uij denotes the membership degree of
xi ∈ class j; cj is the cluster center of class j.

Through iterative calculation of uij and cj, objective function can reach the
minimum value,

uij =
1

∑c
k = 1

dij
dkj

� �2 ̸m− 1 , ci =
∑n

j = 1 u
m
ij xj

∑n
j = 1 u

m
ij

ð3Þ

where k is the number of iterations, when UðtÞ −Uðt− 1Þ�� ��< ε, then stop the iter-
ation procedure.

In our work, according to the definition of information entropy, we introduce
membership degree into entropy theory,

Eðe1, e2, . . . , enÞ= −
1
n
∑
n

j = 1
∑
C

i = 1
ðuij lnðuijÞ ð4Þ

In (4), when calculating entropy, we take membership degree into account, and
draw a diagram consists of entropy values of every corresponding element, and
which can be used in the detection of the occurrence of concept drift.

2.3 Detection of Concept Drift

Because of the occurrence of concept drift, the system has the low accuracy rate and
there has demand to update the model promptly to adapt to new data environment.
Meanwhile, frequent updating will cause an adverse effect on the performance of
clustering accuracy and system efficiency, even lead to the paralysis of clustering
system. In this paper, a cumulative update mechanism is proposed to solve this
problem, which requires accumulation of the slight drift, and not updating the
model until the variance of entropy is larger than the preseted threshold.

For each instance, FCM algorithm employ the membership to describe the fuzzy
characteristics, and we perceive it as the probability in statistics, and plug it into the
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entropy calculation formula, then employ it as a measure for overall system sta-
bility. The entropy based on membership degree is calculated by the following
algorithm:

From the definition of entropy, its apparent that the corresponding entropy value
is about 0.1 if the distributions of data stream are stable, conversely, then the
entropy value will change proportionally as the result of distributions’ change, if the
distributions of data stream tend to be stable over time, the entropy also decreases,
and is held at around 0.1. Therefore, in this paper we use the change of entropy
value to measure the ordering degree in the data stream. By observing the entropy
value change of corresponding data chunk, it can be determined whether the
concept changes or not over time, such that the concept drift detection can be
concluded.

3 Updating Mechanism

In the domain of stream environment, we need to update model to adapt to the new
data and reduce the influences caused by the occurrence of concept drift. Mean-
while, one-sidedly focusing on model updating will cause excessive occupancy of
resource, therefore, avoiding unnecessary updating is the key to improve the effi-
ciency and accuracy of the algorithm.
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In this paper, we introduce the classifier pool and propose a cumulative update
mechanism, where the system determine whether to update present model by
comparing cumulative entropy value with the preset of threshold.

Given a data set D, we partition it into N data chunks, D1, D2, D3, …, DN.
The correlation coefficient of two data chunks is given by (X), where x, y denote

two different data chunks,

ρx, y =
∑n

i=1 ðxi − x ̄Þðyi − y ̄Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 ðxi − x ̄Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=1 ðyi − y ̄Þ2

q ð5Þ

then, plug the value into Eq.(X), and calculate the sum of entropy Es,

Es= − ∑
n

i=1
ρx, y lnðρx, yÞ ð6Þ

the variance of Es is then calculated by

σ =
1
n
∑
n

i = 1
ðEsn − E ̄sÞ2 ð7Þ

As mentioned before, we preset a threshold, and compare variance σ with α.
If σ > ∂,

a. update the model;
b. Es←0 that is to say, we reaccumulate the entropy after the model updating.

If σ > ∂, do not update.
In our previous study, we use the mean entropy value as the measure to detect

the concept drift in the data stream, the entropy calculated based on the correlation
coefficient can show the similarity and the change of concepts. The concept drift
occurred in the data stream at an unknown time, but in this situation we still
accumulate the entropy which is calculated before the concept drift occurred, then
we obtained the mean value, which will cause a negative impact on the system. In
this paper, we use the variance as a measure to detect the concept drift, a low
variance value represents that the data has a slight change. Similarly, by setting a
certain threshold, we determine when to update the model. The difference is that we
set the sum of entropy as 0 and reaccumulate the entropy after the model updating.
We will compare their performance in Sect. 4.

With the deposit of continuous new model update classifier pool. When new data
is coming, we use Graham algorithm to extract the shape feature and center point of
data chunk. If its an already existing model, then we extract and use it to process
data directly; if the models in the pool cannot match the new model, save the new
shape feature into the classifier pool.
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We calculate the variance of entropy sum, compare it with preset threshold, and
update the model until σ > ∂. Meanwhile, by extracting the shape feature and center
point of continuously arrived data chunk, the classifier pool is established. We store
the shape feature to improve the efficiency when the new model has similarity with
existing models in the classifier pool, that we can reuse the already existing model
to train new data chunk.

4 Experimental Analysis

We use synthetic data set to validate the proposed algorithm. Since synthetic data is
the virtual data, which cannot represent the complexity of the real data, so it is also
needed to test on the real-world data set. As a result, the experimental data set is
divided into two parts, the synthetic data and the real-world data set.

4.1 Synthetic Data

The synthetic data includes Gaussian data and circular distribution data, and we
observe the performance on the two data sets, respectively.

Gaussian data has two attributes: mean and variance. Gaussian data sets with
different mean and variance are used to simulate the concept drift. The circular
distribution data has two attributes: center and radius, we change the radius to
facilitate the observation. The attribute parameter value of two data sets is shown as
Table 1.

4.1.1 Gaussian Data

Figure 2 shows the fuzzy clustering result and the entropy curve of Gaussian data,
the x-axis denotes the order that the data appears, y-axis denotes its value. Table 2
also lists the result, from those we know that the accuracy rate reaches 90%. When
800< n<1000, there has a junction area, where predictions appear errors, the mean
value changes, peak value in the curve appears with corresponding entropy
increases, therefore, it suggests that the concept drift has occurred; as the data
increasing the data distribution becomes stable, entropy decreases and keep at a low
value.

Table 1 Attribute parameter values

Data sets Expression Variations

Gaussian data f ðxÞ= e− ðx− μÞ2 ̸ε2 μ=1, 2, 3, 4, 5, 6

Circular data ðx− aÞ2 + ðy− bÞ2 ≤ r2 a = 1, b = 1, r = −2, −1.5, −1,1, 1.5, 2
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4.1.2 Circular Distribution Data

As shown in Fig. 3, its the sectional drawing of high dimensional space of the
circular distribution data, and circular regions with different colors represent dif-
ferent concept drift caused by the change of radius, the entropy curve is also shown
in Fig. 3. In the red, yellow, and green regions, we can clearly see that corre-
sponding data has a larger entropy value due to the rapid concept changes; instead,
in blue region, the distribution is stable, so the entropy decreases and keep at a low
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Fig. 2 Experimental results on Gaussian data. The x-axis denotes the order that the data appears,
y-axis denotes its value. a The clustering result when μ=1, 6, red area represents the category
when μ=1, and green area represents the category when μ=1. b the entropy curve

Table 2 Experimental accuracy of the Gaussian data

Feature
attribute

Correctly predicted
instances

Incorrectly predicted
instances

Instances Accuracy
(%)

N(1, 1) 900 100 1000 90
N(6, 9) 900 100 1000 90

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

0 50 100 150 200 250 300 350 400 450
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
(a) (b)

Fig. 3 Experimental results on circular distribution data. a the sectional drawing of circular data,
different color represents circular data with different radius. b the entropy curve, the x-axis denotes
the order that the data appears, y-axis denotes its value
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value. The concept changes over time, the entropy increases correspondingly,
which suggest that the concept drift has occurred.

4.2 Real-World Data

Compared with the synthetic data, in real-world data environment, it is more
complicate and it has a higher error rate. However, it has a good engineering
application value.

We choose the Italy Power Supply Stream from the UCI data repository [11].
This data set contains hourly power supply of an Italy electricity company and its
3-year power supply records, and our learning task is to predict when to update the
model. In this paper, we focus on the concept drift caused by hours of a day (e.g.,
morning and evening).

Figure 4 shows the fuzzy clustering result and the entropy curve of power supply
stream. In the fuzzy clustering result, green area represents the concept when the
time is 00 am, black area represents the concept when the time is 01 am, and red
area represents the concept when its 21 pm. From the correlation coefficient we
calculate, we know that the data chunk in 01 am has a strong similarity with 00 am,
the data chunk in 21 pm has a weak similarity. In the entropy curve, the x-axis
denotes the order that the data appears, y-axis denotes its value. According to the
entropy we calculate based on the membership degree of the fuzzy C-means
algorithm, as shown in Fig. 4, 01 am has a stable curve, which is coordinated with
their similar distribution, while the curve of 21 pm is fluctuate and it suggests that
concept drift occurs at 21 pm.

The accuracy of power supply stream is shown in Table 3. Consider the
occurence of concept drift, real-world data has a lower accuracy rate.

As shown in Fig. 5a and b, we calculate the correlation coefficient between the
value of the each time point of a day and the value in 0 am, and then we obtain the
corresponding entropy, and through the calculation of entropy we get its mean
entropy and variance, which is shown in Fig. 6a and b, we report the curve of value
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Fig. 4 Experimental results on power supply stream. a The clustering result. b the entropy curve
of 00 am and 01 am. c the entropy curve of 00 am and 21 pm
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and the variance and compare their performances, which are viewed as the mea-
sures to detect the concept drift in the data stream.

It shows that when it’s 06 am, the two data chunk has a smaller correlation
coefficient value, means that they has a weak similarity and the concept in the data
has changed; and in this case, we accumulate the entropy, its the same in both
methods.

From Fig. 6a it can be easily found that the mean value has a smoother curve,
the mean value of entropy 00–06 am is 0.1592, and the mean value of 00–09 am is

Table 3 The accuracy of power supply stream

Time Correctly predicted
instances

Incorrectly predicted
instances

Instances Accuracy
(%)

00 762 333 1095 69.6
21 839 226 1095 76.6

Fig. 5 The correlation coefficient and the entropy value of the each time point of a day and the
value in 0 am

Fig. 6 The mean value and the variance of entropy
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0.2089, we set the threshold to 0.20, and at 09 am the system updates the model; as
the accumulation of entropy, the mean value increases, on the one hand, the
threshold has to change correspondingly; on the other hand, the curve tends to be
stable, the change of mean value becomes smaller, and the system is slow to
respond to the change of data, the occurrence of concept drift may not been detected
in some cases.

For the situation that variance is used to detect the concept drift, from Fig. 6b we
know that the variance of entropy 00–06 am is 0.0089, and the variance of 00–
09 am is 0.0138, the increasing of variance means that the increasing extent of drift.
When the variance is larger than threshold, we update the model. The threshold
represents the tolerance of concept drift of the system, in this paper, the threshold is
set to 0.01. The variance is bigger than 0.01 when its 09 am, the model updates.

After the model is updated, we reset the variance value to 0, and calculate the
entropy from current data chunk, that is to say, we reaccumulate the entropy since
updating the system. The variance of entropy 09 am–17 pm is 0.0092, and variance
is 0.0109 until 20 pm, we update the model when its 20 pm.

Compared with the mean value, the system use the variance has a better per-
formance, the choice of threshold is easier, and the detection of concept drift is
more accurate and efficient. On Gaussian data, Circular data and power supply data,
we detect the occurrence of concept drift, and the entropy curve based on the
membership degree demonstrates its occurrence clearly. Meanwhile, the experi-
ments on power supply data show the feasibility of the updating mechanism.

5 Conclusions

In this paper, for data stream, where data is massive and concept drift evolved, we
proposed a method of concept drift detection based on the fuzzy C-means algo-
rithm, by the calculation of entropy based on membership degree, we use the
entropy as the measure to detect the concept drift; then, we build a cumulative
model updating mechanism, compare the variance of entropy with the preseted
threshold and decide when to update the model, which can decrease of system
accuracy caused by frequent updates. Finally, experimental results on synthetic data
and power supply data confirmed the validity of the proposed algorithm.
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Performance Analysis and Simulation
of Turbo Coding System

Zeng Liu, Jin Chen, Maolin Ji, Ying Tong, Lujia Wang
and Hengxin Liu

Abstract Turbo encoding and decoding system plays a key role in improving the
reliability of digital communication, and it has been widely used. Based on in-depth
analysis of the Turbo code encoding and decoding principle, a comprehensive
analysis of the performance of Turbo code system, a simulation scheme and result
of Turbo system are given, and based on practical application and simulation results
to optimize the performance of Turbo code system.

Keywords Channel coding and decoding ⋅ Turbo code ⋅ System perfor-
mance ⋅ Encoding ⋅ Decoding

1 Introduction

Since 1990s, with the continuous progress of the information transmission tech-
nology and the coding and decoding technology, Turbo code as an iterative
decoding algorithm has become an important research focus in the field of channel
coding and decoding. The central idea of [1] is dependent on the soft output
decision algorithm and encoding technology of component codes to realize the
concatenated code distance of pseudorandom encoding and iterative decoding. The
advanced decoding technology development thanks to the discrimination algorithm
for encoding and decoding technology, combined with the development of infor-
mation transmission technology, and promote the development of Turbo Tech-
nology, further to promote the efficient development of the field of communication,
to maximize the use of communication channel capacity, the interleaver in [2]
encoding and decoding technology progress plays a key role. The development of
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Turbo code through the parallel cascade structure and serial concatenated two
stages of [3], the serial concatenated structure is in under the premise of combining
the actual demand, for a series of modified parallel cascade structure, and a parallel
encoding cascade structure is also the contemporary widely used decoding tech-
nology. Considering the importance of each link based on Turbo code design,
design process, should be based on the actual demand, combined with the devel-
opment of technology, comprehensive consideration of various aspects of the
impact of link, the establishment of the overall idea, and then achieve the opti-
mization of the design of Turbo codes. In this paper, the key link of the Turbo code
analysis system of performance, and the results of the simulation analysis.

2 Principle of Encoder and Decoder for Turbo Codes

2.1 Encoder Composition

The coding principle of Turbo code is shown in Fig. 1, the system consists of RSC
(recursive system convolutional encoder), delete and reuse unit, and interleaving
device. The code word of the encoder is output to the decoder through the channel,
and the RSC [4] is a kind of systematic convolutional encoder with feedback for a
class of bit rate R = K/N; As an important part of the system, the function of the
system is to obtain the same contents as the original information, but the information
sequence is arranged in different ways; For the integrity of the optimization of the
rate, set up the delete and reuse unit, to obtain a code word of different code rate.

Fig. 1 Coding principle of Turbo codes
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2.2 Principle of Decoder

The main components of the Turbo code decoder are shown in Fig. 2. The main
components include the soft input/output (SISO) decoder DEC2 and, the inter-
leaving device and the DEC1. Turbo decoder work flow is: the best use of the
function of decoding decoder, the likelihood information in RSC1, the information
and the information bit sequence information associated, while the transmission
function of the interleaver, the likelihood information can be delivered to the
outward transmission, DEC2 decoder, DEC2 will receive the likelihood informa-
tion sequence is processed in the prior information the way of RSC2 component
code and interleaver processing function, the information sequence generated for
the likelihood information based on bit sequence, after the de-interleaver role
transfer to DEC1, so, decoding, information processing cycle. In the iterative
function, soft input and soft output (SISO) decoder output information sequence the
likelihood ratio asymptotic value approximate maximum likelihood decoding, the
best estimate of the information sequence in the optimal likelihood ratio value can
be obtained on the basis of the analysis.

3 Performance Analysis of Turbo Code System

3.1 Influence of Iteration Number

Taking into account the Turbo code system for iterative decoding algorithm, the
number of iterations of the algorithm itself is bound to have a certain impact on the
performance of the system. Generally, the number of iterations and the accuracy of
the calculated results are proportional to [5]. The iterative algorithm used in the
system mainly has two kinds: Log-MAP algorithm and SOVA algorithm, For this
two kinds of methods for the number of iterations of bit error rate (BER) and
signal-to-noise ratio (Eb/No) analysis of interaction relationship between the

Fig. 2 Basic structure of Turbo code decoder
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number of iterations and show that the decoding rate showed an inverse proportion,
and decoding the bit error rate is not unlimited with the increase in the number of
iterations without limit decreases. In this paper, it is shown that the decoding
performance curve of Log-MAP algorithm is analyzed under the condition of 1–15,
the number of iterations is to 2, and the relationship between the number of iter-
ations and the bit error rate can be directly grasped. As shown in Fig. 3, the bit error
rate curve is stable after the iteration number is more than 5, which indicates that the
error performance of the iterative number is less than after the iteration number is
more than 5. On this basis to continue to increase the number of iterations is not
only for the error performance of the improvement cannot play a better effect, but
also makes the system delay. Therefore there is the best iterative decoding process,
for the study of the optimal number of iterations, effectively reduce the computa-
tional complexity of iterative decoding cannot affect the bit error rate or the impact
of the error rate is very low, has good practical value (Table 1).

3.2 Influence of Length of Code Constraint

Based on the 5 iteration of the Log-MAP algorithm, the length of the constraint
length RSC of the K = 2, 3, 4, 5 encoder, the interleaving length of L = 1 024,

Fig. 3 The influence of
iteration number on
performance

Table 1 Code generation polynomial

Constraint length K Feedback generating polynomial f Forward generating polynomial G

2 [1 1] [1 0]
3 [1 1 1] [1 0 1]
4 [1 1 0 1] [1 1 1 1]
5 [1 1 1 1 1] [1 0 1 0 1 1]
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Turbo r = 1/2 code corresponding to the code generation polynomial [6]. As shown
in Fig. 1, the simulation image is shown in Fig. 4.

Comprehensive analysis of the coding generation polynomial and simulation
results, the encoding constraint length and bit error rate presents the inverse pro-
portion of [7]. However, the increase of the length of the encoding constraints will
affect the complexity of the encoder’s structure, the computation time and the delay
performance of the system. Therefore, there is also the best matching between the
length of the code constraint and the error rate, and the recursive convolutional code
with the length of 4 of the code constraint can obtain the best performance of the
system.

3.3 The Influence of Different Length of Weaving

The main effect of the mixture is to go to the relevant. The weaving performance of
the interleaving device mainly studies the influence of the interleaving length on the
error correcting capability of the code word. In general, the interleaving length and
the error correction performance of the code word show a positive proportional
relation. With the increase of the interleaving length, the stronger the correlation
performance (the larger the bit interleaving distance), however, the increase of the
interleaving length will have a negative effect on the performance of the system.
Therefore, it is necessary to consider the tradeoff between the error correction
performance of the system and the delay performance of the system.

3.4 Comparison of Two Kinds of Decoding Algorithms

In this paper, the decoding performance of SOVA algorithm and MAP-Log algo-
rithm are compared and analyzed. As shown in Fig. 5, to determine the initial
conditions of the number of iterations = 5 times, code constraint length = 4,

Fig. 4 The effect of
constraint length difference on
its performance

Performance Analysis and Simulation of Turbo Coding System 455



weaving length = 1024, simulation calculation. According to the simulation image,
it can be more intuitive to find: The curve of MAP-Log algorithm is lower than the
SOVA algorithm, and the MAP-Log algorithm is faster than the SOVA algorithm;
Under the same error rate requirements, the MAP-Log algorithm can obtain better
coding gain than the SOVA algorithm [8].

4 Simulation Scheme and Results of Turbo Code System

In this paper, the system simulation of Turbo code is based on the Matlab language
of the variable signal-to-noise ratio of the bit error rate performance analysis. The
main components of the system: Recursive system convolutional encoder (2 units),
recursive serial concatenated decoder (2 units), random interleaving (size
64 × 64), delete and reuse units. The Gauss white noise model is used in the
channel, and the input mode of the [9] is adopted. In different SNR conditions,
respectively, using Log-MAP and SOVA algorithm for system analysis. Coded
{0/1} sequence BPSK modulation for the 1} {−1/sequence, delete and reuse of the
unit under the effect of the source (matrix (07, 05) (2, 1, 2) convolutional code to
get the code rate for Turbo 1/2 code. The maximum number of iterative decoding is
8 times, and the signal size of each frame is 1024.

The simulation results of the signal-to-noise ratio (SNR) and bit error rate
(BER) performance are known:

(1) the ratio of the signal-to-noise ratio and bit error rate is inversely proportional to
the same number of iterations.

(2) the same signal-to-noise ratio, the number of iterations and bit error rate is
inversely proportional relationship, Log-MAP algorithm is better than the
SOVA algorithm.

(3) the maximum likelihood decoding algorithm for complex and large delay
system, the actual application effect is poor, and the SOVA algorithm is easy to
realize, and the signal-to-noise ratio is higher than 0.7 dB under the condition
of more than 18 times iterative decoding the bit error rate can reach 10–5.

Fig. 5 The influence of the
compilation algorithm on the
performance curve
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5 Conclusion

In this paper, the principle of the encoder and decoder of Turbo code is analyzed in
detail. And based on the two types of decoding algorithm for its system perfor-
mance factors such as the number of iterations, the length of the length of the
coding constraints, and so on. Through the Turbo code system simulation program
and the results to guide the optimization of the actual performance of the system.
Due to the excellent performance, Turbo code has been widely used, but there are
still many places to be studied.
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A Method of Fast Synchronization Based
on PSS in TD-LTE Cell Search

Zengshan Tian, Yujia Yao, Mu Zhou and Yuhang Jiang

Abstract During the first step of cell searching in Time Division Long Term Evo-

lution (TD-LTE) system, the symbol timing synchronization is the most import part,

it can not only enhance the performance of anti-frequency-offset but also reduce the

complexity. In this paper, we propose a novel Primary Synchronous Signal (PSS)

timing synchronization algorithm. Based on the fast convolution and Overlap-save,

the proposed algorithm achieves the joint estimation of the symbol timing synchro-

nization and coarse frequency offset in frequency domain. The theoretical analysis

and simulation results prove that the proposed algorithm can not only reduce the

complexity, but also improve the performance of anti-frequency-offset for PSS tim-

ing synchronization in TD-LTE system.

Keywords TD-LTE ⋅ Timing synchronization ⋅ Fast convolution ⋅ Overlap-save ⋅
Frequency offset compensation

1 Introduction

With the development of internet services, the demand for the ubiquitous mobile

networks increases remarkably. To satisfy the market demand, the Time Division

Long Term Evolution (TD-LTE) system emerges in response to the trend of the time.

The TD-LTE system has the main advantages of the high data rate and low time-

delay [1, 2]. As one of the key components of TD-LTE system, the PSS timing

synchronization algorithms have been significantly studied in recent years.

Up to now, a large number of studies have focused on the development of timing

synchronization in TD-LTE system. The authors in [3] introduced a symbol timing
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synchronization algorithm by conducting the sliding correlation in time domain. In

[4], the authors reduced the complexity based on the down-sampling and autocor-

relation feature of PSS. The synchronization algorithms proposed in [3, 4] exhib-

ited well performance of symbol timing synchronization in the scenario of small

frequency offset. To enhance the anti-frequency-offset, the authors in [5, 6] put for-

ward a segment correlation-based timing synchronization algorithm, whereas the

anti-frequency-offset performance cannot be guaranteed as the frequency offset is

significantly large.

This paper is organized as follows. In Sect. 2, we briefly introduce the character-

istics of PSS. After that, the fast synchronization algorithm by integrating the fast

convolution with Overlap-save is analyzed in Sect. 3. In Sect. 4, the simulations are

conducted to examine the performance of complexity and anti-frequency-offset of

the proposed algorithm. Finally, we conclude this paper in Sect. 5.

2 Primary Synchronous Sequence

In TD-LTE system, the 3GPP agreement requires that the PSS is generated from

the Zadoff–Chu (ZC) sequence, which is featured with the constant amplitude, well

autocorrelation, and ideal mutual correlation [7, 8], as described in (1) and (2).

du(n) =

{
e−j

𝜋un(n+1)
63 n = 0, 1, ..., 30

e−j
𝜋u(n+1)(n+2)

63 n = 31, 32, ..., 61
u=

⎧⎪⎪⎨⎪⎪⎩

25 , N(2)
ID= 0

29 , N(2)
ID= 1

34 , N(2)
ID= 2

(1)

where N(2)
ID is the sector identification and u is the root sequence.

Figure 1 shows the mapping relations of the time-frequency resources of PSS. The

PPS is mapped into 31× 2 subcarriers which are centered with the Direct Current

(DC). There are 5 guard intervals on each side of the DC.

The length of radio frame which is composed of two half-frame is 10 ms. Each

half-frame consists of 5 sub-frames. We map the PSS into the 3rd Orthogonal Fre-

quency Division Multiplexing (OFDM) symbol in the 1st and 6th sub-frames. Due to

the fixed location of PSS and periodicity in time domain, the synchronization within

the length of half-frame is required to capture the PSS.
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3 Synchronization Algorithms

3.1 Mutual Correlation-Based Synchronization Algorithm

The algorithm addressed in [3] takes the advantage of well mutual correlation of PSS

to conduct the symbol timing synchronization based on the sliding correlation of the

received radio frame data and local PSS. The PSS, pi (n) , i = 0, 1, 2, is generated by

(1). We calculate the mutual correlation between the local time-domain PSS, pi (n),
and received radio frame data, s (n), by

ri (n) =
||||||
N−1∑
k=0

s (n + k) pi∗ (k)
||||||
2

, i = 0, 1, 2 (2)

where pi∗ (k) is the conjugation of pi (n) and N is the length of PSS. We calculate

3 groups of correlation results, ri (n), by using the conventional symbol timing syn-

chronization algorithm. The location of PSS and value of N(2)
ID are determined by the

maximum of correlation. However, for the s(n) with long length, the time-domain

slide relevant algorithm requires a large amount of storage and time cost and is with

low robustness.

3.2 Segment Correlation-Based Synchronization Algorithm

Although the PSS has the property of well anti-frequency-offset, the performance of

synchronization will be greatly affected as the frequency offset is significantly large.

In [5, 6], by using the time-domain slide correlation algorithm, the pi(n) and s(n) are

divided into L equal sections to conduct the segment correlation, as shown in (3).

ri (n) =
L−1∑
l=0

||||||
N∕L−1∑
k=0

s (n + k + Nl∕L) ⋅ pi∗ (k + Nl∕L)
||||||
2

, i = 0, 1, 2 (3)

Fig. 1 Mapping relations of the time-frequency resources of PSS
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where L is the number of sections. In general, the larger value of L results in the better

anti-frequency-offset performance, whereas the segment correlation-based synchro-

nization algorithm cannot be effective as the frequency offset is significantly large.

3.3 The Proposed Fast Synchronization Algorithm

Based on the pre-frequency offset compensation, we propose the fast synchroniza-

tion algorithm by integrating the fast convolution and Overlap-save. The fast linear

correlation between the long and short sequences is calculated by using the seg-

ment FFT transformation to enhance the anti-frequency-offset, as well as reduce the

complexity.

3.3.1 Pre-frequency Offset Compensation

Different from the existing works which mainly focus on enhancing the anti-

frequency-offset by reducing the frequency offset accumulation; we rely on the

two-dimensional time-frequency searching algorithm to compensate the frequency

offset. The compensated data by using the pre-frequency offset compensation is

described as

sv (n) = s (n) exp
(
2𝜋v𝛥f Ts

)
, v = 0,±1, ...,±n (4)

where 𝛥f is the interval of the pre-frequency offset compensation and Ts is the sam-

pling interval. When the frequency offset equals to the pre-frequency offset compen-

sation, v𝛥f , the maximum correlation peak is reached, and then the coarse frequency

offset and location of PSS are obtained.

3.3.2 Fast Convolution and Overlap-Save

We calculate the fast correlation between the long and short sequences by integrating

the fast convolution and overlap-save. By assuming that the lengths of the received

radio frame data, s (n), and local PSS sequence, p (n), are M and N, the time-domain

sliding cross-correlation is

r (n) =
N−1∑
k=0

s (k + n) p∗ (k) (5)

We convert (5) into

r (n) =
N−1∑
k=0

s (k)p∗ (k − n) =
N−1∑
k=0

s (k)p∗ [− (n − k)] = s(n) ∗ p∗ (−n) (6)
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where the notation “*” indicates the linear convolution operation. By setting p′ (n)
as the inversion of p∗ (n), we have

r (n) = s(n) ∗ p′ (n) (7)

Since the circular convolution outperforms the linear convolution in operating

rate, we construct the relationship between the linear convolution and circular con-

volution based on the zero padding of s (n) and p′ (n), as shown in (7).

s (n) =
{

s (n) n = 0, 1, ...,M − 1
0 n = M,M + 1, ..., L −M p′ (n) =

{
p′ (n) n = 0, 1, ...,N − 1
0 n = N,N + 1, ..., L − N (8)

where L = 2𝛾 ≥ M + N − 1, 𝛾 is a positive integer. After that, we construct the rela-

tionship between the circular convolution and cross-correlation, such that

⎧⎪⎨⎪⎩
r (n) = r̃ (n)RN (n)

r̃ (n) =
N−1∑
k=0

s (k)p′((n − k))N
(9)

where r̃ (n) is the result of circular convolution. By setting R (k) = S (k)P′ (k), where

S (k) and P′ (k) stand for the Fourier transform of s (n) and p′ (n), respectively, we

have

r (n) = IDFT [R (k)] =

[N−1∑
k=0

s (k)p′((k − n))N

]
RN (n) (10)

Therefore, the cross-correlation between s (n) and p (n) can be calculated by using

the circular convolution. In concrete terms, we first conduct the zero padding of

s (n) and p′ (n). Second, we calculate S (k) and P′ (k) by FFT with the length of L.

Third, we multiply S (k) and P′ (k) in frequency domain to obtain R (k). Finally, we

transform R (k) into r (n) by Inverse Discrete Fourier Transform (IDFT), and then

select the first M + N − 1 numbers in r (n) as the result.

As the length of the received frame data is long, a large number of zeros should

be padded in p′ (n). In this case, high computation cost is required, and meanwhile

the FFT under long length is difficult to be calculated. To solve this problem, the

overlap-save is applied to divide s (n) into different short-length segments for the

sake of conducting the segmented FFT correlation. First s (n) is divided into M1-

length segments, and every segment has points of the N − 1-previous segment, these

two parts compose the L = M1 + N − 1 length sequence of points. and sj (n) is the

j-th sequence in s (n), we have
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Fig. 2 Process of

overlap-save

⎧⎪⎪⎨⎪⎪⎩

sj (n) =
{

s (n) , jM1 + 1 ≤ n ≤ (j + 1)M1
sj−1 (n) , jM1 + 1 − (N − 1) ≤ n ≤ (j + 1)M1 − 1

s (n) =
M∕M1−1∑

j=0
sj (n)

(11)

Based on the segmentation, we convert (5) into

r (n) =
N−1∑
k=0

[M∕M1−1∑
j=0

sj (n + k)

]
p∗ (k) =

M∕M1−1∑
j=0

[N−1∑
k=0

sj (n + k) p∗ (k)

]
=

M∕M1−1∑
j=0

rj (n) (12)

In (11), there are N − 1 overlaps between ri (n) and ri+1 (n) to form r (n), as shown

in Fig. 2.

Finally, the fast correlation between the long and short sequences can be calcu-

lated by using (9) and (11).

4 Simulation Results

In our experiments, the lengths of the local PSS sequence, N, received radio frame

data, M, segment, M1, and FFT, L, are set to be 2048, 153600, 2048, and 4096.

Considering the anti-frequency-offset capacity of PSS, as well as computation com-

plexity, we set the value 𝛥f in the range of ±6 to ±8 kHz. To satisfy the ±25 kHz

anti-frequency-offset capacity, the value v is set between −2 and 2.
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4.1 Computation Complexity

The conventional synchronization algorithm which is based on the sliding corre-

lation in time-domain and segmented synchronization algorithm have the same

number of complex multiplications and additions, 3NM. The proposed fast syn-

chronization algorithm in frequency domain divides the received data into M∕M1
segments. The correlation calculation for each segment involves 2 FFT and 1 IFFT

operations. Since each FFT operation requires (L∕2) logL complex multiplications

and L logL complex additions, the number of complex multiplications and addi-

tions involved in the correlation calculation for all the segments equals to
(
M∕M1

)[
(3L∕2) logL + L

]
and

(
M∕M1

)
(3L logL + N − 1). Therefore, after the frequency

offset compensation, the number of required complex multiplications and addi-

tions in total is 3V
(
M∕M1

) [
(3L∕2) log L + L

]
and 3V

(
M∕M1

)
(3L logL + N − 1),

respectively.

4.2 Correlation Calculation

Under the Signal-to-noise Ratio (SNR) = 0 dB and u = 29 conditions, Fig. 3 shows

the results of timing correlation for three different groups of local PSS sequences

and received sequence by using the proposed fast synchronization algorithm with

the zero frequency offset. In Fig. 3, p0, p1, and p2 stand for the results of timing

correlation between the received sequence and three different groups of local PSS

sequences with u = 25, 29, and 34, respectively. We observe that there is a significant

peak for p1, whereas the peaks for p0 and p2 are difficult to be detected. To be clearer,

the amplification of the significant peak for p1 is shown in Fig. 4. Based on this, the

timing synchronization of the PSS can be achieved quickly and accurately.

Fig. 3 Results of timing

correlation
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4.3 Anti-frequency-offset Capacity

Figure 5 compares the anti-frequency-offset capacity under the multi-path channel

with (SNR) = 0 dB. As can be seen from this figure, the anti-frequency-offset capac-

ity by using the conventional and segmented synchronization algorithms are 8 kHz

and 15 kHz, respectively. As the frequency offset is larger than 18 kHz but smaller

than 24 kHz, the correct rates of symbol synchronization by the conventional and

segmented algorithms decrease to 0, whereas the one achieved by the proposed algo-

rithm still equals to 100%.

Figure 6 compares the correct rates of symbol synchronization under the 10

kHz frequency offset with different SNRs. From this figure, we can find that when

the SNR is higher than −10 dB, the correct rate by the conventional algorithm

Fig. 4 Correlation for three

different groups of local PSS

sequences and received

sequence
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approaches zero, whereas the ones achieved by the segmented and proposed algo-

rithms are close to 100%. Furthermore, as the SNR decreases from −15 to −20 dB,

the correct rate by the segmented algorithm decreases sharply.

5 Conclusion

To enhance the anti-frequency-offset capacity, and solve the high computation

complexity problem for the PSS synchronization, a fast synchronization algorithm

is proposed based on the fast convolution and overlap-save. The proposed algorithm

conducts the time-frequency searching on the received data for the pre-frequency-

offset processing, and then achieves the frequency offset compensation to enhance

the anti-frequency-offset capacity. The theoretical analysis and simulation results

demonstrate that the proposed algorithm is featured with high correct rate of symbol

synchronization, well anti-frequency-offset capacity, and low computation

complexity.
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Vision-Based Positioning Method Based
on Landmark Using Multiple Calibration
Lines

Lin Ma, Yingnan Lin, Yang Cui and Yubin Xu

Abstract Currently, with the significant development of the personal terminal’s
processing rapidly, vision-based indoor positioning has become a hot area of
research. Compared with the traditional algorithm, this method is deployed with
lower cost. In addition, it provides more robust positioning results and extra
visualized services. The positioning results of the traditional method relies heavily
on the density of position fingerprinting. Location accuracy could be improved
when the fingerprinting is concentrated. However, this causes a greater time delay
because of the bigger database and vice versa. This paper proposes a vision-based
indoor positioning method based on landmarks to solve above problems. It reduces
time complex degree by using SURF-based object image feature matching and
improves the location accuracy by adding extra homography matrix and projection
constrain information. It leverages several landmarks instead of redundant images
in database. Moreover, additional priori information, such as homography matrix
constraint and multiple calibration lines’ projection relations from landmark to
image, could optimize the location results smoothly.

Keywords Vision-based indoor positioning ⋅ Landmarks ⋅ Homography
matrix ⋅ Multiple calibration lines
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1 Introduction

Nowadays, due to fast development of computer vision and the necessity of
location-based service in the practical scene, indoor positioning systems have won
wide attention, which have opened up a new automatic target detection technology
field. In the outdoor environment, the widely diffused Global Navigation Satellite
System (GNSS) is one of the most accurate sources of position information when it
is available. However, its operation in indoor or obstructed environment is infea-
sible [1]. At present, the research focus of the indoor positioning system includes
WiFi indoor positioning system and Bluetooth indoor positioning system. Among
them, WiFi indoor positioning system, with characteristics of extensive deployment
of wireless access points and its diffusion, estimates user’s location by using mobile
terminals detecting received signal strength. However, this technology relies
heavily on the number of wireless access points, and the accuracy of positioning
drop rapidly when in some certain situation, such as the entrance of a shopping
mall. Also, Bluetooth indoor positioning system could achieve the positioning
precision of 1 m through Bluetooth signal strength which users get, while it is
confined to the high delay when exploring Bluetooth signal [2, 3]. Hence,
vision-based indoor positioning system, with deployment of lower cost, smaller
delay, higher precision and stronger robust, becomes a new study hotspot. It
completes positioning by monitoring objects of indoor scene using mobile terminal
and building database without deploying additional equipment of auxiliary posi-
tioning. Moreover, vision-based indoor positioning system would provide better
visualization services due to the rich scene information in images, which is its
incomparable advantage than others.

Generally, vision-based indoor positioning system mainly uses position finger-
print algorithm [4–6]. It builds a database which consists of scene images infor-
mation acquired by mobile terminals and user’s geographical position coordinates
information, called Visual Map database. Then it matches images using fast
retrieval of scene images algorithm and obtains the user’s location as well. In terms
of building Visual Map quickly, Walaa Gouda employs SLAM (Simultaneous
Localization and Mapping) and SFM (Structure from Motion) to set up a
three-dimensional Visual Map in indoor environment [7]. Jason J. Liu and Cody
Phillips estimate the camera node location using 2D images obtained by camera
sensor in large scale global constraints [8]. In respect of high precision positioning
algorithm, Zakhor creates Visual Map with position fingerprint algorithm through
multiple cameras and employ SIFT and fast retrieval algorithm of FLANN to
estimate user’s location [9]. The positioning accuracy comes to 1 m (at 50%), 3 m
(at 90%). Rutgers university team also researches the similar positioning system, the
difference is that they use color histogram, wavelet decomposition and shape
matching to extract image feature points. The room level error probability position
precision achieves more than 90% [9]. In [4], geometric constraint is added to the
traditional fingerprint positioning algorithm, optimizing positioning accuracy up to
2 m (at 80%).
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However, the traditional location fingerprint method based on epipolar geometry
has obvious flaw, which is that positioning result depends heavily on intensive
degree of fingerprint. When it dense, positioning accuracy improves, and the
database storage capacity increases, causing additional retrieval time delay, and
vice versa. Therefore, some researchers propose positioning method based on
monitoring along-path objects, which are used as landmarks. However, there are
few literatures in this field. SURF feature extraction and classification of KNN
method is proposed for the recognition of traffic signs, recognition accuracy reaches
97.54% in [10]. From [11], landmark image and its position in the scene are
presented in database instead of the traditional method, using SIFT and single
calibration line to estimate user’s location. Single calibration line method estab-
lishes more prior information and geometric constraint in offline phase to ensure
that positioning accuracy is not affected when the database capacity reducing in
online phase. However, there is a certain problem, which described as the number
of a priori information demand is big. Furthermore, the focal length and the tilt
angle information are difficult to obtain. Therefore, in this paper we proposed a
positioning method based on multiple calibrations line, which provide additional
constraints to reduce dependency of priori information, applying in changeful actual
scene. Meanwhile, the steering angle computed is helpful for the applications of
visual positioning and navigation. The remainder of this paper is organized as
follows. In Sect. 2, we will introduce the system model of vision-based indoor
positioning system based on landmark. The multiple calibration lines method will
be discussed in Sect. 3, which intends to get more constraints to reduce dependency
of priori information compared with single calibration line method. Section 4 will
provide the implementation and performance analysis. And conclusion will be
drawn finally.

2 System Model

A. System Overview

A typical vision-based indoor positioning system based on landmark involves
offline phase and online phase. In offline phase, we build a database, where we
selects the landmark image, extracts SURF feature points and corresponding
location information, instead of which in the traditional positioning method. Also,
set up multiple lines called calibration lines in the landmark image as geometric
constraint to position accurately. In online phase, we obtain a database image which
is most matched with user’s image by SURF feature points. Corresponding cali-
bration lines are described by computing the homography matrix between the two
images. Through the parameters of calibration lines and the proposed positioning
method, we reduce the delay in ensuring the positioning precision. Figure 1 shows
the positioning system based on proposed method.
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B. Database Building in Offline Phase

To ensure the accuracy of image matching, the selected along-path object, which
is regarded as landmark, should contain a sufficient number of SURF feature points.
Therefore, the image must have rich content, rich color information and distributed
evenly. Furthermore we extract SURF feature points of image Ilðl=1, 2, . . .Þ in the
database.

After extracting SURF feature points, we get additional geometric constraint
with establishing the calibration lines. Besides, put equations of calibration lines in
pixel coordinate system, the coordinates of several points on line and origin in the
database as priori information. Single calibration line refers to a line parallel to the
ground in the landmark image in world coordinates, which may be naturally
occurred or manually tagged. It takes a smaller amount of calculation when
selecting a line parallel to the ground as possible. In this paper, we draw a line
manually at the top edge using any clue of the image features, obtaining the linear
equation artificially. Let pixel coordinates of nl points on the calibration line
describe as the pixel coordinate matrix ½Xn, Yn�, of which Xn indicates the coordinate
vector of n horizontal ordinate points, Yn indicates the coordinate vector of n
vertical ordinate points. Use the least squares method to solve linear equations,
which could be indicated as y= kx+ b. Assume W= k b½ �. Then W could be
derived by

W=YTXðXTXÞ− 1 ð1Þ

From the above, we complete t an offline database, with putting parameter matrix
W, feature points matrix, the angle of the optical axis of the camera with respect to
the RCS as well as the relative height called Z0 between camera and the calibration
line as the information of the image Il. When establishing this database, additional
prior information allows the system to ensure the accuracy of positioning when
reducing time complexity of image retrieval and matching stage.

Fig. 1 The positioning system based on multiple calibration lines
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C. Homography Matrix Solving in Online Phase

The real-world point of a two-dimensional plane projected to the camera CCD
imaging sensor is called homography relation. Homography matrix precisely
describes point to point corresponding relationship in two images.

In Fig. 2, let XðX0,Y0, Z0Þ is a point in the three-dimensional space, xðx0, y0, 1Þ
and xðx′0, y′0, 1Þ are projected points of X in imaging planes I and I ′. Hence, we get
the equations of the projection using vector representations as:

x=H1 × X

x′ =H2 × X
ð2Þ

Therefore, the relation between x and x′ would be described as follow:

x′ =H2H− 1
1 x ð3Þ

where H2H− 1
1 describes the relationship between the corresponding points. Let

homography matrix H=H2H− 1
1 , then (3) would be represented as

x′ = Hx ð4Þ

In this paper, we calculate homography matrix of two images using RANSAC,
after the introduction of SURF for feature points’ extraction and matching.

3 Proposed Method

A. Coordinate Systems of Vision-based Positioning System

The main idea of using a planar-surfaced object as landmark (such as logo
image) for proposed positioning method is to set up a reference coordinate system
(RCS) on the calibration lines L and L′. Calibration line L is drawn on the landmark,
parallel to the environment floors. As is shown in Fig. 3, the left top of the line on
the landmark is denoted as the origin of the system R0, with L taken to be the X-axis

Fig. 2 Homography relation
between two image
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of RCS, perpendicular to landmark and into it as the Y-axis, perpendicular to the
ground downward it as the Z-axis. Another calibration line L′ (e.g., margin-left of
the landmark) would be built on the Z-axis, passing the origin R0 of RCS. L′ is
vertical to the ground and the given calibration line L.

Figure 4 also reveals a camera coordinate system (CCS), which is set up on the
camera with the lens center as the origin and the optical axis as the W-axis. The
U-V plane of the CCS is parallel to the imaging plane of the camera, and an image
coordinate system (ICS), which is set up in the image taken by the camera.

Let the projection of L, L′, and R0 in an image be denoted as l, l′, and r0. In the
online phase, the pose of the camera may be represented by coordinates ðX0, Y0, Z0Þ

Fig. 3 Multiple calibration lines positioning model

Fig. 4 Plan view of the
relationship between RCS and
CCS
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in RCS. Z0, which is the vertical distance from the camera to L, is assumed to be
known. The user takes a landmark image called Ion, and the best matching image of
Ion is called Iopt . After calculating the homography matrix H between Ion and Iopt,
the pixel coordinates of corresponding points on L in Ion are described by
½x′i, y′i, 1�T =H ⋅ ½xi, yi, 1�Tði=1, . . . , nÞ, meanwhile the pixel coordinates of corre-
sponding points on l′ in Ion are described. Afterwards, the pixel coordinate equa-
tions are obtained by the least square method. Assume that the equation of l in the
ICS is described by u+ bv+ c=0. The equation of l′ in the ICS is described by
u+ b1v+ c1 = 0.

Then, coordinates ðX0, Y0Þ would be derived in this paper. Figure 3 shows the
transformation between the RCS and the CCS, which contains rotation and trans-
lation. At first, we translate the origin R0 of the RCS with coordinates
ð−X0, − Y0, −Z0Þ to the origin of the CCS. Then, rotate the X − Y plane about the
Z-axis counterclockwise through the pan angle θ up to the aim that the Y −Z plane
is parallel to the V −W plane of CCS (see Fig. 4). At last, rotate the Y − Z plane
about the X-axis counterclockwise through the tilt angle φ up to the aim that the
X −Y plane is parallel to the U −V plane.

B. Multiple Calibration Lines Positioning Method

According to the projection in Fig. 3, we propose a positioning method by using
multiple calibration lines. Regulate that counterclockwise is the positive direction,
RCS accords with left hand coordinate system. As a result, the transformation of the
RSC coordinates ðx, y, zÞ of a point in real-world space into the CCS coordinates
ðu, v,wÞ may be describes by

u

v

w

2
64

3
75=R ⋅

x

y

z

2
64

3
75−

X0

Y0
Z0

2
64

3
75

0
B@

1
CA=R ⋅

x

y

z

2
64

3
75+

x0
y0
z0

2
64

3
75 ð5Þ

where

R=
cos θ sin θ 0

− sin θ cosφ cos θ cosφ − sinφ
− sin θ sinφ cos θ sinφ cosφ

2
4

3
5 ð6Þ

with

x0 = −X0 cos θ− Y0 sin θ

y0 = ðX0 sin θ− Y0 cos θÞ cosφ+ Z0 sinφ

z0 = ðX0 sin θ− Y0 cos θÞ sinφ− Z0 cosφ

ð7Þ

Then, assume that P is a point on the X-axis with RCS coordinates ðx, 0, 0Þ.
Therefore, its CCS coordinates ðux, vx,wxÞ could be derived to be
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ux
vx
wx

2
64

3
75=

x cos θ+ x0
− x sin θ cos φ+ y0
− x sin θ sin φ+ z0

2
64

3
75 ð8Þ

After that, assume Q is a point on the Z-axis (the calibration line L′) with RCS
coordinates ð0, 0, zÞ. Therefore, its CCS coordinates ðuy, vy,wyÞ could be expressed
as:

uy
vy
wy

2
64

3
75=R ⋅

0−X0

0−Y0
z−Z0

2
4

3
5=

x0
− z sinφ+ y0
z cosφ+ z0

2
4

3
5 ð9Þ

where R is the same parameter as in (6).
In addition, let ðup, vpÞ, ðuq, vqÞ be the image coordinates of the projection of P and

Q in the ICS. Therefore, according to the camera’s optical geometry, we derive that

up =
ux ⋅ f
wx

vp =
vx ⋅ f
wx

ð10Þ

uq =
uy ⋅ f
wy

vq =
vy ⋅ f
wy

ð11Þ

where f is described as the camera focus length. Substituting the three equations of
(8) into the two equations of (10) and eliminating the variable x, the equation of up
and vp would be derived to be

up −
x0 sin θ sinφ+ z0 cos θ

y0 sin θ sinφ− z0 sin θ cosφ
vp

+
f x0 sin θ cosφ+ y0 cos θð Þ
y0 sin θ sinφ− z0 sin θ cosφ

=0
ð12Þ

Note that the above Eq. (12) of the calibration line L in the ICS is another
representation of u+ bv+ c=0, which is known from the image. Hence, using the
method of undetermined coefficients with (12), we could get the following
equalities:

b=
Y0 sinφ−Zc cos θ cosφ

Zc sin θ

c= −
f Y0 cosφ+Zc cos θ sinφð Þ

Zc sin θ

ð13Þ

where b and c are known from the homography matrix geometric constraint
between offline and online phase. Z0 and φ are manually measured in advance.
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Therefore, we derive the value of θ by eliminating Z0 and Y0 from the above
equalities to get

tan θ=
f

fb cosφ+ c sinφ
ð14Þ

according to the value of θ and (13), we could also get the value of Y0 as

Y0 =
Z0 cos θ cosφ− bZ0 sin θ

sinφ
ð15Þ

By substituting the coordinates ðu0, v0Þ, which is the projection of the origin of
RCS, into (8) and (10), we finally derive X0:

X0 =
u0ðY0 cos θ cosφ+Z0 cosφÞ− fY0 sin θ

u0 sin θ cosφ+ f cos θ
ð16Þ

From above all, when detected single calibration line L, we would obtain the
RSC coordinates ðX0, Y0Þ and the camera pose θ derived by (14)–(16). Among
them, the value of θ, which could not be got in the traditional fingerprint algorithm,
is widely used for navigation. Furthermore, by substituting the values of x0, y0, z0
got from (7) into (9), the CCS coordinates ðuy, vy,wyÞ in respect of calibration line
L′ would be derived as follows:

uy = −X0 cos θ− Y0 sin θ

vy = − z sinφ+ ðX0 sin θ− Y0 cos θÞ cosφ+Z0 sinφ

wy = z cosφ+ ðX0 sin θ−Y0 cos θÞ sinφ−Z0 cosφ

ð17Þ

Next, we get the equation for the projection of l′, with computing the coordinates
ðuq, vqÞ in the ICS by (11) and eliminating variable z, as follows:

uq +
X0 cos θ cosφ+ Y0 sin θ cosφ

X0 sin θ−Y0 cos θ
vq

+
f ðX0 cos θ sinφ+ Y0 sin θ sinφÞ

X0 sin θ− Y0 cos θ
=0

ð18Þ

Since the equation of the calibration line l′ in the ICS is another representation of
u+ b1v+ c1 = 0, which would be known from the image, using the method of
undetermined coefficients with (18), we get the following equalities:

b1 =
X0 cos θ cosφ+ Y0 sin θ cosφ

X0 sin θ− Y0 cos θ

c1 =
f ðX0 cos θ sinφ+Y0 sin θ sinφÞ

X0 sin θ− Y0 cos θ

ð19Þ
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where b1, c1, Z0, φ are known. By putting the two equations in (19) together, we
obtain the following equalities:

f =
c1

b1 tanφ
ð20Þ

By using multiple calibration lines L and L′, we conclude that the camera focus
length f multiplies the tilt angle φ is c1 ̸b1, which is fixed. Its brief to illustrate the
constraint between f and φ. Therefore we would utilize the proposed method to
estimate user’s location by knowing f or φ.

4 Implementation and Performance Analysis

The experiment area is our lab, where we set up a logo image as landmark. As is
shown in Fig. 5, the first image is the database image and others are obtained in
online phase by a smartphone. In real experiment environment, the number of
images in inline phase is 41, where it contains the landmark images from different
distances and different angles. We regard its tilt angle as φ0, orientation angle as θ0,
and the relative height as Z ′

0, the focal length of the camera as f , coordinates
ðX*,Y*Þ in RCS for simulation and error analysis.

Figure 6 shows a comparison between single calibration line position method
and traditional location fingerprint method based on epipolar geometry, where
horizontal axis represents the user’s positioning error, vertical axis represents the
cumulative distribution function (CDF) of positioning error. Assume that the true
coordinates is ðX*,Y*Þ, Measure that simulation parameters Z0 = 82.5 cm, φ=98◦,
since the result of positioning system is ðX,YÞ, so that the positioning error could be
derived by

Fig. 5 Database image and user input images of simulation scene
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Δd= ðX −X*Þ2 + ðY −Y*Þ2
h i1 ̸2

ð21Þ

As could be seen from Fig. 6, the positioning accuracy of single calibration line
positioning method is higher than traditional method. Traditional method achieves a
σ positioning error is 1.2 m, while the single calibration line method achieves a σ
positioning error of 0.7 m to reach the sub-meter positioning accuracy and the
maximum error is less than 1.5 m. The method uses the relative height Z0 and tilt
angle φ as priori information instead of the fingerprint of the traditional method,
realize high precision position.

Tilt angle and the focal length in Fig. 6 are regarded as priori information and
known. In practical applicability, the user’s arbitrary behaviors, focal length f , and
tilt angle φ often change and could not be read easily. Therefore, multiple cali-
bration lines positioning system creates a constraint between f and φ, reducing the
system of prior information requirements, increasing the actual applicability of the
system. Figure 7 gives us the positioning simulation result in two cases of known
tilt angle, unknown focal length and unknown tilt angle, known focal length,
compared with single calibration line method and traditional method based on
epipolar geometry.

Figure 7 shows the CDF probability plot in four methods. As a result, all three
methods based on calibration line are better than the traditional location algorithm.
However, when position error is less than 50 cm, traditional algorithm performs
better, but this is the only part of overall nearly 10% of the weight.
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Fig. 6 CDF of the positioning error for single calibration line method and traditional method
based on epipolar geometry
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This phenomenon appears because the user happens to stand on the fingerprint or
close to the fingerprint point. Nearly 90% of the case, the positioning error of
traditional method is bigger, which is because the majority locations of users are not
on the fingerprint points. Due to many similar images and existing image noise
points in large database, the results of matching images are not accurate, leading to
greater positioning error. The proposed method which provides only one similar
image with rich SURF descriptors in database does not need to worry about this
problem. Since only a stable matching result could be got, and then use the cali-
bration line positioning method to compute user’s location, with more robust and
higher accuracy.

Figure 8 shows the positioning accuracy comparison of using single calibration
line method, multiple calibration lines method when f changing and φ known and
traditional algorithm. From Sect. 3, we conclude that multiple calibration lines
positioning method is not only to reduce the requirement for prior information, but
also allows positioning when the focal length f changing. When the image sensor of
use’s smartphone zooming, the proposed method would achieve that a σ corre-
sponds positioning accuracy of 0.8 m, slightly smaller than the single calibration
line positioning accuracy corresponding to 0.7 m, higher than the traditional
method to 1.2 m. In addition, the maximum positioning error is up to 1.5 m. The
positioning result shows better performance than traditional location algorithm,
slightly less than single calibration line method. Therefore, in the case of image
sensor zooming, multiple calibration lines method further expand the use in the
actual scenes ensuring the accuracy of the positioning system.
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Fig. 7 CDF of the positioning error for single calibration line method, traditional method and
proposed method in two cases
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5 Conclusion

As for the problems of time complexity and positioning accuracy in traditional
vision-based positioning system depending on location fingerprint density too
much, this paper proposes a method by drawing calibration lines on landmarks to
achieve lower time complexity and higher positioning accuracy. In this paper, at
first we achieve higher precision position than traditional algorithm based on
epipolar geometry using single calibration line positioning method. Then, due to
single calibration line positioning method requiring much prior information in
offline phase, we propose the method with multiple calibration lines positioning
method, which provides additional geometric constraints between the focal length f
and the tilt angle φ to reduce the demand of the prior information. When only
knowing the tilt angle φ or the focal length f , it could ensure the positioning
accuracy. Especially, the proposed method could position accurately in many
practical scenes when the image sensor of user terminal zooming, because user’s
arbitrary behaviors could lead the parameter f change and not be read easily.
Furthermore, the value of θ, which could not be got in the traditional fingerprint
algorithm, would be obtained for widely using in navigation.
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Antenna Ports Detection Algorithm in LTE
System Using the Repetition of the Reference
Signal

Zeng-Shan Tian, Shan Wei and Mu Zhou

Abstract In the Long Term Evolution (LTE) system, the conventional detection

algorithm generally use 1, 2, or 4 transmitting antennas to decode the PBCH.

Although the power detection algorithm based on the combination of the PBCH and

Secondary Synchronization Sequence (SSS) is featured with low detection complex-

ity, the performance of this algorithm may be much poor under the low Signal Noise

Ratio (SNR) condition. In this paper, we perform the repetition of cell reference

signal for different antenna ports to detect the number of antenna ports. Simulation

results demonstrate that the proposed algorithm can reduce the detection complexity,

as well as enhance the anti-noise capacity for antenna ports detection.

Keywords LTE ⋅ Antenna ports detection ⋅ Reference signal

1 Introduction

To achieve the integration of mobile communication systems and broadband wire-

less access techniques, the third Generation Partnership Project (3GPP) launched the

Long Term Evolution (LTE) project which is featured with the high communication

speed and short transmission delay [1].

In TD-LTE system, the User Equipment (UE) sets up the time-frequency syn-

chronization with the cell during the initial cell searching process by decoding the

Physical Broadcast Channel (PBCH) of the cell. The information of the number of

antenna ports is contained in the PBCH with the Cyclic Redundancy Check (CRC)

mask. The number of antenna ports cannot be determined when the PBCH is not
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decoded correctly [2–4]. The multiple antenna port transmission mode supports the

transmission with two or four antenna ports. The conventional blind detection algo-

rithm suffers by the high decoding complexity. The authors in [5] put forward a

power detection algorithm-based the integration of the PBCH and Secondary Syn-

chronization Sequence (SSS), which is featured with low computation complexity.

The performance of this algorithm deteriorates significantly under the low Signal to

Noise Ratio (SNR) condition.

To address the problems of the existed works, we propose the antenna ports detec-

tion algorithm in LTE system using the repetition of the reference signal which has

low computation complexity and well anti-noise capacity.

2 Related Works

2.1 Generation of Reference Signal

The reference signal [6, 7], rl,ns (m), is generated as follows.

⎧
⎪
⎨
⎪
⎩

c(n) =
(
x1(n + NC) + x2(n + NC)

)
mod 2

x1(n + 31) =
(
x1(n + 3) + x1(n)

)
mod 2

x2(n + 31) =
(
x2(n + 3) + x2(n + 2) + x2(n + 1) + x2(n)

)
mod 2

(1)

where NC = 1600 and x1(n) is initialized as x1(0) = 1 and x1(n) = 0, n = 1, 2, ..., 30
and x2(n) is denoted by ccnit =

∑30
n=0 x2(n).2

n
with the value depending on the appli-

cation of the sequence.

cinit = 210 ∗ (7 ∗ (ns + 1) + l + 1) ∗ (2 ∗ Ncell
ID + 1) + 2 ∗ Ncell

ID + NCP (2)

where Ncell
ID is the cell ID and NCP =0 or 1.

2.2 Mapping of Reference Signal

In LTE system, the reference signal, rl,ns (m), is mapped into the modulation symbol,

𝛼

p
k,l,for the antenna port p and the time slot ns based on the rule as follows.

𝛼

(p)
k,l = rl,ns (m

,) (3)

where k is the ID of frequencies and l is defined as the above, which are determined by

k = 6s + (v + vshift) mod 6 (4)
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l =
{

0,NDL
symb − 3 when p ∈ {0, 1}

1 when p ∈ {2, 3} (5)

where s = 0, 1, ..., 2NDL
RB − 1 and NDL

RB is the downlink bandwidth configuration

obtained from the PBCH. Then, can be calculated by

m, = s + Nmax,DL
RB − NDL

RB (6)

where Nmax,DL
RB =110,We notate v and vshift as the mapping and offset of reference

signal in frequency domain, which are calculated by (7) and (8), respectively.

v =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

0 when p = 0 and l = 0
3 when p = 0 and l ≠ 0
3 when p = 1 and l = 0
0 when p = 1 and l ≠ 0
3 when p = 2
3 + 3(nsmod2) when p = 3

(7)

vshift = Ncell
ID mod 6 (8)

Figure 1 shows the diagram of reference signal transmission for the normal CP by

using different antenna ports. We notate Rp as the resource unit used for the reference

signal transmission.

0l

0R

0R

0R

0R

6l 0l

0R

0R

0R

0R

6l

O
ne

 a
nt

en
na

 p
or

t
Tw

o 
an

te
nn

a 
po

rts

Resource element (k,l)

Not used for transmission on this antenna port

Reference symbols on this antenna port

0l

0R

0R

0R

0R

6l 0l

0R

0R

0R

0R

6l 0l

1R

1R

1R

1R

6l 0l

1R

1R

1R

1R

6l

0l

0R

0R

0R

0R

6l 0l

0R

0R

0R

0R

6l 0l

1R

1R

1R

1R

6l 0l

1R

1R

1R

1R

6l

Fo
ur

 a
nt

en
na

 p
or

ts

0l 6l 0l

2R

6l 0l 6l 0l 6l

2R

2R

2R

3R

3R

3R

3R

even-numbered slots odd-numbered slots

Antenna port 0

even-numbered slots odd-numbered slots

Antenna port 1

even-numbered slots odd-numbered slots

Antenna port 2

even-numbered slots

Antenna port 3

odd-numbered slots

Fig. 1 Diagram of the reference signal transmission



488 Z.-S. Tian et al.

3 Algorithm Description

3.1 Blind Detection Algorithm

The conventional algorithms normally rely on configuration of the three available

antenna ports to conduct the blind detection. In concrete terms, we first assume that

the number of antenna ports is one. Second, after the OFDM decoding and sub carrier

mapping, we extract the reference signal from the resource blocks, and then perform

the channel estimation, MIMO decoding, demodulation, descrambling, rate match-

ing, and the tail biting convolution. Third, we make CRC check, if it is successful

then it means the system is using only one antenna port else assuming two antenna

ports are used and then perform the channel estimation repeat all the same processes

as one antenna port is used. If CRC is successful then it indicates the system is having

two antenna ports else detect the case of four antenna ports. Based on the previous

discussion, we can find that the detection of the number of antenna ports requires

conducting all the steps involved in PBCH decoding, which significantly increases

the computation complexity.

3.2 Power Detection Algorithm

The algorithm proposed in [5] is based on the power of reference signal. It extracts

the reference signal from the mapping for the 1, 2, and 4 antenna ports, and then

calculates the power ratio threshold, S, based on the ratio of the power of SSS in the

sub frame with ID 0 and power of protection carrier.

The PBCH is located at the previous four OFDM symbols in the second time slot

in the sub frame with ID 0 and occupies the middle 72 sub carriers, while the SSS is

located at the last OFDM symbol in the sub frame with ID 0 and occupies the middle

62 sub carriers. The rest 10 sub carriers are selected as the protection interval. Based

on this, we name the data occupied by the SSS in frequency domain as the effective

signal, while the data transmitted in protection interval as the noise. Then, the ratio

of the power of the effective signal and noise equals to

S = (((
66∑

k=5
𝛼(k, l) ⋅ 𝛼(k, l)∗)∕62)∕ ((

4∑

k=0
𝛼(k, l) ⋅ 𝛼(k, l)∗ +

71∑

k=67
𝛼(k, l) ⋅ 𝛼(k, l)∗)∕10))

(9)

where 𝛼(k, l) is the data matrix, which saves the receiving data of SSS.

We set a threshold T0=𝜌∗S, where 𝜌 falls into the range of [0.5, 0.8] to calculate

the power P0
CRS, P1

CRS, P2
CRS, and P3

CRS of four different reference signals, r0(s), r1(s),
r2(s), and r3(s) by (11). r0(s), r1(s), r2(s), and r3(s) stand for the reference signal

extracted from four different antenna ports.



Antenna Ports Detection Algorithm in LTE System . . . 489

Fig. 2 Flow chart of the

power detection algorithm
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P =
11∑

n=0
r(n)⋅r(n)∗ (10)

Then, we can calculate the power ratio,P04Tx, by

P04Tx = 2 ⋅ P0
CRS∕(P

2
CRS + P3

CRS) (11)

If P04Tx is lower than T0, the number of antenna ports is set as 4, and otherwise

we continue to calculate another power ratio,P02Tx, by

P02Tx = P0
CRS∕P

1
CRS (12)

If P02Tx is lower than T0, the number of antenna ports is set as 2, and otherwise

the number of antenna ports is set as 1. The flow chart is shown in Fig. 2.

3.3 The Proposed Algorithm

To address the problems of the previously discussed blind detection and power detec-

tion algorithms, we propose a novel algorithm which can not only reduce the com-

putation complexity, but also enhance the anti-noise capacity.
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Based on the mapping of reference signal, we can find that for different antenna

ports, only the parameter is different, while the other three parameters, ns, Ncell
ID , and

NCP are the same. In addition, the mapping of reference signal is determined by v
and vshift. Therefore, the reference signal can be extracted based on the mapping of

reference signal for each antenna port. Due to the repetition of reference signal for

different antenna ports, the number of antenna ports can be estimated by calculat-

ing the correlation of reference signal at base station. According to the normalized

correlation coefficient equation, we can convert (13) into

cor(r, t) =
(

n⋅
n∑

i=1
riti∗−

n∑

i=1
ri⋅(

n∑

i=1
ti)

∗)

√

n
n∑

i=1
ri⋅ri∗−(

n∑

i=1
ri)⋅(

n∑

i=1
ri)∗

√

n
n∑

i=1
ti⋅ti∗−(

n∑

i=1
ti)⋅(

n∑

i=1
ti)∗

(13)

We set a threshold, T1, which falls into the range of [0.6, 0.9]. Then, we record the

reference signal from the four different antenna ports, P0
CRS, P1

CRS, P2
CRS, and P3

CRS.

Then, we calculate the normalized correlation coefficient of P2
CRS and P3

CRS by

P14Tx = cor(r2(k), r3(k)) (14)

If P14Tx is higher than T1, the number of antenna ports is set as 4, and otherwise

we continue to calculate the correlation coefficient of P0
CRS and P1

CRS by

Fig. 3 Flow chart of the

proposed algorithm
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P12Tx = cor(r0(k), r1(k)) (15)

If P12Tx is higher than T1, the number of antenna ports is set as 2, and otherwise

the number of antenna ports is set as 1. Figure 3 shows the flow chart.

4 Simulation Results

4.1 Performance with Different Number of Antenna Ports

The simulation parameters are as follows. Number of sub carriers = 72, number of

OFDM symbols in each sub frame = 14, cell number = 1, number of antenna ports

= 1, 2, or 4, and T1 = 0.65. Figure 4 shows the detection success rates with different

number of antenna ports.

From Fig. 4, we can find that the proposed algorithm always achieves high detec-

tion success rates with the single antenna port under different SNR conditions.

However, with two and four antenna ports, the detection success rates significantly

decrease when the SNR is lower than 0 dB and 2 dB, respectively. When the SNR is

greater than 4 dB, all the detection success rates approach 1.

Fig. 4 Comparison of detection success rates with different number of antenna ports
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Fig. 5 Comparison of detection success rates by using different detection algorithms

4.2 Performance with Different SNR

With two transmitting and one receiving antennas, we continue to investigate the

impact of Gauss white noise on the performance of antenna ports detection under

different SNR conditions. We set the values of 𝜌 and T1 as 0.75 and 0.65, respec-

tively. Figure 5 compares the three algorithms. As can be seen from Fig. 6, all the

three algorithms can accurately detect the number of antenna ports when the SNR is

larger than 0 dB. The detection success rates by the proposed algorithm are gener-

ally higher than the one achieved by the power detection algorithm under the large

SNR condition. Considering the larger computational cost of the blind algorithm,

if SNR ≥ 0, we take the proposed method else we take the conventional algorithm.

Then the amount of calculation is reduced and the accuracy is also high.

4.3 Performance with Different Frequency Offset

In this section, we focus on the performance of antenna ports detection under dif-

ferent frequency offset conditions. We conduct the simulations with the frequency

offset equaling to 50 Hz, 300 Hz, and 1 kHz. The detection success rates achieved by

the proposed and existing power detection algorithms are shown in Fig. 6.

From Fig. 6, we can find that as the frequency offset increases, there is no signifi-

cant variation of detection success rates by the proposed or existing power detection

algorithms. In other words, both these two detection algorithms are featured with

well anti-frequency offset capacity.
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Fig. 6 Comparison of detection success rates with different frequency offsets

Table 1 Comparison of time cost by using different detection algorithms

Algorithms PBCH decoding (s) Antenna ports detection (s)
Blind detection algorithm 1.014944 1.014944

Power detection algorithm 0.401926 0.000314

Proposed algorithm 0.401517 0.000092

4.4 Computation Complexity

From Table 1, we can find that the proposed algorithm requires the least time.

5 Conclusion

In this paper, the proposed algorithm has well anti-frequency offset capacity and

low computation complexity. The extensive simulation results show that the pro-

posed algorithm generally achieves higher detection success rates compared with

the existing power detection algorithm under the large SNR condition.
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TOA Localization in NLOS Environments

Deliang Liu, Yi Yao and You Zhai

Abstract A new geometric localization approach that is able to locate a stationary
tag in non-line-of-sight (NLOS) indoor environment using only the time-of-arrival
(TOA) measurements is presented. The novelty of our work resides in converting
the NLOS problem into line-of-sight (LOS) problem based on the following three
steps, so that the localization algorithm for LOS conditions can be applied in NLOS
conditions. First, the geometric TOA model for NLOS is developed, considering
the effects of reflection and diffraction. Then, the equivalent anchors can be
established based on the geometric features of the real indoor environment. Finally,
paths estimation algorithm is derived to estimate the actual signal propagation
paths, as well as the position of the tag. Simulation results demonstrate the effec-
tiveness of the proposed method.

Keywords Localization ⋅ Time-of-arrival ⋅ Non-line-of-sight ⋅ Equivalent
anchor

1 Introduction

NLOS and multipath radio propagation, which can cause biased range estimates in
Time-of-Arrival (TOA) measurements, will dramatically degrade the performance
of conventional TOA localization methods [1]. To mitigate the NLOS impact, a
variety of techniques and algorithms have been proposed in the literature.
Filtering-based method is presented in [2] which only apply to the tracking of
mobile tags. The method in [3] struggles to identify the NLOS paths, from a set of
mixed measurements including both LOS and NLOS paths. However, this approach
requires LOS measurements involved and cannot be expected to be efficient when
signals only propagate through the NLOS paths. In [4], TOA scattering models are
adopted to alleviate the NLOS error, whereas the distributions of NLOS error may
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not be available in the practical environment. A robust scheme in [5] utilizes
one-bound scattering and discard multiple-bound scattering to improve the accuracy
of NLOS localization. But it needs bidirectional estimation of AOA and TOA,
which means more hardware costs.

In this paper, we present a geometric approach for converting the NLOS problem
into LOS problem in two-dimensional scenes by using the equivalent anchors. In
contrast to [6] which requires both TOA and AOA measurements to reconstruct the
LOS path from NLOS measurements, we utilize only TOA measurements and the
floor plan information which is easily acquired. Considering the NLOS effects
which have not been resolved, we first develop a geometric TOA model for NLOS
environments. Then, we establish equivalent anchors and derive the paths estima-
tion algorithm to estimate the position of the tag. Finally, the simulation results
confirm the effectiveness of our algorithm.

2 Proposed Localization Algorithm

A typical TOA-based localization algorithm for LOS conditions consists of two
kinds of parameters: one is distance parameters which contain the measured dis-
tances between every anchor and the position-unknown tag; the other is position
parameters which include the positions of anchors. In the following analysis, we
will take the Least Square (LS) algorithm as an example of localization algorithm
for LOS conditions.

To measure the time-of-arrival between an anchor (transmitter) and a tag (re-
ceiver), we usually detect the peak of the received signal arriving on the first
detectable path, and the time delayτ of the peak is the measurement of the TOA [7–
9]. The estimated distance between the transmitter and the receiver is d ̂= τ × c, in
which c is the speed of radio wave propagation.

2.1 Geometric TOA Model for NLOS and Establishment
of Equivalent Anchors

In order to estimate the distance between anchor and tag, we measure the length of
the first detectable path l ̂i, which can be expressed as

l ̂i = lFPi + bm + e ð1Þ

where lFPi represents the length of the first detectable path and i is the anchor
number, i = 1, 2, …, M.

Consider a tag with unknown position at Xt = [xt, yt]
T, receiving signal from an

anchor at a known position, namely, Xi = [xi, yi]
T, where T denotes the transpose

operator, and i is the anchor number. The TOA measurement between the anchor
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and the tag is l ̂i. The equivalent anchor is set up at Xki
i = ½xkii , ykii �T , where ki is the

equivalent anchor number of the ith real anchor, and the length of the estimated
equivalent path is l

p̂
vi, where p is the path type, and p = 1, 2, 3 represents direct path,

reflection path and diffraction path respectively.
In indoor environments with obstacles including people, there are mainly four

kinds of signal paths: direct paths, reflection paths, diffraction paths, and penetra-
tion paths.

2.1.1 Direct Paths

Assuming that the signal propagates from the anchor Xi to the tag Xt through a
direct path, lFPi in (4) can be expressed as

lFPi = Xi −Xtk k2 ð2Þ

where|| ⋅ ||2 represents the 2-norm.
For the consistency of the whole model, we set an equivalent anchor Xi

1 at the

real anchor position Xi, and the length of the estimated equivalent path l
1̂
vi is equal to

the measured path length l ̂i

l
1̂
vi = l ̂i ð3Þ

2.1.2 Penetration Paths

When signal propagates through obstacles, it slows down and gets dispersed. But
these effects can be neglected in comparison with other NLOS errors. The only
effect of penetration we consider in our work is attenuating the signal strength
which may affect the measurement of the first detectable path.

Indoor environments are often populated with people. The experiment results in
[12] revealed that no additional ranging error occurs due to the presence of the
human body in TOA measurements with the proper choice of the detection
threshold. The results also showed that the power of the direct path is strongly
attenuated by the presence of the human body. Therefore, we treated human body
effects equivalently as penetration effects.

2.1.3 Reflection Paths

In our work, we assume that all reflections are specular reflections. Assuming that
the signal propagates from the anchor Xi, to the tag Xt through a reflection path and
the path length we measured is l ̂i. As depicted in Fig. 1a, we represent the reflector
AjBj as a line
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y=mjx+ c mj ≠∞
x= cj mj =∞

�
ð4Þ

where j represents the number of obstacles.
The equivalent anchor Xki

i and the real anchor Xi are a pair of symmetry points of
line AjBj, so the position of the equivalent anchor can be expressed as

Xki
i
=

mjxi
yi ̸mj − 2cj

� �
mj ≠∞

2cj − xi
yi

� �
mj =∞

8>><
>>:

ð5Þ

It looks like that the signal transmits from the equivalent anchor Xki
i to the tag Xt

through a direct path. Therefore, lFPi in (4) can be given as

lFPi = Xki
i −Xt

�� ��
2 ð6Þ

The equivalent path length can be estimated as

l
2̂
vi = l ̂i ð7Þ

2.1.4 Diffraction Paths

Assuming that the signal propagates from the anchor Xi, to the tag Xt through a
diffraction path and the path length we measured is l ̂i. As depicted in Fig. 1b, the

(a) Reflection                            (b) Diffraction

Fig. 1 TOA model of reflection and diffraction
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diffraction happens at point Aj and its position is considered as a known vector. So,
lFPi in (4) can be given as

lFPi = Xki
i −Xt

�� ��
2 + Xki

i −Xi
�� ��

2 ð8Þ

We can get Xki
i −Xi

�� ��
2 in (11) from the floor plan information.

We establish the equivalent anchor Xki
i at point Aj, so that it looks like the signal

transmits from the equivalent anchor Xki
i to the tag Xt through a direct path and the

equivalent path length can be estimated as

l
3̂
vi = l ̂i − Xki

i −Xi
�� ��

2 ð9Þ

In this work, we assume that the NLOS multipath signals undergo one-bound
scattering (reflection or diffraction), because multi-bound scattering can be ignored
as they suffer from severe fading and may be too weak to be observed [5].

In NLOS indoor environment, the floor plan can be easily obtained. Then we can
develop several equivalent anchors for a real anchor based on the above analysis.

2.2 Paths Estimation Algorithm

For one anchor, there may be several equivalent anchors according to the amount of
possible signal paths. But when we acquire a TOA measurement from one anchor,
only one of the possible paths is the first detectable path. If we can estimate it, the
corresponding equivalent anchors can be selected. In order to estimate all of the first
detectable paths for all the real anchors, we need to utilize path estimation algo-
rithm. The sequential process of the algorithm is depicted below:

(1) Build a group of equivalent anchors for every real anchor according to the floor
plan of the NLOS environment.

We represent obstacles (reflectors) as lines AjBj, j = 1, 2, …, J, where J is the
amount of obstacles. The diffraction points are the end points of obstacles Aj, Bj, at
the positions XAj, XBj, if they are not the intersection points of lines, the amount of
which is N.

Xki
i =

Xi if ki is a direct path
XAj orXBj if ki is a diffraction path

mjxi
yi ̸mj − 2cj

� �
ðmj ≠∞Þ if ki is a reflection path

2cj − xi
yi

� �
ðmj =∞Þ

8>>>>>><
>>>>>>:

ð10Þ

ki = 1 + J − N
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(2) Select one from every group of equivalent anchors Xk1
1 ∼XkM

M as the position
parameters and use TOA measurements l1̂ ∼ lM̂ as the distance parameters.
Then, utilize LS algorithm to estimate a tag position X̂t

X̂t = ðATAÞ− 1ATb ð11Þ

where

A=2
xk11 − xk22 yk11 − yk22

⋮ ⋮
xk11 − xkMM yk11 − ykMM

2
4

3
5

b=
ðxk11 Þ2 − ðxk22 Þ2 + ðyk11 Þ2 − ðyk22 Þ2 + ðlp̂v1Þ2 − ðlp̂v2Þ2

⋮
ðxk11 Þ2 − ðxkMM Þ2 + ðyk11 Þ2 − ðykMM Þ2 + ðlp̂v1Þ2 − ðlp̂vMÞ2

2
4

3
5

(3) Decide if the estimated position is the possible tag position by the following
rules:

Xka
a −Xkb

b

�� ��
2 < l

p̂
va + l

p̂
vb + q1 ∀a, b∈ ½1,M� a≠ b; if p=1 ð12Þ

∠AjXki
i X̂t < ∠AjXki

i Bj + q2 ∪ ∠BjXki
i X̂t < ∠AjXki

i Bj + q2
∪ Xki

i −P
�� ��

2 < l
p̂
vi + q3 if p=2

ð13Þ

∠AjXiX̂t < ∠AjXiBj + q4 ∪ ∠BjXiX̂t < ∠AjXiBj + q4
∪ Xki

i −Xi
�� ��

2 < l
p̂
vi + q5 if p=3

ð14Þ

First, as inequality (12) suggests, due to the existence of bm and e, l ̂i are mostly
larger than lFPi. Therefore all the localization circles should not be far away from
one another.

Second, as inequality (13) shows, if the reflection equivalent anchor is selected
(i.e. p = 2) as depicted in Fig. 1a, the possible tag position X̂t must be inside the
LOS boundaries Xi

2Aj′ and Xi
2Bj′. Besides, X̂t and Xki

i should on the different side of
the line AjBj. Point P in (13) is the intersection point of the line AjBj and the
equivalent path. Though diffraction wave is distributed in all directions, direct path
signal will play a main role when LOS path exists. So, as inequality (14) shows, if
the diffraction equivalent anchor is selected (i.e. p = 3) as depicted in Fig. 1b, the
possible tag position X̂t must be also inside the LOS boundaries XiAj′ and XiBj′.
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Besides, X̂t and Xi should on the different side of the line AjBj. We also leave some
room for every inequality (represented by q1∼q5) because the estimated tag position
has error.

Finally, the possible tag position must be inside the boundaries of the whole
indoor environment.

(4) Repeat steps (2)–(3) until all the equivalent anchors have been considered. If
the TOA measurements are accurate, there should be only one possible tag
position totally, and all the first detectable paths can be estimated exactly. But
the TOA errors do exist, so there may be several possible tag positions left after
the above filtering steps and the geometric center of them is considered as the
final estimation result of the tag position.

2.3 Simulation

To evaluate the performance of the proposed method, simulations have been
conducted. As shown in Fig. 2, we consider that the simulation environment is a
rectangular room with a size of 6 m × 5 m. AB, BC, CD and DA are the 4 walls of
the room. There is an obstacle in the room represented as line EF. The 4 anchors are
deployed at point A, B, C, and D respectively, and 30 test points are set up at
intervals of 1 m as tags positions. For every tag, we presuppose 4 paths as first
detectable paths between every anchor and the tag. Under the above environment,
there are at least 2 of the presupposed 4 paths in LOS conditions. In order to show
the validity of our method, we add one or two people for every test so that at least 3
presupposed paths are NLOS paths. Take test point 9 for example, as depicted in
Fig. 2, we presuppose that signal of the first detectable path propagates from anchor
A to the tag directly; though the LOS path exists between anchor B and the tag, the
signal of the first detectable path which propagates from anchor B to the tag
experiences a reflection off the obstacle EF because a human is preset on the LOS

Fig. 2 Simulation
environment
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path and weakens the direct path energy; the signal of the first detectable path which
propagates from anchor C to the tag experiences a penetration in the obstacle EF
and a reflection off the wall AB; the signal of the first detectable path which
propagates from anchor D to the tag experiences a diffraction at the point F. So,
there are 3 NLOS paths and 1 direct path when the tag is set on the test point 9.

Figure 3 shows the surfaces representing the root mean square errors (RMSE) of
the 30 test points, which are obtained by running simulations of our algorithm and
conventional LS algorithm respectively at every test point for bm = 0.5, σ = 0.3.
We can see that the RMSE of our method are below 0.6 m, which has a better
performance than the conventional method. The basic localization algorithm of the
two methods is the same LS algorithm. But when we derive the equivalent anchors,
NLOS problem can be converted into LOS problem, and the LS algorithm can be
applied in NLOS conditions with high accuracy.

3 Conclusion

In this paper, we have proposed a geometric approach for converting the NLOS
problem into LOS problem in two-dimensional scenes, so that the conventional
localization algorithm for LOS conditions can be applied to NLOS conditions with
high accuracy. We utilized only TOA measurements and the floor plan of the indoor
environment. We established TOA model and equivalent anchors considering
reflection, diffraction, penetration and human body effect in NLOS environments.
The paths estimation algorithm has been derived to search the actual signal prop-
agation paths. Simulation results confirmed the robustness of our method in terms
of RMSE.

Acknowledgements This work is supported by the National Natural Science Foundation of
China under Grant 61601494, 61501493.

(a) RMSE of proposed method (b) RMSE of conventional LS method 

Fig. 3 Comparison of 30 test points RMSE of proposed method and conventional LS method for
bm = 0.5, σ = 0.3
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Complex Networks Analysis Based on IP
Data of Mobile Communication System

Bilun Wu, Zhuo Sun, Qingyi Quan and Ruixue Zhang

Abstract In order to analyze the IP label data from mobile communication gateway,

this paper creates the network based on IP label data. By using the degree analysis

method, the paper analyses the data and gets IP network degree distribution condi-

tion, fits deviation analysis and extracts the import node to obtain the size of the IP

network and the network boundary. Then, the Eigenvector centrality analysis method

is used to calculate the core of interconnected nodes. The IP label data network is

partitioned and three pure data set is achieved according to the important nodes in

combination with label propagation algorithm. Each divided data set can be used for

further data analysis, including analyzing the user behaviour through a purer user

behaviour data extracted from the complex network data and stripping the invalid

data from the data set.

1 Introduction

In mobile communication network, mobile communication gateway is in charge of

providing routing in the packet data service of mobile communication network [1].

The correlation analysis of IP label data is the basis of the research on equipment of

mobile communication network and objects of public Internet. With some or all of

the properties of self-organization, self-similar, attractor, small world in scale-free

network known as complex networks [2].

B. Wu (✉) ⋅ Z. Sun (✉) ⋅ Q. Quan (✉) ⋅ R. Zhang (✉)

Key Laboratory of Universal Wireless Communications,

Beijing University of Posts and Telecommunications, Beijing, China

e-mail: eternity@bupt.edu.cn

Z. Sun

e-mail: zhuosun@bupt.edu.cn

Q. Quan

e-mail: qyquan@bupt.edu.cn

R. Zhang

e-mail: zhangruixue@bupt.edu.cn

© Springer Nature Singapore Pte Ltd. 2018

Q. Liang et al. (eds.), Communications, Signal Processing, and Systems,
Lecture Notes in Electrical Engineering 423,

https://doi.org/10.1007/978-981-10-3229-5_53

505



506 B. Wu et al.

In this paper, the second chapter models the IP data of the mobile communication

network. The third chapter analyzes the complex networks nature of mobile commu-

nication network IP data, and studies the network topology in detail. This paper ana-

lyzes the topology in aspect of the degree distribution, average path length, diameter

and eigenvector centrality of mobile communication network. The fourth chapter of

this paper filters out the irrelevant data according to the internal relationships of net-

work data, and uses the label propagation algorithm to realize the division of the

network. The paper gives a summary in the fifth chapter. The method provided by

this paper can be used for separation of IP label data of mobile communication net-

work gateway.

2 The Data Pre-processing and Network Building

The mobile communication network IP label data is collected from operators mobile

communication network gateway and storage in IP packet form. This paper chooses

to use analysis method of complex network to build and analyse the IP network and

intercepts the data of three groups of different sizes in accordance with the origi-

nal data acquisition time. To study the IP label data, the paper build a data network

first. This paper uses the concept of graph theory to define the elements in the com-

plex network. And then the paper uses IP label data and communication condition

between the data to structure the complex network, model the IP data and use IP

address as the network nodes. Two nodes have a common edge if and only if there

is data communication between them.

3 Analysis of Network Topology

3.1 Degree Analysis

The degree of a node is defined as the number of edges connected to that node [3].

The degree distribution in a completely random network is often approximated by the

Poisson distribution, and the actual network has another description of the power law

distribution. In this paper, the data set is fitted by the two forms namely power law

distribution and Poisson distribution. The fitting formula of power law distribution

is (1), and the fitting formula of Poisson distribution is (2).

P(k) = akb (1)

P(k) = aebk (2)

The paper analyses the degree and fits the data of the three data sets of the mobile

communication network which includes 5000 sides, 50000 sides and 500000 sides

network.Tables 1 and 2 are the results of the power law distribution and the expo-

nential distribution.



Complex Networks Analysis Based on IP Data of Mobile Communication System 507

Table 1 Power law function fitting effect

Set Number of

connections

Number of

nodes

Standard

error

The sum of

squared residuals

P(k) = aebk

a b

1 5,000 2232 0.0005708 1 6.487 −3.071

2 50,000 15996 0.0001766 1 82460 −4.863

3 500,000 60688 0.00005827 1 3.13 * 1011 −5.912

Table 2 The exponential function fitting effect

Set Number of

connections

Number of

nodes

Standard

error

Adjusted sum of

squared residuals

P(k) = aebk

a b

1 5k 2232 0.001978 0.9989 6.825 −1.08

2 50k 15996 0.0002071 1 16.22 −0.272

3 500k 60688 0.000062 1 27.14 −0.038

From Table 1, power law function fitting effect can be seen on three groups of

different size of network, the data of standard errors of the power law function fitting

is respectively 0.0005708, 0.0001766 0.00005827 and it decreases along with the

increase of the amount of data; adjusted sum of squares of deviations were 0.9999

and 1, it increases along with the increase of data and after retained four decimal

places it can be thought that the value is approximately to 1.

From Table 2 exponential function fitting effect, the result of exponential func-

tion fitting to the three set of network data are 0.001978, 0.000207160688; result of

adjusted sum of squares of deviations are 0.9989 and 1 respectively.

Combining the results of two table, the degree distribution of mobile commu-

nication network is closer to the power law distribution, and the distribution form

of the power law distribution network satisfies in the probability distribution of the

scale-free condition. Figure 1 is the fitting function of the 500,000 edges.

From connection degree distribution of the double log distribution figure of Fig. 1,

we can see that there is a small number of node degree more than 400 points, which

have more number than the distribution curve of fitting function. There are a few

relatively high degree nodes called the network’s “hubs” in the complex network [4].

This paper adds the “hub” tag to the node with more than 400 degrees to facilitate

the analysis below. Table 3 are the nodes with more than 1500 degrees.

From Table 3, except some network hubs, network contains a special point con-

nected with most of the other point, namely IP x.x.0.200 which is connect nearly

half of the node refer to 34830 nodes, this point in IP data network has special sig-

nificance. The point on the connected with x.x.0.200 is counted and analyzed in this

paper. By information inquiry the paper found x.x.0.200 corresponds to the node for

the WAP proxy server of operators so it can be identified x.x.0.200 communication

IP nodes represent mobile devices of mobile communication network.
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Fig. 1 500,000 connections degree distribution (blue line) and the fitting curve (red line)

Table 3 IP nodes with more

than 2000 degrees of 500,000

connection data

Serial number IP of nodes Degree

60683 x.x.220.150 2360

60684 x.x.223.27 2700

60685 x.x.66.12 5212

60686 x.x.66.14 5606

60687 x.x.66.10 5940

60688 x.x.0.200 34830

3.2 The Statistical Property of Network

In network data, the average of degree ki of all the nodes vi in the network is called

the average degree [5], remember to < k >, namely:

< k >= 1
N

N∑

i=1
ki (3)

The maximum value of the distance between any two nodes of the network calls

diameter for the network [6], remember to D, namely:

D = max
1≤i≤j≤N

dij (4)

Average path length L of network is defined as the average distance between any two

nodes [7], namely:
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Table 4 Network statistical properties

Set number Number of

connections

Number of

nodes

The average

degree

The average

path length

The network

diameter

1 5,000 2232 1.516 2.64423 12

2 50,000 15996 2.174 2.63940 15

3 500,000 60688 3.516 5.83743 22

L = 1
C2
N

∑

1≤i≤j≤N
dij (5)

This section calculates statistical properties of three groups network data with dif-

ferent number of connections and gets the results in Table 4.

The data in Table 4 represent the mobile communication network IP data average

degree, average path length and diameter of the three data set with 5000, 50000 and

500000 connections. The average degrees are respectively 0.758, 0.758 and 1.087.

Because of three groups of data is selected in accordance with the time, the first group

of data is the first
1
10

data of the second set, the second group of data is the first
1
10

data

of the third set. It can be seen that with the increase of time, the relevance between

the different nodes is increase, so as to traffic between nodes. With data recording

time increase 100 times, the average degree only increase 3 times, indicating that as

the change of amount of data, connection types keeps stable. Average path length

are respectively 2.64423, 2.63940 and 5.83743. Average path length is not as big as

the scale of node number, and it reach 5.83 when the number of connections reach

500,000.

The network diameter of three set of network data are 12, 15, 22, respectively. It

can be seen that the diameter increases with the increase of the number of the nodes.

The mobile communications network contains both the LAN IP and public IP, so the

physical gateway of mobile communication network draws the edge for the Intranet

and we can use the network diameter data to determine the network boundaries of

the real mobile communication network.

3.3 Eigenvector Centrality Analysis

Eigenvector centrality is an important parameter of node importance measure, it will

give a relative score to each node according to the importance of the connection the

node it connected to, the node connects to the high score node has more score than

the node connection to the low score node [4]. For node vi, make its centrality score

xi be proportional to the sum total of all nodes score connect to his centrality, then

xi =
1
𝜆

N∑

j=1
aijxj (6)
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(a) Autocorrelation matrix (b) Cyclic autocorrelation

Fig. 2 Eigenvector centrality normalized histogram

This paper calculates characteristics vector centricity of IP data of the 50,000 con-

nections set and obtains that the node X.X.0.200 which has the maximum centricity

value that has the normalized centricity score 1, this result gets the same conclusion

with the degree analysis. Figure 2 is the distribution of eigenvector centrality value.

It can be seen from the Fig. 2 that exception the IP node X.X.0.200 whose nor-

malized eigenvector set to 1, namely the WAP node, all distribution is in the scope of

0–0.1. This article cuts out the effect WAP involved in the connection and rebuilds

the model, recalculates the eigenvector centrality values. Figure 3 shows the new

centricity distribution. It can be seen from the Fig. 3, the most value of the normal-

ized eigenvector centre distributes in 0–0.1 range. Through comparing the IP value

of the network node, it can be found that these data give priorities to LAN IP begin

with 10 as well as the public IP of each provinces and cities. A few of nodes have

score within the scope of 0.1–0.3, these IP data are given priority to the public IP

Fig. 3 Label propagation

algorithm network diagram
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of operators; A handful of IP have score over 0.24. It can be seen from the data that

three IP nodes of operators have the largest eigenvector normalized values, means

that the three nodes in the current network have an important position and they are

likely to the key nodes of the network. The paper adds special mark to such data to

convenient for later data analysis.

4 The Network Structure Analysis

4.1 The Application of Label Propagation in the Network
Structure Decomposition

Label propagation algorithm is a kind of a semi-supervised learning algorithm which

uses the tag node information to predict tag-less nodes [8]. This paper improves

the label propagation algorithm according to the label of nodes isolated from the

third chapter to separate the mobile communication network gateway IP label data,

algorithm of this paper is as follows:

1. Mark (id1, label1)… (idi, labeli) as the labelled data, let id1, id2..., idi ∈ 𝛺0 , 𝛺0
is the tag node set. Label = {label1, label2,… , labeli} is category labels. The cat-

egory is the key nodes of the paper above indicates. Keep (idi+1, labelt)… (idi+j,
labelt) for not labelled data, make idi+1, idi+2 … , idi+j ∈ 𝛺1, 𝛺1 is not tag node

set and labelt un-labelled tags.

2. For the edge set 𝛺2 of the network, (idi, idj) ∈ 𝛺2 (0 < i ≤ N,0 < j ≤ N), when

one side of the two nodes ida and idb belong to the collection 𝛺0 at the same

time, the algorithm change the label of ida and idb to the same value which is the

minimum one of the two nodes and then remove the element from 𝛺2.

3. For the edge set 𝛺2 of the network, (idi, idj) ∈ 𝛺2 (0 < i ≤ N,0 < j ≤ N), when

one side of the two nodes ida and idb respectively belong to the collection 𝛺0 and

𝛺1, change the labelt of the idb to the idas tag from the set Label and remove the

element from set 𝛺2. The algorithm uses iteration method to spread the Label to

labelt.
4. Repeat step 2, 3

5. The set of two nodes ida and idb belong to the collection 𝛺2, does not exist ida
and idb respectively belong to the collection 𝛺0 at the same time. Then, change

the labelt of nodes belong to set 𝛺1 to new labels with different value in random

which are larger than the value of set Label.
6. For the edge set 𝛺2 of the network, (idi, idj) ∈ 𝛺2 (0 < i ≤ N,0 < j ≤ N), change

the label of ida and idb to the same value which is the minimum one of the two

nodes and then remove the element from 𝛺2.
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4.2 The Statistical Property of Network

This paper uses the mark results of the Chap. 3 to process the network data based on

previous mark label propagation algorithm, each node has its own label. This article

uses Hadoop to process and sort the label data and removes the discrete points (the

point does not communication with other nodes) from the set. Then the paper visual-

izes the formatted result after visualization processing by using the GEPHI complex

network visualization software. The paper uses Fruchterman Reingold layout algo-

rithm [9] and [10] ForceAtlas2 layout algorithm for visual processing, Fig. 4 is the

result.

It can be seen from the Fig. 3, the network nodes start from X.X.0.200 constitute

an independent network (marked by green dot, as a group 1) and the network nodes

start from X.X.66.12, X.X.66.14 and X.X.66.10 with special labels constitute an

independent network (marked by the blue nodes, as the group 2) independently. In

addition, in the data network also includes another kind of independent network with

different data types (marked by the red node, as the group 3).

This article compares and analyzes the IP protocol type data of three groups of

different labels. The three sets of network distinguished by the method of this paper

can be analyzed by different groups for further research. Group 1 is simple IP net-

work, contains most of the network nodes, and the data from which can reveal the

regional access tendency of the IP equipment which can be used to excavate the con-

tent of the packets and analyses the user behaviour combined with depth of mining

algorithm. Group 2 centres on operators IP and involves with other IP data from

different provinces which can be used to analyses the network information and data

communication structure of the real network. Group 3 is similar with group 2, but

the core node of the operator is the IP data without province label. The actual net-

work topology and the working mode can be explored by comparing the data of two

different network.

5 Conclusions

This paper models the mobile communication network IP data, analyzes the com-

plex networks nature of the mobile communication network and studies the net-

work topology in detail. Article analyses mobile communication network topology

from the degree distribution, average path length, diameter and eigenvector centrality

point of view. Finally, the paper filters out the irrelevant data and realizes the divi-

sion of the network according to the internal association of network data by using

the label propagation algorithm. Then the paper comes to the following conclusions:

1. Mobile network node degree distribution follows power law distribution; the

number of nodes with degree of more than 400 is less but slightly higher than

the fitted curve, a small amount of nodes has characteristic of network hub.

2. IP data network has small average path length and diameter network.

http://dx.doi.org/10.1007/978-981-10-3229-5_3
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3. IP data network has a few key nodes which are of great importance in the data

analysis, the nodes can be achieved through the eigenvector centrality analysis.

4. The three un-associated networks divided by this paper have a different protocol

type, IP encapsulation mode, and home ownership.

Results of this paper are important to parse mobile communication gateway IP

label data. And, the method provided by this paper can be used for separation of

mobile communication network gateway IP label data to acquire data sets with dif-

ferent protocol type and encapsulation mode. Each data set can be used for more

in-depth analysis of data, such as the analysis of user behaviour through purer data.
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Indoor WLAN Collaborative Localization
Algorithm Based on Geometric Figure
Overlap

Xiaolong Geng, Mu Zhou, Yacong Wei and Yunxia Tang

Abstract Most indoor localization methods only focus on the relationship between

the user locations and environmental layout, while ignoring the relations among dif-

ferent user locations. Thus, we come up with an idea of collaboration to reduce the

impact of noise on localization performance. First of all, according to mutual infor-

mation between the target user and collaborative ones, we construct the geometric

figure for different user locations. Second, the candidate marker reference points with

maximum overlap are selected for solving a specific localization problem. Finally,

the extensive experiments conducted in both the indoor straight corridor and lab

demonstrate the effectiveness of the proposed approach with the average localiza-

tion error within 2 m.

Keywords WLAN ⋅ Location fingerprint ⋅ Geometric figure ⋅ Collaborative

localization

1 Introduction

IEEE 802.11b/g wireless network has been widely deployed in major public places,

such as schools, office buildings, airports, train stations, and large shopping malls.

The majority of mobile phones, laptops, tablets, and many other mobile terminals

are equipped with Wi-Fi module, which accelerates the development of indoor local-

ization and navigation based on Wireless Local Area Networks (WLAN) technology
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[1]. In the year 2000, the Microsoft Research Institute proposed the famous Radar

indoor localization system by using the WLAN location fingerprinting technique

[2]. After that, the University of Maryland proposed the Horus indoor localization

system based on probability matching [3] and University of California at Los Ange-

les proposed the Nibble indoor localization system based on Signal-to-Noise Ratio

(SNR) matching [4].

The indoor localization methods using the sensors are based on the smart termi-

nals with motion sensors, such as accelerometer, gyroscope, and magnetometer. The

pedestrian dead reckoning (PDR) method is generally used for detecting the num-

ber of walking steps, heading direction, and step length, and consequently estimate

the locations of the target [5]. However, the PDR is always suffered with significant

accumulative error in long time duration, which leads to the high localization error.

In this paper, to further improve the indoor localization accuracy, we propose a

new method by constructing the geometric figure for different user locations based

on their angles and distances. Afterward, the candidate marker reference points are

selected by figure overlapping to accomplish the estimation of the target locations.

The rest of this paper is organized as follows. In Sect. 2, we give some related work

on collaborative localization. Section 3 describes the proposed method in detail. The

experimental results are presented in Sect. 4. Finally, Sect. 5 concludes the paper and

provides an outlook of future work. Different from the works mentioned before, we

first select the collaborative nodes which are associated with the target one. Second,

different geometric figures are constructed based on the variation of the received

signal strength and angle of the collaborative nodes. Finally, we rely on the figure

overlap to correct the location estimation for the target node.

2 Related Work

The collaborative localization technique combines the collaboration and localiza-

tion methods for the sake of achieving the higher localization accuracy. At present,

in wireless sensor network, the mutual communication between the collaborative

and anchor nodes enhances the localization performance to some extent. In cellular

network, the mobile terminals always share their coordinates with each other for the

collaboration to improve the localization accuracy. In [6], the authors proposed a

new algorithm for indoor collaborative localization in wireless network by dividing

the coverage area into grids with different weights to achieve the optimal collabo-

rative combination. Based on the time of arrival and angle of arrival of the signal

measured by the base station, the locations of the target can be estimated with the

help of the collaborative information from the other terminals [7]. Duke University

[8] proposed the iSee system to spot the virtual events in the real world. The user

only needs to swipe on the touchscreen of the smartphone in the direction of the

virtual event for the collaborative localization.

Different from the works mentioned before, we first select the collaborative nodes

which are associated with the target one. Second, different geometric figures are
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constructed based on the variation of the received signal strength and angle of the

collaborative nodes. Finally, we rely on the figure overlap to correct the location

estimation for the target node.

3 System Overview

3.1 Algorithm Description

As shown in Fig. 1, the proposed algorithm consists of two phases, namely offline

phase and online phase. In offline phase, the coordinates of the i-th Reference

Point (RP) (xi, yi) and the corresponding Received Signal Strength (RSS) vector

(rssi1, rssi2,… , rssin) forms a location fingerprint (xi, yi, rssi1, rssi2,… , rssin), where

n is the number of APs. Then, the location fingerprint database is constructed by

traversing all the RPs.

The online phase is divided into the rough and precision localization steps. In

rough localization step, the K-nearest neighbor (KNN) algorithm is used to estimate

the initial locations of the target node and collaborative ones, as well as select collab-

orative nodes. In precision localization step, the direction of the collaborative nodes

with respect to the target one is obtained by the magnetometer. Then, based on the

Offline phase

Online phase

The corresponding RSS 
vector

The coordinates of 
the i-th RP

KNN algorithm
(rough localization)

Calculate variation of 
RSS and relative angle 

Location estimation 
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collaborative nodes

Construction of the 
geometric figures

Online RSS 

Correct

The initial locations 
estimation of the 

target node

Candidate marker RPs

The accurate location 
estimation of the target  node

(precision localization)

The location fingerprint database
x y

x1 y1

x2 y2

x3 y3

AP1 AP2 AP3

rss1 rss2 rss3

RPs with 
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( , )i ix y
1 2=( , ,..., )i i i inS rss rss rss

Fig. 1 Algorithm process



518 X. Geng et al.

variation of the received signal strength and angle of the collaborative nodes, we

rely on construction of the geometric figures to correct the initial location estima-

tion according to the candidate marker reference points with the maximum overlap,

and consequently obtain the accurate location estimation of the target node (xu, yu).

3.2 Geometric Figure Construction

The key factors affecting the localization accuracy for the target node are the errors of

localization and angle of the collaborative ones. Based on this, we set the variance

thresholds for the RSS 𝜎l
2

and angle 𝜎a
2
. In view of each collaborative node, we

focus on three cases for the geometric figure construction as follows.

∙ In the case that the variation of the received signal strength and angle of the collab-

orative nodes is smaller than 𝜎l
2

and greater than 𝜎a
2

respectively, we only focus

on the error of angle. Figure 2a shows that the geometric figure is simplified into

a triangle model.

∙ In the case that the variation of the received signal strength and angle of the collab-

orative nodes is greater than 𝜎l
2

and smaller than 𝜎a
2

respectively, we only focus

on the error of localization. Figure 2b shows that the geometric figure is simplified

into a rectangle model.

∙ In the case that the variation of the received signal strength and angle of the col-

laborative nodes is greater than 𝜎l
2

and 𝜎a
2

respectively, we focus on the errors

of both the localization and angle. Figure 2c shows that the geometric figure is

simplified into a trapezium model.

Since the triangle and rectangle models can be recognized as the special cases of

trapezium model, we only focus on the trapezium model in the results that follow. In

Fig. 2c, 𝜃 is the angle of the collaborative node with respect to the target one, r and

𝛼 are the errors of localization and angle of the collaborative node with respect to

1l 2l

3l

dm

1l

2l

3l

r

4l

r
dm

1l r

dm

2l

dm 3l

( , )a a al x y

( , )b b bl x y

b4l

Target Node u
Collaborative Node i

(a) Triangle model (b) Rectangle model (c) Trapezium model

Fig. 2 Geometric figures under different cases
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the target one, and dm is the estimated distance between the collaborative and target

ones, such that

dmi =
√

(xi − xu′)2 + (yi − yu′)2 i = 1,… v (1)

In the trapezium model, by assuming that the coordinates of the four vertices are

l1(x1, y1), l2(x2, y2), l3(x3, y3) and l4(x4, y4), and the center point of the upper and

lower lines are la(xa, ya) and lb(xb, yb) respectively, we have

⎧
⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

b = r + (dm + 2r) × tan(𝜃)
xb = x + r × cos(𝜋 + 𝜃) yb = y + r × sin(𝜋 + 𝜃)
xa = x + (r + dm) × cos 𝜃 ya = y + (r + dm) × sin 𝜃
x1 = xb + r × cos(𝜃 + 𝜋

2
) y1 = yb + r × sin(𝜃 + 𝜋

2
)

x2 = xb + r × cos(𝜃 + 3𝜋
2
) y2 = yb + r × sin(𝜃 + 3𝜋

2
)

x3 = xa + b × cos(𝜃 + 3𝜋
2
) y3 = ya + b × sin(𝜃 + 3𝜋

2
)

x4 = xa + b × cos(𝜃 + 𝜋

2
) y4 = ya + b × sin(𝜃 + 𝜋

2
)

(2)

4 Experimental Results

4.1 Environmental Layout

As shown in Fig. 3, the experimental environment is selected on the fifth floor in a

building with the dimensions of 57m × 25m. There are 9 D-Link2310 APs fixed in

target environment which includes a straight corridor and a lab. The 34 RPs (with

black points) are uniformly distributed and there are 200 RSS measurements col-

lected at each of them. The 100 RSS measurements are collected at each of the ran-

domly selected 17 collaborative and 19 target nodes for the testing.

4.2 Parameters Discussion

The three main parameters involved in the proposed algorithm are localization errors

of the collaborative nodes r, heading angle errors of the collaborative nodes with

respect to the target one 𝛼, and number of collaborative nodes v.

∙ From Fig. 4, since localization errors of the most collaborative nodes are within

4 m, we set r equal to 4 m in the results that follow.

∙ From Fig. 5, since heading angle errors of the most collaborative nodes with

respect to the target one are within 10 degree, we set 𝛼 equal to 10 degree in

the results that follow.
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Fig. 4 Localization errors
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∙ From Table 1, a small amount of collaborative nodes generate large overlapping

area that contains a lot of RPs with maximum overlap recorded as candidate

marker reference points, which makes the localization accuracy decreased owing

to bringing some little value RPs. However, a large amount of collaborative nodes

will generate small overlapping area that contains a few of RPs with maximum
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Table 1 The number of candidate marker RPs under different number of collaborative nodes

IDs of TNs 2 CNs 3 CNs 4 CNs 5 CNs

1 4 4 4 4

3 9 7 7 6

5 8 6 6 2

7 5 5 4 1

9 6 6 3 0

11 8 7 6 2

13 5 5 5 4

15 7 6 5 1

17 5 4 3 3

overlap, which may lead to 0 candidate marker reference point, affecting the

localization correction of target nodes, thus we set v equal to 3 or 4 in the results

that follow.

where TNs and CNs are the abbreviation of target nodes and collaborative nodes,

respectively.

4.3 Localization Performance

In the straight corridor, we compare the cumulative distribution functions (CDFs)

of errors and average localization errors achieved by the proposed geometric figure

overlap, single figure overlap, and traditional KNN algorithms in Figs. 6 and 7

respectively. From these figures, we can find that the proposed algorithm is supe-

Fig. 6 CDFs of errors in

straight corridor
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Fig. 7 Average localization

errors in straight corridor
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Fig. 8 CDFs of errors in

straight corridor
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rior to both the single figure overlap and traditional KNN algorithms in localization

accuracy. For example, compared with the traditional KNN algorithm, the probabil-

ities of errors within 2 m, 2.5 m, and 3 m by the proposed algorithm are 83%, 91%,

and 96% respectively, which are about 13, 20, and 19% higher than the ones by the

traditional KNN algorithm.

In the lab, we similarly compare the CDFs of errors and average localization errors

achieved by the proposed geometric figure overlap, single figure overlap, and tradi-

tional KNN algorithms in Figs. 8 and 9 respectively. We can find geometric figure

overlap algorithm is also superior to single figure overlap algorithm. Compared with

traditional KNN algorithm, the probabilities of errors within 2.5 m, 3 m, and 3.5 m

by the proposed algorithm are 76%, 87%, and 95% respectively, which are about 12,

17, and 18% higher than the ones by the traditional KNN algorithm.
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Fig. 9 Average localization

errors in straight corridor
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5 Conclusion

We propose a new indoor WLAN collaborative localization algorithm based on the

geometric figure overlap, as well as demonstrate the effectiveness of the construction

of geometric figure. By using the mutual information between the collaborative and

target nodes, the accuracy of location estimation for the target can be well improved

for both the indoor straight corridor and lab environments. In future, the selection of

the optimal parameters involved in the proposed algorithm for the further improve-

ment of localization accuracy in large-scale indoor environment forms an interesting

topic.
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Particle Swarm Optimized Indoor
Localization for Tracking of Moving
Target

Chunyue Li, Xiao Peng and Chenglin Zhao

Abstract Dynamic tracing is a continuous process to estimate and predict the
motion state of moving target using observable data. Probabilistic methods such as
Bayesian filtering, Monte Carlo box (MCB) and particle filtering (PF) make use of
historical data and state transition distribution as the posterior distribution function
of sampling particles. In this paper, particle swarm method is added to sampling
process to move particle to regions with higher posterior distribution. This opti-
mization significantly enhances positioning accuracy and shortens localization time
compared with conventional MCB and PF methods.

Keywords Monte Carlo box ⋅ Particle filtering ⋅ Particle swarm ⋅ Indoor
localization

1 Introduction

Confronted with the increasingly demand of smart phone applications for aware-
ness of users’ location [1, 2], localization capability in those devices is equipped to
provide location-based services which is called LBS. Global position system
(GPS) is a kind of outdoors location service. But non-line-of-sight as well as
attenuation and scattering of satellite signal make GPS not appropriate for indoor
localization. While indoor location services, such as WIFI localization, Bluetooth
localization and ZigBee, RFID, are frequently used in many scenarios. Meanwhile,
Internet of Things has been a hot topic since the beginning of this decade in China,
and the system cannot be constructed without indoor localization.
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Static position locates the target every second independently. If the target is
moving, previous positions are relevant to the present position, which provides
more information to the system. Probabilistic methods have been used in a lot of
applications to track the dynamic system’s state. Arnaud [3] presents prediction,
smoothing, and evaluation of the likelihood for Monte Carlo Sampling method in
dynamic models. Hu [4] first brings sequential Monte Carlo Localization
(MCL) method and exploits mobility to enhance the accuracy and precision of
localization. Baggio [5] builds a Monte Carlo box (MCB) based on MCL and
makes better use of information a sensor node gathers and drawing the necessary
location sample faster. Xu [6] comes up with wavelet transform prediction to
enhance the accuracy in wireless sensor network (WSN). Hu and Xu [4] propose a
multi-feature selection algorithm based on the support vector machine (SVM) to
track the target with the maximum confidence probability.

2 Monte Carlo Localization

A. Basic idea

Monte Carlo localization [4] can be concluded as two steps: prediction and filtering.
After initialization, which is to select a random set of samples L0 = fl00, l10, . . . ln− 1

0 g,
comes the iteration of prediction and filtering. In prediction period, a node forecasts
a new bunch of samples Lt based on the previous samples Lt− 1 and posterior
distribution; during filtering period, all impossible positions are eliminated while
possible ones are given normalized weights.

πðltjo0, o1, . . . otÞ= pðl0Þ ∏
t

k=1
pðlkjlk − 1Þ ð1Þ

ewi
t = ewi

t− 1pðotjlitÞ, ewi
t =

ewi

∑
n

k=1
ewk
t

ð2Þ

Equation (1) is the construction of posterior distribution, (2) is the update period
in which new samples use weighted set ðlit,wi

tÞ to simulate the posterior distribution.
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B. Monte Carlo box

MCB algorithm [5] introduce anchor box and sample box into prediction period.
Anchor box can be built while ðxj, yjÞ being the coordinates of the anchor j and
n being the total number of anchor heard, as for one-hop anchor:

xmin = max
n

j=1
ðxj − rÞ, xmax = min

n

j=1
ðxj + rÞ

ymin = max
n

j=1
ðyj − rÞ, ymax = min

n

j=1
ðyj + rÞ

ð3Þ

Replace r by 2r in the form (3) when using two-hop anchors. Sample box
Boxit = fðximin, x

i
maxÞ, ðyimin, y

i
maxÞg is built after the anchor box, where ðxit− 1, y

i
t− 1Þ is

the coordinates of the old sample lit− 1 and vmax is the maximum moving speed.

ximin =maxðxmin, xit− 1 − vmaxÞ, yimin =maxðymin, yit− 1 − vmaxÞ
ximax =minðxmax, xit− 1 + vmaxÞ, yimax =minðymax, yit− 1 + vmaxÞ ð4Þ

Prediction process is to construct the posterior distribution

Pðltjlit− 1Þ= 1, ximin ≤ xit ≤ ximax&yimin ≤ yit ≤ yimax
0, otherwise

�
ð5Þ

And then abandon the samples beyond the communication coverage of one-hop
and two-hop anchor box. Denoted by

PðotjlitÞ=
1, ∀s∈ S, dðlt, sÞ≤ r ∧∀s∈T , r< dðlt, sÞ≤ 2r
0, otherwise

�
ð6Þ

S is the set of one-hop anchors and T is the set of two-hop anchors. The building
process of anchor box and sample box narrows the sampling area, which improves
sampling rate and reduces the energy consumption of positioning. However, MCB
method has disadvantages. First, sampling area is pretty large and positioning error
is big when anchor node is not dense enough; Second, the maximum sampling
points are fixed, which leads to a waste of memory and computational overhead
when sampling area is small. The last, only one-hop and two-hop anchor node are
heard during prediction and filtering process rather than all historical motion trail
that can improve the positioning accuracy.
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3 Optimized Particle Filtering

A. Particle Filtering

Particle filtering uses approximate method to realize recursive Bayesian filtering. It
basically represents the current state of the posterior distribution with weighted
random calculation sample, and replaces the integral operation with sample mean
when estimating the target state parameters. Particle filtering has very strong
practicability in dealing with nonlinear and non-Gaussian problems.

Particle filtering uses n weighted particle collection fxi0: k,wkgni=1 to illustrate the
posterior probability distribution of target motion state at k time interval.

pðxkjz1: kÞ≈ ∑
n

i=1
wi
kδðxk − xikÞ, ð8Þ

where δð∙Þ is the Dirac-delta function. Weights are updated by formula (9):

wi
k =wi

k− 1
pðzkjxikÞpðxikjxik− 1Þ
qðxikjxik− 1, zkÞ

, ð9Þ

where qð∙Þ is the importance distribution. In this way, the state of the moving target
can be estimated by

x′k =Eðxkjz1: kÞ≈ ∑
n

i=1
wi
kx

i
kðk=1, 2, . . . , nÞ ð10Þ

B. Particle Swarm Theory

Conventional particle filter algorithm chooses subprime importance function,
therefore, the particle swarm optimization algorithm is introduced to bring opti-
mization to the sampling process of the algorithm.

First of all, introduce the latest observations to sampling process and define the
fitness function:

Ff = exp −
1
2σ

ðalat − apredÞ2
� �

, ð11Þ

where alat is the latest observation and apred is the result of prediction. The opti-
mization process [7] moves those particles far away from the true state to area with
large probability of showing true state, and improves the estimation precision of
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moving object. When the initial state is unknown, particle filter needs a vast number
of particles to accurately estimate the state of a moving object. In this way, the
optimized moving target tracking based on particle filtering can be realized with
following steps:

(a) Initialization: get samples fSi0gNi=1 with equal weight 1
N from pðS0Þ

(b) calculate the fitness value of each sample, then use particle swarm optimization
algorithm to make particles move to high likelihood area to get a new sample
set fQi

0gNi=1
(c) normalized significant priority:

wi
k = pðz1ðkÞ, . . . zNkðkÞjQi

kÞ=∐Nk
j=1pðzjðkÞjQi

kÞ ð12Þ

(d) Re-sampling to cope with particle degeneracy. After re-sample, particles near
the true state will increase weights.

½Qi
k ,

1
N
�Ni=1 = ½Qi

k ,w
i
k�Ni=1 ð13Þ

(e) State estimation:

S′k = ∑
N

i=1
wi′
k S

i
k ð14Þ

4 Target Tracking

Suppose the target moving within CT/CV model [8]. Sk is the location state of the
target at k time interval.Sk = ½xk, yk, vxk, vyk�T . Where ðxk, ykÞ is the coordinate of the
target in time k and vxk , vyk is the velocity in x and y direction r.

FCV =

1 0 Δt 0
0 1 0 Δt
0 0 1 0
0 0 0 1

2664
3775 FCT =

1 0 sinðωΔtÞ
ω

cosðωΔtÞ− 1
ω

0 1 1− cosðωΔtÞ
ω

sinðωΔtÞ
ω

0 0 cosðωΔtÞ − sinðωΔtÞ
0 0 sinðωΔtÞ cosðωΔtÞ

2664
3775 ð15Þ

m ω is the turn rate, Δt is the time interval of positioning system, motion noise is:

u=

0.5Δt2
0
Δt
0

0
0.5Δt2

0
Δt

2664
3775 σx

σy

� �
, ð16Þ
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where σx, σy are the motion noise standard deviation in x and y direction. Suppose
there are N mutually independent access points(AP) deploying in test area, aj is the

signal strength received from the jth AP, so the particle likelihood pðiÞj can be
calculated by the jth AP:

pðiÞj =
1ffiffiffiffiffi
2π

p
σ
exp −

ðaj − aðiÞj Þ2
2σ2

 !
ð17Þ

pj = ∏
N

j=1
pðiÞj ð18Þ

5 Simulation Result

Suppose signals transmit accords with logarithm model, so the signal strength can
be calculated by the distance between the sample and AP. Time interval Δt=1s and
the total simulation time is 30 s. turn rate ω=0.5 rad ̸s, the standard deviation of
motion noises are all 0.1. Initial state is S0 = ½7, 5, 0.5, 1.5�T . The maximum particle
filtering sample size = 100 and the threshold value of re-sampling is 50.

60 times of simulation are conducted independently. And we use the average
value of all 60 times as the root-mean-square errors (RMSE) (Fig. 1).

RMSE=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx′k − xkÞ2 + ðy′k − ykÞ2

q
ð19Þ

By comparing the tracking trails of three algorithms, it is noticeable that the last
trajectory is closest to the target’s actual path as expected. In order to verify PSOF
outperformance in detail, maximum error (m/s), average RMSE (m/s), standard
deviation of RMSE (m/s) are listed in the following chart and ‘<0.5 m’ means the
percentage of RMSE smaller than 0.5 m (Table 1).

As we can see, PSOF algorithm has the least RMSE both in maximum and
average value, which indicates the best accuracy in localization. The maximum
error of MCB localization is the biggest and PF and PSOF has better performance.

Fig. 1 Monte Carlo box versus particle filtering versus particle swarm optimized filter
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After state estimation, 92% of the distances between estimated and true coordinate
are less than 0.5 m, it meets the requirements of positioning accuracy basically.
Meanwhile, PSOF is more stable in positioning.

As is noted at the beginning of simulation, noises are added to simulate all
unstable factors caused by multi-path effect of signal or obstacles of the environ-
ment. So the adjustment of the standard deviation of motion noises will bring
influential changes to the accuracy of tracking. Details are listed in the following
chart (Table 2, Fig. 2).

6 Conclusion

Particle swarm optimization filtering algorithm introduces the latest observation to
the sampling process, aiming at the existing problem of PF positioning algorithm,
making sample particle set moving toward probabilistic higher region, which avoids
the problem of poor particles, and improve the positioning precision of the target.

Table 1 RMSE comparison
of 3 positioning methods

RMSE Average Stdev Max <0.5 m (%)

MCB 0.831 0.893 2.00 47
PF 0.560 0.527 1.63 70
PSOF 0.488 0.436 1.08 92

Table 2 RMSE of several
methods when is σ different

RMSE σ = 1 σ = 2 σ = 3 σ = 4

MCB 1.203 1.525 2.171 2.964
PF 0.781 0.939 1.039 1.350
PSF 0.490 0.682 0.908 1.055

Fig. 2 RMSE of several
methods when is σ different
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The simulation results show the feasibility and effectiveness of the improved
algorithm. Compared with Monte Carlo box and basic particle filtering, PSOF has
improved accuracy by 41.2 and 12.9% approximately.
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Application of the EKF Algorithm
in the DTMB Positioning System

Chengbiao Fu, Zengshan Tian and Anhong Tian

Abstract Because single GPS technology cannot realize localization in a dense
urban environment, and in view of Chinese digital television terrestrial broadcasting
(DTMB) signals using with fixed transmitters, wide coverages, high positioning
accuracy, and low cost, this paper suggests a location method based on DTMB.
Because the observation model of the DTMB’s location system is gauss non-linear,
this article contrasts and analyzes the tracking effect of two kinds of environment: a
line-of-sight (LOS) environment and a non-line-of-sight (NLOS) environment.
Simulation results show that: the tracking trajectory is in line with the true trace,
due to the interference of the NLOS environment; the error of NLOS is bigger than
LOS; and the tracking accuracy of NLOS is better than LOS. This all proves the
feasibility and superiority of a location system based on DTMB.

Keywords DTMB positioning system ⋅ Filter algorithm ⋅ Simulation result

1 Introduction

GPS has been widely used in the outdoor environment, and its precision is very
high. However, the positioning accuracy, availability, and reliability of GPS are
related to the number of satellites and geometrical structure of the satellite con-
stellation. In an urban environment, there is a location blind area. Due to the
advantages of digital television signals [1], such as fixed transmitters, wide cov-
erages, and low cost, this chapter puts forward a positioning method based on a
digital television terrestrial broadcasting (DTMB) signal [2]. At present, there are
four digital television signal standards worldwide, such as the US ATSC standard,
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the European DVB standard, and China’s DTMB standard [3, 4]. China’s DTMB
standard was formulated on August 18, 2006, and was promulgated later, so
research of DTMB has varying significance.

2 The DTMB Positioning System

In this system a key point that the time between DTMB stations must be strictly
synchronized. The TOA value can be calculated through pseudorange measure-
ment, and the trilateration method can be used to calculate the localization of
receivers (Fig. 1).

Assuming that the coordinates of stations are respectively (x1, y1), (x2, y2), and
(x3, y3), the distance between a base station and receiver is respectively d1, d2, and
d3. Assuming that the coordinates of MS are (x, y), the distances can be described
as follows:

d1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 − xÞ2 + ðy1 − yÞ2

q
ð1Þ

d2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 − xÞ2 + ðy2 − yÞ2

q
ð2Þ

d3 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx3 − xÞ2 + ðy3 − yÞ2

q
ð3Þ

Then the coordinates of MS can be written as:

x

y

" #
=

2ðx1 − x3Þ2ðy1 − y3Þ
2ðx2 − x3Þ2ðy2 − y3Þ

" #− 1 x21 − x23 + y21 − y23 + d23 − d21

x22 − x23 + y22 − y33 + d23 − d22

" #
ð4Þ

The coordinates of a user terminal can be calculated using a trilateral localization
algorithm, at the same time, the geometric distance di, clock offset Δt, and pseu-
dorange can be written as:

ρi = di + c ⋅Δt ð5Þ

The location method based on DTMB is shown in Fig. 2.

d2

d3

d1

MS(x,y)

BS1

BS2

BS3

(x1,y1)

(x2,y2)

(x3,y3)

Fig. 1 Trilateral positioning
principle
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3 The EKF Non-linear Filtering Algorithm

The state equation and observation equation for flying targets are non-linear.
According to the characteristics of an integrated positioning system its equation is
non-linear, [5–7] therefore, an EKF algorithm is more suitable for use as a tracking
filter. In the process of calculating an EKF algorithm, the state equation and
observation equation of a non-linear system needs to be converted to the state
equation and observation equation of a linear system, [8, 9] namely, it needs to
expand its estimated value via Taylor series, remove the secondary and higher items,
only keep one item, and reuse the KF filtering algorithm to generate an estimate.

The assumed state equation and observation equation model of a non-linear
system can be written as follows:

X kð Þ= f ðX k− 1ð ÞÞ+W k− 1ð Þ
YðkÞ= hðXðkÞÞ+VðkÞ

�
ð6Þ

where, the state equation and observation equation’s noise is W kð Þ and V kð Þ, being
unrelated white noise sequences. The covariance matrix is respectively Q kð Þ and
R kð Þ.

DTV station

DTV stationDTV station
User  terminal

Time synchronization

Time synchronization

Time synchronization

Standard time source

Fig. 2 Positioning principle of DTMB
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The EKF algorithm should calculate the optimal linear estimate X ̂ðkjjÞ of state
XðkÞ, using observations of Y 1ð Þ, Y 2ð Þ, . . . , Y jð Þf g at moment j. The linearization
process of non-linear Eq. (15) can be written as:

XðkÞ≈f ðX ̂ðk− 1ÞÞ+ ∂f
∂X

jXðk− 1Þ=X ̂ðk− 1Þ½Xðk− 1Þ−X ̂ðk− 1Þ�+Wðk− 1Þ
=AXðk− 1Þ+Wðk− 1Þ

ð7Þ

YðkÞ≈hðX ̂ðkÞÞ+ ∂h
∂X

jXðkÞ=X ̂ðkÞ½XðkÞ−X ̂ðkÞ�+VðkÞ
=HXðkÞ+VðkÞ

ð8Þ

The estimation error is:

X ̃ðkjjÞ=XðkÞ−X ̂ðkjjÞ ð9Þ

The state error covariance matrix is:

PðkjjÞ=E½X ̃ðkjjÞXT̃ðkjjÞ� ð10Þ

The optimal estimate of the EKF algorithm is confirmed, when X is minimum. If
k= j, there is filtering problem: X ̂ kð Þ, X ̃ kð Þ, P kð Þ are respectively X ̂ kjjð Þ, X ̃ kjjð Þ,
P kjjð Þ. The step state prediction is X ̂ kjk− 1ð Þ, the error matrix of the step state
prediction is P kjk− 1ð Þ, and the recursive process of state estimation can be shown
below.

The state estimation update equation is:

X ̂ðkÞ=AX ̂ðk− 1Þ+KðkÞ½YðkÞ−HAX ̂ðk− 1Þ� ð11Þ

The filter gain equations are:

KðkÞ=Pðkjk− 1ÞHT ½HPðkjk− 1ÞHT +RðkÞ�− 1 ð12Þ

Pðkjk− 1Þ=APðk− 1ÞAT +Qðk− 1Þ ð13Þ

The filtering covariance update equation is:

PðkÞ=Pðkjk− 1Þ−KðkÞHPðkjk− 1Þ ð14Þ

If the initial value of the state vector is X 0ð Þ, and the initial value of the state
estimation error covariance matrix is P 0ð Þ, the EKF algorithm can calculate the
optimal linear estimate X ̂ðkjjÞ of state XðkÞ, according to Eqs. (20)–(23), thus
completing the state estimation of the flight target.
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4 Algorithm Simulation

4.1 Setting the Simulation Parameters

Assuming that the model of the target user is plane turning speed movement, the
simulation parameters are: the initial position of the target is (5, 25, 15) m, the
acceleration vector is 0.5, − 0.5, − 0.5m ̸s2, the initial velocity vector is
4, − 4, 4 m ̸s, the process noise obeys a Gaussian distribution, the observation time
of the simulation is 80 s 110 s, the step is 1 s, there are three Beidou satellites, three
DTMB signals, and the number of particles is 400.

4.2 Simulation Results

In order to verify the feasibility of such a DTMB positioning system, in this chapter,
two kinds of environment have been considered: a LOS environment and a NLOS
environment. The contrast effect of location tracking is shown in Fig. 3.

The simulation result in Fig. 3 shows that the trajectory of an EKF filtering
algorithm is essentially coincident with the true trajectory. The tracking accuracy of
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Fig. 3 Comparative tracking trajectory of NLOS and LOS
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the EKF of NLOS is better than the EKF of LOS. Due to the interference of the
NLOS environment, the error of NLOS is bigger than that of the error in LOS,
however, the tracking effect proves that the filtering trace is in line with the true
trace.

5 Conclusion

GPS cannot achieve the demand for accurate locations in an urban environment.
This chapter puts forwards a novel navigation positioning system, which is based
on DTMB. Due to the characteristics of the non-linear observation equation, an
EKF algorithm is applied to the positioning system. Simulation results show that
the tracking trajectory of two environments is essentially coincident with true trace,
proving the feasibility and superiority of a location system based on DTMB.
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DV-Hop Node Localization Algorithm
Based on Improved Particle Swarm
Optimization

Fei Zhou and Shu Chen

Abstract In order to further improve the positioning precision of the DV-Hop node
localization algorithm in wireless sensor network (WSN), this paper proposes a
modified particle swarm algorithm (MPSO) to optimize the result. The algorithm is
based on particle swarm optimization algorithm, meanwhile overcomes the disad-
vantage of the PSO easily falling in local optimum. To adaptively balance local
search capability and global search capability, MPSO updates each particle’s inertia
weight and acceleration coefficients self-adaptive, and sorts the particles. The sim-
ulation results show that the average localization error is lower than the standard
DV-Hop algorithm and the DV-Hop algorithm based on PSO algorithm (PDV-Hop).

Keywords Wireless sensor network ⋅ DV-Hop ⋅ Particle swarm optimization ⋅
Node localization

1 Introduction

WSN is a self-organizing network, which consists of a large number of sensor
nodes [1]. Integrating every sensor node with global position system (GPS) receiver
or equivalent technology is impossible to predetermine the position of sensor nodes.
Because the process of localization is restricted by WSN application, cost and
energy consumption, and so on. Thus, the self-positioning of sensors is necessary
for WSN [2]. Localization algorithm can be divided into two categories, one is
range based, and another is range free. Range-based localization algorithm uses the
distance, angle, and received signal strength information between nodes to estimate
the unknown node. Well known techniques are time of arrival (TOA) [3], Time
difference of arrival (TDOA), angle of arrival (AOA) [4], and received signal
strength (RSS) [5]. Range-free algorithms use communication between nodes in
locating the unknown nodes. Typical range-free localization algorithms include
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centroid [6], APIT [7] and DV-Hop [8]. Although range-based techniques can
achieve precise position, they require costly devices and consume high energy. So
the range-free localization is pursued as a cost-effective alternative, which does not
rely on any additional hardware.

DV-Hop is one of the most popular range-free localization algorithms, but the
position accuracy is not precise. The localization error is largely affected by the
network topology and the density of WSN node. Based on properties of the DV-Hop,
two main improved schemes are proposed to reduce the localization error. In [9], it
uses weighted node distances to calculate the unknown node’s coordinate. In [10, 11],
particle swarm optimization (PSO) is used to improve the traditional DV-Hop
algorithm. But PSO algorithm has some disadvantages such as slow convergence, low
precision in the late evolutionary. In this paper, a modified adaptive particle swarm
optimization (MPSO) is presented. MPSO updates each particle’s inertia weight and
acceleration coefficients self-adaptive, and the particles are sorted. The new algorithm
significantly improves the positioning accuracy of the DV-Hop algorithm.

The rest of this paper is organized as follows. Section 2 describes the original
DV-Hop algorithm. In Sect. 3, particle swarm optimization algorithm is introduced.
Sections 4 and 5 expound the improved algorithm and process. In Sect. 6, simu-
lation results are shown and localization performances are discussed.

2 DV-Hop Algorithm

2.1 DV-Hop Algorithm

The algorithm has three steps:
Step1: Calculating the minimum hop count from the unknown node to anchor

nodes.
Anchor node broadcast information to the adjacent nodes through distance

vector protocols, the information include anchor node identifier, the location
information, hop, which is expressed as xi, yi, hif g. hi initialized to zero, adjacent
nodes record the information and hi plus one when they receive the message. By
these steps, they get the minimum hop count between nodes.

Step 2: Computing the distance from the unknown node to anchor nodes.
The number of hops and distances between anchor nodes is known, then the

average hop distance is calculated.

HopSizei =
∑i≠ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi − xjÞ2 + ðyi − yjÞ2

q
∑i≠ j hij

, ð1Þ

where HopSizei is the average jump distance, hi, j is the minimum number of hops
from i to j, fxi, yig is the coordinate of anchor node i, fxj, yjg is the coordinate of
anchor node j.
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Step 3: Locating the unknown node by maximum likelihood estimation method
or trilateral method after the distance information from the unknown nodes to at
least three anchor nodes is obtained.

2.2 The Drawbacks of DV-Hop

The positioning accuracy is affected by many factors. On the one hand, the
sparseness of local area nodes will produce bad nodes, which are easy to ignore and
further affect the accuracy of positioning. On the other hand, the triangulation
method is simple to calculate, but its positioning error is large. Because the selected
three reference nodes are not evenly distributed and the average distance per hop is
large, the positioning error of the unknown coordinates is large.

3 PSO Algorithm

Particle swarm optimization (PSO) is proposed by Dr. Eberhart and Dr. Kenney in
1995 [12].

The algorithm needs to initialize a population randomly. Every particle in the
population is likely to be one of the solutions. The speed and position of these
particles rely on its “individual optimal value” and “global optimal value” to
update. Updating its speed and location can make particles move at the optimum
place. The updating equation for the particles can be described as:

vi t+1ð Þ=w ⋅ vi tð Þ+ c1 ⋅ r1 pBesti − xi tð Þð Þ+ c2 ⋅ r2 gBest − xi tð Þð Þ ð2Þ

xi t+1ð Þ= xi tð Þ+ vi t+1ð Þ, ð3Þ

where vi is particle’s velocity; xi is particle’s position; c1 and c2 are called learning
factors or acceleration coefficients; r1 and r2 are random positive numbers between
0 and 1; pBesti is individual optimal solution position; gBest is group optimal
solution position.

4 Modified Adaptive Particle Swarm
Optimization (MPSO)

The standard particle swarm optimization (PSO) has some defects, such as suffering
from the premature convergence problem, which is easy to fall into local optima
and lead to the premature convergence accuracy. In these cases, a modified adaptive
particle swarm optimization (MPSO) is presented.
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4.1 Updating Each Particle’s Inertia Weight

Particle’s inertia weigh is an important parameter to adjust local search capability
and global search capability. Large inertia weight gives rise to strong global search
capability, then small inertia weight leads to strong local search capability. So the
inertia weight can be expressed as:

w ið Þ= wstart −wend

Iter
ðIter− iÞ+wendrand, ð4Þ

where Iter is the maximum number of iterations, i is the current number of itera-
tions. In the algorithm implementation process, the overall decline of w endures that
the algorithm has a larger search in the early stage and finds the global optimal point
in the later. Random number rand can take the opportunity to make the particles
smaller or larger weights in the whole process of evolution, this let particles obtain
the appropriate weights and prevent algorithm fitness value of stagnation
phenomenon.

4.2 Adapting Learning Factor

Learning factor c1 and c2 respectively determine the particles themselves
“self-awareness” and “social cognition” of the group’s influence on the particles’
trajectories. By adaptively adjusting the size of the learning factor, so that at the
beginning of the algorithm it can keep the diversity of particles and enhance search
capability, meantime it can strengthen the ability of particles to move to the optimal
position to get high quality particles. The proposed acceleration coefficient can be
respectively expressed as:

c1 = 0.5+ 1.55
exp 10ðIter− t+1Þ

Iter − 1 − 1
expð10Þ− 1

ð5Þ

c2 = 0.5 + 1.55
exp 10ðt− 1Þ

Iter − 1 − 1
expð10Þ− 1

, ð6Þ

where t is the current number of iterations. c1 is larger in the early stage, so the
algorithm has a strong ability of “self-awareness” in the evolutionary process for a
long time, this enhances the search area of the particles, avoid falling into local
optimum; c2 is larger in the late stage, so the algorithm obtain a strong ability of
“social cognition”, it is beneficial to local fine search, So that the algorithm con-
verges to the global optimal solution quickly.
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4.3 Sorting Particles

Due to particle swarm optimization (PSO) algorithm is based on simple random
global optimization of intelligent algorithm, Particle evolved to a certain extent
can’t well keep the diversity of population, easily get into convergence. At the same
time, the algorithm of each particle only depends on individual extremum pBest and
global extremum gBest to update itself, and not make full use of the individual
extremum of other particles. This paper proposed an improved method, after each
particle updates their own position, particles sort (fitness value from small to large)
according to the size of the population fitness value of particles. Thus, each particle
can have a high probability to update their location by using individual optimal
position of other particles, so that it obtains more useful information and infor-
mation sharing between the particles of the population are more frequent and full.

5 DV-Hop Localization Algorithm Based on MPSO
Optimization (MPDV-Hop)

The estimate location coordinate x, yð Þ of the unknown node is obtained through the
traditional DV-Hop algorithm. Then the improved algorithm uses the modified
particle swarm algorithm to optimize positioning results, which can be described by
six steps as follows:

Step 1: Randomly generate N flying particles, assign random initial value to each
particle’s speed, the location, the current individual optimal solution and group
optimal solution.

Step 2: Get the unknown node to anchor node distance according to the original
DV-Hop algorithm in the first two steps, nonlinear equations constructed as shown
in the formula:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 − xÞ2 + ðy1 − yÞ2

q
= d1

⋮ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxn − xÞ2 + ðyn − yÞ2

q
= dn

8><
>: ð7Þ

Assuming fi =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi − xÞ2 + ðyi − yÞ2

q
, so the fitness function of particles can be

expressed as:

F = ∑n
i=1 αiðfi − diÞð Þ2, ð8Þ

where αi is the reciprocal of hi, hi is the hops between the unknown node and
anchor node i which was obtained in first step of DV-Hop algorithm. In the
DV-Hop, the more hops unknown nodes and anchor nodes, the greater the
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estimated distance of the error accumulated. So each node join a weight, the farther
the distance of the anchor nodes added the smaller the weight.

Step 3: According to the value of the fitness function of each particle, we sort all
the particle’s position from small to large.

Step 4: Particles respectively update individual optimal value and groups optimal
value of particle according to Eqs. (9) and (10).

pBestt+1 = xt+1, if F Xt+1ð Þ≤F pBesttð Þ
pBestt, if FðXt+1Þ>F pBesttð Þ

�
ð9Þ

gBestt+1 = pBestt+1, if F pBestt+1ð Þ≤F gBesttð Þ
gBestt, if FðpBestt+1Þ>F gBesttð Þ

�
ð10Þ

Step 5: Particles continually update the position and speed according to the
improved equation. Formula (4), (5) and (6) to (2) and (3).

Step 6: The iteration is terminated when the search value is not good enough or
has already reached the maximum number of iterations.

6 Algorithm Simulation and Analysis of Effects

The MATLAB software is used to simulate. In the simulation, the topology of the
network settings is as follows: the simulation region set in the two-dimensional of
100 m * 100 m. PSO algorithm in the parameters setting are as follows: the
number of particles is 30; the number of iterations is 100; wstart =0.9, wend =0.4.

The average localization error is selected as a measure of accuracy, the average
localization error is defined as follows:

AverageError=
∑
N

i=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibxi − xið Þ2 + byi − yið Þ2
q

N*R
*100%, ð11Þ

where N is the number of all nodes; R is communication radius; bxi, byið Þ is the
estimated coordinates of the unknown node i; xi, yið Þ is the real coordinates of the
unknown node i. Lower localization error of the algorithm shows better perfor-
mance. The simulation results are shown in Figs. 2, 3, 4, and 5.

In simulation environment both anchor and unknown nodes are distributed
randomly as shown in Fig. 1. The black dot indicates the unknown node, the red
star point represents the anchor node.

MPDV-Hop localization algorithm is used to locate the unknown nodes 100.
Figures 2 and 3 is respectively localization error and average localization error of
each unknown node, which reflects the positioning effect.
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Percentage localization error has been plotted with different number of anchor
nodes when the total number of nodes is 150 and communication range is set to
20 m in Fig. 4.

It can be known from Fig. 4 that with the increase of anchor nodes, the average
localization error of DV-Hop, PDV-Hop and MPDV-Hop is gradually reduced, and
the average localization error of MPDV-Hop is significantly less than that of
DV-Hop and PDV-Hop, which means the improved algorithm has better local-
ization accuracy.

As depicted in Fig. 5, with the increase of communication radius, the average
localization error of all algorithms shows a downward trend. Compared to DV-Hop,
MPDV-Hop has higher localization accuracy.
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As shown in Fig. 6 number of nodes is varied from 150 to 400, and commu-
nication range is 20 m, while number of anchor nodes is 10% of total nodes. It can
be seen that with the increase of nodes, the average localization error of all algo-
rithms shows a downward trend. The average localization error of MPDV-Hop is
less than that of DV-Hop, which indicates that the localization of MPDV-Hop is
better than that of DV-Hop.

7 Conclusions

In this paper, we proposed an advanced DV-Hop algorithm by using the PSO
algorithm. But PSO algorithm has some disadvantages such as slow convergence,
low precision in the late evolutionary. According to these problems, a modified
adaptive particle swarm optimization (MPSO) is proposed. MPSO updates each
particle’s inertia weight and acceleration coefficients self-adaptive, and the particles
are sorted. These measures can balance local search capability and global search
capability. Through simulation experiments, the improved DV-Hop algorithm
based on the modified adaptive PSO algorithm for the localization coverage rate is
obviously better than the traditional DV-Hop algorithm.
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Inductorless SiGe BiCMOS Optical
Receiver Front End for 25 Gb/s
Optical Links

Jingqiu Wang, Fujiang Lin, Liang Chen and Qiwei Song

Abstract A novel inductorless optical receiver analog front end (AFE) design is
demonstrated to require less chip area and is suitable for both low cost and
high-speed optical communication applications. The optimized transimpedance
amplifier (TIA) has a differential regulated cascode (RGC) topology, with a novel
zero-pole canceling technique. The proposed limiting amplifier (LA) using Cherry–
Hooper topology and negative Miller capacitance broaden the bandwidth. Based on
the IBM 7WL 0.18 μm SiGe BiCMOS process, the post-simulation results show a
total transimpedance gain of 107.1 dBΩ and −3 dB bandwidth of 17 GHz. The
chip consumes 132 mW power dissipation from a single 3.3 V supply and occupies
the core area of only 110 × 340 μm2.

Keywords SiGe BiCMOS ⋅ Optical receiver ⋅ Inductorless ⋅ Zero-pole
canceling ⋅ Negative miller capacitance

1 Introduction

The required data traffic is rapidly increasing in the Internet, supercomputing, and
data centers. For these applications, existing electrical communications face severe
performance limitation due to signal integrity and jitter, density, cross-talk noises,
and power dissipation. Fiber-optic techniques are gaining popularity as they can
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solve above problems. Furthermore, silicon photonics interconnect techniques are
emerging as a major driving force because they can fabricated on bulk silicon
platforms [1, 2].

An essential electronic building block is the optical receiver in optical links, and
its performance can affect the whole optical interconnect systems. Transimpedance
amplifier (TIA) and limiting amplifier (LA) are the two critical blocks in the optical
receiver. Parasitic capacitances of transistors greatly reduce the bandwidth [3],
several hybrid optical integration technologies such as inductive peaking and
capacitive degeneration have been widely explored to demonstrate coherent
wideband optical receivers [4]. Furthermore, we have realized SiGe BiCMOS RGC
TIA with one on-chip spiral inductor, which achieves 20 Gb/s [5]. However, using
inductors result in the chip size dramatically increases, also the magnetic cross talk
increases through the inductors resulting in performance degradation of the clock
and data recovery (CDR) [6]. Therefore, inductive peaking technology can be
realized with active devices if the area is critical.

This letter present a fully inductorless differential SiGe BiCMOS optical receiver
AFE tailored to IEEE 100 GBASE-LR4 standard for mid-to-long-range transmis-
sions at a channel speed of 25 Gb/s. The IC comprises a TIA with a novel
capacitive emitter degeneration technology, an equalizer, two-stage LA with neg-
ative Miller compensation and a fT doubler buffer.

2 Proposed Circuit Implementation

2.1 Transimpedance Amplifier

The TIA is the first critical block in the optical receiver AFE. The main bandwidth
restriction of a conventional TIA is usually at the input node due to the large
parasitic photodiode capacitance. By modifying conventional common gate
(CG) input stage to regulated cascade (RGC) or common gate feedforward topology
containing negative feedback, very small input impedance can be obtained to relax
the gain-bandwidth tradeoff at the input node [7]. The schematic of the proposed
TIA circuit is shown in Fig. 1a. Obviously, this is a fully differential RGC input
stage. However, unlike traditional structure, resistor RE1, and capacitor CE1 can
provide an extra zero for zero-pole canceling. There are two dominant poles in this
fully differential, Vout1 and Vout2, which will seriously reduce the stability and
bandwidth of the amplifier. Fortunately, the two dominant poles can be canceled
with zero by adjusting RE1 and CE1. The new dominant pole is pushed to Vin1 and
Vin2. Because of this low input resistance characteristic of RGC topology, the
bandwidth of the modified fully differential TIA will be higher. The detailed
analysis of this TIA topology can be found in [5].
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2.2 Limiting Amplifier

A traditional LA is difficult to achieve high gain-bandwidth product (GBW) due to
the identical cascaded gain cells topology [8]. Several circuit techniques have been
proposed to enhance the bandwidth of LA in the past. Cherry–Hooper amplifier
with emitter–follower feedback is widely used in LA and decision circuits in
photoelectronic integrated receivers. Operation in wideband communication sys-
tems requires high slew rates and thus high tail current, so the power dissipation is
rather high [9]. In our design, a modified Cherry–Hooper gain cells is introduced to
achieve high GBW performance [10]. The LA is a combination of a modified
Cherry–Hooper amplifier with negative Miller compensation. Figure 1b shows the
schematic of the proposed LA.

The Q1 (Q2) and RD1 (RD2) provide equivalent active inductor load to improve
bandwidth, and the RH1 (RH2) can achieve higher gain performance. It is assumed
that the circuit is symmetrical, so that the small-signal parameters of Q3 and Q4 are
equal. The base–collector capacitance of the transistor Q3, Cμ3, was reflected to the
base and collector of Q3 using the Miller effect. Hence, the equivalent capacitance
of node X, CX, are the addition of Cμ3 reflected to the collector of Q3, the base–
emitter capacitance of Q5, Cπ5 and the collector-buck capacitance of Q3, Csub1.

Obviously, CX will create the dominate pole if the pole due to Cin and Cout is at a
relatively high frequency. Thus, the conventional Cherry–Hooper LA topology
cannot work in high speed communication systems. If we can weaken the effect of
this pole, the bandwidth of the LA will be limited at higher frequencies. Fortunately,
this supposition can be realized using negative Miller capacitance method. As
shown in Fig. 1b, two capacitors are connected across the non-inverting nodes of
the amplifier to cancel the some part of the amplifier’s input capacitance. If a
capacitance CM1 (CM2) is connected across the non-inverting nodes of an amplifier,
effective miller capacitance at the input of the amplifier becomes −CM (1−A),

R1 R2 R3 R4

Q1 Q2

Q3 Q4

R5 R6RE1 CE1

Vin1 Vin2

Vout1 Vout2

VDD

GND

·

Vin

Vout

ISS1 ISS2

CM1

CM2

RD1 RD2
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Q5 Q6

Q1 Q2

VDD

Q3 Q4
X

(a) (b)

Fig. 1 Schematic of the proposed a TIA and b LA
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where A is the gain between these non-inverting nodes. Figure 2a is the small-signal
differential-mode half circuit of proposed LA. In order to save the area, CM1 and
CM2 are realized by placing NMOS devices inside an N-well, thus providing a
greater fraction of the gate-oxide capacitance. Efficiency of this method depends on
the cutoff frequency of capacitors and their series resistances. Therefore, the new
equivalent capacitance of node X, CX, new, is given

By

CX, new =Cπ5 + 1−
1
A3

� �
Cμ3 +Csub3 +Cμ5 1−A5ð Þ+ −CMð1−A5Þ½ �,

=CX −CM 1−A5ð Þ
ð1Þ

where A3 and A5 are the gains across Cμ3 and Cμ5, respectively, and are given by

A3 = −
gm3 1 +RH ⋅ gm1ð Þ
gm1 1 +RD ⋅ gm5ð Þ ð2Þ

A5 = gm5RD ð3Þ

where gmn is the transconductance of transistor n, Rπn is the base–emitter resistance
for a transistor n. Figure 2b shows the simulated frequency response of proposed
LA with different values of channel width (W) of NMOS capacitor (the channel
length of NMOS is fixed). It can be found that the −3 dB bandwidth of the pro-
posed topology is 1.3 times than that without negative Miller NMOS capacitor.
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- CX
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+

-
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gm3Vbe3 gm5Vbe5

gm1Vbe1
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(b)(a)

Fig. 2 a Small-signal differential-mode half circuit of the proposed LA. b Simulated frequency
response with different values of W

556 J. Wang et al.



2.3 Equalizer and Buffer

Figure 3a shows the schematic diagram of the equalizer (EQ) circuit includes the
emitter degeneration resistor and capacitor to extend the bandwidth. The equivalent
transconductance of the EQ is given by

Gm =
gm RsCs +1ð Þ

RsCs +1+ gmRs ̸2
ð4Þ

If the zero (1/RsCs) cancels the pole (1/RDCL) at the collector, the bandwidth of
the EQ is extended. Where CL represents the load capacitance of EQ’s output.
However, emitter degeneration may cause undesired gain peaking in the frequency
response. Thus, the tradeoff between gain flat degree and bandwidth should be
considered.

To drive the testing instruments with an input impedance of 50 Ω, an output
buffer is included in the design. To deliver a single-ended voltage swing of 0.5 V,
the buffer must steer 10 mA, which requires a tail current of 20 mA. This work
employs a fT doubler as the output buffer with active inductive peaking. Depicted in
Fig. 5, the circuit exhibits an input capacitance roughly equal to half the base–
emitter capacitance of Q1 while provide the same transconductance as that of Q1.

3 Layout and Simulation Results

In order to verify the effectiveness and feasibility of the proposed topology, we
performed cadence simulation using IBM7WL 0.18 μm SiGe BiCMOS technology,
which offers HBTs with a maximum transit frequency of 60 GHz. The chip layout
is depicted in Fig. 4. Two on-chip 300 fF MIM capacitors are used to mimic the
effect of the photodiode parasitic capacitance, and together with the parasitic
capacitance of the input pad, the total input parasitic capacitance is about 0.35 pF.
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VDD

Vin

Vout

Vin

Vout

ISS1 ISS2VCM

Q1 Q2 Q3 Q4

Q5 Q6
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VDD

(a) (b)

Fig. 3 a Schematic of the proposed EQ and b Buffer
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The size of the IC is 756 × 676 μm2 due to the GSGSG differential probe, but the
active area occupies only 340 × 110 μm2. Figure 5a shows the post-layout sim-
ulated frequency response for the proposed optical receiver AFE exhibits a tran-
simpedance gain of 107.1 dBΩ and bandwidth of 17.03 GHz. The receiver
consumes 132 mW from 3.3 V supply. Figure 5b illustrates the post-layout sim-
ulated input noise current spectral density. The simulation results show an equiv-
alent input noise current spectral density below 23.6 pA√Hz up to 17.03 GHz.
Figure 6 shows the post-layout simulated output eye diagram with 10 μApp input
current as well as 231−1 PRBS (pseudorandom binary sequence) NRZ
(non-return-to-zero) input data.
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4 Conclusion

This paper presents a novel inductorless fully differential optical receiver AFE. It is
implemented in 0.18 μm SiGe BiCMOS technology which offers HBTs with a
maximum transit frequency of 60 GHz. One of the innovations is the Cherry–
Hopper LA with negative NMOS Miller capacitance significantly increases the
bandwidth. It is observed that optical receiver AFE achieves a high transimpedance
gain of 107 dBΩ over a high bandwidth of 17 GHz in the presence of a 300 fF
photodiode capacitance which is sufficient for 25 Gb/s. The optical receiver AFE
occupies 340 × 110 μm2 (without PAD) and the power dissipation is 132 mW at a
3.3 V supply. Simulation results show that the optical receiver AFE is very pro-
ficient for applications in high speed optical transceivers.
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Nonlocal Means Denoising Based on LJS
for Optical Sensing Signal

Han Zhang, Xianyang Qian, Ling Wang, Nuoya Long,
Bin Zhang and Wei Sun

Abstract A robust nonlocal means with local James-Stein center pixel weight

(LJSCPW) filtering algorithm has been proposed to enhance the performance of dis-

tributed optical sensing signal, and the simulation results show the proposed method

has no signal distortion even if the input parameter noise level is inaccurate.

Keywords Distributed optical fiber sensing ⋅ Nonlocal means deionising ⋅ James-

Stein estimator

1 Introduction

In the past decades, distributed optical fiber sensing (DOFS) has attracted the interest

of both the academic and the industrial sectors for its significant advantages, such as

large number of monitored points, simple deployment, over thousand sensing range,

etc. [1, 2]. Brillouin optical time domain analyzer (BOTDA), which is based on

Brillouin gain spectrum (BGS) measurement, has been increasing for the accurate

estimation of the static strain/temperature over tens of km measurement range with

metric spatial resolution [3–6].

Various technologies have been investigated to enhance the performance of DOFS,

such as distributed Raman amplification [4], optical pulse coding [5], balanced detec-

tor [6], etc. Recently, nonlocal means (NLM) image denoising is an impactful and

cost-effective way to intensify the response of sensing system [7, 8]. NLM processes

the noisy sensing signal by averaging data from different regions in the image that has

similar structures, depending on the fact that sensing signal often contains repeated

patterns from in the time or frequency domain.
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However, the value of the selecting center pixel weights (CPW) in NLM is an

important factor affecting the performance of signal denoising [8], and the image

denoising algorithm should be optimal for DOFS. In this paper, we study the differ-

ent designed CPWs for NLM denoising by BOTDA sensing system simulation. The

results show that the NLM with James-Stein type CPW (LJSCPW) has better perfor-

mance than other methods, and the noise is effectively removed while without signal

distortion. Moreover, the NLM with the LJSCPW is more robust for the inaccurate

parameter input than other methods.

2 Principle

Nonlocal means algorithm is essentially spatial filtering of Gaussian model, and it

exploits the self-predictions and similarity of noisy signal to average data by different

weights. Given a discrete noisy image, these weights are defined as [9]

𝜔(k, l) = 1
Z(k)

exp(−
‖I(Nk − I(Nl))‖22,Ga

h2
), (1)

where I(Nk) and I(Nl) are the intensities of the local neighborhoods (patches), Ga is

a Gaussian kernel function, Z(k) =
∑

l∈P exp(‖I(Nk − I(Nl))‖22,Ga∕h
2) is the normal-

izing constant, and h acts as smoothing kernel width.

We can see from Eq. (1) that when the two local patches overlap completely, the

CPW in the classic NLM is unitary. But this unitary CPW is unreasonable, because

the unitary value means the contribution of noisy center pixel is dominated in pixel

denoising. Several other CPWs have been proposed, such as the zero CPW, the Stein

CPW, the max CPW, and the LJSCPW [8].

cpwone
l = 1 (2)

cpwzero
l = 0 (3)

cpwmax
l = max

k∈S∖{l}
(wl,k) (4)

cpwLJS
l = 1 − (|B| − 2)𝜎2∕‖ybl − zb̂l‖ (5)

where s is the search window, yb̂l and zb̂l are two local image blocks around the lth
pixel, and B is local block regions.

These CPWs can be classified as two groups: global CPWs (2), (3) and local

CPWs (4), (5). In the global case, researches use a constant CPW for all pixels, while

the local CPWs vary for pixels. To further discuss the CPW problem, we separate the

contributions of the non-center and of the center pixels in the considered pixel x̂l,

x̂l =
Wl

Wl + cpw
ẑl +

cpw
Wl + cpw

yl, (6)
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where the Wl is the summation of all weights except the center pixel, and ẑl is the

denoised pixel by using all non-center weights.

Given a prescribed local patch, the local James-Stein (LJS) CPW can be expressed

as

pLJSl = 1 − (|B| − 2)𝜎2∕||ybl − zb̂l||2 (7)

where |B| is the local patch, is |B| the number of pixels in the region, and zb̂l =
{zb̂l+b|∀b ∈ |B|} and ybl = {ybl+b|∀b ∈ |B|} are the two local patch around the lth
pixel.

So the considered pixel x̂l can be expressed as

x̂LJSl = (1 − pLJSl )ẑl + pLJSl yl. (8)

3 Simulation and Results

We simulate the Brillouin interaction along 20 Km single-mode fiber in the ideal

condition, where the Brillouin gain is unchanged along the whole fiber. And the

frequency offset range is 100 MHz with 1 MHz step, while the full-widths at half-

maximum (FWHM) of BGSs is set to 30 MHz. Figure 1 shows the noisy BGS, where

the added noise is a zero mean Gaussian white noise, with 0.01 noise level. Every

position has typical Brillouin interaction intensity for different frequency offsets,

and every frequency-position point can be treated as pixel. So the 2D BGS image

has 20000 × 100 pixels.

Then, we use NLM filtering algorithm to processing the BGS image. The simi-

larity window is 5 × 5, and the search window is 15 × 15, while the smoothing ker-

nel width is the 10–15 times noise level. Figure 2 shows the denoising performance

with different CPWs, and the noise level is equal to the added noise level. When

we used the accurate noise level as the input parameter, NLM processing can effec-

tively remove the noise and significantly enhance the SNR of sensing signal. But in

Fig. 1 Simulation of a

noisy BGS
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Fig. 2 NLM denoising with different CPWs for accurate noise level input: a CPW is one; b CPW

is zero; c CPW is max; d CPW is LJS

Fig. 3 NLM denoising with different CPWs for inaccurate noise level input: a CPW is one;

b CPW is zero; c CPW is max; d CPW is LJS

the case CPW is zero and max, and NLM filter induces a little signal distortion, as

shown in Fig. 2b, c.

NLM is a blind image denoising method, and the noise level is unknown in practi-

cal application [10]. So we may use an inaccurate noise level as the input parameter

in many conditions. Figure 3 shows the case, where the noise level is 10 times as

large as the added noise level. When the noise level input is inaccurate, NLM can
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also enhance the performance of BOTDA, but the filtered signal has obvious dis-

tortion except NLM with LJSCPW. As shown in Fig. 3d, the NLM with LJSCPW

suppresses effectively the noise of signal while keeping the detail of perturbation.

4 Conclusion

In conclusion, we proposed a robust NLM filter algorithm to denoise the distributed

optical sensing signal, and the NLM with LJSCPW can significantly enhance the

SNR of optical sensing signal without signal distortion even when the noise level

input is 10 times larger than accurate noise level.
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Performance of Probabilistic Non-local
Means on the Brillouin Optical Time
Domain Analysis

Xingjie Sa, Xianyang Qian, Baisen Li, Cheng Xiong, Bin Zhang
and Wei Sun

Abstract In this paper we proposed using a robust method, probabilistic non-local

means (PNLM), to enhance the performance of optical fiber sensing system. The

simulation results show PNLM significantly improves the signal SNR. Comparing

with the traditional Non-Local Means (NLM), the PNLM filtering can effectively

remove system noise without signal details distortion.

Keywords Probabilistic non-local means ⋅Distributed optical fiber sensing ⋅Non-

local means

1 Introduction

Distributed optical fiber sensing system (DOFS) is a well-developed technology for

long-range parameter monitoring, showing a promising prospect in pipeline, large-

scale structures, and electric cable safety application [1, 2]. Brillouin optical time

domain analysis is typical optical fiber sensing system, and it has significant advan-

tage in long-range industrial application [3–5]. Recently, image processing methods,

such as non-local means, are put forward to improve the signal-to-noise ratio (SNR)

of DOFS [3, 4].But there are many works should be done to achieve optimal image

denoising performance, taking the characteristic of distributed optical fiber sensing

signal into consideration.

Non-local means has attracted significant attention since it was introduced by

Buade et al. in the 2005 [6]. This method is proven to be effective in image denoising

on a patch-by-patch basics. The NLM processes the noisy pixel by calculating the

weight of their neighboring pixels, and the weight reflects the similarity between
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neighboring pixels and the central pixel, then these weights are utilized to estimate

the value of the central pixel.

However, the NLM does not consider the impact of the noise. Probabilistic non-

local means (PNLM), which takes the noise distribution into consideration, achieves

better performance than classical NLM [7]. In this letter, we focus on the denoising

performance of the PNLM for DOFS. As the validation of the proposed method,

we simulate the Brillouin interaction along the single mode fiber. The denoising

results show PNLM is more effective filter than NLM, and the proposed significantly

suppress the noise while keeping the signal details.

2 Principle

For simple consideration, we define a clean 2D image x = {x(i)|i ∈ I} on the spatial

domain I. After the image being contaminated by zero mean Gaussian noise n(i)
which is identically and independently distributed (i.i.d) with variance 𝜎

2
, the image

can be molded [6]:

y(i) = x(i) + n(i), n(i) ∼ N(0, 𝜎2) (1)

where y(i) is the noisy pixel.

The NLM estimate the clean pixel x(i) by using weighted average of pixels in the

search area S, typically a square region:

̂x(i) =
∑

j∈S
w(i, j)y(j)∕Wi (2)

where the Wi is the summation of all weights within the search area denoted as:

Wi =
∑

j∈S
w(i, j) (3)

Weight w(i, j) is determined by the similarity between pixels of two similar windows,

these two windows centered on y(i) and y(j) respectively. The function is shown as

follow [6]:

w(i, j) = exp(−
∑

k∈P
(y(i + k) − y(j + k))2∕)h (4)

where the h determines the rate of decay of the exponential function, and the para-

meter h 10𝜎2 ∼ 15𝜎2
to achieve better performance.

However, traditional NLM denoising method does not consider the influence of

noise. From now on we assume the two local patches centered on x(i) and x(j) match

perfectly to analyze the drawback of NLM. In theory the weight w(i, j) should be 1,

but after corrupted by noise the weight w(i, j) will be less than 1 by the function (4).

So it is necessary to take account into the influence of the noise when calculating



Performance of Probabilistic Non-local Means . . . 569

Fig. 1 NLM weight function and the patch differences distribution of 5 × 5 similar window: a the

probability distributions of Di,j b the function of NLM weight

the weight. Because the value (yi+k − yj+k) agree with Gaussian distribution with

variance 2𝜎2
and mean 0. So we have the equation:

(yj+k − yi+k)2∕2𝜎2 ∼ 𝜒
2(1) (5)

where the 𝜒(1) is chi-square distribution with 1◦ of freedom.

Figure 1 shows NLM weight function gives two different weight for the equal

probable Di,j, and it did not give largest weight for the most probable. We can see

from above analysis that the NLM gives a biased weight when the image is contam-

inated by noise. Taking the distribution of noise into consideration, the probabilistic

weight function is as follow [6]:

wi,j = fn(Di,j) =
1∕2n∕2

𝛤 (n∕2)
D

n
2 −1
i,j e−aDi,j∕2 (6)

where the fn(Di,j) is the probability density function of chi-square distribution.

3 Simulation Result

We simulated BOTDA sensing system with the ideal condition, assuming the Bril-

louin gain is unchanged along the whole fiber. The fiber length is 100 km, and a

10MHz Brillouin frequency shift occurred at the location 95 km while the length

of the change section is 30m. And the frequency scanning range is 100MHz with

1MHz step, while the full-widths at half-maximum (FWHM) of BGS is set to

30MHz. We compare the denoising results of NLM and PNLM with the same para-
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Fig. 2 Raw data with noise level 0.02: a along the whole fiber; b around the change section

Fig. 3 Denoising result with NLM algorithm: a along the whole fiber; b around the change section

Fig. 4 Denoising result with PNLM algorithm: a along the whole fiber; b around the change

section

meters, where the search window is 21 × 21, the similar window is 5 × 5 and h is

10 × 𝜎
2
. Figure 2 shows the clean BGS contaminated by zero mean Gaussian while

the noise level is 0.02, and the BGS image consists of 100 × 100000 pixels, assuming

every data-point is treated as pixel.

NLM and PNLM can both significantly remove the noise of optical sensing sig-

nal, as show in Figs. 3 and 4 respectively. Comparing the noisy sensing signal in

Fig. 2, both of the two denoising methods can smooth the image, intensifying the

response of signal. But the denoising detail shows the NLM processing induces sig-
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Table 1 PSNR comparisons

PSNR∖𝜎 0.01 0.02 0.04 0.06 0.08 0.10
NLM 32.21 31.03 29.47 25.48 23.67 23.08
PNLM 32.75 31.48 29.86 25.96 24.02 23.32

nal distortion around the change section, as shown in Fig. 3b. And PNLM denoising

keeps a steeper edge of temperature raised than NLM, as show in Fig. 4b.

The denoising performance is then evaluated by computing the peak signal and

noise ratio (PSNR). We corrupt the simulated BGS image with different noise lev-

els, from 0.01 to 0.1, then the noisy signal is processed by NLM and PNLM. The

simulation results are summarized in Table 1. It can be seen from the table that the

PNLM method has higher PSNR than NLM approach in all case, and the proposed

PNLM method outperforms the NLM method.

4 Conclusion

In this paper, we proposed using PNLM denoising algorithm to enhance the SNR of

optical sensing signal. The typical DOFS, BOTDA, is implemented by simulation.

The denoising performance of noisy signal shows PNLM method can effectively

remove the noise without signal distortion, comparing with NLM approach.
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Performance of Coherent FSO System
Operating over Terrestrial Link

Ming Li

Abstract We studied the performance of coherent FSO system. The results
showed that the terrestrial air turbulence increases the symbol-error-rate, eventually
degrade the performance drastically.

Keywords Free-space optical communication ⋅ Coherent communication ⋅
Symbol-error-rate

1 Introduction

Transferring huge information data over the atmospheric media has attracted
numerous attentions in both scientific and industrial communities. It is well known
that the traditional radio frequency (RF) communications have been well-exploited.
As a most promising alternative and complement of the high-speed RF, the
free-space optical communication (FSO) has been emerged. Compared to the tra-
ditional RF, FSO system is able to offer the following certain advantages. Light wave
has higher frequency than radio wave so that FSO system could provide larger
information capacity; FSO system has the nature of immunity against eavesdropping
because the laser beam has extremely narrow divergence in the FSO link; optical
spectrum is unregulated while radio spectrum needs license; smaller size of terminals
and larger gain of optical antenna make the FSO system consume less power. On the
other hand, the FSO system is also highly desirable to establish the high-speed
communication links for some important application scenarios. For instance, com-
munication during the disaster recovery; information transfer in the remote areas,
links between the ground station and low-orbit satellite; the interconnection of
ship-to-ship, ship/ground-to-aircraft where data transfer with extremely high secu-
rity is required; establishing high-speed data links in urban areas, etc.
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Advances in manufacturing and exploitation of high-level modulation formats
activate the development of coherent detection scheme. The coherent detection
enables to suppress the impact of background noises effectively, for example, the
sun, star, light from indoor and outdoor, scattering light and thermal noise. As a
result, the sensitivity of the coherent detector is remarkably higher than the tradi-
tional intensity modulation direct detection scheme with the additional complex of
system design. Furthermore, the coherent detection scheme uses multiple-level
modulation formats so that the spectrum efficiency increases significantly. Conse-
quently, the FSO system with coherent detect scheme has potential to realize
high-speed information data transfer over the atmospheric media.

The atmosphere channel is one of the most key challenges to the coherent FSO
system. The existence of temperature gradient and wide leads to air turbulence,
which resulting in the fluctuations of air refractive index randomly. When the
optical signals propagate in the turbulent air, their wavefront phase and amplitude
vary randomly. Therefore, the phase distortions and amplitude fluctuations would
be significant, which degrades the performance of coherent FSO system. Up to
now, researchers have reported the influence of air turbulence on the performance
of coherent FSO system. Belmonte et al. [1] developed an asymptotic expression of
symbol-error-rate (SER) for the terrestrial FSO links by employing some
assumptions. Based on [1], a modified SER expression has been proposed to assess
the performance of coherent FSO system by taking the spatial diversity technique
into account [2]. Combining the misalignment and air turbulence, a comprehensive
analysis of coherent FSO system has been presented in [3]. However, accurate
evaluation with respect to performance of coherent FSO system is highly limited. In
this paper, the deleterious effects resulting from air turbulence are characterized by
phase distortions and amplitude fluctuations. The former is produced by the use of
Monte-Carlo phase screen method; while the latter is calculated according to
log-amplitude fluctuation variance. We consider the coherent FSO system with
QPSK (i.e. M = 4). Subsequently, the performance is evaluated with calculated
phase and log-amplitude fluctuation variances.

2 Deleterious Effects Through Terrestrial FSO Link

As we mentioned, the air turbulence causes the random fluctuations of air refractive
index. After optical signals propagate through the FSO link, their wavefront phase
distortions as well as amplitude fluctuations occur, thus leading to degradation of
coherent FSO performance. Fortunately, these random fluctuations obey certain
statistics. The modified Von Karman spectrum model is widely used to reflect the
terrestrial air turbulence. With this model, the power spectrum density (PSD)
function of air refractive index fluctuations is written as
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Φn =0.033C2
n
expð− κ2 ̸κ2mÞ
κ2 + κ20
� �11 ̸6 , for 0≤ κ<∞, ð1Þ

where κ is spatial frequency; κm = 5.92/linner and κ0 = 2π/Louter; linner and Louter
represent the inner and outer scale of turbulence, respectively; Cn

2 is crucial for the
FSO link, and referred as atmospheric refractive index structure parameter with unit
of m−2/3. Based on Eq. (1), the phase PSD function can be obtained simply by
multiplying the factor 2πk2L, thus

ΦϕðκÞ=0.49r − 5 ̸3
0

expð− κ2 ̸κ2mÞ
κ2 + κ20
� �11 ̸6 , for 0≤ κ<∞, ð2Þ

where r0 = (0.423k2Cn
2L)−3/5 is the Fried parameter; L is the FSO link distance.

Now, we employ the well-known Monte-Carlo phase screen method to generate
the phase distortions resulting from the air turbulence. The generated phase screen
is actually an array of random numbers created by computer program, which has the
same statistics with the Eq. (2) above.

Next, we calculate the log-amplitude fluctuation variance caused by the air
turbulence. In terms of Eq. (1), its specific expression is given by

δ2χ =2π2k2L
Z 1

0

Z ∞

0
κΦnðκÞ 1− cos

Lκ2η
k

� �� �
dκdη, ð3Þ

where η = z/L. By substituting Eqs. (1) and (3) becomes

δ2χðLÞ=0.97σ2R 1+Q− 2
m

� �11 ̸12
sin

11
6
tan− 1 Qm

� �
−

11
6
Q− 5 ̸6

m

� �
, ð4Þ

where Qm = 35.05L/klinner
2 , σR

2 = 1.23Cn
2k7/6L11/6.

3 Symbol-Error-Rate of Coherent FSO System

Turbulence-induced phase and amplitude fluctuations degrade the performance of
coherent FSO system. We use the symbol-error-rate to measure the performance,
which has the expression [4]

Performance of Coherent FSO System … 575



Ps =
Z ∞

0

Z π

− π

Z π ̸2− π ̸M

− π ̸2

1
4π2γ0δrδi

× exp −

ffiffiffi
γ
γ0

q
cos β− ζ

� �2

2δ2r

2
6664

3
7775

× exp −
γ sin2 β
2δ2i γ0

� �
exp − γ

sin2 π
M

sin2 θ

 !
dγdβdθ,

ð5Þ

where γ and γ0 are the SNRs with and without turbulence effect;

ζ= exp − δ2χ ̸2
	 


exp − δ2ϕ ̸2
	 


, δ2r =
1
2N 1+ expð− 2δ2ϕÞ− 2 expð− δ2χÞ expð− δ2ϕÞ
h i

,

δ2i = 1− expð− 2δ2ϕÞ
h i

̸2N with δ2χ and δ2ϕ denote the variances of phase and

log-amplitude distortions; parameter N represents the number of statistical cell with
respect to the air turbulence over the aperture.

One can see from Eq. (5) that the variances δ2χ and δ2ϕ would be the essential
parameters to determine the value of SER in light of the Monte-Carlo phase screen
method and expression of Eq. (4) described in Sect. 2, δ2χ and δ2ϕ enable to be
calculated. Subsequently, we evaluate the performance of coherent FSO system
measured by SER by using Eq. (5). Note that here we pay our attention to the
QPSK modulation format as an example, but the results are also appropriate to other
multiple-level modulation format.

4 Results and Discussions

To perform the simulations, without any loss of generality, we assume that the FSO
link path is 10 km; air turbulence parameters are Cn

2 = 10−15 m−2/3 with outer and
inner scale of turbulence Louter = 5 m, linner = 6 mm; the wavelength of optical
signals λ = 1550 nm is adopted. In order to achieve the ensemble average of phase
distortion variance, we produced 500 phase screens based on the same FSO link by
using the Monte-Carlo phase screen method. Eventually, we calculate the values of
SER within the concerned SNR γ0 range [0, 30] dB, which is presented in Fig. 1.
As one can see, compared to the case of turbulence-free, the values of SER are
higher remarkably in the presence of air turbulence. Also, the gap of curves with
and without air turbulence becomes larger as SNR γ0 increases. It reveals that the
deleterious air turbulence impacts including the phase and amplitude variances
increase the SER significantly, and deteriorate the performance of coherent FSO
system drastically. Therefore, effective schemes need to be employed to suppress
the turbulence effects. The potential techniques have been reported. The adaptive
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optics system as a formidable tool enables to correct the phase distortions [4].
The spatial diversity technique can mitigate amplitude fluctuations [5]. Gerchberg–
Saxton algorithm is an effective method to compensate for turbulence effects [6], etc.

5 Conclusions

We have studied the performance of coherent FSO system measured by the
symbol-error rate. The terrestrial air turbulence effects are characterized by phase
distortions and log-amplitude fluctuations. The numerical results showed that the
deleterious terrestrial air turbulence effects increase the value of SER, and deteri-
orate the performance of coherent FSO system significantly.
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Active Band-Stop Filter Synthesis Based
on Nodal Admittance Matrix Expansion

Lingling Tan, Yunpeng Wang and Guizhen Yu

Abstract Active network synthesis is important for circuit designer to find new
circuits with desired performance. In this paper, a synthesis method for synthesizing
active band-stop filters is presented, which starts from voltage transfer function and
linked infinity variables to describe nullors in both nodal admittance matrix
(NAM) and port admittance matrix of the circuit to be synthesized. Then circuit
topology is derived by nodal admittance matrix expansion. The Tow-Thomas
band-stopfilter circuit andÅkerberg-Mossberg band-stopfilter circuit are synthesized
by nodal admittance matrix expansion on the same port admittance matrix. A design
example of band-stop filter verifies the effectiveness of the circuit design method.

Keywords Active network synthesis ⋅ Nullor ⋅ Nodal admittance matrix
(NAM) expansion ⋅ Band-stop filter

1 Introduction

Alternative circuits are expected to be available in electronic circuit design. For the
passive circuit synthesis, based on the given transfer function, design impedance or
admittance can be derived and then the circuit topology as well as component
values can be synthesized by expanding the input impedance or admittance, with
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consideration of the transmission zeros of the transfer impedance or transfer
admittance. Unfortunately, for the active circuits, systematic active circuit synthesis
theory needs to be further developed. D.G. Haigh has put forward a systematic
method of active circuit synthesis after years of intensive research [1–4]. Research
of network synthesis can be divided into two phases. One is the approximation to
find a transfer function satisfying the specifications. The other is the realization to
find a circuit to realize the transfer function. Electronic circuits synthesized by the
latter method, such as filters, are derived from several given requirements without
considering the final topology structures of the final synthesized circuits.

In the method proposed in this paper, a p × p port admittance matrix derived by
a certain transfer function is expanded to a port-equivalent n × n nodal admittance
matrix, such that n > p. The matrix expansion process starts from introducing blank
rows and columns which represent internal nodes of the nodal admittance matrix,
and then nullors are added. Nodal admittance matrix expansion [5] is applied
thereafter to all matrix terms until every term in the admittance matrix becomes a
single admittance term. Then the added nullors are used to move the resulting
admittance matrix terms to their final locations, which properly describing either
floating or grounded passive terms [6]. Thus, the final nodal admittance matrix is
obtained, which includes finite terms and unbounded terms representing passive
circuit components and active ones, respectively.

Band-stop filters are used to filter out a single frequency or a band of frequencies,
which are widely used in wireless communication system. It can restrain the stray
output of high power transmitter and parasitic band of the nonlinear power amplifier
or band-pass filter [7] and so on. In this paper, active band-stop filter topology
structures of The Tow-Thomas band-stop filter circuit and Åkerberg-Mossberg
band-stop filter circuit are synthesized using nodal admittance matrix expansion and
a design example verify the effectiveness of the circuit design method.

The purpose of the present paper is to extend previous work to more complicated
circuits with more than one operational amplifier and verify the feasibility of the
method of the symbolic circuit design using nodal admittance matrix expansion. As
extra nullors are introduced, nullators, and norators may be paired as operational
amplifiers in alternative ways, then different active filter circuits can be derived
from the same circuit network with nullors.

2 Basic Theories of Active Network Synthesis

2.1 Nullor

Nullor is a universal active two-port network composed of nullator and norator,
which are specified according to the constraints imposed on their terminal voltages
and currents, that is:
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V1ðSÞ
I1ðSÞ

� �
=

0 0
0 0

� �
V2ðSÞ
− I2ðSÞ

� �
ð1Þ

Its admittance matrix is [8]

g h
j
k

∞i −∞i

−∞i ∞i

� � ð2Þ

The matrix (2) indicates that there is a nullator between nodes g and h and a
norator between nodes j and k. Where ∞i is linked infinity parameter and i refers to
the ith nullor. In the case of two-port circuits with prescribed voltage or current
transfer function, ∞i is also included in the port admittance matrix, thus ∞i creates
the possibility of a transformation from port admittance matrix to nodal admittance
matrix.

The widely application of the pathological element of nullor is for its capability
to model active blocks [9–11], such as the ideal operational amplifier as shown in
Fig. 1.

2.2 Admittance Matrix Descriptions for Circuits
with Prescribed Voltage and Current Transfer
Functions

For the 2 × 2 port admittance matrix of VCVS and CCCS, which may be
expanded to the 3 × 3 or 4 × 4 matrix as shown in Table 1 [1], where N and D,
respectively, represents the numerator and denominator of the transfer function,
Q represents an arbitrary admittance function parameter.

Table 1 describes four different types of port admittance matrix of the voltage
control voltage source(VCVS) and current control current source (CCCS), the rows
and the columns of the matrices are numbered in sequence starting from 1 and we
assume that nodes 1 and 2 are input and output node, respectively. The following
criterion explains which type of matrix we can choose to start the expansion: for

o/pFig. 1 Nullor equivalent for
ideal operational amplifier
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type I, the terms in the numerator of the transfer function are included in the
denominator and vice avers; for type II, the numerator and the denominator terms
are positive; for type III, the numerator and denominator terms are independent and
the transfer function is negative; for type IV, the numerator and denominator have a
combination of positive and negative terms. Through adding nullors and applying
the pivotal expansion in the port admittance matrix, circuits with more operational
amplifiers can be obtained [12].

2.3 Matrix Port-Equivalence Transformations [13]

Arbitrary element theorem: for single instance of a∞i, arbitrary finite elements may
be added to any position in the row and column which the ∞i exists; for the
instance of ± ∞i in the same row or column, arbitrary finite elements may be added
anywhere in the row or column that ± ∞i exists.

Element shift theorem: for a pair of ± ∞i occurs in a row or column, other
elements may be moved between the corresponding columns or rows. In addition,
elements in a row or column of an admittance matrix which are corresponding to
that of an internal node of an admittance matrix may be scaled by any factor and
added to any other row or column, respectively.

3 The Method of Active Network Synthesis

The synthesis of passive-RC circuits can be expanded to that of active RC circuits,
the process of which consists of the following six steps [14]:

(1) Choose a suitable matrix from Table 1 according to the given transfer function;
(2) Determine each element of the starting matrix referring to the transfer function;
(3) Carry out expansion of N, D, P or Q terms until all terms become 1st-order

admittance functions;
(4) Introducing missing terms or shift original matrix terms according to the

arbitrary element theorem and element shift theorem;
(5) If all matrix elements now correctly describe passive elements, the circuit is a

single nullor circuit. Otherwise:
(6) Add extra nullors to introduce missing matrix terms.
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4 Active Band-Stop Filter Synthesis Using Nodal
Admittance Matrix Expansion

The transfer function of a band-stop filter may be in the form

Av = −
kðs2 +ω2

z Þ
s2 + ω0

Q0
s+ω2

0
ð3Þ

Assuming the elements C1, C2, C3, g1, g2, g3, g4, g5, g6 are used to build the
band-stop filter, where g1 is used for tuning of ωz, g2, g3, and g4 may be used to
form the gain of the amplifier, g6 is used for tuning of ω0, g5 is used for tuning of
Q0. The transfer function is then in the form

Av = −
C1C3s2 + g1g4

g2
g3

C1C2s2 +C1g5s+ g4g6
g2
g3

= −
g3C1C3s2 + g1g4g2

g3C1C2s2 + g3C1g5s+ g4g6g2

= −
g3C1C3s2 + g1g4g2

g3C1sðC2s+ g5Þ+ g4g6g2

ð4Þ

For simplicity, let a stand for g1, b stand for g2, c stand for g3, d stand for g4,
e stand for C2s + g5, g stand for g6, h stand for C1s, i stand for C3s, yields

Av = −
ihc+ abd
ehc+ gbd

ð5Þ

From the given transfer function, type III in Table 1 is selected according to the
content description in Sect. 2.2, that is,

Av = −
N
D

ð6Þ

Allocate every terms of the matrix after choosing transfer function

0 0 0
0 0 ∞1

−N −D Q

2
4

3
5⟶

N = ihc+ abd
D= ehc+ gbd

Q= ðd+ e+ iÞhc
0 0 0
0 0 ∞1

− ihc+ abd
Q1

− ehc+ gbd
Q1

ðd+ e+ iÞhc
Q1

2
4

3
5

ð7Þ
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An arbitrary 1st-order function Q1 is introduced to Eq. (7) in order to carry out
pivotal expansion, where Q1 = hc. After pivotal expansion, another function
Q2 = b is introduced to the right side matrix of Eq. (8).

0 0 0

0 0 ∞1

− i− abd
hc − e− gbd

hc d+ e+ i

2
64

3
75→

0 0 0 0

0 0 ∞1 0

− i − e d+ e+ i − d

− ab
Q2

− gb
Q2

0 hc
Q2

2
6664

3
7775

ð8Þ

Carry pivotal expansion on the terms in the fourth row of the right side matrix of
Eq. (8), we get Eq. (9).

0 0 0 0
0 0 ∞1 0
− i − e d+ e+ i − d
− a − g 0 hc

b

2
664

3
775→

0 0 0 0 0
0 0 ∞1 0 0
− i − e d+ e+ i − d 0
− a − g 0 0 − h
0 0 0 − c − b

2
66664

3
77775

ð9Þ

According to the arbitrary element theorem, ± e is introduces to the row where
∞1 exists. The ± i elements are moved to the first row from the zeroth row. Then
the equivalent matrix of (9) is obtained as Eq. (10).

i 0 − i 0 0
0 e ∞1 − e 0 0
− i − e d+ e+ i − d 0
− a − g 0 0 − h
0 0 0 − c − b

2
66664

3
77775 ð10Þ

Extra nullors need to be introduced since the elements −a, −b, −c, −d, −h,
−g cannot be represented by floating terms. The matrix of Eq. (11) can be obtained
by introducing all zeroes in the 4th, 6th row and all zeroes in the 5th, 7th column;
adding a nullator between node 5 and the grounded node, and another one between
node 7 and the grounded node; adding a norator between node 4 and the grounded
node and another one between node 6 and the grounded node.
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i 0 − i 0 0 0 0
0 e ∞1 − e 0 0 0 0
− i − e d+ e+ i − d 0 0 0
0 0 0 0 ∞3 0 0
− a − g 0 0 0 − h 0
0 0 0 0 0 0 ∞2

0 0 0 − c 0 − b 0

2
666666664

3
777777775

ð11Þ

According to the arbitrary element theorem, Eq. (12) is obtained.

a+ i 0 − i 0 − a 0 0
0 e+ g ∞1 − e 0 − g 0 0
− i − e d+ e+ i − d 0 0 0
0 0 − d c+ d ∞3 0 − c
− a − g 0 0 a+ g+ h − h 0
0 0 0 0 − h b+ h ∞2 − b
0 0 0 − c 0 − b b+ c

2
666666664

3
777777775

ð12Þ

It can be seen that the circuit includes three pairs of nullors from Eq. (12). For
one pair, the nullator is connected between node 3 and the grounded node, and the
norator between node 2 and the grounded node. For another pair, the nullator is
connected between node 5 and the grounded node, and the norator between node 6
and the grounded node. And for the third one, the nullator is connected between
node 7 and the grounded node, and the norator between node 4 and the grounded
node. Therefore, the new active circuit topology is obtained as shown in Fig. 2.

As assumed before, the elements a, b, c, d, and g are selected as the resistor,
h and i as the capacitor, e as the combination of a resistor and a capacitor and
nullors are in pair in succession from the input node to the output node, then the
Tow-Thomas band-stop filter circuit shown in Fig. 3 is obtained.

Alternatively, if we reorder the nullors in Fig. 2 as the following sequence
shown in Fig. 4, then the reconstructed circuit topology with nullors replaced by

b c d e

i

h

5 23476

1

g

N1 N1 N2N2 N3 N3

Fig. 2 The circuit topology synthesized from Eq. (5)
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operational amplifiers is synthesized to the Åkerberg-Mossberg band-stop filter,
which is shown in Fig. 5.

Band-stop filter can be obtained by Eq. (13), and a design example is provided
to illustrate the design procedure. Design a band-stop filter according to the
parameters below:

fp=1 kHz,Qp=2, K =2

where fp represents the stop-band central frequency, Qp represents the quality
factor, K represents the passband voltage magnification.

AVðSÞ=
KðS2 +ω2

pÞ
S2 + ωp

Qp
S+ω2

p
ð13Þ

In this design example, for simplicity, capacitor C2 is chosen to 1 μF, and
R2 = R3 = R4 = 1 KΩ. Component values which are calculated according to
Eq. (13) are listed in Table 2.

Fig. 3 Tow-Thomas band-stop filter circuit

b c d e

i

h

5 23476

1

g

N1 N1N2 N2 N3 N3

Fig. 4 The reconstructed circuit topology
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The Tow-Thomas band-stop filter and the Åkerberg-Mossberg band-stop filter
are simulated according to the component values presented above, respectively,
which are shown in Figs. 6 and 7.

+
+

+

R1

R2

R3

R4

R5

R6

C1

C2

C3

Vin

Vout

1

2

3
4

5

6

7

Fig. 5 Åkerberg-Mossberg band-stop filter circuit

Table 2 Component values
of the design band-stop filter

C1 = 12.7 nF R1 = R2 = R3 = R4 = 1 kΩ R5 = 318.47 Ω
C2 = 1 μF C3 = 2 μF R6 = 2 KΩ

X1

V1

C1

C2

R1 R2

R3

R4
X2

X3

R5

R6

C3

vdb1
v

Fig. 6 The simulation of Tow-Thomas band-stop filter
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The simulation results are shown in Fig. 8, which explains that the results of the
two band-stop filter are consistent.

vdb1_1
v

R6

C3

V1_2

R1

X1_2

X1_3
C1

R2

R3

R4 X1_4

C2

R5

Fig. 7 The simulation of Åkerberg-Mossberg band-stop filter

vdb_Tow-Thomas band-stop filter circuit
vdb_Akerberg-Mossberg band-stop filter circuit

Results of Tow-Thomas band-stop filter circuit and Akerberg-Mossberg band-stop filter circuit

freq
1.000    10.000    100.000    1.000k    10.000k    

10.000

5.000

0.0

-5.000

-10.000

-15.000

-20.000

Fig. 8 The simulation results of Tow-Thomas band-stop filter circuit and Åkerberg-Mossberg
band-stop filter circuit
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5 Conclusions

This paper demonstrates a systematic synthesized method based on nodal admit-
tance matrix expansion using nullors. The active circuit topologies of the
Tow-Thomas band-stop filter and the Åkerberg-Mossberg band-stop filter are
synthesized from the same transfer function. Unlike traditional methods of circuits
design, the circuit topology is derived by the original transfer function without
assumptions about the synthesized circuit topology, the method of which verify the
feasibility of systematic circuit synthesis method based on nodal admittance matrix
expansion. Finally, a practical band-stop filter is provided, and the simulation
results verify the correctness of the proposed design method.
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Matrix Reconstruction-Based Algorithm
for Two-Dimensional Coherent DOA
Estimation

Heping Shi, Jihua Cao, Dun Liu and Hua Chen

Abstract In this paper, an effective matrix reconstruction-based two-dimensional
(2-D) direction-of-arrival (DOA) estimation algorithm is addressed. In the proposed
algorithm, the coherency of incident signals is decorrelated through two equivalent
covariance matrices, which are constructed by utilizing cross-correlation informa-
tion of received data between the two parallel ULAs and the changing reference
element. Then, the 2-D DOA estimation can be estimated by using eigenvalue
decomposition (EVD) of the new constructed matrix. Compared with the previous
works, the proposed algorithm can offer remarkably good estimation performance.
In addition, the proposed algorithm can achieve automatic parameter pair-matching
without additional computation. The theoretical analysis and simulation results
demonstrate the effectiveness and efficiency of the proposed algorithm.

Keywords Matrices reconstruction ⋅ 2-D DOA estimation ⋅ Coherent sig-
nals ⋅ Decoupled estimation

1 Introduction

Two-dimensional (2-D) direction-of-arrival (DOA) estimation of incident coherent
signals has received increasing attention in radar, sonar, and wireless communi-
cation [1–3]. Many DOA estimation methods, such as multiple signal classification
(MUSIC) [4] and estimation of signal parameter via rotation invariance techniques
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(ESPRIT) [5], have achieved good estimation performance. However, the afore-
mentioned methods assume the incident signals are independent, and thus these
methods would encounter performance degradation due to the rank deficiency of
signal covariance matrix when coherent signals exist. In order to decorrelate
coherent incident signals, the spatial smoothing (SS) [6] is especially noteworthy.
However, this technique generally reduces the effective array aperture and the
maximum number of resolvable signals cannot exceed the number of array sensors.
In [7], X. Nie et al. have introduced a computationally efficient subspace algorithm
for 2-D DOA estimation with L-shaped array. In [8], an effective 2-D DOA esti-
mation method using a sparse L-shaped array is proposed to obtain good estimation
performance and less computational complexity. Some decorrelation algorithms are
proposed in [9, 10] to achieve 2-D DOA estimation by utilizing two parallel ULAs.
However, the limitation of the abovementioned algorithms is that the estimation
performance cannot be satisfactory due to the fact that the structure of the array is
not being fully exploited.

For the purpose of description, the following notations are used. Boldface italic
lower/upper case letters denote vectors/matrices. ( ⋅ )*, ( ⋅ )T, ( ⋅ )†, and ( ⋅ )H stand for
the conjugation, transpose, Moore–Penrose pseudo-inverse and conjugate transpose
of a vector/matrix, respectively. The notation E(x) and diag ( ⋅ ) separately denote
the expectation operator and the diagonal matrix, respectively.

2 Data Model

As illustrated in Fig. 1, the antenna array consists of two parallel ULAs ðXa andYaÞ
in the x− y plane. Each ULA has N omnidirectional sensors with spacing dx, and
the interelement spacing between the two ULAs is dy. Suppose that M far-field
narrowband coherent signals impinge on the two parallel ULAs from 2-D distinct
directions ðαi, βiÞð1≤ i≤MÞ, where αi and βi are measured relatively to the x axis
and to the y axis, respectively.

Let the kth element of the subarray Xa be the phase reference, and then the
observed signals xkmðtÞ at the mth element can be expressed as

x

z
y

. ..
1 2 N
. . ..

dx

. ... ...
iα

iβ
iγ

dy
3

Xa

Ya

isFig. 1 Parallel array
configuration for 2-D DOA
estimation
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xkmðtÞ= ∑
M

i=1
e− jð2π ̸λÞðm− kÞdx cos αi siðtÞ+ nx,mðtÞ, ð1Þ

where siðtÞ denotes the complex envelope of the ith coherent signal, λ is the signal
wavelength, and dx represents the spacing between two adjacent sensors. The
superscript kðk=1, 2, . . . ,NÞ of the xkmðtÞ stands for the number of the reference
element in subarray Xa, and the subscript mðm=1, 2, . . . ,NÞ of the xkmðtÞ denotes
the number of the element along the x positive axis in subarray Xa. nx,mðtÞ is the
additive white Gaussian noise of the mth element in subarray Xa.

With a similar processing, employing the kth element of the subarray Ya as the
phase reference, and then the observed signals ykmðtÞ at the mth element can be
expressed as

ykmðtÞ= ∑
M

i=1
e− jð2π ̸λÞðm− kÞdy cos αi ejð2π ̸λÞdy cos βi siðtÞ+ ny,mðtÞ. ð2Þ

The observed vectors Xa and Ya can be written as

XkðtÞ= ½xk1ðtÞ, xk2ðtÞ, . . . , xkNðtÞ�T ð3Þ

YkðtÞ= ½yk1ðtÞ, yk2ðtÞ, . . . , ykNðtÞ�T . ð4Þ

3 The Proposed Algorithm

For the subarray Xa, the autocorrelation calculation is defined as follows:

rk
xkmðxkkÞ*

=E½xkmðtÞðxkkðtÞÞ*�

= ∑
M

i=1
giðtÞe− jð2π ̸λÞðm− kÞdx cos αi + σ2δðm, kÞ,

ð5Þ

where

giðtÞ= ∑
M

j=1
siðtÞs*j ðtÞ ð6Þ

δðm, kÞ= 1, m= k
0, m≠ k

�
. ð7Þ
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Assume that the kth element of the subarray Xa is the phase reference. Thus, the
autocorrelation vectors rk

XkðxkkÞ*
between XkðtÞ and the corresponding reference

element xkkðtÞ can be defined as follows:

rkXkðxkkÞ*
=E XkðtÞðxkkðtÞÞ*

h i
= rk

xk1ðxkkÞ*
, rk

xk2ðxkkÞ*
, . . . , rk

xkNðxkkÞ*
h iT

.
ð8Þ

It is obvious that N column vectors can be achieved as the superscript k of the
rk
XkðxkkÞ*

is changed from 1 to N. Thus, we construct an equivalent auto-covariance

matrix Rxx as follows:

Rxx = r1X1ðx11Þ*
, r2X2ðx22Þ*

, . . . , rNXN ðxNN Þ*
h i

=

r1
x11ðx11Þ*

r2
x21ðx22Þ*

⋯ rN
xN1 ðxNN Þ*

r1
x12ðx11Þ*

r2
x22ðx22Þ*

⋯ rN
xN2 ðxNN Þ*

⋮ ⋮ ⋱ ⋮
r1
x1N ðx11Þ*

r2
x2N ðx22Þ*

⋯ rN
xNN ðxNN Þ*

2
666664

3
777775.

ð9Þ

Similarly as in (5), for the subarray Ya, the cross-correlation calculation r ̃k
ykmðxkkÞ*

can be written as

r ̃k
ykmðxkkÞ*

=E½ykmðtÞðxkkðtÞÞ*�

= ∑
M

i=1
giðtÞe− jð2π ̸λÞðm− kÞdx cos αi ejð2π ̸λÞdy cos βi .

ð10Þ

Then, the cross-correlation vectors rk̃
YkðxkkÞ*

between YkðtÞ and the reference

element xkkðtÞ in subarray Xa can be expressed as

r ̃kYkðxkkÞ*
=E YkðtÞðxkkðtÞÞ*

h i
= r ̃k

yk1ðxkkÞ*
, r ̃k

yk2ðxkkÞ*
, . . . , r ̃k

ykN ðxkkÞ*
h iT

.
ð11Þ

Obviously, we can obtain another N column vectors when the superscript k of
the rk̃

YkðxkkÞ*
is varied from 1 to N. Based on the N column vectors, an equivalent

cross-covariance matrix Ryx can be given by
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Ryx = r ̃1Y1ðx11Þ*
, r ̃2Y2ðx22Þ*

, . . . , r ̃NYN ðxNN Þ*
h i

=

r ̃1
y11ðx11Þ*

r ̃2
y21ðx22Þ*

⋯ r ̃N
yN1 ðxNNÞ*

r ̃1
y12ðx11Þ*

r ̃2
y22ðx22Þ*

⋯ r ̃N
yN2 ðxNNÞ*

⋮ ⋮ ⋱ ⋮
r1̃
y1N ðx11Þ*

r ̃2
y2N ðx22Þ*

⋯ r ̃N
yNN ðxNNÞ*

2
666664

3
777775.

ð12Þ

In order to obtain the final matrix form of the equivalent auto-covariance matrix
Rxx as in (9), we need to further investigate the autocorrelation calculation rk

xkmðxkkÞ*
in

(5):

rk
xkmðxkkÞ*

=E½xkmðtÞðxkkðtÞÞ*�

= ∑
M

i=1
∑
M

j=1
siðtÞs*j ðtÞe− jð2π ̸λÞðm− kÞdx cos αi + σ2δðm, kÞ

= ∑
M

i=1
∑
M

j=1
siðtÞs*j ðtÞe− jð2π ̸λÞðm− 1Þdx cos αi ⋅ ejð2π ̸λÞðk− 1Þdx cos αi + σ2δðm, kÞ

= amðαÞGaHk ðαÞ+ σ2δðm, kÞ,
ð13Þ

where

G= diag g1ðtÞ g2ðtÞ ⋯ gMðtÞ½ � ð14Þ

amðαÞ= e− jð2π ̸λÞðm− 1Þdx cos α1 ⋯ e− jð2π ̸λÞðm− 1Þdx cos αM
� �

. ð15Þ

It can be seen from (15) that amðαÞ is the mth row of the steering matrix in
covariance matrix with the scenario when the first element of the subarray Xa is set
to be the reference element. According to (13), (14), and (15), Eq. (8) can be
rewritten as

rkXkðxkkÞ*
= ½rk

xk1ðxkkÞ*
, rk

xk2ðxkkÞ*
, . . . , rk

xkN ðxkkÞ*
�T

=AðαÞGaHk ðαÞ+ σ2δðm, kÞ,
ð16Þ

where AðαÞ= aðα1Þ aðα2Þ ⋯ aðαMÞ½ � is the steering matrix of the
covariance matrix along the subarray Xa, and aðαiÞ=
1 e− jð2π ̸λÞdx cos αi ⋯ e− jð2π ̸λÞðN − 1Þdx cos αi

� �T .
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Based on (16), the equivalent auto-covariance matrix Rxx in (9) can be rewritten
as

Rxx = r1X1ðx11Þ*
, r2X2ðx22Þ*

, . . . , rNXN ðxNN Þ*
h i

=AðαÞGAHðαÞ+ diag½σ21, σ22, . . . , σ2N �,
ð17Þ

where σ2i is the noise power on the ith element of the subarray Xa .
Similar to the equivalent auto-covariance matrix Rxx in (17), the equivalent

cross-covariance matrix Ryx in (12) can be rewritten as

Ryx = r ̃1Y1ðx11Þ*
, r ̃2Y2ðx22Þ*

, . . . , r ̃NYN ðxNN Þ*
h i

=AðαÞΨðβÞGAHðαÞ,
ð18Þ

where

ΨðβÞ=
υðβ1Þ 0 ⋯ 0
0 υðβ2Þ ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ υðβMÞ

2
664

3
775 ð19Þ

G= diag g1ðtÞ g2ðtÞ ⋯ gMðtÞ½ �. ð20Þ

From (17) and (18), it is easy to see that since αi ≠ αj, ði≠ jÞ, AðαÞ is a full
column rank matrix with rank(AðαÞÞ=M. Similarly, since βi ≠ βj, ði≠ jÞ, ΨðβÞ is a
full-rank diagonal matrix with rank(ΨðβÞÞ=M. According to (6) and (14), note that
the incident source signals siðtÞ≠ 0, ði=1, 2⋯MÞ, so giðtÞ≠ 0. As a result, G is a
full-rank diagonal matrix, namely, rank(GÞ=M. That is, the coherency of incident
signals is decorrelated through matrices constructing no matter whether the signals
are uncorrelated, coherent or partially correlated.

From (17), we can obtain the noiseless auto-covariance matrix R̂xx

R̂xx =AðαÞGAHðαÞ. ð21Þ

The eigen-decomposition of R̂xx can be written in the form

R̂xx = ∑
M

i=1
λiUiUH

i , ð22Þ

where fλ1 ≥ λ2 ≥⋯≥ λMg and fU1,U2, . . . ,UMg are the nonzero eigenvalues and
eigenvector of the noiseless auto-covariance matrix R̂xx, respectively. Then, the
pseudo-inverse of R̂xx is
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R†xx = ∑
M

i=1
λ− 1
i UiUH

i . ð23Þ

Since AðαÞ is a column full-rank matrix, Eq. (21) can be expressed as

GAHðαÞA− 1ðαÞR̂xx

= AHðαÞAðαÞ� �− 1AHðαÞR̂xx.
ð24Þ

According to (18) and (24), the equivalent cross-covariance matrix Ryx can be
rewritten as

Ryx =AðαÞΨðβÞGAHðαÞ
=AðαÞΨðβÞ AHðαÞAðαÞ� �− 1AHðαÞR̂xx.

ð25Þ

Then, right-multiplying both sides of (25) by R†xxAðαÞ, we have

RyxR†xxAðαÞ =AðαÞΨðβÞ AHðαÞAðαÞ� �− 1AHðαÞ
R̂xxR†xxAðαÞ.

ð26Þ

Substituting (22) and (23) into (26) yields

RyxR†xxAðαÞ=AðαÞΨðβÞ AHðαÞAðαÞ� �− 1AHðαÞ

∑
M

i=1
λiUiUH

i

� �
∑
M

i=1
λ− 1
i UiUH

i

� �
AðαÞ

=AðαÞΨðβÞ AHðαÞAðαÞ� �− 1AHðαÞ

∑
M

i=1
UiUH

i

� �
AðαÞ

=AðαÞΨðβÞ AHðαÞAðαÞ� �− 1 AHðαÞAðαÞ� �
=AðαÞΨðβÞ.

ð27Þ

Notice that ∑
M

i=1
UiUH

i = I. Based on (23) and (25), a new matrix R can be defined

as follows:

R=RyxR†xx. ð28Þ
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From (28), (27) can be further rewritten as

RAðαÞ=AðαÞΨðβÞ. ð29Þ

Obviously, the columns of AðαÞ are the eigenvectors corresponding to the major
diagonal elements of diagonal matrix ΨðβÞ. Therefore, by performing an
eigen-decomposition of R, the AðαÞ and ΨðβÞ can be obtain. Then, the DOA esti-
mation of the coherent signals θi = ðαi, βiÞ can be achieved according to
υðβiÞ= ejð2π ̸λÞdy cos βi and aðαiÞ= ½1, e− jð2π ̸λÞdx cos αi , . . . , e− jð2π ̸λÞðN − 1Þdx cos αi �T with-
out additional computations for parameter pair-matching and 2-D peak searching.

4 Simulation Results

In this section, simulations are performed to ascertain the performance of the
proposed algorithm. The proposed method is compared with another efficient
algorithm (DMR-DOAM) in [10]. The number of sensors in each subarray is N =7
with dx = dy = λ ̸2. Consider M =4 coherent signals with carrier frequency
f =900MHz coming from α= ð75o, 100o, 120o, 60oÞ and β= ð65o, 75o, 90o, 50oÞ.
The phases of coherent signals are π ̸5, π ̸3, π ̸3, π ̸3½ �. Results on each of the
simulations are analyzed by 1000 Monte Carlo trials. The root-mean-square error
(RMSE) is defined to evaluate the performance of the proposed algorithm and
DMR-DOAM algorithm:

RMSE(αÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1000K

∑
1000

i=1
∑
M

n=1
ðα̂nðiÞ− αnÞ

2
s

RMSE(βÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1000K

∑
1000

i=1
∑
M

n=1
ðβnðiÞ− βnÞ

2
s

,

ð30Þ

where αn̂ðiÞ and βnðiÞ are the estimate of αn and βn for the ith Monte Carlo trial,
respectively, and K is the source number.

In the first simulation, we evaluate the performance of the two algorithms with
respect to the input SNR. The number of snapshots is fixed at 1000, and the SNR
varies from −10 to 10 dB. The RMSE of the DOAs versus the SNR is shown in
Fig. 2. It can be seen from Fig. 2 that the proposed algorithm can provide better
DOA estimation than the DMR-DOAM algorithm no matter whether the RMSE
curve of the α or the RMSE curve of the β. The reason is that the proposed
algorithm takes full advantage of all the received data of the two parallel ULAs to
construct the equivalent auto-covariance matrix Rxx and cross-covariance matrix
Ryx, which can improve the estimation precision.

In the second simulation, we investigate the performance of the two algorithms
versus the number of snapshots. The simulation conditions are similar to those in
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the first simulation, except that the SNR is set at 5 dB, and the number of snapshots
is varied from 10 to 250. The RMSE of the DOAs versus the number of snapshots
is depicted in Fig. 3. As shown in Fig. 3, the proposed algorithm behaves better
performance than the DMR-DOAM algorithm.

5 Conclusion

A novel decoupling algorithm for 2-D DOA estimation with two parallel ULAs has
been presented. It has been shown that the proposed algorithm yields remarkably
better estimation performance than the DMR-DOAM algorithm, especially in low
SNR and small number of snapshots.
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Sub-Nyquist Sampling Based
on Exponential Reproducing Gabor
Windows

Wang Cheng, Chen Peng, Meng Chen and Luo Jin

Abstract For analog signals comprised of several, possibly overlapping, finite
duration pulses with unknown shapes and time positions, an efficient Sub-Nyquist
sampling system is based on Gabor frames. To improve the realizability of this
sampling system, we present alternative method for the case that the windows are
exponential reproducing Gabor windows. Then, the time translation element could
be realized with exponential filters. In this paper, we also construct the measure-
ment matrix and prove that it has better coherence than Fourier matrix. Simulations
prove that the sampling proposed in this paper, the sampling system require quite
low sampling frequency and has nice reconstruction performance.

Keywords Compressed sensing ⋅ Gabor frames ⋅ Exponential reproducing
windows ⋅ Sub-Nyquist sampling

1 Introduction

Sub-Nyquist sampling, which can acquire signals even at very low sampling rate
and maintain high approximation precision, has been developed over the past years
to process certain signal models. Unlike the traditional Sub-Nyquist method,
Xampling originates from CS theory and ends up in some less sophisticated
front-end hardware [1]. Until now, a variety of different applications of Xampling is
developed for multipulse signals, such as radar signals, ultrasound signals, etc.
However, all the applications are based on finite rate of innovation (FRI) signals
sampling [2, 3], and the pulse shape should be a priori known. Gabor frame
Sub-Nyquist sampling is proposed for making up for the weakness of FRI signals

W. Cheng ⋅ M. Chen ⋅ L. Jin
Shijiazhuang Mechanical Engineering College, Shijiazhuang, China
e-mail: 32626364@qq.com

C. Peng (✉)
Institution of Mechanical Engineering, Shijiazhuang, China
e-mail: beimingke@163.com

© Springer Nature Singapore Pte Ltd. 2018
Q. Liang et al. (eds.), Communications, Signal Processing, and Systems,
Lecture Notes in Electrical Engineering 423,
https://doi.org/10.1007/978-981-10-3229-5_64

605



sampling and can acquire both location and shape information for multipulse sig-
nals [4]. Unlike the FRI signals sampling, which just collects the signal Fourier
coefficients and reconstruct original signal with kernel functions, it operates
short-time Fourier transform on signal and collects the Gabor time-frequency
coefficients.

Theoretically, all square-integrable time limited signals can be well approxi-
mated by truncated Gabor series. Under Gabor sampling scheme, the sampling rate
equals 1 ̸T and the sampling number is about only 4μ− 1Ω′WNp, where Ω′ is related
to the essential bandwidth of the signal and μ∈ 0, 1ð Þ is the redundancy of the
Gabor frames used for processing. The sampling scheme in [4] is demonstrated to
possess well reconstruction performance with time domain modulation measure-
ment functions constructed by Bernoulli random matrix and Gabor windows, such
as piecewise spline or B-spline window sequences. Unfortunately, there still exists
a gap between the theory and practice, because the shifting Gabor windows
modulated by random measurement matrix is hard to be realized with simple cir-
cuit, and its complexity and synchronization precision also greatly affect the
reconstruction performance.

The main contribution of this paper is introducing the exponential reproducing
windows into Gabor sampling scheme and reducing the time domain modulation
functions, constructed by appropriately weighted window sequences, to simple
exponential functions. The time domain modulation functions of this study can
avoid holding complicated function structures and intricate system functions, which
are difficult to realize in real world. Any time domain response function from
E-splines system could be defined as exponential reproducing function, the simplest
one being E-spline itself [5]. For this study, we deduced the representation of the
filter form of the time domain modulation functions in Gabor sampling scheme and
chose the appropriate E-Splines parameter vector α for guaranteeing the windows
positive real functions. Then we constructed the measurement matrix for CS
recovery and calculated each entry and proved that such measurement matrix has
better coherence than that of DFT matrix. Next, we study the effect of frame
windows width Wg on the signal reconstruction performance. In [4], the frame
windows width is the same as the pulse width of the signal to be measured and the
Gabor frames is not quite redundant. So the sparsity S of the Gabor coefficients
recovered for signal representation is very small and the columns dimension to row
numbers ratio r of the measurement matrix is large enough to result in good
RIP. Simulations prove that the sampling proposed in this paper, the sampling
system requires quite low sampling frequency and has nice reconstruction
performance.
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2 Sampling System with Exponential Reproducing
Windows

2.1 Basic Sampling System

We focus here on a class of multipulse signals, which have limited time duration
and short pulses with arbitrary shapes and positions, and may even overlap. The
only parameters assumed are the duration T, the number Np of pulses and the
maximal width W. The multipulse signal xðtÞ, supported on − T ̸2, T ̸2½ �, can be
expressed as xðtÞ= ∑N

n=1 hnðtÞ, where maxn supphnj j≤W .
In the sampling scheme, the signal xðtÞ enters J ×M channels simultaneously. In

the ðj,mÞth channel, xðtÞ was multiplied by function qj,mðtÞ and processed by an
integrator. The structure of the scheme is shown in Fig. 1.

Matusiak and Eldar [4] set Wg =W , and gðtÞ essentially bandlimited to
−Bg ̸2,Bg ̸2

� �
. For some μ∈ 0, 1ð Þ, qj,mðtÞ=wjðtÞsmðtÞ is defined, where wjðtÞ=

∑L0
l= − L0 djle

− 2πiblt, smðtÞ= ∑K0
k= −K0

cmkgðt− akÞ. Here, K0 = ⌈ðT +WÞ ̸2Wμ⌉− 1,
and L0 = ⌈ðΩ+BgÞW ̸2⌉− 1, and then the numbers of time and frequency shifts
are, respectively K =2K0 + 1 and L=2L0 + 1. The output of the ðj,mÞth channel is

yj,m =
Z T ̸2

− T ̸2
xðtÞqj,mðtÞdt = ∑

L0

l= − L0
djl ∑

K0

k= −K0

cmkzkl ð1Þ

Equation (1) can be written in the matrix equation as Y = DUT , U = CZ For
general multipulse signals, matrix D, was used only to simplify hardware

Fig. 1 Gabor sampling
scheme for multipulse signals
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implementation, but not to reduce sampling rate. Matusiak and Eldar [4] chose
matrix D as D= I or other full bank matrix with J < L, reducing the primary mission
of (1) to U = CZ.

Relying on ideas of CS, the signal can be recovered from a small number of
samples by exploiting its sparsity. Then, the multipulse signal xðtÞ can be recovered
according to equation xðtÞ= ∑k, l∈ℤ zkle− 2πiblgðt− akÞ.

Recovering Z is referred to as a multiple measurement vector (MMV) problem
[6]. In [4], matrix C was chosen as Gaussian or Bernoulli random matrices, which
have RIP of the order S, if M ≥ 2⌈2μ− 1⌉NlogðK ̸2⌈2μ− 1⌉NÞ.

2.2 Exponential Reproducing Windows Design

We now present a sampling scheme with exponential reproducing windows that can
greatly simplify the time domain transform function smðtÞ. Primarily, compared
with the time duration − T ̸2, T ̸2½ � set in [4], we shift to a complete positive scope
½0, T �. For short pulses stream, it satisfies that WNp ≪ T and matrix Z is sparse.

An exponential reproducing window is any function gðtÞ that, together with its
shifted versions, can generate complex exponentials of the form eαnt, such as

∑
k∈ℤ

vn, kgðt− kÞ= eαnt ð2Þ

where n=0, 1, . . . ,N, and αn ∈ℂ.
The theory relating to the reproduction of exponentials derives from the concept

of E-splines. A function with the time domain representation βα = eαrectðt− 1 ̸2Þ is
called cardinal E-spline of first order. Through convolution of βα, Nth order
E-splines can be obtained, e.g., βαðtÞ= ðβα1*βα2*⋯*βαN Þ tð Þ, where
α= α1, α2, . . . , αNð Þ, and it can be written in the Fourier domain as

βαðωÞ= ∏
N

n=1

1− eαn − jω

jω− an
.

Exponential reproducing windows gðtÞ=ψðtÞ*βαðtÞ is considered as response to
sampling kernel function ψðtÞ filtered with E-splines βαðtÞ. Under ideal conditions,
we let ψðtÞ= δðtÞ, the windows is reduced to gðtÞ= βαðtÞ. Operating a time scaling
on Nth order cardinal E-spline function βαðtÞ with factor N ̸Wg, the Gabor window
and its dual window can be expressed as gðtÞ= βαðtN ̸WgÞ.

Then Gabor window gðtÞ is compactly supported in ½0,Wg�. In this scenario, the
lattice parameters are μWg, and b=1 ̸Wg. If μ=1 ̸N, Eq. (3) is obtained

∑
k∈ℤ

vn, kgðt− kÞ= ∑
k∈ℤ

vn, kβαðtN ̸Wg − kÞ= eαnNt ̸Wg ð3Þ

In fact, the time duration of the signal is [0, T] and the sampling rate is restricted
to 1/T, so that the window sequence can be truncated. To ensure that the exponential
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functions constructed by the shift windows can cover [0, T] in time domain, they
were calculated by assuming the lower and upper shift count limits as K1 and K2:

K1a≥ −Wg

K2a≤T +Wg
→

K1 = −N
K2 = ⌈ðT +WgÞN ̸Wg⌉− 1 ð4Þ

Equation (7) shows that the time domain is divided into K =K2 −K1 pieces.
Then according to (3), the time domain transform function is

smðtÞ= eαnNt ̸Wg rectðt− T ̸2Þ ð5Þ

2.3 Filter Form

Equation (5) has an exceedingly simple form, as compared with that of the general
settings discussed in [4]. Nonetheless, smðtÞ is implemented with a filter.

First of all, construct function χ*mðtÞ= ∑K2
p=K1

vm, pβαð− tN ̸Wg + μNðp− 1ÞÞ
here. Given that μ=1 ̸N, p, q∈ fK1,K1 + 1, . . . ,K2g, p+ q=K − 2N, and the
integral interval is restricted to [0,T], let χmðtÞ= χ*mðtÞrectðt− T ̸2Þ. Then

yj,m =
Z T

0
xðtÞwjðtÞsmðtÞdt=

Z T

0
xðtÞwjðtÞ ∑

K2

q=K1

cm, qβαðtN ̸Wg − qÞdt

=
Z T

0
xðtÞwjðtÞ ∑

K2

p=K1

cm, pβαðtN ̸Wg − μNðK − 2N − pÞÞdt

=
Z T

0
xðtÞwjðtÞ ∑

K2

p=K1

cm, pβα − τ− tð ÞN ̸Wg + μNðp− 1Þ� �
dt

= xðtÞwjðtÞ*χmðtÞ
� �½τ�

ð6Þ

Evidently, χmðtÞ represents the unit impulse response of the filter in the ðj,mÞth
channel. What is notable is that yj,m is the integral result in time
τ=WgðK − 2N +1Þ ̸N. According to (5), τ=WgðK2 −K1 − 2N +1Þ ̸N = ⌈T⌉.
Consequently, if the sampling action occurs in ts, it suggests that the sample yj,m is
acquired from the ðj,mÞth channel. In addition, index m corresponds to n and the
total number of time domain transform functions equals the order of E-splines,
namely M = N. Figure 2 shows the transformation of Gabor sampling scheme with
smðtÞ, carried out by filters other than waveforms.

According to (3) into the expression, χmðtÞ can be reduced to a simple form as
χmðtÞ= e− αmNt ̸Wg rectðt−T ̸2Þ, which is an exponential function truncated by a
rectangle window supported in [0, T]. Then, the Laplace transform of χmðtÞ is
expressed as
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XmðsÞ= 1− e− Tðs+ αmN ̸WgÞ

s+ αmN ̸Wg
ð7Þ

Besides the order of the E-splines and window width, the parameter vector α is
the adjustable variable that decides the filter characteristics. Each entry αm consists
of real and imaginary parts. For the exponent item of (7), the real part was used to
simplify the expression. Choose αm = α0 + imλ, where m=1, 2, . . .M. To fulfill the
convergence requirement of Laplace transform, it is necessary that Re½s�> − α0. The
optimal setting being α0 =Wg ̸WN, if s= iω, for T ≫W and Wg ≥W , it follows that
e−Tðs+ αmN ̸WÞ = e− TWg ̸W2

eiTðmλN ̸W −ωÞ → 0. Particularly, if Wg =W , α0 will have
simpler form as α0 = 1 ̸N. In this case, the utility of sm tð Þ becomes a first order RC
filter XmðsÞ= 1

s+ αmN ̸W. At the same time, for τ= ⌈T⌉≥T , the sample acquired in
t= ts, after passing the filter, does not lose any signal information in interval [0, T].

2.4 Signal Reconstruction and Measurement Matrix

For this study, we focus mainly on the construction of measurement matrix C. To
bring out the concrete measurement matrix entries cm, k, the first and foremost task is
to fix αm. For the above analysis, we have chosen αm = α0 + iλξðmÞ, with
α0 =Wg ̸NW , and here we just need to decide λ. According to [5], cm, k = eαmkcm, 0.
If there is a component such as 2πim in λ, it is possible to construct a measurement
matrix that has the same properties as those of Fourier matrix. So, we fix λ as

λ=2π ̸K, and then αm = Wg

NW + i 2πξðmÞK .

Fig. 2 Filter form of Gabor
sampling scheme
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According to Sect. 2.3, and given that p, q∈ fK1,K1 + 1, . . . ,K2g,
p+ q=K − 2N, we can compute cm, k as follows:

cm, k = vm, q = vm, ðK − 2N − pÞ =
Z +∞

−∞
e−αmNt ̸Wgβαð− tN ̸Wg + ðK − 2N − p− 1ÞÞdt

= eαmðK − 2N − pÞ
Z +∞

−∞
e− αmNt ̸Wgβαð− tN ̸Wg − 1Þdt

= eαmq
Z +∞

−∞
e− αmNt ̸Wgβ−αðtN ̸WgÞdt

= eαmk
Ξ mð Þ
Ξ mð Þj j2

ð8Þ

where Ξ mð Þ= Wg

N ∏
N

n=1

1− eαn + αm

αn + αm
, k∈ fK1,K1 + 1, . . . ,K2g.

However, for perfect CS recovery, C should satisfy RIP. We can see that C is a
weighted DFT matrix. As there is still no effective and easy method to compute the
RIC of such kind of matrices except ergodic calculating, we detect the RIP by
comparing it with DFT matrix, which was proved to satisfy RIP for sparse signal
reconstruction [7]. First, we need to explore the matrix coherence θ.

Then by applying Gershgorin’s circle theorem, we can conclude that
δS ≤ S− 1ð Þθ Φð Þ. According to the definition, matrix coherence of C satisfy

θ Cð Þ= j< ck, cl > j
jjckjj2jjcljj2

= ∑
M − 1

m=0

ei
2πm
K ðl− kÞ

Ξ mð Þj j2
�����

�����
̸ ∑
M − 1

m=0

1

Ξ mð Þj j2 ≤ ∑
M − 1

m=0
ei

2πm
K ðl− kÞ

���
��� ̸M = θ DFTQð Þ,

ð9Þ

Where θ DFTQð Þ is a class of submatrices of Fourier matrices DFT. In [8],
Theorem 3.3 shows that for satisfying RIP the best known bound on the number of
Fourier measurements M =OðS log4 KÞ. So, for perfectly reconstructing the orig-
inal signal, the critical problem is how to construct the sampling scheme with an
appropriate relation between S and K.

In this study, we can solve the problem from the two entry points: the windows
width Wg and the index set of measurement matrix C. On the one hand, in a fixed
time duration, K is determined by the time shifting parameter a. WithWg increasing,
K gets smaller. On the other hand, Wg is intimately involved with sparsity S. If the
windows are wide enough, the sparsity S can be reduced to half of that proposed in
[4]. What is more, E-splines have a special property: the higher the order N, the
more the energy is centralized to a shorter time domain support [5]. Then the
essential window’s width gets short and the ratio M ̸S=N ̸S brought down.
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3 Simulation and Discussion

The sampling scheme was tested on multipulse signals of duration T =20ms and
the pulses making up the signals were randomly chosen as a set of three different
windows: cosine, Gaussian, B-spline of three orders. The number of pulses was
varied between Np =1, 3, 5, the maximum pulse width being W =0.5ms. The
locations of the pulses were also random. Monte Carlo method was used for
simulations averaged over 500 trials. Throughout the experiments we chose D= I
and measured the relative error jjx− x ̂jj2 ̸jjxjj2.

First, we studied the effects of stretching Gabor frame window width on the
reconstruction error. The smoothness order of the E-spline windows was chosen as
N = M=100. Z was acquired by solving the MMV problem with SOMP.

Figure 3 shows the relative error between the reconstructed signals and the
original signals with the increase in windows stretching factor ζ and the pulse
number Np.

The two curved surfaces represent, respectively, the error variation trends under
the conditions of b=1 ̸W and b=1 ̸ζW . It can be seen that when b=1 ̸ζW and
ζ≥ 7, the signals can be reconstructed with minimum error, and the variation of Np

had little effect on the error. With ζ increasing, the dimension K of Z significantly
decreased, which means that the measurement matrix has correspondingly fewer
columns, and can hence be recovered with higher accuracy.

Then we compared the reconstruction error of the sampling scheme proposed in
this paper with that of a specific example in [4]. Under appropriate parameter
setting, the reconstruction performance of both schemes was similar. Therefore, the
sampling scheme proposed here can be considered effective and feasible.

Fig. 3 Relative reconstruction error variation curve with the increasing of windows stretching
factor ζ and pulse number Np
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4 Conclusion

We introduced exponential reproducing windows into Gabor sampling scheme for
Sub-Nyquist sampling of short pulses, which notably simplified the filter structure
of the sampling system and enabled it to be realized by exponential filters. Subject
to choosing an appropriate E-splines parameter vector α, the Gabor windows could
be a positive real function and it is possible to construct the measurement matrix as
a weighted DFT matrix for Gabor coefficients recovery, which is proved to have
good coherence. Simulations prove that the sampling proposed in this paper the
sampling system require quite low sampling frequency and has nice reconstruction
performance.
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DOA Estimation for Wideband Chirp
Signals

Deliang Liu, Xiwei Guo, Peng He and Shen Zhao

Abstract Conventional DOA estimation approaches suffer from low-angular res-
olution or relying on a large number of snapshots which are unavailable in
numerous practical applications such as underwater array processing. The
sparsity-based IAA can work with a few snapshots and has high resolution and low
sidelobe levels, but it is only applied to narrowband signals. To solve the above
problem, a new FrFT-IAA method was proposed to estimate the DOA of wideband
chirp signals with high resolution based on a few snapshots. First, the wideband
chirp signal was taken on the Fractional Fourier Transform (FrFT) under a specific
order so that the chirp wave in time domain could be converted into sine wave with
a single frequency in FrFT domain. Then the steering vector of the received signal
can be obtained in FrFT domain. Finally, IAA algorithm was utilized with the
obtained steering vector to estimate the DOA of the wideband chirp with a few
snapshots. The simulation results demonstrate the effectiveness of the proposed
method.

Keywords Direction of arrival ⋅ Fractional fourier transform ⋅ Iterative adaptive
approach ⋅ Chirp

1 Introduction

DOA estimation has many applications in radar, sonar, and communications sys-
tems [1–4], and has been extensively studied. The classical delay-and-sum
(DAS) method suffers from low resolution and high sidelobe levels, while the
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well-known Multiple Signal Classification (MUSIC) method provides
super-resolution DOA estimation for narrowband uncorrelated signals but requires
a large amount of snapshots [5]. Wideband chirp signals are widely used in radar
and sonar systems in recent years, and many DOA estimation approaches have been
proposed for them, such as MUSIC method in FrFT domain [6], Estimating Signal
Parameters via Rotational Invariance Techniques (ESPRIT) in FrFT domain [7] and
Ambiguity-Function based techniques [8], etc. However, none of these methods is
able to provide high angular resolution with very low snapshots which is the case
when the environment being sensed by the array is stationary for a short duration of
time. The Iterative Adaptive Approach (IAA) [5] is a sparsity-based technique that
can estimate the DOA with a few snapshots with high resolution and low sidelobes.
But it does not applied to wideband signals, because the steering vector of the
received signal model is time-variant. So some extensions to this method have been
proposed to deal with the wideband chirp signals, such as utilizing all-phase fast
Fourier transform (apFFT) algorithm [9] for multiband radar system.

In this paper, we propose a novel FrFT-IAA method to estimate DOA for
wideband chirp signals with only a few snapshots based on the IAA approach and
FrFT algorithm which is a generalization of the Fourier transform. First, FrFT
algorithm with a specific transform order is adopted to obtain the representation of
wideband chirp signal which is a sine wave with a single frequency so that we can
obtain a time-invariant steering vector which can be used for IAA. Then, we utilize
the original IAA to estimate the DOA values in FrFT domain. Finally, the simu-
lation results confirm the effectiveness of our algorithm.

2 System Model and Problem Statement

Without loss of generality, we show the fundamental of the proposed method based
on active radar system with a linear array with M sensors uniformly placed along
the x axis with an interelement spacing d, as shown in Fig. 1. Far-field targets are

s1

T1

x

y

transmitter sensors

s2 sM
.   .   .

far-field targets

Tk
TK

k

d

Fig. 1 Active radar system
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located at θ, where θ = [θ1, θ2,…, θK]. The number of targets, K, is usually
unknown, so, here, K is considered to be the number of potential targets (scanning
points) in the region and it is much larger than the number of actual targets. Only a
few signal power estimates of the potential targets will be nonzero, so
sparsity-based algorithm can be used in array processing applications.

The transmitter emits a chirp signal

xðtÞ= a expðj2πf0t+ jπμt2Þ ð1Þ

where a is the signal amplitude, f0 is the center frequency and μ is the chirp rate.
The received signal at the mth sensor can be expressed as the sum of K delayed

versions of x(t), given by

xmðtÞ= ∑
K

k=1
ρkxkðt− τmk Þ+ emðtÞ ð2Þ

where em(t) for m = 1, 2, …, M is the additive Gauss white noise at the mth sensor,
ρk is the backscattering coefficient of target k for k = 1, 2, …, K. τmk is the time
delay of the kth signal traveling to the mth sensor relative to the reference sensor
(the first sensor), which can be expressed as

τmk = ðm− 1Þd sin θk ̸c ð3Þ

where c is the wave speed.
The received signals at the sensors can be written in matrix form as

xðtÞ= asðtÞ+ eðtÞ ð4Þ

where s(t) = [ s1(t), s2(t), …, sK(t)]
T is the waveform vector, a = [a(θ1), a(θ2),…, a

(θK)]
T is the steering vector with

aðθkÞ= ½ expð− j2πf0τ1 + jπμτ21Þ expð− j2πμτ1tÞ, . . . ,
expð− j2πf0τM + jπμτ2MÞ expð− j2πμτMtÞ�T

ð5Þ

If the bandwidth is small compared to the carrier frequency, a(θk) can be con-
sidered as time-invariant (i.e., the term exp(−j2πμτmt) in (5) can be neglected), but
for wideband chirp, it cannot. So, the steering vector a(θk) of wideband chirp
depends on the time t, and the narrowband IAA algorithm cannot be applied
directly to wideband signal. To solve this problem, we derive FrFT method.
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3 Proposed FrFT-IAA Method

The FrFT of signal x(t) is represented as [7, 10]

Xðα, uÞ=Fp½xðtÞ�=
Z +∞

−∞
xðtÞKαðt, uÞdt ð6Þ

where

Kαðt, uÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− j cot α

p
expfjπ½t2 cot α− 2tu csc α+ u2 cot α�g, α≠ nπ

δðt− uÞ, α=2nπ
δðt+ uÞ, α= ð2n±1Þπ

8<
:

with p is the transform order, Fp is the FrFT operator, Kα(t, u) is the kernel function,
α is the rotation angle, α = pπ/2.

As a generalization of the standard Fourier transform, the FrFT can be regarded
as a counterclockwise rotation of the signal coordinates around the origin in the
time-frequency plane and the rotation angle is α. When α = 2nπ + π/2, FrFT is
equal to Fourier transform.

The FrFT of x(t) in (1) about angle α can be represented as

Xðα, uÞ= a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ j tan α
1+ μ tan α

s
× exp jπ

u2ðμ− tan αÞ+2uf0 sec α− f 20 tan α
1+ μ tan α

� �
ð7Þ

When α= αd = arctanðμs2cÞ, we can get

Xðαd, uÞ=C exp½j2πf0 cos αdu� ð8Þ

where sc is the scale factor to normalize signals. In this paper, we use Ozaktas’s fast
sampling-type discrete FrFT method [11] to compute the digital values for FrFT, so,
here, sc =

ffiffiffiffi
N

p
̸fs with N denotes the number of snapshots, fs is the sampling fre-

quency.C= a cos αd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ j tan αd

p
exp½− jπf 2

0
sin αd cos αd� is a constant. There-

fore, after the Frft, the chirp signal becomes a sine wave with a single frequency
f = f0 cos αd.

According to the properties of FrFT, we can get

Fp½xðt− τÞ�= expðjπτ2 sin α cos α− j2πuτ sin αÞ×Xðαd, u− τ cos αÞ ð9Þ

Therefore, the received signal, reflected by the kth target, at the mth sensor in
FrFT domain can be given by
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Xm
k ðαd, uÞ=Fp½xðt− τmk Þ�= ρkaC exp½j2πðf0 cos αd − τmk sin αdÞu�

× expfjπ½ðτmk Þ2 sin αd cos αd − 2f cos2 αdτmk �g
ð10Þ

Because τmk sin αd is very small, we can get

Xm
k ðαd, uÞ≈ρkaC expðj2πf0 cos αduÞ× expfjπ½ðτmk Þ2 sin αd cos αd − 2f cos2 αdτmk �g

ð11Þ

Therefore, (10) can be rewritten as

Xm
k ðαd , uÞ=Am

k SkðuÞ ð12Þ

where

Am
k = expfjπ½ðτmk Þ2 sin αd cos αd − 2f cos2 αdτmk �g ð13Þ

SkðuÞ= ρkaC expðj2πf0 cos αduÞ ð14Þ

Put (3) into (13), we can get

Am
k ðθkÞ=Am

k = expfjπ½ðm− 1Þ2d2 sin2 θk ̸c2 sin αd cos αd
− 2f cos2 αdðm− 1Þd sin θk ̸c�g ð15Þ

Take FrFT on (2), according to the property of FrFT, we can get

Xmðαd, uÞ= ∑
K

k =1
Xm
k ðαd, uÞ+Emðαd, uÞ ð16Þ

Therefore the FrFT of (4) can be expressed as

X=AS+E ð17Þ

where

S= diagfS1ðuÞ, S2ðuÞ, . . . , SKðuÞg,X= ½X1,X2, . . . ,XM �T ,A= ½A1,A2, . . . ,AK �T

with

Xm = ½Xm
1 ðαd, uÞ,Xm

2 ðαd, uÞ, . . . ,Xm
K ðαd, uÞ�T ,Ak = ½A1

kðθkÞ,A2
kðθkÞ, . . . ,AM

k ðθkÞ�T
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After FrFT, the steering vector will not depend on u, so we can use the IAA
algorithm to estimate the DOA values θk.

The discrete form of (14) can be given as

XðnÞ=ASðnÞ+EðnÞ ð18Þ

where n = 1, 2,…, N is the number of snapshots.
Let P be a K × K diagonal matrix, whose diagonal contains the power at each

angle on the scanning grid, given by

Pk =
1
N

∑
N

n=1
skðnÞj j2, k=1, 2, . . . ,K ð19Þ

where sk(n) represents the signal waveform at angle θk at the nth snapshot.

The initial estimates P̂
ð0Þ
k can be obtained using the SFLS method [12]

P̂
ð0Þ
k =

∑
N

n=1
AH

k XðnÞ
�� ��2

ðAH
k AkÞ2N

ð20Þ

Define the interference and noise covariance matrix Qk to be

Qk =R−PkAkAH
k ð21Þ

where R = APAH. Then the weighted least squares (WLS) cost function is given
by

∑
N

n=1
jjXðnÞ− skðnÞAK jj2Q− 1

k
ð22Þ

where jjxjj2Q− 1
k

= xHQ− 1
k x.

Minimizing (22) with respect to sk(n), we can get

sk̂ðnÞ= AH
k Q

− 1
k XðnÞ

AH
k Q

− 1
k Ak

ð23Þ

Using the definition of Qk and the matrix inversion lemma, (23) can be written as

ŝkðnÞ= AH
k R

− 1XðnÞ
AH

k R
− 1Ak

ð24Þ
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The iteration procedure can be summarized in Table 1. After the above proce-
dures, we search the positions of the spectral peak of P̂k which are the final DOA
estimates.

4 Simulation Results

We investigate the performance of the proposed FrFT-IAA about angular resolu-
tion, sidelobe level and accuracy in the angular spectrum. We also compare it with
FrFT-MUSIC algorithm [6] which utilizes MUSIC algorithm combined with FrFT.
But in order to apply for active radar, the rotation angle α has been changed from -
arccotμ to arctanμ.

The chirp signal with center frequency of 12 MHz and a bandwidth of 6 MHz is
used in the simulation. The array contains 32 sensors which are uniformly spaced at
half wavelength. The sampling frequency is 60 MHz and the number of snapshots
is 2. We consider three targets at 70°, 72°, and 110°. The noise is assumed to be
Gaussian random processes with zero mean and the SNR is 20 dB. The scanning
grid for the both 3 algorithms is uniform in the range from 1° to 180°, with 1°
increment between adjacent grid points, so K = 180. The number of iterations used
in IAA is 10. 100 independent runs are simulated to obtain the angular spectrum.
Furthermore, each power value is normalized as 10 log 10ðPk ̸PmaxÞ, where Pmax is
the maximum value of Pk, k = 1, 2, …, 180.

We can see from Fig. 2a that the FrFT-MUSIC method can exactly estimate the
DOA of the target at 110°, but it suffers from low-angular resolution so that it
cannot separate the two targets at 70° and 72° and consider them as one target at
71°. From Fig. 2b, our FRFT-IAA algorithm produces the angular spectrum with
lower sidelobe levels, higher angular resolution and higher accuracy in low snap-
shots conditions.

Table 1 IAA algorithm
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5 Conclusion

This paper has presented a FrFT-IAA method for the DOA estimation of wideband
chirp signals with a few snapshots. We extend the IAA algorithm in FrFT domain
so that the DOA of wideband chirp signals can be estimated with a few snapshots.
The proposed method has high angular resolution and low sidelobe levels. The
simulation results have demonstrated the effectiveness of the proposed method.

Acknowledgements This work is supported by the National Natural Science Foundation of
China under Grant 61601494 and 61501493.

(a) FrFT-MUSIC 

(b) FrFT-IAA

Fig. 2 Comparison of the
angular spectrums
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Electrocardiogram Signal De-noising
and Reconstruction Based on Compressed
Sensing

Jinchao Sun

Abstract The electrocardiogram signal consists in a character of smaller amplitude
together with a larger interference range and the reconstructed signal, according to
the classical compressed sensing theory, cannot be accurately conveyed by the
signal. To solve this problem, compressed sensing based on the wavelet transform
was stressed on. We carry out a compressed sensing algorithm based on wavelet
transform, thus is to use the wavelet decomposition to separate the electrocardio-
gram, to reduce the noise pollution, to compress and reconstruct the high-frequency
coefficient and to recover the signal by inversing the wavelet transform. Meanwhile,
analysis on the data effect was also made. The result of the simulation shows that it
obviously proves the noise suppressing effect on combining wavelet transform with
compressed sensing to recover the signal. The integrity of useful information is
enhanced, as well as obtaining a higher signal-to-noise ratio.

Keywords Electrocardiogram (ECG) ⋅ Compressed sensing (CS) ⋅ Wavelet
transform ⋅ Noise reduction ⋅ Signal reconstruction

1 The Introduction

Compressed sensing theory (Compressed sensing, CS) is a kind of a new signal
acquisition technology which breaks through the traditional sampling rate [1, 2].
This theory has attracted more scholars’ attention ever since it is put forward. So far
it has been widely used in image processing, radar imaging, wireless sensor net-
works, and many other fields [3, 4]. Peyre implementations the image grid points to
adapt section image by using CS theory and which meanwhile cares not only the
detection time but also the detection efficiency. LiuYubo, aiming at both the
specific process and the sparseness for the target of radar’s imaging space while
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UWB radar goes through the wall, presents an imaging method based on com-
pressed sensing. Tang Yajuan, with her partners, uses the CS technology to improve
the utilization rate of the spectrum of digital TV signal. Although the research on
CS theory has made some encouraging achievements, we can still further develop
its applications, we are sure that CS will have an extremely broad prospect.

Compressed sensing is applied to ECG signals’ (electrocardiogram, ECG)
acquisition and restoration, which greatly reduces the measurement sequence in
doing the analysis and processing on the usage of CS. It not only can reduce the
amount of calculation and complexity during the treatment process, but also can
reduce the cost of ECG signal acquisition. However, in fact, in the process of ECG
signal acquisition [5], due to the influence caused by instruments, human beings,
etc., the collected ECG signal has always interfered in noises, such as Electrical
noise, baseline drift, power frequency disturbance, and random noise [6]. Thus, it
has a decisive impact on how to effectively reduce the interference caused by signal
preprocessing in order to improve the accuracy of medical diagnosis. Thanks to the
theory of wavelet which provides us with good time-frequency resolution charac-
teristics, wavelet has played a crucial role for the noise reduction processing of
ECG signal [7, 8]. Based on the above theory, both the compressed sensing and
wavelet filtering are combined in this paper and a new method is proposed for noise
reduction and reconstruction of the ECG signal. Experimental results also show that
this method has added a very important value to the theory of reducing noise
interference, recognizing features of ECG signal clarity and extracting the integrity
of the useful information.

2 Introduction to Compressed Sensing and Wavelet
Transforming Theory

2.1 Compressed Sensing

The traditional signal acquisition and processing includes four parts: sampling,
transforming, compression and reconstruction, as shown in Fig. 1. The raw data in
this processing method has huge and hence effects in both high demands of
transferring speed and storage space. Meanwhile, some important information may
also occur during the transferring period. The compressed sensing theory, however,
is different from others. The basic principle is among the information collections,
together with the compression being executed at the same time [9], as shown in

CompressionTransformingSamplingCompressible
Signal

Signal
Reconstruction

Fig. 1 Traditional information acquisition and processing procedure
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Fig. 2. The compressed sensing theory mainly includes three parts: spare repre-
sentation, coding measurement, and algorithm reconstruction [10].

The mathematical model could be understood as N-dimensional signal x, after a
linear transform:

y=Φx ð1Þ

x could be transformed to M sets of linear measuring signal y, while Φ is M ×N
dimensional matrix, and M≫N It’s apparently shown that the dimension of y is
much smaller than that of x, hence Eq. (1) has infinite solutions. It is very difficult
to reconstruct y from x as there is much uncertainty. The compressed sensing theory
could execute sparse representation in a known transforming domain Ψ and this is
also the prerequisite of the compressed sensing theory:

x=Ψα ð2Þ

where Ψ = ψ1,ψ2, . . . , ψN½ �, ψ i is a column vector and column vector α is the
weighted coefficient sequence. αi = ⟨x,ψ i⟩=ψT

i x. Hence α is an equivalent repre-
sentation of signal x. When α has K numbers of nonezero elements, it is K sparse
representation of signal x, and K<M≪N. Considering Eq. (1), there is

y = Φx = ΦΨα = Θα ð3Þ

where Θ=ΦΨ is a M ×N dimensional matrix, and is also called sensing matrix.
According to Eq. (1), y could be viewed as value of measuring matrix Θ for sparse
signal α. In the literature [1, 2], it is proved that while matrix Φ and Ψ are
irrelevant, and measuring matrix Θ satisfies the constraint equidistant condition, we
could restore signal α very well from M =OðKlnNÞ times measurement through
nonlinear optimization. In other words, sparse signal α could be reconstructed by
solving an optimization equation f the minimum of normal l0.

α ̂= argmin αk k0 s.t. Θα= y ð4Þ

For one-dimensional signal, Φ normally uses Gauss independent
equal-distributed matrix.

Vector
Observation

Signal
Reconstruction

Spare
Representation

Compressible
Signal

Fig. 2 Frame of compressed sensing theory
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2.2 Wavelet Transform

According to the non-stable feature of ECG, and the noise-signal during the ECG
sampling, the most popular filtering treatment is using wavelet transform. Com-
pared to Fourier transform, it has better local features both in time and frequency
domain.

Wavelet transform based on threshold treatment is an effective and intuitive
algorithm. The frequently used threshold functions includes hard threshold function
and soft threshold function, while the hard threshold function is

w̃j, k =
wj, k wj, k

�
�

�
�≥ λ

0 wj, k
�
�

�
�< λ

�

ð5Þ

And the soft threshold function is

w̃j, k =
sgnðwj, kÞ wj, k

�
�

�
�− λ

� �

wj, k
�
�

�
�≥ λ

0 wj, k
�
�

�
�< λ

�

ð6Þ

In the above equations, wj, k is the wavelet transform coefficient, and wj̃, k is the
wavelet transform coefficient after threshold treatment. Consider the non-stability of
ECG, soft threshold function is used in the article.

3 The De-noising and Reconstruction of ECG Based
on Wavelet Compressed Sensing

Based on the advantages of the wavelet filtering and the excellent performance of
compressed sensing on the sampling and reconstruction, this paper puts forward an
electrocardiogram signal de-noise and reconstruction algorithm based on com-
pressed sensing. The main characteristics of ECG signal are as followings: weaker
signal, lower noise–signal ratio, stronger noise interference. The superiority of the
compressed sensing theory is applied to ECG signal monitoring measurement.
Using the principles of sparse signal, the sampling values can be less restored into
the original signal. Namely, the reconstruction algorithm can be utilized to recover
the original ECG signal out of M measurement noise. According to the CS theory,
when both the measurement matrix Φ and matrix Ψ meet the conditions of RIP, use
minimum norm L1, orthogonal matching pursuit method or other optimization
methods to restore the ECG signal. Because of the recursive orthogonalization of
selected collection of atoms, make sure per iteration in the result of its experiments
conducts the condition of optimization, at the same time guarantees the signal
integrity of useful information, reduces the energy of the transmission equipment,
while being used to obtain a stable ECG signal. And the pacific steps are as
followings:
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Step 1: In order to carry out the de-noise processing for the original noise ECG
signal s, we have several steps. First of all, track the signal-to-noise ratio
(SNR) gain η of each wavelet basis function by using a series of simulation, thus to
select the most suitable wavelet base. During the simulation, the above noise ECG
signal x expands three-level wavelet decomposition, and then the decomposed
wavelet coefficients are quantified with soft threshold method. In this characteristics
analysis of the wavelet basis function, can we get the three wavelet bases: Dau-
bechies, Coiflets, and Symmlet, of which are more suitable for reducing the noise
ECG signal. Therefore, this experiment only compares the SNR gains of the three
kinds of wavelet basis functions.

As it is seen from Table 1, it is appropriate to use db4 and sym6 as the
de-noising wavelet basis functions for the noise ECG signal, while the relative SNR
gain of db4 is much higher than the two wavelet basis functions. Therefore, it is
suggested that db4 should be chosen as a better de-noising wavelet based to
decompose the noise ECG signal into three-level wavelet decomposition rather than
others. The purpose of this step is to acquire the low-frequency wavelet coefficient
d, the first level high- frequency wavelet coefficient g1, the second-level
high-frequency wavelet coefficient g2 and the third-level high-frequency wavelet
coefficient g3. The layers of signal waveform are shown in Fig. 3.

Table 1 The SNR gain η
comparison of the de-noising
ECG by Daubechies, Coiflets
and Symmlet

Wavelet η Wavelet η
db2 1.3144 coif4 1.3148
db3 1.3259 coif5 1.3431
db4 1.3559 sym2 1.3357
db5 1.3318 sym3 1.3499
coif1 1.2721 sym4 1.3082
coif2 1.3046 sym5 1.3226
coif3 1.3238 sym6 1.3422
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Fig. 3 Three-level wavelet transform of the ECG signal
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Step 2: Since the ECG signal is decomposed by wavelet, the important useful
information is mainly concentrated in the low-frequency part, and the noise-signal
is mainly contained in the details of the higher frequency, so we only set each
high-frequency coefficient into the threshold quantization treatment as an example.
According to the amplitude of all high-frequency coefficients, by selecting the
adaptive thresholds Ti corresponds to each level, the treated high-frequency coef-
ficients will be approved, they are g ̃1, g ̃2, g3̃, respectively.

Step 3: As can be seen from Fig. 3, though the low-frequency coefficients do not
have a good sparsity, it still contains a lot of useful information, while compara-
tively the de-noised high-frequency coefficient after its thresholder does much
better in both. In order to reserve the pure ECG signal and reduce the noise-signal,
if the compressed sensing method is used to compress and reconstruct, a pure ECG
signal can be furthest separated from noise-signal. This paper selects Gaussian
random matrix Φ as measurement matrix, then measures the high-frequency
coefficients g1̃, g ̃2, g ̃3 one by one, namely yi =Φgĩ. Furthermore, use orthogonal
matching pursuit algorithm(OMP) to recover the measurement data yi respectively,
layers of reconstructed high-wavelets coefficients are attained as: G1,G2,G3.

Step 4: Finally, it obtains the de-noising ECG signal through the wavelet inverse
transform performing on three-level high-frequency coefficients G1,G2,G3 (which
is reconstructed by compressed sensing) and low-frequency coefficients d (which is
decomposed by wavelet) Fig. 4.

4 Analysis of Simulation Result

Experiment 1. Classic compressed sensing
This set of data selected from MIT-BIH, is internationally acknowledged and

could be used as standard ECG database. The classic compressed sensing theory
could reconstruct the ECG, using much less data, compared to the classic sampling
method. However, because of suppression of noise in the ECG signal, the

De-noising signal s
Wavelet inverse 

transform 1
1W −

=x s n+

High-frequency coefficients 1g

Wavelet 
transform 

1g

Threshold
quantization

iT

High-frequency coefficients 2g
Compressed 

Sensing

1g
1G

2G

3G
High-frequency coefficients 3g

Low-frequency coefficients d

2g

3g

Fig. 4 The flowchart of de-noising and reconstruction of ECG based on wavelet compressed
sensing
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reconstructed ECG signal is blurred, as shown in Fig. 5. This may lead to a false or
a missing judgment.

Experiment 2. Wavelet transform
In this experiment, the same dataset is used to compare with experiment 1.

Signal is reconstructed after wavelet transform is applied. As shown in Fig. 6, we
may see the reconstruction effect after wavelet filtering of ECG. Although noise is
apparently suppressed in the filtering, some useful information is also filtered. The
integrity of signal is affected and hence the result is not ideal.

Experiment 3. Compressed sensing and reconstruction based on wavelet
transform

In this experiment, the same dataset is used again to compare with experiment 1.
We use the compressed sensing algorithm based wavelet transform to reduce noise.

Fig. 5 Experiment 1. The reconstructed signal by classic compressed sensing

Fig. 6 Experiment 2. The reconstructed signal by wavelet transform
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The result is shown in Fig. 7. It could be clearly seen that the noise is effectively
suppressed, and integrity of the ECG signal is kept as well, hence this method could
be used more widely and will have a stronger practical value.

In order to compare the effects of the three methods, this paper also examines the
similarities and the differences on the effects of compressed reconstruction on SNR.
The definition formula is

RSNR =10lg
∑
i
s2̂ðiÞ

∑
i
s ̂ðiÞ − f ðiÞ½ �2 ð7Þ

where f ið Þ is the collected original signal, s ̂ ið Þ is the reconstructed signal. The
higher RSNR is, the better reconstructed effect can be obtained, as shown in Table 2.

5 Conclusion

In this paper, we focus on the shortcoming existed in the classical compressed
sensing which has no filtering, it proposes a compressed sensing based on wavelet
transform which offers an algorithm for ECG signal de-noising and reconstruction.
After that we compare the results with the classic method of compressed sensing

Fig. 7 Experiment 3. The reconstructed signal by compressed sensing based on wavelet transform

Table 2 The SNR of the three reconstructed signals

Classic compressed
sensing

Wavelet
transform

Compressed sensing based on wavelet
transform

SNR/dB 15.0848 27.0209 37.9831
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through experiments as well. Above all, the compressed sensing based on wavelet
transform algorithm for ECG signal de-noising and reconstruction method can
mostly suppress noise similar to ECG amplitude and it can well reserve the feature
at the peak point of the original signal. And it obviously improves the effect of the
compression and reconstruction, with the ECG signal waveform which is obtained
relatively clearly and distinctly. At last, it is very important and meaningful to
improve the accuracy of medical diagnosis for its exact judgment. In order to
identify more accurate characteristic of ECG signals to serve people, we should
strengthen the researching work in real complex environment so that we can use CS
earlier in the clinical medical diagnosis.
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A Method of Weak Signal Detection Based
on Large Parameter Stochastic Resonance

Zhixia Wang, Li Guo and Ke Li

Abstract Aiming at weak signal detection based on large parameter stochastic
resonance (LPSR), frequency-shifted and rescaling stochastic resonance (FRSR) is
used to obtain the weak feature of signals submerged in noise. An improved
variable step algorithm is combined to the FRSR in this paper, we use the variable
step to take place of a traditional fixed value after shifting and rescaling the fre-
quency. It has been shown marked detection efficiency of the method by the results
both in the simulation and engineering application.

Keywords Large parameter stochastic resonance ⋅ Frequency-shifted and
rescaling stochastic resonance ⋅ Variable step ⋅ Bearing fault detection

1 Introduction

Stochastic resonance (SR) indicates a sort of coordination among the signals, noise,
and nonlinear systems: signals in certain frequency ranges can be strongly increased
by noise when put into a nonlinear system [1]. It is well known that classical SR is
feasible to signals with small parameters according to the adiabatic approximation
theory, i.e., values of their frequency, amplitude and incidental noise intensity are
all smaller than one.

However, actual engineering signals, also named large parameter signals, always
exceed the bound of small parameters, so that there would not be noise-induced
increases when signals pass through nonlinear systems. Implementations proposed
to realize the LPSR include twice sampling stochastic resonance (TSSR) [2–5],
frequency-shifted and rescaling stochastic resonance (FRSR) [6] and step-changed
stochastic resonance (SCSR) [7, 8]. The previous two methods are based on the
idea of turning the high frequency signal to a low one while the last one changing
the length of iterative step. In fact, traditional SCSR is magnifying the step directly
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with a fixed value. Recently, an improved variable step algorithm is proposed by
literature [8], in which the author realized SCSR by adjusting the calculating step
with the change of input sample points. However, in SCSR, the variable involved is
usually very large and have no determination basis, so it is uneasy to estimate. On
the other hand, in output spectrogram, amplitudes corresponding to low-frequency
components are higher than that of the target frequency, causing interference at a
certain degree. As the variable step algorithm can adapt to signal in small and large
parameters, we proposed a method of FRSR based on the variable step algorithm.
FRSR has a more obvious identification result because the highest peak in the
spectrum can be assumed as the target signal, meanwhile alleviating the contra-
diction between sampling frequency and the number of sample points [6]. Simu-
lation experiments are conducted to verify the method and we also apply it to the
practical use of bearing fault detection successfully.

2 SR of a Bistable System

A conventional bistable SR system derives from the damped motion of Brownian
particle in potential wells. The motion equation of damped harmonic oscillator is
expressed in Eq. (1):

x ̈= − γx ̇−w2x ð1Þ

γ is the damping coefficient of the system, in the overdamped case, we can
ignore the section of x ̈, then the equation is simplified as first order ordinary
differential equation, then SR can be described by Langevin equation as follows:

γdx ̸dt = − dUðxÞ ̸dx+ sðtÞ ð2Þ

xðtÞ represents the output signal of the system, U(x) is a bistable system with
double potential wells, UðxÞ= − 1

2 ax
2 + 1

4 bx
4, parameters a and b are real numbers

greater than zero. S(t) used as the system input signal includes a weak periodic
signal and its carrying noise, sðtÞ=Asinð2πftÞ+ ηðtÞ. Suppose η tð Þ as white
Gaussion noise, η tð Þ= ffiffiffiffiffiffi

2D
p

gðtÞ, g(t) denotes white noise with zero-mean and
one-variance [5], D is the noise intensity. The bistable SR model can be solved by
fourth-order Runge-Kutta equation [9]:
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k1 = hðaxn − bx3n + snÞ
k2 = h½aðxn + 1

2 k1Þ− bðxn + 1
2 k1Þ3 + sn�

k3 = h½aðxn + 1
2 k2Þ− bðxn + 1

2 k1Þ3 + sn+1�
k4 = h½aðxn +k3Þ− bðxn +k3Þ3 + sn+1�
xn+1 = xn + 1

6 ½k1 + 2k2 + 2k3 + k4�

8>>>>><
>>>>>:

ð3Þ

where sn and xn represent the nth sampling points of the input and output signals
respectively [10–13]. h is the iterative step length.

3 Large Parameter Stochastic Resonance

For a detected signal with large parameters, its large amplitude A can be converted
small by a linear transformation. If it contains noise stronger than the maximum
value beyond which RS can not occur, then it is viable to adjust system parameters
a, b and γ to enlarge the feasible noise range, so that the noise satisfy small
parameter requirements relatively. Last but not least, the occurrence of SR depends
on the crucial factor of high frequency, which is essentially considered in large
parameter SR. FRSR provides a way to raise the usability of LPSR by shifting and
rescaling the high frequency [6]. First, use a high-pass filter to eliminate the
low-frequency interference, the cut-off frequency fc is in accordance with estimated
driving frequency. Then the filtered signal is modulated by a carrier signal to shift
the frequency. Finally, the signal is compressed linearly with a ratio R to meet the
requirements of adiabatic approximation. Original frequency fo is translated to a
small one f ′, and we can recover the fo by the Eq fo =Rf ′ + fc. Step-changed
stochastic resonance was first proposed in essay [7], in which LPSR can adapt to
weak signal detection by changing the calculation step h. Essay [8] proposed a
variable step algorithm for large parameter SCSR:

hðiÞ=
ffiffiffiffiffiffiffiffiffiffiffi
j sðiÞj j

p
̸fs ð4Þ

where s ið Þ stands for ith sampling points while h ið Þ for ith step length. Based on the
fact that the variable step goes for large parameters as well as small ones, the paper
associates FRSR with the variable step to ameliorate the large parameter SR.

4 Simulation Experiments

To verify the effectiveness of FRSR with variable step, simulation experiments
were designed to test the large parameter signals and the results were compared
with classical FRSR. Under general conditions, we assign value 1 to the damping
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coefficient γ. And other two system parameters are a = 0.1 and b = 1. The
amplitude and frequency of the input sinusoidal signal are A = 0.3, ƒo = 40 Hz,
and the intensity of the input noise is D = 0.39, thus noise η tð Þ= ffiffiffiffiffiffi

2D
p

gðtÞ, input
signal is taken as sðtÞ=0.3sinð2π ×40tÞ+4ηðtÞ. Here we note that ƒo is set up as a
large parameter. The sampling frequency is fS =2000Hz and 4000 sample points are
used for analysis. The cut-off frequency of the high filter, identical to the carrier
frequency, is set as fc =38Hz. Compression ratio is chosen to be R = 100. Clas-
sical FRSR usually take the inverse of sampling frequency as the step
h=1 ̸fs1 = 0.05, here we take place of it with variable step in terms of
hðiÞ= ffiffiffiffiffiffiffiffiffiffiffi

j sðiÞj jp
̸fS1, j = 0.1. It is necessary to note that fS1 is sampling frequency

after scale transformed, fS1 = fS ̸R.
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Fig. 1 a and b Input signals. c and d The output waveform and spectrum of FRSR with a fixed
step h = 1 ̸fS. e and f The output waveform and spectrum of FRSR based on variable step
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̸fS1, j = 0.1
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The input and output signals in time/frequency domain are shown in Fig. 1a–f.
Figure 1b is the spectrogram of input signal, in which sinusoidal signal of 40 Hz
exists a little obviously but we can’t distinguish it from noise spectrum or recognize
it as the feature of target frequency. FRSR response is shown in Fig. 1c and d for a
fixed step and e and f for variable step. In spectrogram Fig. 1d and f, spectral peak
appears at the frequency 0.01953 Hz both, recovering high frequency
fo =Rf ′ + fc =39.953Hz, which can be considered as the target frequency 40 Hz.
We can see that the spectral peak is not prominent in Fig. 1d, but significantly
amplified in Fig. 1f and amplitudes of around interference frequency are cut down.
On the other hand, in Fig. 1e, the noise interference on the waveform periodic
signals is reduced clearly than Fig. 1c, signal amplitude has increased to a certain
extent, this might be interpreted as a result that more energy is transferred from noise
to the periodic signal. Comparisons with FRSR using a fixed step show that, for the
same system parameters chosen, FRSR based on variable step have a superior
performance.

5 Engineering Signal Processing on Bearing Fault
Detection

Experiment data for a deep groove ball bearing are provided by Case Western
Reserve University. The Test stand fulfilled the detection is shown in Fig. 2.
Specifications of the deep groove ball bearing are listed in Table 1. In the experi-
ment, single point fault was introduced to the outer race bearing using
electro-discharge machining with fault diameter of 21 mils, depth of 11 mils, and the
position of which is at 6 am relative to the load zone. We use a group of fault data
from fan end accelerometer with no motor load, approx motor speed fr = 1797 rpm.

Fig. 2 Ball bearing fault experiment rig
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Table 1 Specifications of the
deep groove ball bearing

Model number 6205-2RS JEM SKF
Number of ball (Z) 9
Inside diameter/mm 25
Outside diameter/mm 52
Thickness/mm 15
Ball diameter (d)/mm 7.94
Pitch diameter (D)/mm 39.04
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Fig. 3 a and b Original experiment data. c and d The output waveform and spectrum of FRSR
with a step h= 1 ̸fS1 = 0.017. e and f The output waveform and spectrum of FRSR based on
variable step hðiÞ= ffiffiffiffiffiffiffiffiffiffiffi

j sðiÞj jp
̸fS1, j = 1000
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The sampling frequency is 12 kHz, and the data length for calculation is 6000 points.
The original test data are shown in Fig. 3a, from which we can see the experiment
data are a set of weak periodic impact signal. In Fig. 3b, the spectrum of the test data,
fault frequency is covered by noise and can not be identified. Formula for calculating
the fault frequency of the outer ring of the bearing is:

f =
z
2
ð1− d

D
cos αÞfr ð5Þ

where contact angle α is zero, other parameters involved can be found in Table 1.
By calculation, fault frequency is obtained fo = 107.3 Hz.

In order to illustrate the differences between the proposed method and classical
FRSR, comparisons on engineering signal processing are also presented in this
section. In consideration of modulation phenomenon existing in the fault of bearing
outer race, Hilbert transform is used for demodulation process firstly. System
parameters are still a = 0.1, b = 1. The cut-off frequency of the high filter, i.e., the
carrier frequency, is set as fc = 38 Hz. Compression ratio is chosen to be R = 200.
The step of classical FRSR is h=1 ̸fs1 = 0.017, fS1 = fS ̸R=60Hz, and the variable
step hðiÞ= ffiffiffiffiffiffiffiffiffiffiffi

j sðiÞj jp
̸fS1, j = 1000. Output waveforms and spectrograms are depic-

ted in Fig. 3c and d for a fixed step and e and f for variable step, and it is evident
that spectral peak at the frequency ƒ’ = 0.0366 Hz can be found, recovering fre-
quency f0 =Rf ′ + fc =107.32Hz, thus fault frequency of the ball bearing
fo =107.3Hz is detected accurately. Higher spectral peak in Fig. 3d than f
demonstrates the advantages of the FRSR based on variable step. And compared
with Fig. 3d, time domain waveform is improved obviously in Fig. 3d at the same
time. In classical FRSR, the resonance results are sensitive to the rescaling ratio [6],
and the output may be not ideal when shifted frequency and the compression ratio
have no good match. By adjusting the iterative step length, it is simple to achieve
well-resonance output, reducing demands for the match of FRSR parameters.

6 Conclusion

A method of large parameter stochastic resonance based on FRSR with variable
step is proposed in this paper and the effect is impressive. As shown in the simu-
lation experiments and engineering signal processing, for a given signal, output
results of SR has been greatly improved by using variable step instead of a fixed
step. The variable step algorithm is suitable for FRSR and lowers the requirements
of FRSR parameters. To provide a further promotion, we will carry out the work of
optimum parameter estimate by using intelligent algorithms in the next step.
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Research on the Algorithm of Wireless
Routing Based on Inter-flow Network
Coding

Qiang Liu

Abstract With continuous progress of social economy and science and technol-
ogy, the continuous developing internet technology has become an indispensable
and important constituent part in people’s school life and social works. With the
increase of network port, the network capacity is gradually decreasing, for which
the data information and data transmission speed are also influenced to some dif-
ferent degree. Through the usage of network coding, the above problems can be
solved. Furthermore, the handling capacity and reliability of network processing
can be improved effectively. When compared to the traditional algorithm of
coding-aware routing, the algorithm of wireless based on inter-flow network coding
is proposed in this article as it has better handling capacity and reliability.

Keywords Algorithm of coding-aware routing ⋅ Network coding technology ⋅
Algorithm of wireless network coding

1 Introduction

With the coming of digital informatization era, the internet technology has been
rapidly popularized and developed, especially the popularized applications of
mobile internet terminal [1, 2]. With its simple and unique structure, cheap cost, and
wide coverage area, the wireless network has become an indispensable and
important constituent part in people’s work and life [3, 4]. However, the main
disadvantages of wireless network is centralized in the low-quality wireless link
service, leading to the phenomena of frequent packet loss and reducing the handling
capacity and reliability of network [5, 6]. Therefore, the implementation of rea-
sonable measures to improve the handling capacity and reliability of wireless
routing is the problem that needs to be solved urgently.
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2 Summary of Network Coding

With each network node, the network coding technology is to conduct linear and
nonlinear processing of information received from each information channel [7, 8].
The middle node plays the function of encoder or signal processor, then it can
greatly improve the handling capacity and reliability of network.

3 Influences to Wireless Network from Network Coding

Using the method of opportunistic network coding, inter-flow network coding
conducts the transmission of data packet for the routing with more coding oppor-
tunities to reduce the transmission times of data packet and realize the network
coding of two rang for the improvement of network handling capacity [9, 10]. The
current improvement of network coding algorithm is mainly based on opportunistic
network coding delay-sensitive broadcast transmission algorithm and the analysis
of overhearing management policies on network coding [11, 12]. However, there is
common defect for the improvement of these algorithms, which is not considering
the situation of packet loss with different network flow speed. So, the network
handling capacity can be enhanced by improving inter-flow network coding using
the characters of links.

4 An Algorithm of Wireless Routing Based on Inter-flow
Network Coding

Under normal conditions, wireless routing sends request packet to adjacent nodes
routing via source nodes, which is transmitted via middle routing nodes. When it
reaches to destination nodes [12, 13], the data packet is returned to source node
from destination node. After receiving the data packet, the source code will select
new path again.

When selecting the new path, the source node will consider the gain effect and
determine whether the coding-aware of wireless routing shall be conducted or not
by the analysis of nodes with path information in the data packet, then the final path
is selected. The existing problem of this operation is unnecessary transmission of
data packets when they are in the process of retransmission [14, 15].

Meanwhile, during the transmission process of wireless network data, there is
the phenomenon for the loss of wireless links when sending data packet by routing.
In order to guarantee the data integrity, the data needs to be retransmitted, leading to
the reducing of efficiency [16]. The times of retransmission can be greatly reduced
using fixed auxiliary nodes outside the routing to assist in retransmitting the data.
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Therefore, the main idea of proposing an Algorithm of Wireless Routing Based on
Inter-Flow Network Coding.

Based on coding-aware routing, it utilize the broadcast characters of wireless
channel and combines inter-flow network coding technology to improve the han-
dling capacity of wireless routing by transmitting the data using the method of
localized opportunistic routing.

Its process is like this: firstly, it establishes the fixed routing from source nodes
to destination nodes; then it subdivides the transmission data of source nodes into
several same data segments before subdividing several data packets from data
segments. Conduct linear network coding to form coding packets and send con-
tinuous broadcast to next hop nodes by fixing routing path. Once the reception of
several linear independence coding packets by the next hop nodes is confirmed, the
next coding packet is sent afterwards.

The next hop nodes summarize the received coding and send it to the next hop
node. Continue to send the next segment after conforming the reception of coding.
The rest is done in the same way until the destination nodes receive the coding
packet of this segment to obtain the original data packet after decoding and send
confirmation message to the previous hop node. Then the previous hop node sends
out the coding packet of next segment.

Assuming that obey Rayleigh fading wireless channel, signal-to-noise power and
decline rate for a, and the distance of two nodes m, n is dmn, Node m transmitted
power for wm, Path loss index of k, the wireless channel between two nodes of pmn

to transfer success probability.

pmn = e
dkmn
awm ð1Þ

When the node m only sends to a next hop node n, the best transmission power
for node m.

wm =
dkmn
a

ð2Þ

For a sending node m, to make the next hop node receives its sends a packet, the
node n number needs to be sent is Nm.

ϕ wmð Þ=Nmwm =
wm

pmn
=wme

dkmn
awm ð3Þ

If make Φ(wm) minimum, to do partial derivatives on type, make

∂ ϕ wmð Þð Þ ̸∂ wmð Þ=0:
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∂ ϕ wmð Þð Þ
∂ wmð Þ =

e−
dkmn
awm − − dkmn

awme−
dkmn
awm

e−
dkmn
awm

� �2 = 0

e−
dkmn
awm − − dkmn

awme−
dkmn
awm =0

ð4Þ

The solution to wm = dkmn
a .

Source node sending to the flow of data into the same size of k packet data
segment, and k the packet to the original, after linear combination randomly gen-
erated the same coding of the the k original packets of data packet. If the
dpiði=1, 2, 3, . . . , kÞ is the original data packets, the code package cpi = ∑ cvidpi,
where cviði=1, 2, 3, . . . , kÞ is the package coding vector. The middle node receives
code package, whether to retrieve the first node in the packet forwarding node list.
If the forwarding node list storage, conceal and linear combination with coding
previously received packets into new code package. Finally, according to a certain
algorithm to judge whether or not to broadcast out if not forwarding node list in the
package, it discards the coding. Destination node after receiving the code package,
retrieval code packages and received before the code package is linearly indepen-
dent. When the destination node receives the same k linearly independent encoding
data package, will automatically be decoded the raw packets:

dp1
⋮
dpk

0
@

1
A=

cv11 ⋯ cv1k
⋮ ⋱ ⋮
cvk1 ⋯ cvkk

0
@

1
A

− 1 cp1
⋮
cpk

0
@

1
A ð5Þ

dpi is raw packets, cpi is code package. If the destination node receives the same
data segments of k linearly independent coding, decoding the raw packets, along
the best route with the highest priority to send an ACK confirm information to the
source node.

Respectively in view of the network has 1, 2,…, 10 data flow, (randomly
selected a pair of nodes form the source of a stream and obtaining-information), in
the case of the flow number, the optimization algorithm of throughput and delay the
simulation results are shown in Figs. 1 and 2 (simulation results for running the
averaged 10,000). From Figs. 1 and 2. We can see that: first of all, for a given
number of flow, the optimized algorithm in throughput and the time delay better
than before, it is because after fully considering the network coding expand channel
capacity, choosing a path for data transmission with minimum delay. Secondly, in
the Internet for several more hours, flow as the increasing of the number of, the time
delay is on the rise, but after flow number increases to a certain degree, the time
delay showed a trend of gradual decline. The main reason is that, with the increase
of flow number coding opportunity increases, encode node packets from multiple
streams can be generated a code group, so as to save time to improve efficiency.

646 Q. Liu



5 Conclusion

Based on network coding is analyzed and the research status of wireless router, this
paper introduces the basic principle of network coding and network coding method,
by introducing three kinds of wireless router based on network coding is a classic
algorithm, this paper expounds the wireless routing mechanism based on network
coding. In conclusion of the above, an algorithm of wireless routing based on
inter-flow network coding can reduce times of data transmission and improve
handling capacity of network under the premise of ensuring the reliability of data
transmission.

Fig. 1 Average throughput of each flow

Fig. 2 The each flow average delay
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Novel Cumulants-Based Decoherent
Method for 2-D DOA Estimation

Heping Shi, Jihua Cao, Dun Liu and Hua Chen

Abstract A novel decoherence algorithm, called fourth-order cumulants-based
improved Toeplitz matrices reconstruction (FOC-ITMR) method is presented to
estimate two-dimensional (2-D) direction-of-arrival (DOA) of coherent signals. The
FOC-ITMR method fully utilizes the information of received data between the
whole two parallel uniform linear arrays (ULAs) and the changing reference ele-
ment based on FOC. Compared with the previous works, the proposed algorithm
can achieve excellent decoherence performance. The theoretical analysis and sim-
ulation results demonstrate the effectiveness and efficiency of the proposed
algorithm.

Keywords Direction-of-arrival (DOA) ⋅ Two-dimensional (2-D) ⋅ Fourth-order
cumulants (FOC) ⋅ Coherent signals ⋅ Two parallel uniform linear array (ULAs)

1 Introduction

Direction-of-arrival (DOA) estimation is a major research issue in array signal
processing including radar, communication, sonar, etc. [1–4]. Many DOA esti-
mation techniques, such as multiple signal classification (MUSIC) [5] and esti-
mation of signal parameter via rotation invariance techniques (ESPRIT) [6], have
achieved good DOA estimation performance. However, these high-resolution
algorithms are not only very sensitive to the noise, but also require the prior
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knowledge of the noise characteristics of the sensors. Fortunately, the fourth-order
cumulants (FOC) do not require to know or to estimate the noise covariance as long
as the noise is normally distributed.

In practical, highly correlated or coherent signals are common in multipath
propagation environments. To decorrelate coherent signals, the spatial smoothing
[7] is especially noteworthy. X. Nie et al. [8] have introduced a computationally
efficient subspace algorithm for 2-D DOA estimation with L-shaped array. In [9], a
fourth-order cumulants-based forward spatial smoothing (FOC-FSS) method has
been presented to remedy rank deficiency problem for 2-D DOA estimation.
Recently, an alternative decorrelation technique called fourth-order cumulants-
based Toeplitz matrices reconstruction (FOC-TMR) algorithm is presented in [10]
to obtain good DOA estimation.

Throughout this paper, the following notations are used. ( ⋅ )�, ( ⋅ )T, ( ⋅ )H, and
( ⋅ )† denote the conjugation, transpose, conjugate transpose and pseudo-inverse of a
matrix, respectively. The notation cum(x) stands for the cumulants of variate x,
while arg is the phase angle operation.

2 Signal Model

As illustrated in Fig. 1, the antenna array consists of two parallel ULAs (Xa and Ya)
in the x− y plane. Each ULA has N sensors with spacing dx, and the interelement
spacing between the two ULAs is dy.

Suppose that P far-field signals si(t) (i = 1, …, P) impinge on the two parallel
ULAs from directions (θi, βi), where θi and βi are measured relatively to the x axis
and to the y axis corresponding to the ith signal, respectively. Thus, ψ i, the DOA of
the ith signal relative to the z axis, can be written by

cos2 θi + cos2 βi + cos2 ψ i = 1 ð1Þ

Let the mth element of the subarray Xa be the phase reference, and then the
observed signals xkmðtÞ at the kth element in time t can be expressed as

x

z

y

. ..
1 2 N
. . ..

dx

. ... ...
iθ

iβ
iψ

dy
3

Xa

Ya

is
Fig. 1 Parallel array
configuration for 2-D DOA
estimation
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xmk ðtÞ = ∑
Q

i=1
γis1ðtÞe− j2πλ dxðk−mÞ cos θi

+ ∑
P

i=Q+1
siðtÞe− j2πλ dxðk−mÞ cos θi + nx, kðtÞ

ð2Þ

where the superscript ðm=1, 2, . . . ,NÞ of the xkmðtÞ stands for the number of the
reference element in subarray Xa, and the subscript kðk=1, 2, . . . ,NÞ of the xkmðtÞ
denotes the number of the element along the x positive axis in subarray Xa. nx, kðtÞ is
the additive Gaussian noise of the kth element in subarray Xa and γi indicates the
amplitude fading factor of the first Q correlative signals (without loss of generality,
we assume γ1 = 1).

With a similar processing, employing the mth element of the subarray Ya as the
phase reference, and then the observed signals ykmðtÞ at the kth element in time t can
be expressed as

ymk ðtÞ= ∑
Q

i=1
γis1ðtÞe− j2πλ dxðk −mÞ cos θi ej

2π
λ dy cos βi

+ ∑
P

i=Q+1
siðtÞe− j2πλ dxðk−mÞ cos θi ej

2π
λ dy cos βi + ny, kðtÞ

ð3Þ

The observed vectors Xa and Ya can be written as

XmðtÞ= ½xm1 ðtÞ, xm2 ðtÞ, . . . , xmNðtÞ�T ð4Þ

YmðtÞ= ½ym1 ðtÞ, ym2 ðtÞ, . . . , ymNðtÞ�T ð5Þ

3 Angle Estimation Algorithm

A. The FOC-ITMR algorithm

The new proposed algorithm named as FOC-ITMR, which is based on recon-
structing two Toeplitz matrices C1 and C2 using two parallel ULAs, is described in
detail in this subsection. Firstly, we define C1 and C2 with the cumulants elements
cmk and cm̃k arranging as follows:

cmk = cum½xmmðtÞ, ðxmmðtÞÞ*, ðxmmðtÞÞ*, xmk ðtÞ�

= ∑
P

i=1
die− j2πλ dx½ðk − 1Þ− ðm− 1Þ� cos θi ð6Þ
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c ̃mk = cum½xmmðtÞ, ðxmmðtÞÞ*, ðxmmðtÞÞ*, ymk ðtÞ�

= ∑
P

i=1
die− j2πλ dx½ðk− 1Þ− ðm− 1Þ� cos θi ej

2π
λ dy cos βi

ð7Þ

The Toeplitz matrices C1 and C2 can be constructed, respectively, as follows:

C1 =

c11 c21 . . . cN1
c12 c22 ⋯ cN2
⋮ ⋮ ⋯ ⋮
c1N c2N ⋯ cNN

2
6664

3
7775

=ADAH

ð8Þ

C2 =

c1̃1 c2̃1 . . . c ̃N1
c1̃2 c2̃2 ⋯ cÑ2
⋮ ⋮ ⋯ ⋮
c1̃N c2̃N ⋯ cÑN

2
6664

3
7775

=ADVAH

ð9Þ

where A= ½aðθ1Þ, aðθ1Þ, . . . , aðθPÞ� with aðθiÞ= ½1, ejð2π ̸λÞdx cos θi , . . . ,
ejð2π ̸λÞdxðNÞ cos θi �T and D = diagðd1, d2, . . . , dPÞ. By assuming that ρ4, si = cum

½siðtÞ, s*i ðtÞ, s*i ðtÞ, siðtÞ� and ρ4̃, s1 = ð∑
Q

i=1
γ*i Þ2ð∑

Q

i=1
γiÞρ4, s1 , we get

di =
γiρ4̃, s1 i=1, . . . .,Q
ρ4, si i=Q+1, . . . .,P

�
ð10Þ

From (8), it is shown that A is a Vandermonde matrix as long as θi comes from
different angles, so A is a column full-rank matrix, whose columns are linearly
independent. From the expression of di, we can see that di is a nonzero constant.
That is, D has a rank of P. With V = diag[v(β1), v(β2), …, v(βP)], we confirm that
V satisfies the condition of full rank for different angles βi. Accordingly, the EVD of
C1 yields

C1 = ∑
P

i=1
ηiviv

H
i ð11Þ
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where {η1, …, ηP} and {v1, …, vP} are the nonzero eigenvalues and corresponding
eigenvectors of the matrix C1 respectively. The pseudo-inverse of the matrix C1 is

C†1 = ∑
P

i=1
η− 1
i vivHi ð12Þ

Due to the fact that A is a column full-rank matrix, from (8), we can attain

DAH
T = ðAH

TATÞ− 1AH
TC1 ð13Þ

Combining (9) with (13), the alternative expression of C2 can be achieved

C2 =ATDVAH
T

=ATVDAH
T

=ATVðAH
TATÞ− 1AH

TC1

ð14Þ

Right-multiplying both sides of (14) by C†1AT, we have

C2C
†
1AT =ATVðAH

TATÞ− 1AH
TC1C

†
1AT ð15Þ

Substituted (11) and (12) into (15)

C2C
†
1AT =ATVðAH

TATÞ− 1AH
T ð∑

P

i=1
ηiviv

H
i Þð ∑

P

i=1
η− 1
i vivHi ÞAT

=ATVðAH
TATÞ− 1AH

T ∑
P

i=1
vivHi AT

ð16Þ

Notice that ∑
P

i=1
vivHi = I, the Eq. (16) can be further rewritten as

C2C
†
1AT =ATVðAH

TATÞ− 1ðAH
TATÞ

=ATV
ð17Þ

From (17), 2-D angle parameters, which are obtained by performing EVD on

C2C
†
1 denoted as Toeplitz-based generalized DOA matrix, lie in AT and V,

respectively.

By performing EVD on C2C
†
1

C2C
†
1 = ∑

P

i=1
ξiuiu

H
i ð18Þ
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where ξi and ui are the nonzero eigenvalues and the corresponding eigenvectors of

the matrix C2C
†
1 , respectively. Thus, the P bigger signal subspaces can be obtained

from (18). It can be verified that the spanned subspaces from the steering matrix AT

and the signal subspaces U = [u1, …, uP] are same.
Define hi = ui/ui (1), we can get

κi =
1

N − 1
∑
N − 1

m=1
arg

hiðm+1Þ
hiðmÞ

� �
.

ð19Þ

Combining aðθiÞ= ½1, ejð2π ̸λÞdx cos θi , . . . , ejð2π ̸λÞdxðN − 1Þ cos θi �T and
vðβiÞ= ejð2π ̸λÞdy cos βi , the estimate of 2-D DOAs can be obtained

θi = arccosð λ

2πdx
κiÞ ð20Þ

βi = arccos
λ

2πdy
argðξiÞ

� �
.

ð21Þ

Till now, 2-D DOAs of incoming signals, namely, θi and βi can be achieved
automatically paired according to (20) and (21) without additional computations for
parameter pair-matching.

B. Location Analysis

In this subsection, the advantage of the proposed algorithm is discussed. As for
two N × N dimension Toeplitz matrices, the maximum number of signals that can
be distinguished is N − 1 by the proposed FOC-ITMR method. Assume that the
number of each subarray in [10] is 2 M + 1, the FOC-TMR method can distinguish
M signals. According to parameters set in [9], the FOC-FSS method can tell the
same number of signals as [10]. In other words, for the same number of incoming
signals, the FOC-ITMR method makes full of array aperture, and gains the best
estimation performance.

4 Simulation Results

In this section, simulation results are presented to illustrate the validity of the
proposed method. We evaluate the performance of the proposed FOC-ITMR
algorithm via comparison with the FOC-FSS [9] and the FOC-TMR [10] algorithms
with several experiments. The maximum root-mean-square error (MRMSE) is
defined to evaluate the performance of the proposed FOC-ITMR algorithm and the
compared algorithms with respect to variables SNR.
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MRMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MC
∑
MC

i=1
½maxðσ î, r − σiÞ�2

s
ð22Þ

where MC denotes the times of Monte Carlo simulation. σi denotes θi or βi, and σ ̂i, r
is the parameter to be estimated of θi or βi.

Experiment 1: 2-D DOA Estimation Performance
Assume that four non-Gaussian signals with θi and βi impinge from {40°, 80°, 60°,
85°} and {35°, 75°, 60°, 55°}, separately, and the number of sensors in each
subarray is N = 5 with sensor displacement dx = dy = λ/2. Figure 2 plots the
paired results of four targets from 50 Monte Carlo trials with SNR = 15 dB and
snapshots L = 1500, which shows that the 2-D DOA are paired correctly in our
scheme in both white and color Gaussian noise situation. On the contrary, the
compared FOC-TMR method and FOC-FSS method cannot distinguish them due to
array aperture reduced.

Experiment 2: MRMSE and NPS versus SNR
In this simulation, three non-Gaussian signals with θi and βi are incoming from
{40°, 85°, 90°} and {45°, 65°, 60°}, separately, and the number of sensors in each
subarray is N = 7. The number of snapshots is set to 1500, and the SNR is varied
from −10 to 25 dB. The θi and βi MRMSE curves of the proposed method and the
FOC-TMR and FOC-FSS methods versus SNR are shown in Fig. 3, where 2000
Monte Carlo trials are used. Figure 3 illustrates that the proposed method has the
much lower MRMSE than that of the FOC-TMR and FOC-FSS method both in
spatially white noise and spatially color noise environments, especially at low SNR.
The reason is that the proposed algorithm utilizes the whole ULAs to estimate the
source signals, which avoids the loss of array physical aperture and achieves
excellent decoherence performance.
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Fig. 2 2-D DOA estimation scattergram. a White noise. b Color noise
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5 Conclusion

In this paper, a novel FOC-ITMR method for coherent signal estimation is pro-
posed. The whole information of the two parallel ULAs is fully utilized by
changing the reference element to reconstruct the two new cumulants-based
matrices, which avoids the loss of array physical aperture. Therefore, the proposed
method gains excellent decoherence performance. Simulation results show the
validity of the presented FOC-ITMR algorithm.
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Prior Structure-Based Sparsity
Representation for Compressive Signal
Feature Recovery

Song Kong, Zhuo Sun and Xuantong Chen

Abstract Compressive sampling is a promising solution to reduce required

sampling rates for signal reconstruction. In many scenarios, such as cognitive radio

and modulation recognition, there are only expecting to acquire useful features rather

than original signals. To reconstruct these features from compressive measurements,

Compressive Sensing (CS) requires features to be sparse and have a one-dimensional

relationship with those measurements. Since most of features are nonlinearly trans-

formed from signals, selecting one with high sparsity and then building a linear

mapping between it and measurements become the main challenges. This work

proposed a new method to find sparsity representations for signals based on their

intra-structure. With this method, two common features, autocorrelation function

and fourth order time-varying moment are respectively expressed as another two

sparse representations called structure-based sparsity representations. Simulation

shows that these representations can work effectively in reducing reconstruction iter-

ations, computing consumption, and memory cost for sensing matrices.

1 Introduction

The Shannon/Nyquist sampling theorem specifies that to avoid losing information

when capturing a signal, one must sample at least two times faster than the sig-

nal bandwidth. This process of massive data acquisition followed by compression

is extremely wasteful [1]. In the last 10 years, Compressive Sensing, a new theory,

shows that if a signal is sparse or can be compressed under a basis, it can be recon-

structed from much fewer numbers of linear measurements than suggested by the

Shannon sampling theory [2].
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In many CS scenarios, we only expect to acquire some features of original signals

rather than themselves, since reconstructing signals allows for a lot of extra opera-

tions, which leads to higher complexity both in time and space domain. Based on CS,

there is much valuable work related to signal features reconstruction has been carried

out already [3, 4]. However, most features are nonlinear transformations of signals

and selecting a suitable transformation that makes the signal sparse in this transfor-

mation basis is not straightforward to achieve. Even if the suitable transformation

is found, since the CS theory is developed from one-dimensional signal processing,

high-dimensional signals need dimensionality reduction and linear mapping with

compressed measurements, which are always complicated to calculate [5, 6].

To solve these problems, we proposed a visualized method to find sparsity repre-

sentation based on intra-structure of the signal. This method performs well in making

reconstruction converge rapidly and reducing memory space and computing com-

plexity for sensing matrices.

The rest of the paper is organized as follows. Section 2 builds the general model of

structure-based sparsity representation. Section 3 discusses two practical examples

of signal feature recovery using proposed method. Experimental results are provided

in Sect. 4. And the conclusion are provided in Sect. 5.

2 Structure-Based Sparsity Representation

Many natural signals have concise representations when abstracted regularities of

distribution. Consider, for example, the planform in Fig. 1a shows self-correlation

of OFDM signals. The amplitudes of blocks in the same diagonal line are identical.

Based on this distribution, (a) can be expressed as (b) and then common amplitude

of each submatrix can be abstracted as (c). Furthermore, a concise representation in

Fig. 2: several position matrices and coefficients(many of them may be zero).

Mathematically speaking, we have a vector x ∈ RN
with elements x[n], n = 1,

2, ...,N. (An image or higher dimensional data can be vectorized into a long one-

dimensional vector, such as Fig. 3a). Due to its intra-structure, x can be divided into

some subvectors:

Fig. 1 A practical example of structure-based sparsity representation. a Simplified 2D plane pic-

ture of OFDM signal autocorrelation function, blocks in red and blue represent different ampli-

tudes. b Division of autocorrelation function based on intra-structure. c Extracting amplitudes,

green blocks are normalized
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Fig. 2 A practical example of structure-based sparsity representation. a Simplified 2D plane pic-

ture of OFDM signal autocorrelation function, blocks in red and blue represent different amplitudes.

b–f All divisions

Fig. 3 Extracting structured basis. a Dimensionality reduction. b Structured basis. c Coefficient

vector (sparsity representation)

x =
k∑

i=1
xi (1)

where nonzero elements have the same weighting coefficient ci in each subvector (if

xi is a zero vector, ci will be zero). Define a N × 1 vector Ψi called identity structured

vector to make xi = ci × Ψi. Then using the N × k structured basis Ψ = [Ψ1 ∣ Ψ2 ∣
...Ψk] with the vectors{Ψi}ki=1 as columns, the vector x can be expressed as:

x = Ψc (2)

where c is the k × 1 column vector with elements ci, i = 1, 2, ... (such as Fig. 3c

shows). Clearly, basis relates x to c which are two equivalent representations. In tra-

ditional compressive sensing, basis needs to be orthonormal [7]. For most synthetic

signals, DCT, wavelet transform or other common transforms will be appropriate.

However, since CS theory is developed from one-dimensional signal processing, the

linear mapping process between the vector in transform domain and subsampling

measurements introduces complicated operations such as Kronecker product and

matrix vectoring which lead to a lower reconstructing accuracy and much time to

calculating [8, 9]. In our work, the structured basis will simplify that process and

the verification will be given in next section. For real signals, it’s difficult to find

sufficient orthonormal basis to make sparsity obtained work properly in CS. In fact,

these signals have intra-signal correlations (they are structured enough and hence
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sparse) [5]. That means our structured basis is sufficient to reconstruct real signals

of interest.

Next, we aim to derive the relationship between subsampling vector y and the

structure-based sparsity representation c. Give the compressive sampling model:

y = Ax (3)

where A ∈ M × N is a linear random sampling matrix. All random samplers used

in traditional CS literature would work with high probability [10]. In our work, we

chose a random Gaussian matrix as A.

Putting together (2) and (3), we reach:

y = AΨc = Θc (4)

Now, given the compressived vector y, the problem of recovering x boils down to

solving c (and hence x = Ψc) from (4). In this work, the orthogonal matching pursuit

(OMP) is used to reconstruct c.

3 Compressive Signal Feature Recovery

3.1 Autocorrelation Function Recovery Based
on Structured Basis

CS is widely used in cyclostationary-based wideband spectrum sensing. In previous

researches, the sparse cyclic covariance is reconstructed to extract useful features

[6, 8, 9]. Although it allows a faster recovery at low sampling costs, the linear rela-

tionship between cyclic covariance and compressive measurements is so complicated

that results in a lot of computing work. Consider the cyclic covariance is given by

the Fourier series of self-correlation which means autocorrelation sparse itself is the

key factor of spectrum sensing. Now, there are two projects to solve complexity in

reconstructing cyclic covariance: (1) Reconstruct autocorrelation directly from the

simple linear relationship between itself and compressive measurements. (2) Rep-

resent autocorrelation in structured basis and then recovery structure-based sparsity

representation. The first is based on traditional CS which can be solved by OMP algo-

rithm easily so not explained here. Next, we discuss the second method in details.

The autocorrelation matrix Rx = rx(n, 𝜏) = E{xxT} of a communication signal x
can be shown that:

Rx =
⎡
⎢
⎢
⎢⎣

rx(0, 0) rx(0, 1) ⋯ rx(0,N − 1)
rx(0, 1) rx(1, 0) ⋯ rx(1,N − 1)

⋮ ⋮ ⋱ ⋮
rx(0,N − 1) ⋯ ⋯ rx(N − 1, 0)

⎤
⎥
⎥
⎥⎦

(5)
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where the structure of Rx is related to time interval 𝜏 based on prior knowledge.

Define N × N matrices {M
𝜏

}
𝜏=1,...,N with respect to 𝜏, as follows:

M1 =

⎡
⎢
⎢
⎢
⎢⎣

1 0 ⋯ 0 0
0 1 ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 1 0
0 0 ⋯ 0 1

⎤
⎥
⎥
⎥
⎥⎦

, ...,MN =

⎡
⎢
⎢
⎢
⎢⎣

0 0 ⋯ 0 1
0 0 ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 0 0
1 0 ⋯ 0 0

⎤
⎥
⎥
⎥
⎥⎦

(6)

Further, we can express the structured matrix Ψ as [Ψ1 ∣ Ψ2 ∣ ...Ψk] where Ψi =
vec{Mi} is the vector stacked by all columns from Mi. Following (1) and (2), auto-

correlation matrix can be expanded as

vec{Rx} =
N∑

i=1
ciΨi = Ψc (7)

It holds evidently from (3) that Ry = ARxAH
. Meanwhile, Ry is symmetric positive

semi-definite which means there are only M(M + 1)∕2 unique terms of Ry. We orga-

nize them into a vector ry of length M(M + 1)∕2, as follows:

ry = [ry(0, 0), ry(1, 0), ..., ry(M − 1, 0), ry(0, 1), ry(1, 1),
..., ry(M − 2, 1), ......, ry(0,M − 1)]T

(8)

Hence, Ry can linearly related to its vectorized counterpart ry as

ry = QMvec{Ry} (9)

where QM ∈ {0, 1∕2, 1}(M(M+1)∕2)×M2
is the mapping matrix that maps the entries in

ry with corresponding ones in vec{Ry}. Accordingly, it can be shown that:

ry = QMvec{ARxAH} (10)

Finally, using (7) and (10), we can express the measurement vector ry as a linear

function of the structure-based coefficient vector c as:

ry = QMvec{Ry} = QMvec{ARxAH}
= QM(A⊗ A)vec{Rx} = QM(A⊗ A)Ψc
= Θc

(11)

where ⊗ denotes Kronecker product operation and Θ = QM(A⊗ A)Ψ is the sensing

matrix. Once c is reconstructed, the autocorrelation vec{Rx} can be easily calculated

by vec{Rx} = Ψc.
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Fig. 4 The mapping relationship of elements

3.2 Fourth-Order Time-Varying Moment Recovery Based
on Structured Basis

This subsection we will show you how to use proposed method to reconstruct fourth-

order time-varying moment as an example of high-order features recovery.

Since CS is used for one-dimensional data reconstruction, we adopt the following

method to reduce the dimension of fourth-order time-varying moment, which can be

expressed as

Mx = rxrTx (12)

where rx = vec{Rx} = vec{E{xxT}} and Mx is a N2 × N2
matrix. Further, the one-

dimensional expression of Mx is obtained by stacking all columns into a vector:

mx = vec{Mx} (13)

where mx is a N4 × 1 vector and the relation of elements is shown in Fig. 4.

Similar to autocorrelation matrixRx, the structure ofMx is related to time intervals

n1 − n2, n3 − n4, n1 − n4, n2 − n3 and n1 − n2 + n3 − n4 where only three of them

are independent. We choose 𝜏1 = n1 − n2, 𝜏2 = n3 − n4 and 𝜏3 = n1 − n4 as factors

constructing the structured basis of mx.

Define K N4 × 1 identity structured vectors {Ψi}i=1,...,K , where K = (2 × N − 1)3
is with respect to the ranges of 𝜏1, 𝜏2 and 𝜏3. The j-th element in Ψi can be expressed

as:

Ψi(j) =

{
1 (𝜏3 + N − 1)K2 + (𝜏2 + N − 1)K + N = i,
0 else.

(14)

Finally, the linear relationship between compressed measurements and fourth-

order time-varying moment can be shown that

my = vec{My} = vec{ryrTy } = (A⊗ A⊗ A⊗ A)mx

= (A⊗ A⊗ A⊗ A)Ψc = Θc
(15)

where Θ is the M4 × K sensing matrix.



Prior Structure-Based Sparsity Representation for Compressive Signal . . . 665

3.3 Performance Discussion

The core of structure-based sparsity representation is decomposing the signal into

several subsignals based on intra-structure and reconstructing one subsignal every

iteration, where each subsignal contains at least one element of original signal. That

means recovering vector c in (4) needs less iterations contrasting with recovering

original signal x. For autocorrelation, there are only two nonzero subvectors as Fig. 3

shows which means feature can be recovered roughly after twice iterating on ideal

condition based on structured basis and small disturbances at other zero elements

will be ignored. However, it needs nearly 2 × N iterations to reconstruct autocorre-

lation of a N-length signal directly, so proposed method can reduce iterations appar-

ently where N will be large in reality. The same applies to fourth-order time-varying

moment which has twenty nine nonzero subvectors need to be reconstructed less than

0.3 × N4
directly reconstructing iterations. Note that there is more than one way to

define structured basis and above discussions are based on the way raised in previous

two subsections.

Proposed method represents signal in a concise expression which not only reduces

reconstruction iterations but also contributes to low computing consumption and

memory cost for sensing matrices. Cyclic covariance and autocorrelation are com-

mon features in signal detection. The linear relationship between cyclic covariance

and sub-Nyquist samples is derived in [8]:

ry = ΦH†vec{̃Rc
x} (16)

where Φ = QM(A⊗ A)PN is of size (M(M + 1)∕2) × (N(N + 1)∕2) and H†
is the

(pseudo) inverse of H =
N−1∑
𝜈=0

DT
𝜈

⊗ G
𝜈

Meanwhile, ry is linearly related to vec{Rx} as follows:

ry = Φrx = QM(A⊗ A)vec{Rx} (17)

From (16) and (17), sensing matrices have the same size (M(M + 1)∕2) × N2

resulting in same storage space. But pseudo-operation in (16) increases computing

consumption of sensing matrix, so getting cyclic covariance by calculating Fourier

transform of autocorrelation needs less consumption. Further, reconstructing auto-

correlation using (11) contributes to less memory cost compared with (17).

4 Simulations

This section presents simulation results that testify the effectiveness of the proposed

algorithm in reducing reconstruction iterations and storage space of the sensing

matrix compared with traditional CS. 5000 symbols of the signal are sent under
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rectangle filter through AWGN and sampled with 0.375 subsampling rate (M/N) at

the receiving terminal.

4.1 Iterations and Reconstruction Error

In this section, we use two methods to recover autocorrelation, one is reconstructing

it directly and another is based on structure-based sparsity representation. We adopt

relative error 𝜖 defined in (18), where x∗ is the solution found for the compressive

equation y = Θx and y is the real input signal.

𝜖 =
∥ y − Θx∗ ∥2

∥ y ∥2
(18)

Figure 5 shows the reconstruction error 𝜖 versus the iterations for autocorrelation

reconstruction based on traditional CS and our proposed algorithm. Compared with

the traditional orthonormal basis method, the result shows that the reconstruction

under structured basis converges more rapidly. Generally, it will converge after iter-

ating 2–4 times which is much less than the traditional method. This is because every

element in structure-based sparsity vector c is equivalent to at least one element in

original vector x and that means we can recover several elements of x in every itera-

tion using structured basis method which makes reconstruction more rapid.

Fig. 5 Reconstruction error

of autocorrelation function

based on traditional method

and structured basis method
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Fig. 6 The size of sensing

matrices (To contrast clearly,

we calculate the size

ignoring the common part

M × (M + 1))

4.2 Memory Cost of Sensing Matrix

Figure 6 shows the memory cost of sensing matrices in (16) (for cyclic covariance

reconstruction), (17) (for autocorrelation reconstruction) and (11) (for structure-

based representation of autocorrelation reconstruction) versus N. Since sensing

matrices in three equations have the common part QM(A⊗ A), the calculating of

matrix size ignores this part. As we can seen, the sensing matrices in (16) and (17)

need the same space coinciding with discussions in last section. And the space is

growing exponentially along with signal length N. However, the space for sensing

matrix in (11) grows very slowly. So, our method can effectively reduce memory

cost for sensing matrices.

5 Conclusion

To solve the problem of finding suitable transformation for signals, we have proposed

a structure-based method to get sparsity representation. Two features are recon-

structed as practical examples based on our method, one of which is autocorrelation

function, and the other is fourth-order time-varying moment. We have built linear

relationships referring to these two features. Simulations show that structure-based

sparsity representation can work effectively in reducing computing consumption,

memory cost for sensing matrices and reconstruction iterations.
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A Time Error Model for Correlated
Double Sampling PWM Pixel

Lu Yu, Yun Hao, Zhonghe Chen, Yali Wang and Xihong Ye

Abstract A time error mathematical model of nonlinear response and noise is
established in order to achieve low time error of correlated double sampling
pulse-width-modulation (CDS PWM) pixel. By analysis and computer, the time
error under fixed pattern noise (FPN), reset noise, shot noise, reference noise of
pixel-level comparator, an integrated model is established. By means of the model,
appropriate selection of high/low reference voltage of pixel-level comparator can
decrease time error of CDS PWM. These results serve as a guideline for the design
of CDS PWM pixel.

Keywords CMOS image sensor ⋅ PWM ⋅ Nonlinearity ⋅ Noise ⋅ Time error

1 Introduction

In the field of CMOS Image Sensor (CIS), the traditional active pixel sensors
(APS) are just in a situation of bottleneck with the decrease of the size and power
supply of COMS process. However, digital pixel sensors (DPS) demonstrate
excellent performance under the small size process, due to their exposure mea-
surement and quantization in pixels. The researches on pulse-width modulation
(PWM) mode can be used in DPS, which reduces the effect of readout noise [1]. It
combines with an asynchronous readout method based on the address-event rep-
resentation (AER), which only outputs the useful part of the visual information,
with the advantages of low redundancy, high-resolution, and real-time visual sen-
sory characteristics [2–4].

The pixel of PWM exposure measurement circuit quantitates light intensity by
time, so the readout noise and row noise can be eliminated fundamentally [1].
Compared with traditional PWM pixel, correlated double sampling (CDS) PWM
pixel inhibits reset noise, and fixed pattern noise (FPN) effectively, and also gets a
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lower time error, by comparing the voltage of pixel with two reference voltages
[6, 7]. But time error will generates in that nonlinear response and nonlinear noise
distort quantization time in CDS PWM. This kind of time error is determined, and
image quality is improved by appropriate selection of two reference voltages in
pixel-in comparator.

This paper searches on the time error of FPN, reset noise, shot noise, and
reference noise of pixel-level comparator, in nonlinear response. A time error model
in nonlinear response is proposed for CDS PWM pixel design, which can be used in
high-resolution, asynchronous, and AER time-based CIS [4, 5].

2 Structure and Principle of CDS PWM Pixel

The structure of CDS PWM pixel is shown in Fig. 1. It is composed of photodiode
PD, CMOS reset transistor Mrst, pixel-level comparator with alterable reference
voltage, logical control, counter, and memory.

The principle of CDS PWM pixel structure is shown in Fig. 2. Reset transistor
Mrst turns on, then reset voltage makes photodiode PD reset. An exposure mea-
surement cycle starts. With exposure process, Vpix, output voltage of PD, decreases
linearly with time t. At the same time, switch S1 is on, S2 is off. Vref, the reference
voltage of comparator equals to Vrefh. The pixel-level comparator begins to work.
When Vpix reduces to Vrefh, output of comparator inverts. This time denotes t1.
Then Logic and Control controls S1 off, S2 on. So the reference voltage of com-
parator equals to Vrefl. Vpix keeps falling linearly. Output of comparator inverts till
Vpix equals to Vrefl. This time denotes t2. Finally, the counter quantifies time dif-
ference tint, which equals to t1 subtracting t2, and puts it in pixel-level memory,
waiting for read out.

Time difference tint is defined as

tint = t2 − t1 =
ZVrefh

Vrefl

CPD

Iph
dVpix =

Vrefh −Vrefl
� �

⋅CPD

Iph
ð1Þ

Fig. 1 Structure of
CDS PWM pixel
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where CPD is photodiode capacitance, Iph is photocurrent. Because Iph is pro-
portional to light intensity L, tint is also proportional to L−1. That makes tint reflect
light intensity linearly.

3 Effect of Nonlinear Response on CDS PWM

Ideally, Vpix is linear response to time. But in nonlinear situation, CPD, photodiode
capacitance, is not a constant, changing with Vpix as

CPD =CPD0 1 +
Vpix

ϕ0

� �−m

ð2Þ

where CPD0 is static voltage of PD. m is slope coefficient, which general value is
1/3. ϕ0 is gate potential.

So tint can be corrected as

tint =
1
Iph

ZV2

V1

CPD Vpix
� �

dVpix =
CPD0 ⋅ϕ0

1−mð ÞIph 1+
V2

ϕ0

� �1−m

− 1+
V1

ϕ0

� �1−m
" #

ð3Þ

where V1 and V2 are initial point and ending point of Vpix.
The time error made by nonlinear response with same Vrefh and Vrefl is showed

by Fig. 3.

Fig. 2 Principle of
CDS PWM pixel structure
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Time error parameter εt is defined to measure this error as

εt =
t
0
2 − t

0
1

� �
− t2 − t1ð Þ

t2 − t1
ð4Þ

where t1 is the time of comparator inverting when Vrefh equals to Vrefh in ideal
conditions. Similarly, t1 is the time of comparator inverting when Vrefh equals to
Vrefl also in ideal conditions, while t′1, t′2 is in nonlinear response.

According to the formula (3) and (4), time error in nonlinear response
εt, nonlinearity is calculated as

εt, nonlinearity =
ϕ0

1−m

1+ Vrefh

ϕ0

� �1−m
− 1+ Vrefl

ϕ0

� �1−m

Vrefh −Vrefl
− 1 ð5Þ

Figure 4 shows εt, nonlinearity with different Vrefh and Vrefl, while m = 1/3,
ϕ0 = 0.7. εt, nonlinear is minished by lower Vrefh and lower Vrefh.

4 Time Errors of Noise on the Nonlinear Response

The noises of CIS come from time-dependent random noise and time-independent
pattern noise. Random noise contains thermal noise, shot noise, 1/f noise, reset
noise, source follower amplifier noise, column amplifier noise, and readout noise.
Pattern noise contains FPN and photo response non uniformity (PRNU).

CDS PWM measures light intensity in pixel, so source follower amplifier noise
and readout noise are not generated. As mentioned earlier, FPN and reset noise are
eliminated under ideal conditions. But they cannot be ignored in nonlinear
response.

Fig. 3 Nonlinear response
and linear response
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4.1 Time Error of FPN

FPN contains pixel FPN and column FPN that is caused by column readout circuit.
CDS PWM measures light intensity in pixel, so pixel FPN is the main. The pixel
FPN comes from offset voltage in comparator.

The structure of pixel-level PWM comparator is shown as Fig. 5.
Offset voltage of pixel-level comparator. Vos, is defined as

Vos = VGS1, 2 −VTH1, 2ð ÞΔ W ̸Lð Þ2 −Δ W ̸Lð Þ1
2 W ̸Lð Þ1, 2

+ ΔVTH1 −ΔVTH2ð Þ+ gm3, 4
gm1, 2

½ VGS3, 4 −VTH3, 4ð Þ

×
Δ W ̸Lð Þ4 −Δ W ̸Lð Þ3

2 W ̸Lð Þ3, 4
+ ΔVTH3 −ΔVTH4ð Þ�

ð6Þ

Fig. 4 Relationship between
Vref and εt, nonlinear

M1 M2

M3 M4

M5

M6

M7 M8

M9

VrefVpix

Vcomp

VDD

Vbias1 Vbias2

Fig. 5 Pixel-level comparator schematic
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where Δ W ̸Lð Þi = W ̸Lð Þi −W ̸L, ΔVTH =VTHi −VTH = AVTHffiffiffiffiffi
WL

p , AVTH is a scaling

factor associated with the process.
The response of nonlinearity with FPN can be shown as Fig. 6.
According to the formula (4), time error of FPN can be presented as

εn,FPN =
1+ Vrefh −Vos

ϕ0

� �1−m
− 1+ Vrefl −Vos

ϕ0

� �1−m

1+ Vrefh

ϕ0

� �1−m
− 1+ Vrefl

ϕ0

� �1−m − 1 ð7Þ

4.2 Time Error of Random Noise

Random noise of CDS PWM includes thermal noise, shot noise, 1/f noise, and reset
noise.

Time error parameter ε2
n
is defined to measure random noise in nonlinear

conditions.

ε2
n
=

− ðt01 − t1Þ2 + ðt02 − t2Þ2
		 		

t2 − t1ð Þ2 ð8Þ

4.2.1 Time Error of Reset Noise

Reset noise is also known as kTC noise. Reset process of a pixel can be seen as a
channel resistance of MOS transistor charge-discharge to PD. The thermal noise in
channel is reset noise, which is expressed as

vrst =

ffiffiffiffiffiffiffiffiffiffi
kT
CPD0

r
ð9Þ

K = 1.38 × 10−23 J/K, T is kelvin degree.

Fig. 6 Response of
nonlinearity with FPN
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According to the formula (8) and (9), time error of reset noise can be presented as

ε2
n, rsr

=
− ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefh −Vrst

� �1−m
h i2

ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefl

� �1−m
h i2 +

ϕ0 +Vrefl
� �1−m − ϕ0 +Vrefl −Vrst

� �1−m
h i2

ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefl

� �1−m
h i2

ð10Þ

4.2.2 Time Error of Shot Noise

Shot noise is a kind of white noise, which is caused by random variation of charge
carriers in P–N junction. It is composed of photoelectron shot noise and dark
current shot noise.

Photoelectron shot noise can be described as

vph =

ffiffiffiffiffiffiffiffiffi
qIpht

p
CPD

ð11Þ

Dark current shot noise can be described as

vdk =
ffiffiffiffiffiffiffiffiffi
qIdkt

p
CPD

ð12Þ

where t is expose time, Iph is photocurrent, and Idk is dark current.
Shot noise is:

vshot =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2ph + v2dk

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q Iph + Idk
� �

t
q

CPD
ð13Þ

According to the formula (2), (3), and (13), shot noise can be presented as

V2
shot Vpix
� �

=
q Iph + Idk
� �

ϕ0

1−mð ÞCPD0Iph
⋅

1+ Vrst
ϕ0

� �1−m
− 1+ Vpix

ϕ0

� �1−m

1+ Vpix

ϕ0

� �− 2m ð14Þ

Response of nonlinearity with shot noise is as Fig. 7.
According to the formula (8), time error of shot noise can be presented as

ε2
n, shot

=
− ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefh − vshot Vrefh

� �� �1−m

 �2

ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefl

� �1−m
h i2 +

ϕ0 +Vrefl
� �1−m − ϕ0 +Vrefl − vshot Vrefl

� �� �1−m

 �2

ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefl

� �1−m
h i2

ð15Þ
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4.2.3 Time Error of Reference Voltage

Pixel-level comparator plays an important role in measuring light intensity. There
are 1/f noise and thermal noise in the comparator. The reference noise voltage,

v2noise, ref can describe these noises.

v2noise, ref =
Z∞
0

½8kT 2
3gm1, 2

+
2gm3, 4
3g2m1, 2

 !
+

2KN

Cox WLð Þ1, 2 f
+

2KP

Cox WLð Þ3, 4 f
g2m3, 4
g2m1, 2

�

⋅ Hðf Þj j2df
ð16Þ

where H(f) is transfer function of the comparator. KN and KP are constants related
to production process, which magnitude is 10−25V2F. Cox is the gate oxide
capacitance per unit area.

Variations of Vrefh and Vrefl make comparator’s invert distort that brings time
error shown as Fig. 8.

Fig. 7 Response of
nonlinearity in shot noise

Fig. 8 Response of
nonlinearity in reference noise
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According to the formula (8), time error of reference voltage can be presented as

ε2
n, ref

=
− ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefh + vnoise, ref

� �1−m
h i2

ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefl

� �1−m
h i2 +

ϕ0 +Vrefl
� �1−m − ϕ0 +Vrefl + vnoise, ref

� �1−m
h i2

ϕ0 +Vrefh
� �1−m − ϕ0 +Vrefl

� �1−m
h i2

ð17Þ

5 Model and Analysis of CDS PWM

CDS PWM can effectively inhibit reset noise and FPN in linear response that
modifies traditional pixel. But time error will born from nonlinear response and the
noise of nonlinear response. The noise of CDS PWM mainly constitutes FPN, reset
noise, shot noise, reference voltage noise of comparators.

According to the model in the paper, time error in nonlinear condition can be
calculated.

where GSMC 0.18 μm CMOS process technology is used. Area of photodiode is
9 × 9 μm2. CPD0 is 36.98 fF. Dark current is 1 nA/cm2. When m = 1/3, ϕ0 = 0.7,
photoelectron current is 37.09 × 10−12 A.

In the range of Vrefh: 2–3.3 V, Vrefl: 0–2 V, Vos = 37.9543 mV caused by FPN.
Time error is from −0.8730 to −0.3812%.

Higher Vrefh and higher Vrefh brings lower εn,FPN as Fig. 9 shown.
Equivalent noise voltage and time error of noises are presented as Table 1.
The total time error is

εn =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2
n, rst

+ ε2
n, shot

Vrefh,Vrefl
� �

+ ε2
n, ref

Vrefh,Vrefl
� �q

ð18Þ

Fig. 9 Relationship between
Vref and εn,FPN
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εn is related to the value of Vrefh and Vref. It is in the range of 1.0916–16.3129%,
and 99.7885% of it is below 5%. Higher Vrefh and lower Vrefh brings lower εn as
Fig. 10 shown.

6 Conclusions

To achieve minimum time error, appropriate selection of high/low reference voltage
of pixel-level comparator is necessary:

1. Appropriate smaller Vrefh

Smaller time error is achieved with lower Vrefh. But it also brings lager time error
of FPN and random noise. So the value must be compromised.

2. Appropriate smaller Vrefl

Fig. 10 Relationship between Vref and εn

Table 1 Random noise with
nonlinearity

Noise Equivalent noise voltage
(mV)

εn (%)

Vrst 0.3346 0.0112–0.1661
Vshot(Vrefh) 0–2.8609 0.1374–2.6065
Vshot(Vrefl) 2.8609–3.4063
Vnoise,ref 32.5980 1.0798–16.1025
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Smaller time error is also achieved by lower Vrefl. But it also brings lager time
error of FPN and time of exposure that lets to lower frame frequency. So the value
must take response of nonlinearity, time error of random noise, and frame fre-
quency into account.

In this paper, a time error mathematical model of nonlinear response and noise is
established in order to achieve low time error of CDS PWM pixel. Theoretical
analysis and simulation show that appropriate smaller reference voltage of
pixel-level comparator can bring minimum time error. These results serve as a
guideline for the design of CDS PWM pixel.
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A Wide Adjusting Range
Frequency-Locking Scheme
for Homodyne Coherent Receiver

Yupeng Li

Abstract A frequency-locking scheme with wide adjusting range in homodyne
coherent receiver is presented and experimentally demonstrated. FPGA is used as
the core of the control unit to detect and adjust the frequency difference of local
light and signal light. With the beat frequency detection, the frequency difference
can be well controlled within 2 MHz, and the data signal can be recovered well.

Keywords OPLL ⋅ Frequency-locking ⋅ FPGA ⋅ OVCO

1 Introduction

Homodyne coherent detection is a good solution for high-speed fiber communi-
cation circumstance. With the coherent detection, we can get high sensitivity and
eliminate the noise well. OpticalPhase-Locked Loops (OPLL) are crucial system for
homodyne coherent detection, and received great attention at the beginning of last
90s [1–3]. However, they never found practical applications because of their
complexity and the invention of EDFAs, which greatly solved the receiver sensi-
tivity problems. In recent years, however, coherent detection has come again in
several scenarios, such as multilevel optical phase modulation, dispersion com-
pensation, ultra-dense WDM, and microwave photonics.

The previously proposed OPLLs were based on direct laser frequency tuning,
which required complex optoelectronic devices and were hard to control.

In this paper, we proposed and experimentally demonstrated a simpler
frequency-locking architecture based on Optical Voltage-Controlled Oscillator
(OVCO), frequency difference capture (FDC), and loop filter (LF). The frequency
tuning is obtained through optical Sub-Carrier (SC) and the control algorithm is
executed by FPGA.
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2 Theoretical and Simulation Analyses

The structure of the proposed scheme is shown in Fig. 1. The scheme consists of
three main parts, the OVCO, the FDC, and the LF. OVCO is used to generate the
local light, which is based on a Continuous Wave (CW) tunable laser at frequency
fLO. The light is externally modulated by the signal coming from an electrical VCO
at frequency fVCO. The Mach–Zehnder modulator (MZM) is biased at Null point of
its transfer function. A sinusoidal carrier-suppressed modulation is obtained, and
the spectrum the OVCO output is shown in Fig. 2. Two main SCs at frequency fLO
± fVCO are generated. In addition, the superfluous optical tones at fLO and fLO ±
2 ⋅ fVCO are generated as well. Using one of the two main SCs, take the one at fLO
− fVCO as an example, we can tune an optical frequency of the local light by
changing the signal frequency of the electrical VCO output. In other words, by
simply changing the voltage applied to the electrical VCO, we can control the
frequency of local light conveniently. In addition to OVCO, FDC, and LF are also
important to the OPLL, the FDC is used for initial quickly adjust when the fre-
quency difference is about several GHz, and the LF is used for locking when the
frequency difference is less than several MHz.

By combining of signal light and local light, optical spectrum of signal light is
translated to base-band at the photodiode output. In principle, Because of the
superfluous component of the local light, copies of this signal appears around
frequencies fVCO and 2 ⋅ fVCO as well. However, they can be filtered out by the
receiver filter, provided that fVCO is larger than the signal spectral width.

Actually, with the proposed architecture, we can obtain optical fine frequency
tuning with the speed and stability of an electrical VCO, and reuse the typical
RF PLL setups.

R
F

V
b

Fig. 1 The structure of frequency-locking scheme
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Other details can be found in Fig. 1. A 3 dB coupler is used for combining the
signal light and local light, and the balanced photodiode (BPD) is used to change
the optical signal to electrical signal. The resulting electrical signal is processed by
FDC and LF.

We took a simulation to verify the scheme, Fig. 3 is the simulation diagram. The
lindwidth of the laser is 10 kHz, the BPSK signal is modulated by a phase mod-
ulator, the data bit is 5 Gb/s. The MZM is biased at Null point, and the lower
frequency SC is chosen for beating with the signal light. The central frequency of
the signal light is 193.1 THz, and the central frequency of local laser is
193.11 THz. After modulated by the 10 GHz electrical sine signal, the frequencies
of the SCs are 193.1 THz and 193.12 THz respectively, as shown in Fig. 4a. With
the low pass filter (LPF), the high-frequency component is eliminated and the
original signal is well recovered (Fig. 4b). The simulation results verify the function
of the scheme.

Fig. 2 The spectrum of the
OVCO output

Fig. 3 Simulation diagram of the coherent receiver
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3 Experimental Results

For practical implementation, the frequency difference of the signal light and local
light is usually too large. In order to make the scheme more efficiency, we add a
frequency difference capture (FDC) component for a wider range adjustment. The
control unit of the FDC is a commercial FPGA. The beat signal is sent to FPGA
after processed by frequency splitter and comparator. The FPGA control the DAC
to adjust the frequency of the local light according to the frequency of the beat
signal.

In the experiment, we use two 1550 nm tunable CW lasers with linewidth
10 kHz, an electrical VCO with 1000 MHz/V tuning coefficient and 10 GHz
central frequency, and the tuning range is from 5 to 14.5 GHz. So the tuning range
of local is about 10 GHz, a relatively large range. At the beginning of the exper-
iment, we adjust the local laser to make the frequency difference of the signal light
and local light less than 10 GHz, then the FDC component can response the fre-
quency difference signal and adjust local light frequency automatically. With the
feedback control, the frequency difference can decrease to 2 MHz within 5 s, then
the signal can be processed by the loop filter and a perfect signal can be obtained at
the output (Fig. 5).

Figure 6 is the spectrum of the beat signal at different stage. Figure 6a is the
frequency difference at about 400 MHz, and (c) is less than 2 MHz. The results
show that the FDC worked well and the OPLL is effective. When the frequency

Fig. 4 The spectrum of OVCO output and the signal recovered after LPF

Frequency 
SplitterComparatorFPGADAC

Fig. 5 The structure of FDC
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difference is less than 2 MHz, the loop filter will continue to process the beat signal.
When the signal light and local light is well locked, we can get a clear eye diagram
at the output (Fig. 7).

4 Conclusion

We proposed a wide adjusting range frequency-locking scheme and demonstrate it
with simulation and experiment. The results show that the scheme can effectively
lock the frequency of the signal light and the local light with rapid speed and
accuracy. We believe that the proposed architecture can pave the way for the future
transmission systems.
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Adaptive Down Sampling by Improved
Methods of FRI

Yao Shi, Bo Yu, Min Jia, Zhizhong Zheng and Qing Guo

Abstract In modern signal processing, sampling is a key step. The number of
sampling points directly affects the computation of subsequent signal processing.
Nyquist sampling theorem uses twice the highest frequency of signal to sample the
signal. In fact, for sparse signal, not all of the points are necessary. FRI is a highly
efficient sampling method, but FRI can merely deal with discrete signals. By the
improved methods of FRI, FRI theory can be extended to process continuous ECG
signals. What’s more is, sampling scheme put forward by this paper can change the
number of points according to the application. If the requisite degree of accuracy is
low, less points are needed. Finally, simulation experiment shows that this method
can not only reduce sampling rate greatly, but also can ensure the accuracy of
recovery.

Keywords Adaptive ⋅ Down sampling ⋅ FRI ⋅ ECG signals
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1 Introduction

According to classical Nyquist sampling theorem, when the signal’s highest fre-
quency is fmax and sampling frequency is fs, if fs ≥ 2fmax, the signal can be recovered
perfectly after sampling. In order to reduce sampling rate, some theorems are put
forward, such as FRI [1–3]. FRI is a highly efficient sampling method. FRI is the
abbreviation of “finite rate of innovation,” mainly to handle discrete signals, such as
Diracs, B spline, and E spline [4, 5]. The essence of FRI theory is the information
acquisition, rather than aimlessly sampling as Nyquist sampling.

However, the types of signal which FRI theory [3, 6] can handle are limited, as
FRI can merely deal with discrete signals. This paper puts forward a new method to
extend the types of signal which FRI theory can handle. By the improved methods
of FRI, FRI theory can not only deal with discrete Dirac, but also process
high-frequency continuous signal. What’s more is, sampling scheme put forward by
this paper can change the number of sampling points according to the application. If
the requisite degree of accuracy is low, less points are needed, at the same time,
sampling scheme can ensure that the chosen points are the most important, so that
the original signal can be recovered by as few points as possible.

First, the spectrum of the signal is divided by frequency into two parts. In the
frequency domain, the information of high-frequency signal is recorded by the
spectral line. In the time domain, the low-frequency part is recorded by the line
fitting algorithm. Then the improved FRI theory can be used for subsequent pro-
cessing and signal recovery.

The outline of the paper is as followed. In Sect. 2, the main steps of compre-
hensive signal analysis in time and frequency domain are introduced. When ana-
lyzing the signal in time domain, a new method, line fitting algorithm is put
forward. In frequency domain, spectrum lines are used to record the signal. In
Sect. 3, the classical finite rate of innovation theory is reviewed. The adaptive
sampling method is introduced to collect different numbers of sampling points to
satisfy different accuracy requirement. How to use FRI theory to process the signal
is introduced in Sect. 4. In order to verify the efficiency of sampling scheme and the
accuracy of the recovery, the simulation results are given in Sect. 5.

2 Comprehensive Signal Analysis in Time and Frequency
Domain

The signal spectrum can be got by FFT. Through the signal spectrum, the signal is
divided into high-frequency and low-frequency components. The high frequency is
analyzed in the frequency domain, while the low-frequency is studied in the time
domain.
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2.1 In the Frequency Domain

The high-frequency parts of the signal change rapidly in the time domain. So a great
number of points are needed to record the information if the high-frequency parts
are analyzed in time domain. Instead, if the spectrum lines are used to record the
information of the high-frequency parts in the frequency domain, a number of
sampling points are greatly reduced. In the frequency domain, the frequency value
is expressed by fk, and the magnitude is represented by ak .

2.2 In the Time Domain

The low-frequency parts of the signal sometimes contain many frequency com-
ponents. A large number of spectrum lines are needed to record the information if
the low-frequency parts are analyzed in frequency domain. As the low-frequency
parts of the signal change slowly in the time domain, if the low-frequency parts are
analyzed in the time domain, the number of sampling points will be greatly reduced.

This paper puts forward a new method, line-fitting algorithm, to collect the
information in time domain. The main steps of the algorithm are as followed. First,
the waveform of the signal is divided into many tiny segments. Then the starting
moment and the slope of the segment are used to record the waveform. The starting
moment is tk and the slope of the segment is ak . So tk and ak can be used to describe
the low-frequency parts of signal very well in the time domain.

3 The Classical Finite Rate of Innovation Theory

tk and ak are obtained through the above steps, then the signal can be processed by
FRI theory. The steps of processing signal with FRI are as follows.

First, let the signal xðtÞ go through a specific filter hðtÞ, then the output signal
y tð Þ can be expressed by the following formula:

yðtÞ= hðtÞ * xðtÞ=
Z

hðmÞyðt−mÞdm ð1Þ

Here Gauss function, Singer function, B spline, and E spline function can be
selected as hðtÞ. xðtÞ is a signal composed by pulse stream, which is determined by
the position ftkgK − 1

k=0 and amplitude fakgK − 1
k=0 . tk and ak can be gotten from time

domain and frequency domain respectively.
Then taking samples from hðtÞ, the discrete samples are obtained, which are

given by
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yn = yðnTÞ= ⟨xðtÞ,φ( t
T

− n)⟩

=
Z∞

−∞

xðtÞφ t
T
− n

� �
dt

ð2Þ

Deform the formula (2),

yn = ⟨xðtÞ,φBðnT − tÞ⟩
=

1
B

∑
m≤M = Bτ

2½ �
xm̂ej2π

mn
N

ð3Þ

That is,

xm̂ =Bym̂ ð4Þ

x ̂ðωÞ is the continuous time Fourier transform of the function xðtÞ,

x ̂ðωÞ=
Z∞

−∞

xðtÞe− jtωdt ð5Þ

Calculate Fourier series coefficients,

xm̂ =
1
τ
p ̂

2πm
τ

� �
∑
K − 1

k =0
ake− j2πmtk

τ ð6Þ

Deform the formula (5),

xm̂p ̂− 1 2πm
τ

� �
=

1
τ
∑
K − 1

k=0
akumk ð7Þ

uk = e− j2π
tk
τ and p ̂− 1 is the inverse multiplicative of p. For simplicity, assume that

p ̂ð2πmτ Þ=1.
In order to obtain the value of uk , the Z—transformation of the filter must be

calculated first,

hð̂zÞ= ∑
K

m=0
hmz−m = ∏

k− 1

m=0
ð1− ukz− 1Þ ð8Þ

That is, the root of hð̂zÞ is equal to the value of uk. hm satisfies:
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hm * xm̂ = ∑
K

i=0
hixm̂− i = ∑

K

i=0
∑
K − 1

k=0
akhium− i

k

= ∑
K − 1

k=0
akumk ∑

K

i=0
hiu− i

k =0

ð9Þ

As hð̂ukÞ=0, The filter is called a devastating filter, because it returns signal to
zero.

Here h0 = 1, the formula can be written in matrix form:

x ̂− 1 x ̂− 2 ⋯ x ̂−K

x0̂ x ̂− 1 ⋯ x ̂−K +1

⋮ ⋮ ⋱ ⋮
xK̂ − 2 xK̂ − 3 ⋯ x ̂− 1

0
BB@

1
CCA

h1
h2
⋮
hK

0
BB@

1
CCA= −

x0̂
x1̂
⋮

xK̂ − 1

0
BB@

1
CCA ð10Þ

This shows that at least 2K of continuous values are needed to solve the above
system. From the above equation, fhmg can be obtained. The roots of Z transform

of fhmg is uk, tk = − In(uk)
j2π × τ then we can get tk. Amplitude ak can be got by the

following equation:

1
τ

1 1 ⋯ 1
u0 u1 ⋯ uK − 1

⋮ ⋮ ⋱ ⋮
uK − 1
0 uK − 1

1 ⋯ uK − 1
K − 1

0
BB@

1
CCA

a0
a1
⋮

aK − 1

0
BB@

1
CCA=

x0̂
x1̂
⋮

xK̂ − 1

0
BB@

1
CCA ð11Þ

In the time domain, tk is the initial time of each line, ak is the slope of each line.
In the frequency domain, tk is the position of the spectrum line, ak is the amplitude
of spectrum line. Then the high-frequency part of FRI signal is returned into time
domain, and the part from frequency domain and the part from time domain are put
together. Then the original signal can be recovered.

4 Processing Signals with Adaptive Sampling and Finite
Rate of Innovation

Through above steps, a group of ðfk , akÞ and ðtk, akÞ are gotten. In some situations,
the degree of accuracy is not so important; the number of sample points can be
reduced.

In fact, the largest ak can be chosen to describe the signal approximately. For
example, if the requisite degree of accuracy is low, merely 30% points are needed;
whose ak is largest in all points. If the requisite degree of accuracy is high, 80% or
more points are needed. In this way, different numbers of points are sampled
according to the application.
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Then FRI theory can be used to process the signals. The flowchart of adaptive
down sampling by improved methods of FRI is shown as follows (Fig. 1).

Specifically, through the filter, original signals are divided into two parts.
High-frequency parts of the signals are recorded by spectrum lines, while
low-frequency parts of the signals are recorded by line fitting algorithm. Then
adaptive sampling and FRI theory are used to process the signal. FRI theory can
deal with discrete signals, whose time delay is tk and amplitude values is ak.
Through the above steps, a continuous signal can expressed by fk and ak in the
frequency domain and tk and ak in the time domain. So FRI theory also can be used
to deal with the continuous signals to reduce sampling rate. fk in the frequency
domain can be considered as tk in FRI theory, and ak in the frequency domain can
be considered as ak in FRI theory. tk and ak in the time domain can be considered as
tk and ak in FRI theory. So the FRI theory can be used to restore the signal.

FRI theory

Recovery signal

Filter

High
frequency

parts

Low
frequency

parts

Record by 
spectrum lines

Line fitting 
algorithm

Adaptive Sampling

Original signal
Fig. 1 Adaptive down
sampling by improved
methods of FRI
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5 Experiments and Results

A record of ECG signal is selected as original signal. The waveform of the original
ECG signals is shown in Fig. 2.

In order to get the Nyquist sampling frequency, the spectrum of the ECG signals
are drawn in Fig. 3.

The signal’s highest frequency is about 500 Hz. If using the Nyquist sampling
theorem, at least 1000 points per-second have to be collected.

If using the improved methods of FRI, the high frequency is recorded by
spectrum lines, and through spectrum analysis, nine points are needed to record the
high frequency in frequency domain. The low frequency is analyzed by line fitting
algorithm and 30 points are needed in time domain. So 39 points can describe the
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original signal very well; however, in some cases, sampling points can be further
reduced. If the requisite degree of accuracy is low, only 50% or less of all the points
are needed. However, the accuracy of recovery decreases accordingly. In fact, the
percent of points can be flexibly changed according to the requirement of accuracy.
The process of sampling is shown in Fig. 4.

The number of points needed by different sampling scheme is sorted out in
Table 1.

After the processing of FRI theory, the recovery waveform of different sampling
scheme is drawn in Fig. 5.

In order to compare recovery performance of the improved methods of FRI with
Nyquist sampling theorem, the minimum mean square error of three sampling
scheme are drawn in one picture. The result shows that, though the improved
methods of FRI use much fewer points, its recovery performance is close to Nyquist
sampling theorem, especially when the SNR becomes larger. If the requirement of
accuracy is lower, less points are needed, so that the efficiency of sampling can be
further improved (Fig. 6).
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Table 1 The number of points needed by different sampling scheme

Sampling scheme Nyquist sampling
theorem

The improved methods of FRI
High
accuracy

Low
accuracy

The number of points
needed

11,000 39 20
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6 Conclusion

Adaptive down sampling by improved methods of FRI is proposed in this paper.
The proposed methods mainly have three advantages. First, classical FRI theory can
merely deal with discrete signals, while the proposed method can deal with con-
tinuous ECG signals. Second, the proposed method can not only reduce sampling
rate greatly, but also can ensure the accuracy of recovery. The experimental results
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show that the proposed method can use much less points than Nyquist Sampling
Theorem to get approximate recovery performance. Finally, the proposed method
can collect different numbers of sampling points according to the different
requirement of accuracy in actual situations. On the premise of the signal recovery
precision, less points are collected to improve the sampling efficiency.
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Face Recognition Based on Local Gabor
Binary Patterns and Convolutional Neural
Network

Xudie Ren, Haonan Guo, Chong Di, Zhuoran Han and Shenghong Li

Abstract Enhancing the robustness to changes caused by facial aging in automatic

face recognition system is still an important problem worth researching. Compared

with the external factors, such as illumination, posture and expression, facial aging

which can produce variations in both shape and texture of the face has more complex

effects. In this paper, we propose a method based on Local Gabor Binary Patterns

and Convolutional Neural Network (LGBP-CNN) to improve the performance of age

invariant face recognition problem. For each face image, this method first extracts

shape, texture and local neighbor relationship features with multi-orientation and

multi-scale Gabor filters as well as local binary patterns (LBP) operators. Then, we

utilize one kind of Deep Learning model-convolutional neural network which has

shown brilliant performance on face recognition area to avoid the dimension curse

problem brought by Gabor filtering and further extract features. Such kind of method

has robustness to changes of illumination, posture, expression, shape and texture by

combining Gabor transform, LBP and convolutional neural network. Experiments

are implemented on the FG-NET database and the results can outperform the state

of the art ones, which verify the validity of the proposed method in age invariant

face recognition problem.
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1 Introduction

Face recognition is attractive in the fields of pattern recognition and image process-

ing, and it is widely applied in security monitoring, digital communication and so

on. Most researches on face recognition focus on compensating the influence caused

by external factors, such as illumination, posture and expression [7]. While, internal

factors include facial aging have a stronger effect on face recognition accuracy. The

shape and texture of faces changed dramatically with age, which can degrade face

recognition performance. Therefore, facial aging problem is still a great challenge in

automatic face recognition and worth working on.

Compared with the tasks on external factors, facial aging has received less atten-

tion. Park et al. [8] present a 3D aging modeling technique for age-invariant face

recognition which adapts view-invariant 3D face models to the given 2D faces. They

model shape and texture separately at different ages and apply second level Principal

Component Analysis (PCA) to remove the correlation between them. Du et al. [5]

demonstrate a sparse-constrained non-negative matrix factorization (NMFsc) algo-

rithm which decomposes face images into basis matrices and coefficient matrices

to heighten the recognition accuracy. By adjusting the sparseness for matrices, they

establish facial feature model with a strong ability of local representation and employ

an improved prototype method to carry on the facial aging simulation.

The above approaches are based on simulating by adding virtual aging samples

to improve the performance. Another direction is based on feature extraction, which

can provide robustness shape and texture features for classifier to implement facial

aging recognition, e.g., using SIFT and multi-scale local binary patterns (MLBP) as

local descriptors to build feature spaces [6]. In [9], a texture embedded discrimina-

tive graph matching (TED-GM) model is introduced to address the problem of age

invariant face recognition by applying Gabor binary pattern histogram sequence to

encode the discriminative and compact feature.

Nevertheless, these methods do not sufficiently establish robust high-level feature

space for recognizing and cannot globally understand the age invariant information

of images, thus leaving the space for enhanced performance. Recently, Convolutional

Neural Network (CNN) and Deep Learning techniques have obtained continuous

development and breakthrough in image processing tasks. Convolutional architec-

tures have been applied to large-scale face recognition system and achieved the state

of the art performance. Motivated by above facts, this paper formulate a method

based on Local Gabor Binary Patterns and Convolutional Neural Network (LGBP-

CNN) to improve the performance of age invariant face recognition problem. Com-

pared with the other existing approaches, our method presents the following features:

1. Gabor filtering: Gabor wavelets have been successfully utilized in face recog-

nition area [10] and Gabor features can be robust to illumination, posture and

expression variations. Therefore we extract Gabor maps of face images with

multi-orientation and multi-scale Gabor filters to obtain local details.
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2. Local Binary Patterns: LBP operator does well in local features extraction which

makes it popular in recognition tasks. It is straightforward to calculate and realize,

so we apply it to further strength the local information on Gabor maps.

3. Convolutional Neural Network: Multi-orientation and multi-scale Gabor filters

can not only contain more sufficient information of face images but also cause

the dimension curse problem. CNN can dramatically reduce the number of para-

meters needed to train by weight sharing which represents this structure possesses

more tolerance to dimension. We use CNN to solve the dimension curse problem

and further extract high-level features for age invariant face recognition.

Experimental results on the FG-NET database [1] demonstrate the effectiveness

and robustness of the proposed method to age variation in face recognition.

The rest of the paper is organized as follows: Sect. 2 provides an introduction to

the proposed LGBP-CNN method for age invariant face recognition. Experimental

results on the FG-NET database are presented and discussed in Sect. 3. Section 4

concludes the paper.

2 Local Gabor Binary Patterns and Convolutional
Neural Network

In this paper, we propose an age invariant face recognition method based on Local

Gabor Binary Patterns and Convolutional Neural Network (LGBP-CNN) to improve

the performance. For each face image, we first extracts robust local face features with

multi-orientation and multi-scale Gabor filters as well as local binary patterns (LBP)

operators. Then, the method employ convolutional neural network which has been

widely applied for image processing and pattern analysis to remit the dimension

curse problem caused by Gabor filtering and further extract high-level features for

recognition. In the following section, we describe every step in age invariant recog-

nition detailedly.

2.1 Gabor Magnitude Maps

The characters of Gabor wavelets resembles to the ones of receptive field in vision

cells, which signifies they can be an outstanding simulation of human recognition

function. Gabor wavelet transformations from different orientations and scales can

reflect the pixel gray value change information in local range of face image, in other

words, they possess excellent locality in both frequency domain and spatial domain.

Gabor wavelets also are capable of tolerating a certain degree of image rotation and

deformation as well as not sensitive to light which make them conducive to feature

extraction in different environments. Taking account of the above brilliant features

of Gabor wavelets, we employ Gabor filters to decompose the input face images.
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Let E(x, y) represents the gray level distribution of a face image and Gabor maps

of the input face image can be obtained by applying the following function:

G(z) = E(x, y) ∗ 𝜓
𝜇,𝜈

(z) (1)

where z = (x, y), ∗ denotes the convolution operator and 𝜇, 𝜈 define the orientation

and scale of the Gabor filter kernels.

The Gabor filters in this paper are defined as follows:

𝜓
𝜇,𝜈

(z) =
‖k

𝜇,𝜈

‖2

𝜎
2 e−(‖k𝜇,𝜈‖2‖z‖2∕2𝜎2)[eik𝜇,𝜈z − e−(

𝜎

2
2 )] (2)

where ‖ ⋅ ‖ denotes the norm operator and the wave vector k
𝜇,𝜈

is indicated as:

k
𝜇,𝜈

= k
𝜈

ei𝜙𝜇 (3)

where k
𝜈

= kmax∕f 𝜈 and 𝜙
𝜇

= 𝜋𝜇∕8, f is the spacing factor between filters in the

frequency domain.

Pay attention to that the phase information of the above Gabor transformation is

time-varying, we only employ the magnitude of each Gabor map to compose a set

of Gabor Magnitude Maps (GMMs).

2.2 Local Binary Patterns

The values of the Gabor transformation vary tardily with displacement, thus the

details in the GMMs can be further improved. LBP is a non-parametric operator and

can encode the local information of images into a series of patterns, which makes it

conducive to our local feature extraction task. The primary LBP operator LBP(P,R)
labels each pixel of an image by comparing value with its P neighbors on a circu-

lar neighborhood with the radius R. As depicted in Fig. 1, the comparative result

between each pixel and its neighbor can be calculate as a binary number for negative

Fig. 1 Primary LBP operator
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values assigned as 0 and the others assigned to 1. Then the entire results of the center

pixels can be encoded to a decimal number.

LBP(P,R) provides 2P output values, but only some certain patterns contain more

information. Uniform LBP is an effective subset of the abovementioned 2P patterns

which denotes there are at most 2 bitwise transitions from 0 to 1 or vice versa in

the decimal number encoding process. We apply it in our paper to take place of the

primary LBP operator.

2.3 Convolutional Neural Network

The features extracted by Local Gabor Binary Patterns (LGBP) are produced in

multi-orientation and multi-scale, which can generate a high dimension and cause

the dimension curse problem. To directly take advantage of the original LGBP fea-

tures, we apply Convolutional Neural Network (CNN), an efficient deep model, to

decrease the subsequent task complexity and further extract high-level features for

age invariant face recognition. CNN utilizes the concepts of receptive fields, weight

sharing and sub-sampling (pooling) to reduce the complexity of the network struc-

ture and the number of parameters, in other words, this deep structure possesses more

tolerance to input dimension. Receptive field is equivalent to construct a number of

spatially localized filters which can obtain some salient features of the input. Weight

sharing can reduce the number of parameters which needs to be trained. Pooling

provides a guarantee of translation invariance.

A typical CNN is consisted of alternating convolution and sub-sampling layers,

then turns into fully connected layers when approaching to the last output layer. It

usually adjusts all the filter kernels (convolution kernels) by back-propagation algo-

rithm [11], which is based on stochastic gradient descent algorithm, to decrease the

gap between the network output and the true value. Overall, the convolution layer

(C layer) obtains the local features by connected with local receptive fields. The sub-

sampling layer (S layer) is a mapping feature layer which is used for pooling opera-

tion and completing the secondary extraction calculations. Each C layer is followed

by an S layer, and the special twice feature extraction structure makes convolutional

neural network have strong distortion tolerance on the input images.

The specific structure of CNN in this paper includes an input layer (Input), two

C layers (C1, C2), two S layers (S1, S2) and a fully connected output layer (Output)

for recognition. Since a convolution kernel of the convolution layer can only extract

one characteristic of input feature maps, it requires multiple convolution kernels to

extract different features.

The entire process of LGBP-CNN based face recognition is illustrated in Fig. 2.



704 X. Ren et al.

Fig. 2 Entire process of LGBP-CNN

3 Experimental Results

Experiments are implemented on the FG-NET database to verify the validity of the

proposed method in this paper. We also compare the results with the other state of

the art methods on the same database to evaluate the effectiveness of LGBP-CNN.

The database, settings and results are shown in the following.

3.1 Database

We employ the FG-NET Aging database [1] to evaluate the proposed method for it

is a well-known public domain database in facial aging analysis area. This database

is universal which means it is convenient for us to compare the results with other

methods. The FG-NET database contains 1,002 face images of 82 individuals at

different ages ranging from 0 to 69. The image size is about 400 × 500 in pixel and

images of an individual in the FG-NET database are displayed in Fig. 3.

Fig. 3 Images of an individual at different ages in the FG-NET database
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Table 1 Parameters in LGBP-CNN

Parameter Value

LGBP Gabor Orientation 8

Scale 5

LBP P 8

R 1

CNN Learning Rate 1

Kernel Size 5 × 5
Polling Size 2 × 2

3.2 Settings

As shown in Fig. 3, the raw face images should be preprocessed prior to applying

LGBP-CNN. Each image is transformed to gray-scale and normalized according to

the location of eyes. After preprocessing, we make the centers of two eyes horizontal

and align accurately. As for feature extraction stage, some parameter settings need

to be done and the details in this stage are described in Table 1.

3.3 Results and Analysis

To test the effectiveness and robustness of the proposed method in this paper for

facial aging, we evaluate it on all 1,002 images in the database. In addition, we

compare the rank-1 recognition accuracy with the state of the art ones including

simulation-based ones [4, 8] and feature-based ones [2, 6, 9], and the exact accu-

racies are listed in Table 2. Evidently, the performance of LGBP-CNN model has

higher accuracy than others on the FG-NET database. The reason probably lies in

that we use CNN to dispose the original robustness LGBP features without losing

information as well as to further extract high-level features for recognition. These

observations impressively demonstrate the effectiveness and robustness of the pro-

posed LGBP-CNN age invariant face recognition method.

4 Conclusion

In order to enhance the performance of age invariant face recognition problem, this

paper proposes a method based on Local Gabor Binary Patterns and Convolutional

Neural Network, which takes full advantage of the shape, texture and local neighbor

relationship information of images. By combining Gabor transform, LBP and convo-

lutional neural network, this method is insensitive to variation caused by facial aging.
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Table 2 Recognition accuracy comparison among several models

Paper Model Database (subjects,

image)

Recognition

accuracy (%)

Geng et al. [4] Learn aging patterns on

concatenated PCA coefficients

of shape and texture from full

face across a series of ages

FG-NET(10,10) 38.1

Park et al. [8] Learn aging patterns based on

PCA coefficients in separated

3D shape and texture

FG-NET(82,1002) 37.4

Li et al. [6] Multi-feature discriminative

analysis combined with several

distance based classifiers

FG-NET(82,1002) 47.5

Bereta et al. [2] Diverse local texture

descriptors combined with

several distance based

classifiers

FG-NET(82,1002) <45.0

Yang et al. [9] Texture embedded

discriminative graph matching

FG-NET(82,1002) 64.47

This paper LGBP-CNN FG-NET(82,1002) 72.4

Experiments are conducted on the FG-NET Aging database to examine the perfor-

mance of the LGBP-CNN and the results achieved demonstrate that this method can

outperform the state of the art ones and extract robustness features.

Further work will be focused on increasing the dimension capacity of CNN to

multi-orientation and multi-scale Gabor filters by investigating better global opti-

mization techniques and speeding up the convergence of the cost function.
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Research on Recognition Technology
of Human Lower Limbs Feature Based
on the Random Forest Algorithm

Yankai Liu and Meijuan Yu

Abstract This paper according to the background of a game project of family
service entity robots quickly follow, introduces the problems existing in the most
human recognition methods first. Then proposes a laser scanner as a hardware
device, takes the method for recognition by random forest algorithm through the
extraction of multiple different characteristics of the human lower limbs. And the
experiment results show that the method is feasible and the recognition rate is high.

Keywords Random forest ⋅ Laser scanner ⋅ Human lower limbs recognition

1 Introduction

Home service robot is an important part of the national robot competition over the
years of which technical essence concludes three aspects: first is self-localization
and navigation ability, second is capability for human–computer interaction, third is
human body recognition ability [1]. These three aspects ask for human recognition
as the important fundamental. Only if robot can identify the human body better,
they can complete the other services based on the function better.

2 Existing Methods and Problems

The most of current identification methods are mainly based on the face skin and
human shape [2]. The recognition based on the human face skin color coverts the
image collected by the vision sensor into a specific color space. Judge whether it
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belonging to the human body according to the color of the image to be detected.
This method requires strict environment conditions. The recognition rate is low
when the background is complex or the ambient light is dim [3]. Human body
recognition based on the shape feature of human body is a kind of information that
represents the body contour according to the existing human characteristics, such as
symmetry and edge density, star vector representation, Harr-Like wavelet feature,
Histograms of Oriented Gradient, and so on [4–7]. The performance of orientation
gradient histogram is better in the existing method. However, the number of feather
vectors extracted by this method is large which makes the computation of feature
extraction and classifier training and classification are relatively high [8, 9]. In
addition, the identification of the entire body contour demands to maintain sufficient
relative distance between the robot and the human. When it is within 2 m, it cannot
identify because the vision sensor cannot collect the whole body contour [10–13].

3 The Identification of Human Lower Limbs
Characteristics Based on Random Forest Algorithm

In recent years, the emergence of laser scanner and the reduction of the cost have
provided a new assistant tool for the research of the robot. Two-dimensional laser
scanners can return the information of obstacle in the form of lattice. The human
body has a relatively fixed pattern on the retuned dot matrix by a laser scanner. The
recognition of the individuals based on the feature is not strict because of the
characteristic of the lower limbs of the human body (legs). The human body can be
detected by the gait characteristics in the detection range of laser scanner. It pro-
vides the position of human body processed by the laser scanner for the vision
sensor and then it identifies the characteristics of a specific person through the
machine learning algorithm in the direction of the human body.

3.1 Human Lower Limbs Detection Based on Random
Forest Algorithm

Random forest algorithm carries on the modeling of decision tree for each bootstrap
sample using methods of sampling of bootstrap to extract multiple samples from the
original samples. And then combine the expectation of multiple decision trees and
obtain the final results by voting [14]. Using this algorithm to identify the char-
acteristics of the lower limbs of the human body, we must use the laser scanner to
scan the lower limbs of the human body first. And then deal with the information of
lower extremity dot matrix. Break up the dot matrix to get cloud information of 2D
point. And deal with the information of dot matrix through the learning method of
machine, and label and store the information to the database. This passage has
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picked up 1,600 multi-frame laser scanning pictures and more than 600 without the
human lower limbs from ten participants in the indoor environment in different
postures and dressing to train the random forest classifier.

To get further specific information about the human lower limbs, we need to
make the noise reduction and segmentation of the point cloud obtained by scanning.
Based on the statistical properties of the probability density algorithm, remove the
outliers in point cloud dates, classify the processed cloud as the sample to be
classified through the machine learning methods such as forest classification. After
that, we can get the relative specific information about human lower limbs by the
identified class as the point cloud collection of human lower limbs matching with
human gait. And then find the position of the relative position of the scanner legs
according to calculation of the detection of the human lower limbs and match with
the corresponding position in the visual system and do the human body detection
through the visual system in this position. Finally, the human body features (mainly
the upper parts of the human body and face features) are extracted and realize the
classification and recognition of the human body with the feature information about
the lower limbs. In addition, in the process of information collection, the gait
information of the two feet is collected and processed at the same time and mix up
with the information of lower limbs collected by the laser sensor realizing the
comprehensive analysis of lower limbs to further realize the recognition and
tracking of the lower limbs of the human body.

3.2 Matching the Characteristics of the Human
Lower Limbs

After the training data being classified by the random forest classifier, only the part
of the suspected human lower limbs is left. Then we obtain the recognized the lower
limbs of the human body by matching the lower limbs of the human body purely.
The matching methods of this paper for the lower limbs of the human body
characteristics are based on the stride, lower extremity diameter, and lower limbs
surface orientation of human lower limbs.

(a) Stride,the characteristics of stride refers to reflect he characteristics of the
mutual relationship between the collocation around the foot while walking,
including length and width and angle of left and right feet. We only use the
characteristic information of length and width of left and right feet, because
laser radar feedback data for two-dimensional data. In order to deal with
concisely,this paper combine the length of left and right as stride and width of
left and right as step width.

According to the prior knowledge and a lot of data proving that the walking flat
of healthy people generally follow a length of about 50–80 cm. The main different
between individuals are about the length of legs, the longer of the legs the longer of
the length. Stride is usually two times long as length 100–160 cm. The distance
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between the left and right foot called step width in walking which measure the mid
point of heel as the reference. Healthy people are about 8 ± 3.5 cm.

(b) The lower limbs diameter, in this paper, the diameter of the lower limb is
mainly the diameter of the leg below the knee joint. Due to the reasons of
personal wearing and the error of laser radar data, this paper uses the infor-
mation of leg diameter (height × 0.2 ± 3) cm.

(c) Lower limbs surface orientation, due to the characteristics of laser radar
imaging, laser radar-scanning data should be set toward the scanning direction
of the convex arc. The normal angle of arc jointed by the dot of double lower
limbs of human body should be within a range. This feature is mainly used to
test whether the two legs are correct, and the characteristics of the laser radar
can be very good to exclude the interference like human legs.

4 The Results and Analysis of the Recognition
of the Lower Limbs of the Human Body

This passage has picked up 1,600 multi-frame laser scanning pictures and more
than 600 without the human lower limbs from ten participants in the indoor
environment in different postures and dressing to train the random forest classifier.
To avoid the influence of other subjects on the training data, the scanning range of
the laser radar is set to 50 cm–4 m no feedback as beyond while collecting training
data. No other obstacles in the sampling range.

After a long period of testing, the use of random forest classifier can make the
correct identification of almost 99% of the lower limbs, but there will be the error
identification about others similar to the human body. Figures 1 and 2 are for the
human lower limbs before and after the recognition. In Fig. 1, the blue dot is circled

Fig. 1 Before identification
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by the red is the characteristic of the human lower limbs. In Fig. 2, it is the laser
radar-scanning frame after identifying and removing the redundant points, which
can be seen clearly.

In addition, this experiment was carried out in 10 groups of 20 people. In Fig. 3,
it can be seen that only the eight group is failed, others are all succeed.

5 Summary and Outlook

This paper makes the family serving robot that quickly following the game project
as the background. At first, the paper introduces the method of human body
recognition and the existing problems in most of the participating colleges and after

Fig. 2 After identification

Fig. 3 Results of testing
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that, the methods of recognizing human lower limbs based on laser scanner and the
fast method for its target is presented. In the practical level, it is indicated as the
recognition of the lower limbs of the human body by the random forest algorithm.
Prove the feasibility sufficiently by experiments. In the indoor environment of this
paper, it is able to effectively identify and match the lower limbs of the test subjects.
Otherwise, in the case of other obstacles, it can identify the information about lower
limbs of a single body.
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A Learning Automaton-Based Algorithm
for Influence Maximization in Social
Networks

Jinchao Huang, Hao Ge, Ying Guo, Yan Zhang and Shenghong Li

Abstract Influence maximization problem is to find a small set of influential nodes

in a social network, whose activation of information propagation can be maximized

using one of the propagation models such as independent cascade model. This paper

proposes a new method to solve this problem based on discretized linear automa-

ton algorithm and simple greedy algorithm. Every allowable node in the social net-

work is regarded as an action and the goal of the learning automaton is to select an

optimal subset of actions. To speed up the convergence, firstly, the problem space is

reduced by excluding the nodes lacking influence; then, the original learning process

is divided into two parts: the sampling process and the learning process. Besides, a

new scheme for determining the best parameters is presented, which is more applica-

ble to practical problems. The obtained results show that the new proposed algorithm

is efficient in real-life social networks. The results are close to the ones obtained by

the greedy algorithm in terms of accuracy, and the new method greatly improves the

speed of selecting the optimal subset.

Keywords Learning automata ⋅ Influence maximization ⋅ Social network ⋅
Independent cascade model
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1 Introduction

Investment in social influence has been found to be useful for marketing purposes

recently. Social influence means change of thoughts, beliefs, and views of a person as

a result his/her interaction with another person or a group [9]. The purpose is to iden-

tify a number of people, in order to attain the best marketing effect. In [5], Kempe,

Kleinberg, and Tardos provided the first systematic study of influence maximiza-

tion as a discrete optimization problem and proposed two basic stochastic influence

cascade models, the linear threshold (LT) model and the independent cascade (IC)

model. They also presented the greedy algorithm for the IC model. However, the

greedy algorithm used the Monte-Carlo simulations on influence cascade to estimate

the influence spread, which made the greedy algorithm rather slow and dissatisfied

with required efficiency in social networks with considerable nodes.

Some recent work [1, 4, 6] proposed heuristic algorithms designed for the IC

model. Although these heuristics improved the speed, their accuracy was not high in

the real social networks. To overcome the inefficiency of the influence maximization

solutions, several other methods were proposed to improve the greedy algorithm,

such as CELF [8] and CELF++ [2].

Learning automata is a powerful mathematical model for many discrete optimiza-

tion problems. In [10], Afshin and Keyhan firstly attempted to use learning automata

to solve the influence maximization problem. They only put forward the concept, but

they did not present the specific details of the experiment. In this paper, we propose

a new algorithm based on the learning automata called LA-IM for influence max-

imization in social networks. In our algorithm, the allowable nodes of the social

network are regarded as the actions of the learning automata, so that the problem is

transformed into the problem that the learning automaton selects an optimal subset.

Our main contributions are summarized as follows:

∙ We use a new learning automata to solve the influence maximization problem,

where learning automaton take use of the discrete linear reward-inaction scheme.

∙ To increase convergence speed, we divide the original learning process into two

parts: sampling process and learning process, where different algorithms are used

in different process.

∙ Different from the traditional method of finding the best parameter, we propose a

new criterion to determine whether the current parameter is the best, and the new

method is more applicable to the real-life cases.

The rest of this paper is organized as followed. In Sect. 2, we introduce the related

background of influence maximization and learning automata. Section 3 presents

the detailed description of our proposed algorithm. The obtained results and discus-

sions are reported in Sect. 4. Finally, conclusions and future works are mentioned in

Sect. 5.
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2 Independent Cascade Model

2.1 Introduction of Social Networks and Greedy Algorithm

As in [7], let G = (V ,E, p) be an influence graph, where v ∈ V are users or nodes,

and e ∈ E are the links or edges between them. Each edge e = (i, j) between them.

Each edge e = (i, j) between nodes i and j is associated with an influence probability

pij ∈ [0, 1]. This means that the node i is active in time t and node j is successfully

activated by node i in time t + 1 with probability pij.
In the independent cascade model, every node only has two states, active state

and inactive state. Once a node is active, it cannot return to the inactive state. When

the node i is active in time t, the influence is independently propagated at t + 1 from

node i to its current neighbors, which are in inactive state in time t, with probability

pij. And the node i only has one chance to active its inactive neighbors. A node can

be independently activated by any of its newly activated neighbors. The propagation

process ends when there are no inactive nodes or no nodes with the ability of acti-

vating other nodes in the social networks. Now, we define the influence of a set of

nodes A, denoted 𝜎(A), to be the expected number of active nodes at the end of the

process. The influence maximization problem is to find a k-node set that can achieve

maximum influence, where k is a parameter.

Table 1 shows the generic greedy algorithm proposed by Kempe et al. in [9].

2.2 Learning Automata

As shown in [12], the learning automaton learns the optimal action by interacting

with a random environment. At instant n, the LA selects one action 𝛼(n) and then

sends this action to an environment which will feedback a scalar reinforcement sig-

nal, 𝛽(n). After that, the LA receives this response and takes this response into con-

sideration to update the LA’s state. This cycle repeats until the LA selects one optimal

action. A discretized linear-based LA can be described by a quadruple< A,B, 𝜙,L >.

They are explained as follows:

Table 1 Algorithm greedy
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∙ A = {𝛼1, 𝛼2,… , 𝛼r} is the set of actions of stochastic automaton;

∙ B = {𝛽1, 𝛽2,… , 𝛽r} is the set of responses from stochastic environment. In this

paper, we consider B = {0, 1}, where “1” means reward and “0” means penalty;

∙ 𝜙 = {𝜑1, 𝜑2,… , 𝜑s} is the set of internal states of stochastic automaton. Further-

more, the state consists of P, where P is a probability distribution over the set

of actions. We have P(t) = (p1(t), p2(t),… , pr(t)), where pi(t) is the probability of

selecting action 𝛼i at t and it satisfies 𝛴
r
i=1pi(t) = 1;

∙ L is a learning scheme to update 𝜙, namely P.

The Discretized Linear Reward-Inaction (DLri) automaton was the first discretized

automaton presented in the literature [11]. The probability space [0, 1] is divided

into N intervals, where N is resolution parameter and is recommended to be an

even integer. Assume the index of the chosen action is m, the specific descrip-

tion is as follows. If 𝛽 = 1, the automaton updates the probability using the equa-

tions: pi(t + 1) = max{pi(t) − 𝛥, 0} for i ≠ m, pm(t + 1) = 1 − 𝛴i≠mpi(t + 1). The

DLri automata is 𝜀-optimal in all random environment.

3 LA-IM Algorithm

In this section, we propose a learning automata-based algorithm called LA-IM for

the influence maximization problem in social networks. The details of our algorithm

are presented as follows:

3.1 Improvements of the Original Method

In a social network, if all nodes are considered as effective nodes, algorithm will

slow down. In [3], Guisheng et al. showed most of the nodes are connected to a few

other nodes and only a small group of nodes are connected to many other nodes. To

reduce the problem space, we use the same method as in [10]. First, mean degree

of the total nodes of the network is calculated, and the nodes with lower than mean

degree of the graph are ignored in the problem space. The nodes in the problem space

are called allowable nodes, and only these nodes are regarded as effective actions of

the learning automaton.

One of the most important parts of learning automata algorithms is the updating

equations. Once the updating equations are determined, the algorithm is determined.

Now, we describe two kind of updating equations, DLri−k and DLrp−k, which are

derived from the discretized linear algorithm.

Different from the discretized linear reward-inaction algorithm, DLri−k proposed

in this paper rewards probabilities of all the selected actions according to the updat-

ing equations shown in Table 2, where assume the current seedset is Sm.
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Table 2 Algorithm DLri−k

Different from DLri−k, DLrp−k not only updates the current chosen action set when

the response is reward. It also rewards the optimal action set when the response is

penalty. When the response 𝛽 = 1, update the current seed set using Eq. 1. When the

response 𝛽 = 0, update the optimal seed set using Eq. 1.

3.2 Application of LA-IM

Assume the action number is r, then the probability of selecting each node at time

t = 0 is initialized to 1/r. In each iteration, the automaton chooses k different actions

randomly based on the action probability vector. Then the chosen actions are sent as a

seed set S to the independent cascade model (environment) to calculate the influence

value 𝜎(S). If the value 𝜎(S) is the best, so far, the feedback of the environment is 𝛽 =
1 and vice versa. Then the automaton updates its action probability vector according

to the updating equations. The iteration ends until the automaton has selected the

best k actions. Namely the sum of the top k probability of the actions is over 0.999.

To increase convergence speed, the original learning process is divided into two

parts, sampling process and learning process. In the process of sampling, a heuristic

method [10] is used to fully sample the actions. After receiving the feedback from

the environment, the automaton updates the probability vector by the DLri−k updat-

ing equation. In the process of the learning, the k-seed nodes are selected randomly

based on their probabilities. And the learning automaton updates its action proba-

bility vector according to the DLrp−k updating equations. The specific description is

given in Table 3.

3.3 Analysis of LA-IM

Because of using the heuristic method, we can believe that the approximate optimal

seedset has been found after finishing the sampling process. That is to say LA-IM

is effective in the social network. Both processes of the algorithm use Monte-Carlo

to estimate the value of influence spread. Instead of executing 10,000 Monte-Carlo

experiments for every seedset, LA-IM only needs 100 times. It is because LA-IM

does not need to make the final decision after one traversal. So it does not require

high accuracy of the 𝜎(S). The reduction of the execution number of Monte-Carlo
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Table 3 Algorithm LA-IM

experiments greatly decrease the time LA-IM takes to select the optimal seedset

in a social network. Therefore, our proposed algorithm improves the speed of the

convergence.

4 Experiments and Results

In real-life cases, there is no criterion for deciding the final result is correct or not.

So the traditional method to find the best parameter is not applicable any more. In

this paper, we increase the parameter N to find the optimal influence spread in the

social network, where the objective functions is the influence spread. When the influ-

ence spread does not change, we think we have found the best parameter. We com-

pare the LA-IM algorithm with greedy algorithm on a real-world social network,

NetworkScience. It contains 1589 nodes as well as 2742 edges, and has significant

community structure. The experiment executes on the IC model with p = 0.1. The

best parameters corresponding to different k are shown in Table 4. Figure 1 shows

the performance of the LA-IM algorithm in comparison with greedy algorithm. The

execution time of the two algorithms are shown in Fig. 2.
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Table 4 Best parameters corresponding to different k in the network science network

k 1 2 3 4 5 6 7 8 9 10

n 23 20 23 25 23 20 23 23 23 31

Fig. 1 Comparing LA-IM

and the greedy algorithm (in

terms of accuracy)

Fig. 2 Comparing LA-IM

and the greedy algorithm (in

terms of time)

From Fig. 1, we know when the number of initial nodes k < 4, the LA-IM algo-

rithm performs very closely to the greedy algorithm; as the number of initial active

nodes k exceeds 4, the performance of the LA-IM falls behind that of the greedy

algorithm, but it still keep a high accuracy.

Seen from Fig. 2, the LA-IM greatly improves the speed and the execution time

of the LA-IM algorithm does not increase with the seeds count. For example, to

produce a 5-element seed set, the greedy needs 989 min, while the new method only

needs 5.9 min (approximately 170 times reduction). This difference will increase

with increasing the number of elements of the seed set.

5 Conclusion

In this paper, we propose a learning automaton-based method to solve the influence

maximization problem. To improve the speed without losing accuracy, the algorithm

is divided into two process and it uses a heuristic method. First, we analyze the
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effectiveness of the new algorithm. Then, in Sect. 4, the obtained results demonstrate

the proposed method greatly improves the speed and keeps a high accuracy. In the

future work, we consider taking use of the learning automaton with estimator, which

may show a better performance.
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Abstract The updating scheme for Learning Automata (LA) is important. Tha-
thachar and Arvind first proposed parallel operation of leaning automata (LA),
which was a promising mechanism that could maintain the accuracy while reducing
convergence time. In this paper, we implement this mechanism which helps to
break the limit of the convergence speed of single LA. In contrast to existing
scheme, the proposed scheme eliminates the worst performed LA in the sequence of
interactions, until there is only one LA left. We compare Last-Position
Elimination-Based Parallel Learning Automata (LEPLA) scheme with the classic
one incorporating two pursuit schemes, discretized generalized pursuit algorithm
(DGPA) and discretized pursuit algorithm with reward-inaction (DPRI), respec-
tively. Simulations prove that the proposed scheme gets an evidently higher
accuracy and faster convergence than the classic ones.
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1 Introduction

Learning Automaton (LA) is a self-adaptive machine that can find the optimal
action from a stochastic environment, and the goal of LA is to maximize the
expected reward under the random environment. Usually, it has a finite number of
actions which can have interactions with the environment, as is shown in Fig. 1 [1].
In each cycle, it selects an action α tð Þ and then gets a random response β tð Þ that is
either a reward or a penalty. LA uses environment’s response to update the state
probability vector of choosing the next action. Therefore, LA has a broad range of
applications, such as game playing [2], congestion avoidance in wired networks [3],
and tutorial–like systems [4].

Besides single LA, there is another system called multi-LA. Parallel operation of
LA [5] is one of multi-LA systems and it targets to improve the speed by using the
parallel nature of the environment. Different from the learning process of single LA
that at an instant only one action is selected and one feedback is received from the
environment. Parallel operation of LA sends several actions collectively as an input
and uses all feedback signals to update the internal state of LA. An example of
parallel operation of LA is illustrated in Fig. 2.

Fig. 1 A single LA that
interacts with a random
environment

Fig. 2 The framework of
parallel operation of LA
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In parallel operation of LA, at any time instant t, N actions are selected and N
responses are received simultaneously.

In this paper, we propose another parallel framework which improves the
classical parallel algorithm introduced in [5]. Also, numerical simulations are
performed to verify the effectiveness of the proposed mechanism.

The remainder of this paper is organized as follows. The related parallel
mechanism is proposed in Sect. 2. New parallel framework is proposed in Sect. 3.
Various analyses are presented in Sect. 4. Eventually, Sect. 5 concludes the paper.

2 Related Works

Thathachar and Arvind presented a parallel version of estimator-based LA [1, 6],
which intended to reduce computation time. In this paper, mathematical symbols
are consistent with “A Novel Parallel Framework for Pursuit Learning Schemes”
[7]. Assuming the parallel system consists of N identical LA, they have a common
action set A= α1, α2, α3, . . . , αrf g, a common probability vector
CP tð Þ= cp1 tð Þ, cp2 tð Þ, . . . , cpr tð Þ½ �, and a shared estimator vector D tð Þ.
Step 1 Each LA, say mth LA, selects an action αm tð Þ based on the CP tð Þ

independently, and all other LAs each obtains its own reinforcement signal
βm tð Þ;

Step 2 A fuser combines all selected actions and feedbacks to update the common

probability; cpi t+1ð Þ= cpi tð Þ+ λ× ½Ri tð Þ− cpi tð Þ∑
N

1
Ri tð Þ�

Step 3 Update the common estimator

Wi t+1ð Þ=Wi tð Þ+Ri tð Þ ð1Þ

Zi t+1ð Þ=Zi tð Þ+Ci tð Þ ð2Þ

where Ri tð Þ= ∑
N

j=1
β j tð Þ× Ifα j tð Þ= αig

and Ci tð Þ= ∑
N

j=1
Ifα j tð Þ= αig;

Step 4 If max CP t+1ð Þf g=1 then converge. Else go to Step 1.

However, this parallel algorithm is not widely used in practical areas because in
this parallel framework, LA is acting as action selector instead of learning module.
The task of each LA is to choose the action based on the CP tð Þ, while updates are
done by the fuser.
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3 Proposed Parallel Learning Automata

As is pointed out previously, the sluggish learning speed is one of the most
important problems of classical parallel learning automata. In the classical parallel
algorithm, the parallel learning automata can reduce the convergence time
approximately for a factor of N, which is the number of modules. The reason is that
probability vector updates with multiple samples received by the parallel scheme.
However, this algorithm does not target to decrease the number of interactions with
the environment, but to save time of computation. In this paper, the focus point is to
decrease the number of interactions through parallel operation.

In Last-Position Elimination-Based Learning Automata (LELA) [8], the team
has proved that the last-position elimination-based algorithm is effective on single
LA, which can lead to a faster convergence than usual optimal pursuit algorithm,
such as Discretized Generalized Pursuit Algorithm (DGPA) [9] and Discretized
Pursuit scheme (DPRI) [10, 11]. The reason behind it is that avoiding high penalized
actions can lead to a higher reward probability. In the same way, if a parallel
operation can abandon the worst performance LA in the framework with certain
condition, the probability of getting reward will increase while the number of
interactions will decrease.

Therefore, we propose a parallel scheme that has a common estimator and every
module has its own probability vector and estimator. After a fixed number of loops,
the parallel framework checks the number of rewards of each LA to find the one
with the fewest rewards. Then, the worst one will be eliminated from the frame-
work. At the same time, common estimator will reset each LA’s estimator.
Last-Position Elimination-Based Parallel Learning Automata can not only save
computing space, but also decrease the total number of iterations. The parallel
framework is explained here.

Last-Position Elimination-Based Parallel Learning Automata Parameters

n Resolution parameter
N Size of the module
Wi tð Þ The number of events that the ith action has been rewarded up to time

instant t, for i=1, 2, . . . , r in the whole parallel framework
Zi tð Þ The number of events that the ith action has been selected up to tome

instant t, for i=1, 2, . . . , r in the whole parallel framework
Δ=1 ̸r ̸n Smallest step size
ρl tð Þ The performance of lth LA, at time t
tm The number of loop when it is time to eliminate the worst performance

LA

Method
Initialize each LA, say lth LA to be: pli =1 ̸r, for i=1, 2, . . . , r and l=1, 2, . . . ,N
Initialize βl =0, for l=1, 2, . . . ,N
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Initialize Wi tð Þ=0 and Zi tð Þ=0
Initialize ρl =0, for l=1, 2, . . . ,N
Repeat
Step 1 at time t, each LA, say lth LA,, selects an action αl = ðtÞ based on its own
probability vector P tð Þ independently and gets a signal βl = ðtÞ. lth LA updates its
own estimator by

Wl
i t+1ð Þ=Wl

i tð Þ+ β tð Þ
Zl
i t+1ð Þ= Zl

i tð Þ+1

dli t+1ð Þ= Wl
i t+1ð Þ

Zl
i t+1ð Þ

Step 2 The fuser receives all feedbacks

Wi t+1ð Þ=Wi tð Þ+ ∑
N

j=1
β j tð Þ

Zi t+1ð Þ= Zi tð Þ+ ∑
N

j=1
1= Zi tð Þ+N

Step 3 The fuser gets each LA’s performance

ρl t+1ð Þ=Wl
i t+1ð Þ

Step 3: Calculate the common estimator’s value, reset each LA’s estimator to the
common estimator’s value

Step 4: If maxfPl
i tð Þ=1g, Then CONVERGE to the action whose p=max PðtÞf g.

Else go to step 1. Endif
End Last-Position Elimination-Based Parallel Learning Automata

Different from classical parallel framework, the Last-Position Elimination-Based
Parallel Learning Automata (LEPLA) gives each learning automaton its own
probability vector, other than a common probability vector.
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4 Experimental Results

4.1 Simulation Results

In this part, the proposed Last-Position Elimination-Based Parallel Learning
Automata (LEPLA) is compared with the classical parallel scheme; two pursuit LA
algorithms, Discretized Generalized Pursuit Algorithm (DGPA) and Discretized
Pursuit scheme (DPRI), are embedded in these two frameworks, respectively.

Two ten-action (r = 10) problems, EA,EB, are famous benchmark environments
used right now [1]. The reward probabilities for the actions of the five benchmark
environments are:

EA = 0.70, 0.50, 0.30, 0.20, 0.40, 0.50, 0.40, 0.30, 0.50, 0.20f g;
EB = 0.10, 0.45, 0.84, 0.76, 0.20, 0.40, 0.60, 0.70, 0.50, 0.30f g;

Among all simulations performed, the algorithm is considered to converge if the
probability of choosing an action is greater or equal to a threshold Tð0<T <1Þ. If
the converged action is the one with the highest probability of being reward, the
system is recognized as converging correctly.

“Best” parameters of a pursuit algorithm are defined as the values that not only
yield the quickest convergence speed but also make sure the system converged to
the correct action with a continuous NE experiments. In our experiments, simula-
tions are performed with the same threshold T and the number of experiments NE
[12]. That value is T =0.999 and NE=750. After finding the best parameters, we
use 250,000 experiments to evaluate the average accuracy and convergence rate.

Indication of comparison is defined here. Accuracy is the result of number of
correctly convergence/number of experiments. We compare the proposed one with
single operated LA and classical parallel. The result of improvement is calculated as
following:

improvement=
InteractionLELPA − Interactionoriginal

Interactionoriginal
*100% ð3Þ

interaction=N*Iteration ð4Þ

4.2 Performance Analysis

From the above simulation results shown in Tables 1 and 2, we may draw the
following conclusions.

First of all, the proposed parallel operation is superior to the classical operation
with the number of interactions. Since we have already multiplied N to the number
of iterations, the highest improvement is up to 65.9%. For example, in EA when
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DPRI is embedded in parallel framework and the parallel scale is 4, classical scheme
needs 1092 interactions to converge, while the proposed one only needs 372
interactions. What we want to clarify is that when the parallel scale is 1, the
proposed one is surpassed by the original one, but technically speaking, using one
LA in one iteration cannot be deemed to be “parallel operation”.

Moreover, with the increase of modules, the proposed parallel continuously
decreases its interactions. Different from conventional parallel scheme, which
nearly maintains the total number of interactions, the proposed one requires fewer
interactions, and finally outperforms classical one. In Table 1, we can notice that
the advantage increases from 40 to 60%. In Table 2, the advantage changes from 3
to 16%. The improvement is nearly monotone increasing with parallel scale.

5 Conclusion

In this paper, we introduce a novel parallel framework for pursuit learning auto-
mata. By implementing last-position elimination philosophy [8], this framework
outperforms the classic parallel structure in the aspect of required number of
interactions. The main reason for improvement is that the proposed scheme discards
LA which gets relatively fewer number of rewards [7]. Thus, the framework obtains
a higher accuracy. Simulations experiments have confirmed the efficiency of the
proposed parallel system. A parallel mechanism that can fully use the potential of
large parallel scale deserves further investigation.
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Research on Dynamic Gesture Recognition
Based on Multi Feature Fusion

Meijuan Yu and Yankai Liu

Abstract Gesture recognition is an indispensable part of the human–computer
interaction technology. In this paper, the research on dynamic gesture recognition
technology based on multi feature fusion is studied. While identifying the posture
using SVM, the dynamic gesture track feature is extracted and recognized using
Gaussian pyramid optical flow algorithm. Then we’ll get the final recognition
results by information fusion on decision level. Finally through the contrast
experiment to prove the dynamic gesture recognition algorithm in the paper has
higher gesture recognition rate.

Keywords Dynamic gesture ⋅ Multi feature fusion ⋅ SVM ⋅ Gauss pyramid
optical flow algorithm

1 Introduction

With the continuous development of human–computer interaction technology,
gesture recognition [1] has become a popular research topic. The gesture is a natural
and intuitive man–machine communication mode. In interaction between human
and computer, gesture recognition is an essential and indispensable technology to
realize the human–computer interaction of new generation, the so-called gesture
recognition is simply refers that the computer according to the trajectory recogni-
tion of arm and hand to figure out its meaning, including static gesture recognition
and dynamic gesture recognition. In contrast, the static gesture recognition is rel-
atively simple, at present, the common used gesture recognition technology include
the template matching method, neural network method and statistical analysis
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method, the accuracy of these techniques in recognizing static gestures are still
good, but for the recognition of dynamic gesture, the recognition accuracy is
supposed to be improved.

2 Dynamic Gesture Recognition Based
on Multi Feature Fusion

The focus of dynamic gesture recognition is the accurate extraction of gesture
features, mainly consists of two parts, hand shape feature, and gesture trajectory.
This paper firstly uses gesture profile of the first frame of the gesture image to
obtain the profile matrix, and then uses the Fourier transform [2] to convert the hand
shape characteristic matrix into the feature vector with one dimension, using SVM
algorithm to recognize the gesture features. Then obtain the trajectory character-
istics of hands by Gaussian pyramid optical flow algorithm, and fusing the
recognition results of trajectory feature and hand type feature in decisional degree
[3, 4], to get the final recognition results.

2.1 Hand Feature Extraction and Recognition
Based on SVM

Support vector machine [5] is the VC dimension theory and structural risk mini-
mization principle established on the statistical learning theory, according to the
limited sample information between the complexity and the study ability of the
model to seek the best compromise, so as to obtain the best generalization per-
formance, SVM is able to automatically search for the samples (the support vectors)
that have better distinguish ability in classification [6], the optimal segmentation
surface constructed by these samples to furthest the interval between the classes.

The project make uses SMO (Sequential Minimal Optimization) [7] to conduct
training when realize classifier by SVM, selecting the sigmoid function as the
kernel function. Using heuristic search algorithm to improve the SMO, so as to
realize the intelligent parameter selection, effectively reduced the workload of
manual selection of parameters. Specific steps are as follows:

(a) Ergodic non boundary data samples, when ergodic data samples violated the
KKT conditions, it is selected as one of the optimal multipliers a1.

(b) Continue to traverse the other samples, take the advantage of heuristic search
algorithm, make the step size of traverse between the sample and a1 as the
standard, to find the sample data with maximum optimal step size a2, and to
optimize and update.

(c) Repeat step (a) and (b), until all non boundary samples are satisfied with KKT
conditions.
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(d) Checking all samples of data sets, to judge whether they are satisfied with the
KKT condition, if there are samples that not satisfied with it, then repeat steps
(a)–(c), until all the sample data meet the KKT condition, then the algorithm
finishes.

2.2 Extraction and Modeling of Optical Flow
Features of Gesture

This paper adopts the Gauss Pyramid optical flow algorithm [8, 9], to extract and
modeling of optical flow characteristics of dynamic gesture, optical flow vector
obtained by calculation can be expressed by a four-dimensional space, in which the
ðx, yÞ represents the position information of the optical flow vector in the image,
ðu, vÞ representing the component size of the optical flow vector in the horizontal
direction. There are M*N optical flow vector in an optical flow field (in which the
M*N is the resolution of the image). The point of extraction and modeling of
gesture flow feature lies in the reduction processing of dimension of high original
feature vector, that is to remove the redundant feature vector or the feature vector
without obvious motion feature, this paper extracts the optical flow feature gesture
video sequence. Here we will reduce the dimension of the original feature.

Transfer the component ðu, vÞ of optical flow vectors into polar coordinates
ðr, θÞ. Through the test, θ has the better recognition ability, so this paper may ignore
the feature of r, choose θ to represent the velocity of the optical flow. Thus we
transfer the optical flow field into the obtained three-dimensional vector ðx, y, θÞ
which is similar to the common gray image. Then it represents the optical flow field
with a one-dimensional array, that is also expresses the movement behavior. Using
the histogram intersection [10] to calculate the similarity between the optical flow
field [11], so as to achieve recognition of movement.

3 Experiment Results Analysis

The experiment first use a camera to get the dynamic gesture sequence, then extract
and recognize the hand type features and optical flow features, take the example of
dynamic hand gesture recognition “palm forward,” detailing the process gesture
recognition based on multi feature fusion.

(a) Collect the video sequence of the gesture by the camera, as shown in Fig. 1,
dynamic monitoring image of the forward gesture.

(b) Extract the first frame of the image, to segment gesture based on skin color, and
to conduct the diffusion filter and contour extraction treatment of the image, the
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first obtained frame gesture image after treatment as shown in Fig. 2, using
SVM algorithm to recognize the hand gesture contour features.

(c) To extract and recognize the trajectory feature of dynamic hand gesture,
computation of optical flow is sensitive to noise, so it is necessary to pretreat
the read video images, so as to reduce the optical flow calculation and improve
the accuracy of optical flow calculation. This paper used the frame difference
method to determine the motion region of the object. As shown in Fig. 3, they
are binary differential images of adjacent frames in gesture sequences.

Binary differential images obtained by frame difference method still have
obvious salt and pepper noise, it is needed the process of removing the noise.
Fig. 4, Fig. 5, respectively, represent the optical flow field of Fig. 1 before and after

Fig. 1 Dynamic monitoring image of the forward gesture

Fig. 2 Gesture contour
image

Fig. 3 Binary differential images obtained by frame different method
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the image preprocessing. Obviously, the fine accurate optical flow field without
noise was obtained after pretreatment.

This test collected four kinds samples of dynamic hand gestures, respectively,
including, palms forward, palms down, fist backward, eight upward, because people
have differences in doing the different hand postures, each kind of dynamic gesture
samples provided from 10 individuals and each of them do 10 times, that is to say,
each gesture recognition has a total of 100 test samples, then, to contrast the
dynamic hand gesture recognition based on the traditional support vector machine
(SVM) to the multi feature fusion of gesture recognition, it is concluded that the
recognition results as shown in Fig. 6. The experiment shows that, in the four kinds
of recognition, the algorithm designed by this paper only occurs once error in “eight
upward,” the recognition rate has a certain of improvement.

Fig. 4 Optical flow field of
two images before
preprocessing

Fig. 5 Optical flow field of
two images after
preprocessing
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4 Conclusion

In this paper, we recognize the hand posture and motion features by adopting the
SVM and Gaussian pyramid optical flow algorithm, respectively, and realize the
dynamic hand gesture recognition by decision level fusion technology, using the
contrast experiment to verify the algorithm that the dynamic hand gesture recog-
nition technique based on decision level fusion has higher recognition rate, and it
will has sound application in the field of human–computer interaction in the future.
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A Method of Target Identification
with UWB Based on S-Transform
and Improved Artificial Bee Colony
Algorithm

Gang Lei and Ting Jiang

Abstract Ultra-wideband signal (UWB) has been used in communication, loca-
tion, and identification. In this paper, a novel target identification method is pro-
posed. The UWB received signals is processed by time-frequency analysis method:
S-transform. S-transform is an extension of short time Fourier transform and con-
tinuous wavelet transform, and it has good time-frequency characteristics. Then we
use improved artificial bee colony (ABC) algorithm to optimize the penalty factor
and kernel parameter of support vector machine (SVM), and finish the target
identification. In view of the basic artificial bee colony algorithm has the problem of
slow convergence speed. We propose a probability selection method based on
quadratic function to optimize the algorithm.

Keywords UWB ⋅ Time-frequency analysis ⋅ S-transform ⋅ Improved artifi-
cial bee colony algorithm

1 Introduction

UWB signal has the advantages of being not sensitive to the channel fading, low
transmitting power spectral density and high location accuracy. In recent years, the
UWB technology is widely used in communication and radar detection. UWB radar
uses the echo signals to analyze the target. In this paper, we use the received signals
to identify the target during the communication between UWB devices.

The traditional way of target recognition in UWB is first to extract the features in
the received signals, then input the features into classifier. Wang Y uses fuzzy
pattern recognition method to classify the targets [1]. He J introduces the neural
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network classifier [2]. Ying R puts the features of the signal into support vector
machine (SVM) to complete recognition [3]. These classification methods have
achieved good results. But the signal is processed in time domain. This led to long
time process and low efficiency. For stationary signal, feature extraction is able to
meet the requirement. But in reality, only a small number of signals are stationary.
UWB signal is non-stationary, the statistic characteristics of non-stationary signals
are changed by time. So we need to know the change tendency and the value of the
frequency spectrum of the signals. Based on this requirement, time-frequency
analysis method is proposed. Short time Fourier transform (STFT) method is
simple, and it is easy to implement, but the frequency resolution is low. The wavelet
transform (WT) can accomplish the multi-resolution analysis of the signal, but the
adaptive ability is poor. Tang Q introduces the smooth pseudo Wigner Ville
Distribution (WVD) to process the signal in time-frequency domain [4], by
changing window to suppress the interference. But at the same time, this method
widens the signal, reduces the resolution of the signal. In this paper, we introduce
S-transform to process the received signal in time-frequency domain. S-transform is
an extension of short time Fourier transform and continuous wavelet transform, and
it has good time-frequency characteristics.

The default hyper-parameters of the classifier are not usually optimal. In paper
[3], the author picks the parameters of the SVM by the method of permutation and
combination, so the theoretical basis of the method is not strong. In this paper, we
introduce the improved artificial bee colony algorithm (IABC) to optimize the
penalty factor and kernel parameter of SVM, then we compare the recognition
accuracy and convergence speed with the basic ABC algorithm.

This paper is organized as follows. In Sect. 2 the real UWB communication
scenario is established. In Sect. 3 S-transform is introduced to analyze the signals
and IABC algorithm is introduced to optimize the SVM parameters. In Sect. 4 the
method is applied to various scenarios, and we compare the identification accuracy
and convergence speed with the basic ABC algorithm. Finally, the conclusions are
given in Sect. 5.

2 Establish the UWB Scenario

The signal collecting scene is established in a small forest near our school. Our
work is based on the received signals of UWB communication system.

Two UWB communication nodes are placed at fixed positions in the forest. One
is transmitter (TX), the other is receiver (RX). Four different scenarios are measured
in the UWB communication scenario. They are no targets, wooden board, iron
cabinet and human. The measurement topology is shown in Fig. 1.
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3 Methodology

3.1 Theory of S-Transform

S-transform was put forward by Stockwell in the study of geophysical data [6, 7]. It
is a reversible local time-frequency analysis method. The S-transform of the signal
is defined as follows.

Sðτ, f Þ=
Z ∞

−∞
xðtÞwðτ− t, f Þ expð− 2πiftÞdt ð1Þ

wðτ− t, f Þ= fj jffiffiffiffiffi
2π

p exp½− f 2ðτ− tÞ2
2

� ð2Þ

where wðτ− t, f Þ is Gaussian Window, τ is to control the parameters of Gaussian
Window. From the formula it can be seen S-transform is different from short time
Fourier transform at the length of Gaussian Window. The height and the width of
Gaussian Window in S-transform are changed with frequency. Thus it can over-
come the defects of the fixed height and width of Gaussian Window in short time
Fourier transform.

S-transform can be realized by FFT quickly. The discrete expression of
S-transform is shown as follows.

S½m, n�= ∑
N − 1

k =0
X½n+ k� ⋅ e− 2π2k2 ̸n2 ⋅ ej2πkm ̸N ðn≠ 0Þ ð3Þ

S½m, n�= 1
N

∑
N − 1

k=0
x½k� ðn=0Þ ð4Þ

where

X½n�= 1
N

∑
N − 1

k=0
x½k� ⋅ e− j2πkn ̸N ð5Þ
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Fig. 1 The experimental
environment model
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Processing the sample points by S-transform. The transformation results are a
two-dimensional matrix. The columns are corresponding sampling time, the rows
are corresponding frequency values, and the matrix elements are corresponding
amplitude. So an S-transform can be discretely identified in a different frequency
band.

3.2 Theory of IABC Algorithm

ABC algorithm is an algorithm inspired by bee colony behaviors. It is put forward
by Karaboga group to optimize the algebra problem in 2005 [8–10]. In ABC
algorithm, the bees are divided into three distinct groups: employed bees,
onlookers, and scouts. We need to optimize the parameters of SVM before using it.
The parameters including kernel function parameter and penalty factor. The
influence of different kernel functions for SVM is not obvious [11]. In this paper,
we choose RBF radial basis function. Then we use IABC algorithm to optimize the
kernel parameter and penalty factor. The following is the process of IABC
algorithm.

(1) Initialize the bee populations

ABC algorithm generates SN employed bees and SN initial solutions randomly.
Then calculate the fitness of each solution according to the fitness function

Vfitness =
1 ̸ð1+VobjÞVobj ≥ 0
1+ absðVobjÞVobj ≤ 0

�
, ð6Þ

Vobj =1−Vacc ð7Þ

where Vacc is the classification accuracy of the training samples tested by SVM.

(2) Employed phase

Each employed bee searches the neighboring field of the original solution. The
searching method is as follows:

vij = xij +ϕijðxij − xkjÞ, ð8Þ

where k∈ f1, 2, . . . , SNg, j∈ f1, 2, . . . , Dg is the subscript which is selected
randomly. k≠ i and ϕ is a random number in [−1, 1]. Each loop the employed bee
will find a new solution, and replace the old solution if the fitness is better.

(3) Onlooker phase

Each onlooker bee selects a solution to search the neighboring field. In
Basic ABC algorithm, the probability of selecting according to the fitness of the
solution
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pi =
Vi

∑
SN

n=1
Vn

, ð9Þ

where Vi is the fitness of each solution and the commonly used selection method is
roulette algorithm. In this case, the probability of the food source is selected
according to fitness. This lead to the bees quickly group to the local high fitness
food source, and destroy the diversity of the bee colony and the algorithm may full
into local optimum and gets slow convergence speed.

In order to ensure the diversity of bee colony, we improve the roulette algorithm.
We improve the low fitness food source selection probability and reduce the high
fitness food source selection probability by quadratic function mapping. The
mapping curve is shown in Fig. 2. We first normalize the fitness vector by
max ðFitnessÞ. Therefore the mapping curve can be defined as

pi = − 2V2
i +2Vi 0≤Vi ≤ 1 ̸2

pi =2V2
i − 2Vi +11 ̸2≤Vi ≤ 1

�
ð10Þ

(4) Scout phase

If an employed bee cannot improve the fitness of the solution after a given
number of loops, it may fall into the local optimum. Then it becomes a scout bee
and abandon its original source. The scout bee will generate a new solution
randomly.
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4 Analysis

4.1 S-Transform of the Sample Point

The received UWB signal normalized waveforms in different scenarios are shown
in Fig. 3.

As can be seen from the received signals, the differences between the waveforms
are not obvious. So it is not suitable for inputting into the classifier directly. Then
we use S-transform to process the normalization waveforms. The result of the
S-transform can be discretely identified in a different frequency band. In an
S-transform, we set the time interval between samples as 1. The distribution is
shown in Fig. 4. The x coordinate is sample points, when the scale between
samples is 1, it means the time scale is 1. The y coordinate is the multiple of the
fundamental frequency, and the z coordinate is the amplitude of S-transform.

0 10 20 30 40 50 60 70
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
LOS

SamplePoints

Va
lu

e

0 10 20 30 40 50 60 70
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
Wooden Board

SamplePoints

Va
lu

e

0 10 20 30 40 50 60 70
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
Iron Cabinet

SamplePoints

Va
lu

e

0 10 20 30 40 50 60 70
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8
Human

SamplePoints

Va
lu

e
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4.2 Optimization and Comparison

After S-transform, we can directly use the shape of the waveforms to represent the
different obstacles. First, we change each waveform matrix into a vector. The rows
of each S-transform matrix are 12, and the columns are 70. So we can get a vector
length of 840. Database of the targets consists of 3200 groups of sample data. Each
obstacle database consists of 800 groups of sample data. For each obstacle database,
we randomly choose 600 groups as training data, and the rest is test data. Firstly, we
use the training data to optimize the SVM.

(1) Initialize the control parameters of IABC algorithm

Before optimization, we performed simulation of the SVM when γ varies in
[0, 40] with 0.02 of each step, C varies in [1, 10] with 1 of each step. The
recognition accuracy results are illustrated in Fig. 5.

According to Fig. 5, in order to obtain a fine performance when using SVM, we
use IABC algorithm to find the best C and best γ. The population size SN is 20. The
dimensions of the problem D is 2 (C and γ). The maximum number of iterations is
20 ðMCNÞ. And the maximum iterations of food source is 5 ðlimitÞ. The search
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scope of penalty factor C is in [1, 10] and kernel parameter γ is in [0.1, 40].
Through the IABC algorithm, we can get the best C at 7.9645 and best γ at 5.9874.

(2) Comparison between algorithms

Then we use the same experimental data to test the basic ABC algorithm and
IABC algorithm. The results are shown in Table 1. LOS means no targets. And the
default means no algorithm to optimize the classifier.

As we can see from these results, optimization algorithms can effectively
improve the recognition accuracy of SVM. When using IABC algorithm to opti-
mize the parameters of SVM, we can get higher accuracy of the classification. And
we compare the convergence speed of the two algorithms. The convergence curves
are shown in Fig. 6.

From Fig. 6 it can be concluded that in the late period of optimization, the IABC
algorithm has the ability of rapid convergence and jumping out of local optimal
solution and global searching. Compared with the basic ABC algorithm, the IABC
algorithm has better ability of optimization.
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Table 1 Recognition
accuracy of different
Algorithms (%)

Target type Default Basic ABC IABC

LOS 98.0 99.5 99.5
Wood board 91.0 97.0 98.5
Iron cabinet 87.5 96.0 98.0
Human 91.0 92.0 96.5
Total 92.125 96.125 98.125
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5 Conclusions

In this paper, a new method of target identification is proposed. We use S-transform
to analyze the UWB received signals. Then the IABC algorithm is introduced to
optimize the SVM. The identification results demonstrate that the target detection
and identification based on S-transform is effective. The IABC algorithm can give
consideration to both convergence speed and global optimum, thus we can obtain
higher identification accuracy compared basic ABC algorithm.
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Dynamic Hand Gesture Recognition Based
on Parallel HMM Using Wireless Signals

Jiabin Xu and Ting Jiang

Abstract Dynamic hand gesture recognition plays an important role in human–
computer Interaction. This paper proposes a novel method for dynamic hand ges-
ture recognition using wireless signals. Through the analysis of wireless frame
structure, the preamble’s signal of 802.11a is collected through Software Defined
Radio platform and reserved as the data source. In addition, more than one
time-domain feature sequences perform unique shape for different dynamic hand
gesture. These sequences are split into single cycle (time-series) and the unavoid-
able electronic interference is reduced through discrete wavelet transform. At the
same time, due to fuzziness of dynamic hand gesture, the amplitude and duration
for the same dynamic hand gesture are not exactly same. Therefore, the parallel
HMM models which represent for different hand gestures and features are built for
recognition. The result shows that the average recognition rate is about 90.5% for
dynamic hand gesture recognition.

Keywords Dynamic gesture recognition ⋅ Software defined radio ⋅
Time-series ⋅ Parallel HMM models ⋅ Wireless signals

1 Introduction

According to the survey on about 600 people including students, researchers,
layman, professionals, etc., most of them interact for more than 80% time with HCI
technologies [1]. Nowadays, the hand gesture, voice, and face recognition are the
most common techniques in HCI. But compared with the other two ways, hand
gesture recognition is much more convenient and effective. The most common way
to recognize hand gesture is through the camera. However, due to the requirement
for precise position of hand including the distance and the angle relative to the
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camera, it is not feasible in our real life. Moreover, another common way requires
the user to wear some sensor devices [2], which is uncomfortable for the user and
needs additional overhead. Recently, great progress has been made in gesture
recognition based on wireless signals. Fadel Adib and Dina Katabi [3] used Wi-Fi
signal to identify simple gestures made behind the wall. Another gesture recogni-
tion system that leverages wireless signals to enable whole-home sensing and
recognition of human gestures called Wisee was proposed by University of
Washington [4]. In December 2013, MIT developed the WiTrack which can
achieve 3D motion tracking using wireless signals despite whether the body is
behind the wall [5]. Furthermore, Vital-Radio which can track users’ breathing and
heart rates had been developed with the help of wireless signals [6].

However, taking into consideration that Wi-Fi is mainly designed for commu-
nication, the TOAs from different directions for Wi-Vi [3] are difficult to collect.
Moreover, the Wisee used the feature of OFDM symbol to extract the Doppler shift
with a big amount of calculation. On the other hand, this paper utilized the char-
acteristic structure of communication signal to extract the feature which represents
for different hand gestures. Otherwise, the consecutive sequences represented for
different features are separated with discrete Fourier transform and the unavoidable
signal interference for Wi-Fi is reduced with preprocessing, then a series of parallel
HMM models which represent for different dynamic hand gestures are used for
recognition. The result shows that this method can achieve high efficiency and
accuracy on dynamic hand gesture recognition.

This paper is organized as follows: in Sect. 2, we give a brief introduction of the
experimental platform and scene. Section 3 discusses how we process the signal
and build the model. Section 4 presents the result of the model. In Sect. 5, we
deliver a conclusion and talk about the future work.

2 The Experimental Platform and Scene

2.1 Characteristic of Communication Signal

In 802.11a, the PLCP preamble is described in Fig. 1.
These training symbols always remain same in each frame for the aim of timing

estimation, channel estimation, etc. So when dynamic hand gestures are performed
between transmitter and receiver, the impact of propagation channel is reflected on

10 short symbols

2 long symbols

SINGAL                       DATAPreamble

Fig. 1 The structure of
OFDM frame
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the change of the training symbols. Therefore, the properties of the long training
symbols can be used as a basis for the recognition.

However, due to the consumption on energy detection, only complete sampling
points of the two long training symbols are captured as our data. All the work is
implemented on SORA, a commercial software reconfigurable radio platform on
PC. Complete wireless communication demos including 802.11a/b/g have been
provided in the form of software for the further work. Furthermore, UMXDot11 is
one of the demos which can achieve the function of sending and receiving frames
based on 802.11a protocol. Finally, the two long training samples are extracted
from the processing of frequency estimation.

2.2 Experimental Scene

Two platforms of SORA are required in this experiment, one acts as transmitter
while the other one acts as receiver. The transmitting and receiving antennas of
SORA are separated with a distance of one meter within the same horizontal plane,
which is limited by the antenna transmit power and other wireless signal. Moreover,
the hand should be placed between the antennas as shown in Fig. 2.

Four different dynamic hand gestures are selected in our work including
gesture-1 (moving up and down), gesture-2 (moving back and forth), gesture-3
(moving clockwise), and gesture-4 (moving left and right). What’s more, in order to
find correct information of gestures, all of the dynamic gestures should perform
periodically.

3 Feature Extraction and Model Building

In previous work, the energy of the two long training symbols are extracted as
feature and the SVM machine improved by dynamic time warping algorithm was
built to classify different gestures [7]. In our work, more useful information is found

1 2

3 4

Transmitter Receiver

Fig. 2 Scene overview and four dynamic hand gestures
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through the time-domain feature of two long training symbols. On the other hand,
the work on extracting single-cycle (time-series) is simplified with discrete Fourier
transform. Taking into account that recognition through dynamic time warping
takes relatively more time, the hidden Markov model is applied on the recognition
of dynamic hand gestures.

3.1 The Time-Domain Feature

In 802.11a protocol, the long preamble consists of two long training symbols. At
the same time, each of the long training symbols occupies 3.2 us. Taking into
account the sampling rate 20 M/s, there are 128 complex sampling points which are
captured with UMXDot11 demo for each frame. Thus the sampling points for each
frame can be described as follows:

ri = Ii +Qi, i= f1, 2, 3, . . . , 128g ð1Þ

Once the sampling points are written into files, different features in time-domain
can be calculated such as the received energy, the additional delay, the RMS delay
spread, the max amplitude, the average amplitude, the standard deviation, the index
that exceeds 85% of the received energy, the number of points that decline 10 dB of
the max amplitude.

Subsequently the time-domain features for 4096 successive frames are drawn
into sequences. Moreover, there are three kinds of time-domain features varied with
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the dynamic hand gestures. As we can see in Fig. 3, the sequences of the standard
deviation have unique shape for different dynamic hand gestures.

The features behind these three kinds of sequences can be calculated by the
following formulas:

(1) The received energy

En = ∑
128

i=1
jrij2 ð2Þ

(2) The standard deviation

Sn =

∑
128

i=1
jrij−

∑
128

i=1
jrij

128

0
@

1
A

2

128
ð3Þ

(3) The index that exceeds 85% of the received energy

Nn =minð∑
128

i=1
jrij2 > 0.85EnÞ ð4Þ

Actually apart from the time-domain feature, frequency offset and channel
estimation can also be calculated through the long preamble [8] for recognition of
dynamic hand gestures. Moreover, the frequency-domain feature may supply
enough information for dynamic hand gestures. However, these are not in the scope
of this paper.

3.2 Extract Single-Cycle

As Fig. 2 shows, different gestures have different cycles in the sequence of the
feature. For example, gesture-1 always has six cycles while gesture-2 always has
four cycles. For the purpose of recognition, single-cycle (time-series) should be
extracted from these periodic sequences. Here, discrete Fourier transform (DFT) is
applied to analyze the main period of these sequences.
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Suppose that the feature sequence for 4096 successive frames is given by:

xðnÞ, n=0, 1, . . . 4095 ð5Þ

Then 4096 points discrete Fourier transform is adopted on the feature sequence
as the formula shows:

XðkÞ= ∑
4095

n=0
xðkÞWnk, k=0, 1, . . . 4095 ð6Þ

where W = exp− j 2π
4096.

As we all know, the output XðkÞj j, k=0, 1, . . . 4095 represents a series of fre-
quencies whose corresponding periods are an integer multiple of the sampling
interval. Moreover, the main period can be inferred by finding the maximum
amount in these outputs.

In experiment, one dynamic hand gesture usually takes about 1.5–4.5 s, while
the UMXDot11 demo usually receives about 300 frames in 1 s. As a result, the
period should be around 450–1350. Actually, only seven XðkÞj j corresponding to
the following periods needed to be calculated:

periods= f1365, 1024, 819, 682, 585, 512, 455g ð7Þ

Note that the period resolution is not enough in practice. So when finding the
biggest period power among these seven kinds of periods, the periods around the
biggest period power should be taken into consideration. For example, if period 585
has the biggest power, we have to take the periods 512–682 into consideration.

3.3 Preprocess of the Time-Series

The length of the time-series for each feature is about 450–1350 points. However,
the membership degree of the time-series in HMM decreases with increasing
length. In other word, the difference between the two time-series is difficult to
distinguish when the time-series are too long. So it is not suitable to build HMM
models on these raw time-series, because both the length and the noise of
time-series reduce the identification accuracy.

In this paper, finally the discrete wavelet transform (DWT) is adopted to reduce
the noise and shorten the length with the shape keeping same. According to
experimental results, the approximate coefficients of order 3 basically keep the
shape when the decomposition level is set to 3 and db1 is chosen as the wavelet.

After the work above, the time-series have a length of about 150 points.
Moreover the noise of these time-series has greatly reduced. Finally, the time-series
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are normalized and rounded to the integer as the data source for hidden Markov
model. In Fig. 4, 30 time-series for each gesture are extracted from the sequences
with the help of discrete Fourier transform (DFT) and discrete wavelet transform
(DWT).

3.4 Model Performance Analysis

Note that each gesture takes different time to finish, which means the length of
time-series are different. So the similarity of time-series with different length needs
other model instead of classifier. As we all know, dynamic time warping
(DTW) and hidden Markov model (HMM) are the two most common algorithms
for pattern matching. The research trend transited from DTW to HMM in
approximately 1988–1990 [9]. So far the hidden Markov model has been widely
used in speech and handwriting recognition [10]. In fact, each dynamic hand
gesture can be divided into three time-series which represent for the three kinds of
time-domain features, so there are 12 HMM models are trained for recognition.

4 Experiments Results

At first, only one time-domain feature of the long preamble for each dynamic
gesture is extracted for training and recognition. As shown in Fig. 5, the received
energy has a higher accuracy for gesture-2 and gesture-4 while has a lower accuracy
for gesture-1 and gesture-3. On the other hand, the index that exceeds 85% of the
received energy has a higher accuracy for gesture-1 and gesture-3 while has a lower
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Fig. 4 The time-series for each gesture
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accuracy for gesture-2 and gesture-4. So we can conclude that different features
perform various accuracy for the same dynamic hand gesture, these three features
can provide more information than one feature.

In this paper, three features are extracted for training and recognition. As seen in
Fig. 5, the standard deviation always keeps high accuracy for these four kinds of
gestures, so if these three kinds of features get three unique results with the help of
parallel HMM, the result of the standard deviation is chosen as the result. Finally
the result is shown in Table 1.

From the experiment results, we can conclude that the average recognition rate is
about 90.5%. Moreover, the recognition with parallel HMM costs less than one
second, which is much better than the model with dynamic time warping.
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Automatic Target Recognition for SAR
Images Based on Fuzzy Logic Systems

Xuhong Feng and Qilian Liang

Abstract Automatic target recognition (ATR) generally refers to the autonomous
or aided target detection and recognition by computer processing of data from a
variety of sensors such as forward looking infrared (FLIR), synthetic aperture radar
(SAR), inverse synthetic aperture radar (ISAR), laser radar (LADAR), millimeter
wave (MMW) radar, multispectral/hyperspectral sensors, low-light television
(LLTV), video, etc. SAR is a coherent active imaging method that utilizes the
motion of a radar mounted on a vehicle such as an aircraft (airborne SAR) or a
satellite (spaceborne SAR) to synthesize the effect of a large aperture radar.
Motivated by the unique character of fuzzy logic system, simultaneously handling
numerical data and linguistic knowledge, and the promising knowledge-based
approach, we propose an FLS-based approach to SAR ATR.

1 Introduction to ATR

Automatic target recognition (ATR) generally refers to the autonomous or aided
target detection and recognition by computer processing of data from a variety of
sensors such as forward looking infrared (FLIR), synthetic aperture radar (SAR),
inverse synthetic aperture radar (ISAR), laser radar (LADAR), millimeter wave
(MMW) radar, multispectral/hyperspectral sensors, low-light television (LLTV),
video, etc. [1]. It is an extremely important capability for targeting and surveillance
missions of defense weapon systems operating from a variety of platforms. ATR is
aimed at reducing the workload for human operators (e.g., image analysts, pilots,
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tankers) who are tasked with a large scope of activities ranging from assessing the
battlefield/battlespace situation over large areas and volumes to targeting individual
targets on land, sea, or air [1]. It is generally agreed that significant progress has
been made in the development of sensors and processing hardware systems. Great
progress is being made in the development of algorithms using a variety of
techniques.

ATR data can be in the form of nonimaging one-dimensional sensor returns,
such as ultra-high range-resolution radar returns (UHRR) for air-to-air automatic
target recognition and vibration signatures from a laser radar for recognition of
ground targets. The ATR data can be two-dimensional images. The most common
ATR images are infrared, but current systems must also deal with synthetic aperture
radar (SAR) images. Finally, the data can be three dimensional, such as sequences
of multiple exposures taken over time from a nonstationary world. Targets move, as
do sensors, and that movement can be exploited by the ATR. Hyperspectral data,
which are views of the same piece of world looking at different spectral bands, is
another example of multiple image data: the third dimension is now wavelength and
not time [2].

ATR system design usually consists of four stages. The first stage is to select the
sensor or sensors to produce the target measurements. The next stage is the pre-
processing of the data and the location of the data (segmentation). The human retina
is a ruthless preprocessor. Physiologically motivated preprocessing and segmen-
tation is demonstrated along with supervised and unsupervised artificial neural
segmentation techniques. The third design step is feature extraction and selection:
the extraction of a set of numbers which characterize regions of the data. The last
step is the processing of the features for decision-making (classification).

According to [3], the details of ATR discrimination features used by Linclon
Laboratory at MIT include textural, size, contrast, and polarimetric features. The
Lincoln Laboratory ATR system has three main stages: detection (or prescreening),
discrimination, and classification. In the detection stage, a two-parameter CFAR
(constant false alarm rate) detector is used as a prescreener to select candidate
targets in a SAR image on the basis of local brightness. In the discrimination stage,
a target-sized 2-D matched filter accurately locates the position of candidate targets
and determines their orientation. Then, discrimination features (including textural,
size, contrast, and polarimetric features) are calculated and used to reject cultural
and natural-clutter false alarm. In the classification stage, a 2-D pattern-matching
algorithm provides additional false alarm rejection and then classifies the remaining
detections by target type (i.e., tank, howitzer).

In recent advances, a knowledge-based ubiquitous and persistent sensor network
(KUPS) was proposed for threat assessment in [4], in which “sensor” is a broad
characterization. It refers to diverse data or information from ubiquitous and per-
sistent sensor sources such as organic sensors and human intelligence sensors. In
[5], ATR was studied using waveform design and diversity. In [6], ATR was
studied in a networked scenario. In [7], opportunistic sensing, to select a small
subset of sensors from sensor networks, was studied from information theory point
of view. Radar sensor networks were evaluated as an application example in
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opportunistic sensing, and radar channel modeling was studied in [8]. Further,
situation understanding was investigated based on ATR results.

The rest of this paper is organized as follows. In Sect. 2, we give an overview of
synthetic aperture radar. In Sect. 3, we present the motivation of fuzzy logic system
for SAR ATR. The SAR ATR scheme was proposed in Sect. 4 with fuzzy rule
design and computing. Section 5 concludes this paper.

2 Synthetic Aperture Radar

In recent years, there has been a growing interest in synthetic aperture radar
(SAR) imaging for applications ranging from remote sensing to surface surveillance
and ATR [9].

The first proposal for rudimentary radar was made soon after Maxwell’s cele-
brated theory of electromagnetism having been confirmed by Herz in 1887. The
first demonstration of a radar was made by Hulsmeyer in Germany in 1904 [3].

For true land-mapping purposes, however, the limited size of the antenna pre-
sented a formidable constraint. The advent of the microwave power amplifier sug-
gested to a number of workers the possibility of coherently recording and analyzing
the returns as the airborne radar was carried through a relatively long distance. An
extremely analogous principle was established by the radio astronomers at the same
time and it was they who coined the term “synthetic aperture”. The first “synthetic
aperture radar” (SAR) using this principle date from about 1954 and were due to a
number of workers in the USA, in particular Wiley and Cutrona [10].

Synthetic Aperture Radar (SAR) is a coherent active imaging method that uti-
lizes the motion of a radar mounted on a vehicle such as an aircraft (airborne SAR)
or a satellite (spaceborne SAR) to synthesize the effect of a large aperture radar. The
motion of the vehicle results in the collection of echoed signals from the target
when illuminated with the radar’s radiation pattern from various views. The SAR
imaging (inverse) problem is to integrate these echoed signals for high-resolution
imaging [11]. In a similar fashion, Inverse SAR which is a relatively new variant of
SAR, rather than moving the radar to image the target, the inherent angular or
translational motion of the target is exploited.

Today, the SAR has already become a viable technology in remote sensing
problem of radar, producing high-resolution maps and images in real time.
Recognizing targets in SAR images is a difficult problem for conventional computer
vision systems. First, all SAR features are nonattached; they are not tightly related
with surface makers nor explicit object geometry such as edges. With slight
movements of the observer, features suddenly appear, disappear, and abruptly
change their shapes. Second, in SAR image recognition, objects are often inten-
tionally hidden from an observer. For example, enemy tanks are often hidden under
trees. Thus, for SAR recognition scenarios, we must handle unstable nonattached
features, occlusion, and camouflage [2].
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An ATR system in the presence of high-resolution polarimetric SAR has three
basic stages: the detection of region of interest, the matching of the detection with
the stored target templates, and the classification. One of known techniques for the
SAR target detection and estimation is the Constant False Alarm Rate (CFAR)
detector. It identifies potential targets in the image on the basis of signal amplitude.
An improved target detection performance is to use fully polarimetric (HH, HV,
and VV) imagery processed by the polarimetric whitening filter (PWF) [12, 3]. The
detected objects are then matched against stored templates for classification. To
construct target templates, one approach is to decompose each target class into a
number of angel-indexed subclasses in order to handle the unknown orientation.
With this approach, in order to achieve a reasonable performance, a large number of
performance reference images are required for the classifier. Another approach is to
use a neural network based technique to automatically “learn” the representative
templates. The goal is to reduce the number of reference images while maintaining
a reasonably high correct classification rate [13]. SAR imagery has been success-
fully used for ATR [2, 12–14, 15].

3 Motivation of Proposing FLS-Based SAR ATR

Historically, target recognition in SAR images has been using three different
approaches: statistical pattern recognition (a lot of works have been done on this),
artificial neural network (e.g., [13]), and model-based vision (e.g., [2]). According
to [1], researchers now are developing knowledge-based system.

Perlovsky et al. [14] describes a model-based neural network approach and
applies it to several target detection/segmentation problems. The basic neural net-
work architecture consists of an association subsystem that computes weights that
associate data with models. The general idea is to estimate the clutter model
parameters for each image independently, and to classify those pixels with smallest
likelihood of belonging to the clutter model (i.e., the outliers) as targets. The
approach combines a prior knowledge (physical laws of electromagnetic scattering)
with adaptations to the actual environment. The results are presented using SAR
images.

In essence, a mode-based system analyzes each image in detail and identifies
each part of a signature’s contribution toward recognition, while pattern recognition
and artificial neural network based recognition system handle a target signature as a
whole. The capability of part analysis in the model-based vision approach provides
the potential for the robustness with respect to partial occlusion of the target and
cluttered backgrounds. For these reasons, Katsushi et al. regard the model-based
approach is the most promising [16]. But we can devise a knowledge-based system
combing the advantages of model-based approach, and using the linguistic
knowledge as well as numerical data. This system is fuzzy logic system (FLS).

A fuzzy logic system (FLS) is unique in that it is able to simultaneously handle
numerical data and linguistic knowledge. It is a nonlinear mapping of an input data
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(feature) vector into a scale output, i.e., it maps numbers into numbers [17]. FLS
has been successfully used into pattern recognition, image segmentation [16, 18].

To the authors’ knowledge, no SAR ATR approach has been proposed based on
Fuzzy Logic Systems (FLS).

4 FLS-Based Approach to SAR ATR

Sometimes it is really difficult to judge if a target is something based on the whole
signature of a target, so the model-based approach recognizes the target by ana-
lyzing each part of a signature, but sometimes it is also hard to say this part match
that of the stored model. In order to achieve robust recognition under severe
occlusion, camouflage, and unstable SAR features, we introduce FLS into the
knowledge-based approach.

We can use FLS to evaluate the fitness of each part in a signature corresponding
to that of the stored models, then based on the contribution of each part, we can
make decision if the object is a tank or truck, or something else by defuzzifier.

We use FLS to measure the similarity between the parts of SAR image and
model. In FLS design, we use the FBF model designing method which was
described in [17].

The relations can be represented by linguistic knowledge using IF-THEN
sentences:

IF part 1 is A1, part 2 is B1, part 3 is C1, …, THEN the target is weapon 1.
IF part 1 is A2, part 2 is B2, part 3 is C2, …, THEN the target is weapon 2.
…
IF part 1 is Ai, part 2 is Bi, part 3 is Ci, …, THEN the target is weapon i.

If represented by mathematical formula and using Gaussian membership func-
tion, product inference, height defuzzifier, the defuzzifier function can be written as

f ðxÞ ¼

PM

l¼1
�yl
Qn

k¼1 expð�
ðxk�mFl

k
Þ2

2r2
Fl
k

Þ

PM

l¼1

Qn
k¼1 expð�

ðxk�mFl
k
Þ2

2r2
Fl
k

Þ
¼
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l¼1

�ylplðxÞ;

where pl denotes the l th basis function, and here xk denotes the numerical data of
SAR image of the target, and mFl

k
denotes the numerical data of stored model value.

We can adjust the difference by changing rFl
k
.

Detecting a group of features is rarely possible in the SAR domain, where most
features are quite unstable. We can extract two kinds of primitive features from
SAR image: points and line segments. All feature points are detected by applying
an interest operator. All line segments are detected by a line detector based on edge
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detecting technique. The most easily detectable features from SAR images are
isolated peaks [2].

In Fig. 1, as an example, we show a SAR image with a number of cars in
parking slots. The “Gotcha Volumetric SAR Data Set, Version 1.0,” was from US
Air Force, which consists of SAR phase history data collected at X-band with a
640 MHz bandwidth with full azimuth coverage at 8 different elevation angles with
full polarization. The imaging scene consists of numerous civilian vehicles and
calibration targets. The optical image is not possible to be obtained at night or a
raining day. However, the SAR image is able to be constructed at any time and any
weather condition. A FLS-based classifier could be designed to identify all the
targets based on each target feature, such as boundaries via edge detection, the sides
of each detected Region of Interests (RoI), and also the raw data size information.
An FLS is rule-based and it can combine the linguistic (e.g., shapes) and numerical
(e.g., sizes, raw data values, etc.) knowledge.

5 Conclusions

Automatic target recognition generally refers to the autonomous or aided target
detection and recognition by computer processing of data from a variety of sensors.
SAR is a coherent active imaging method that utilizes the motion of a radar
mounted on a vehicle such as an aircraft (airborne SAR) or a satellite (spaceborne
SAR) to synthesize the effect of a large aperture radar. Motivated by the unique
character of fuzzy logic system, simultaneously handling numerical data and lin-
guistic knowledge, and the promising knowledge-based approach, we propose an
FLS-based approach to SAR ATR. Our fuzzy rules combine the linguistic lan-
guages which could classify SAR images successfully.

Fig. 1 A SAR image in car
parking slot
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A New Pruning Method to Train Deep Neural
Networks

Haonan Guo, Xudie Ren and Shenghong Li

Abstract Deep neural networks are very powerful models for machine learning

tasks. However, suffering from overfitting and gradient vanishing problems, they are

difficult to train. We proposed a method of gradually pruning the weakly connected

weights to train deep neural networks and an effective strategy to identify the weak

connections. Our method can improve the conventional stochastic gradient descent

and can get even better performance than the widely used dropout method for deeper

models.

Keywords Deep neural networks ⋅ Overfitting ⋅ Stochastic gradient descent

1 Introduction

Deep learning is a subfield of machine learning, which has dramatically improved the

state of the art in image classification [1], object detection [2], speech recognition [3],

and many other domains in the recent decades. Deep learning models are composed

of simple but nonlinear modules (neural networks in most cases) layer by layer, each

of which can learn a transformation that maps the representation in the last layer to a

slightly more abstract level. So these deep models have great power to discover the

representations needed for detection or classification tasks automatically from raw

data [4].

The architectures of deep neural networks differ widely across applications,

among which convolutional neural networks and LSTM recurrent networks are the

most widely used. Basically, learning relies on the minimization or maximization of

a scalar objective function, and the optimization is typically performed by stochastic
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gradient descent, in which the gradient is evaluated using the backpropagation pro-

cedure [5]. Whereas, with a non-convex loss function and millions of parameters,

it was believed to be too difficult to train deep neural networks for a long time [6].

Untile 2006, Hinton [7] introduced the idea of greedy layer-wise pretraining to train

deep belief networks, and since then, ReLUs (Rectified Linear Units) [8], dropout

[9], new initialization strategies [10] and many other tricks have been proposed and

improved the efficiency and reliability of the training of deep models.

However, there are still some challenges on the training of deep models. One is the

problem of overfitting: since there are so many layers and millions of parameters in

the deep model, once the complexity of the model exceed that needed for fitting the

training data distribution, it will do much worse on the test data than on the training

data. And there are still no efficient strategies of choosing a proper depth and width

of the neural network on account of particular data distribution.

The other is the problem of vanishing gradients in backward propagation. As the

gradient information is backpropagated, repeated multiplication with small weights

renders the gradient information ineffectively small in earlier layers. Several

approaches exist to reduce this effect in practice, for example, through careful initial-

ization [11], hidden layer supervision [12], but there are still no ideal performance.

In this work, we proposed a new method to train sparsely connected deep models

from initially fully connected architectures through pruning the weakly connected

weights. The advantages of our method is that through pruning the small weights we

can solve the vanishing gradients problem to some extend and decrease the amount

of parameters so as to reduce the threat of overfitting. Besides, our method can spend

little training time than traditional methods benefit from the gradually decreasing of

the amount of parameters. Our method is motivated by the work of [13], which intro-

duced the weight prone method to compress the size consumes of deep neural net-

works in order to make it suitable for embedded mobile applications. We improved

this method and use it to optimize the training process and defeat overfitting. We

will introduce some related works in Sect. 2 and propose our method in Sect. 3. In

Sect. 4, we show some experiments on MNIST dataset to prove the effectiveness of

our method.

2 Background

Deep learning models are composed of building blocks layer by layer, which are gen-

erally neural networks. One layer of neural network is formed by lots of computation

modules, which we called neural. Each neuron consists in taking a weighted sum of

input features, followed by an element-wise nonlinearity:

y = f (𝐖 ⋅ 𝐱 + b) , (1)

where W is a k-dimensional weight vector, b is a scalar bias term, x is a

k-dimensional vector of input features, f (⋅) denotes an element-wise nonlinearity
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such as the rectifier linear max(⋅, 0), or hyperbolic tangent (tanh), and y denotes the

scalar output of the neuron. So the entire model can be formalized as a function of

input features parameterized by weights and biases, i.e., P(Y|𝐱, 𝜃), where 𝜃 denotes

the assemble of the parameters W and b, and Y denotes the output of the model.

The output should be associate with a loss function, such as a cross-entropy loss

for the softmax classification layer. Learning relies on finding the proper parameters

𝜃 in the loss surface to minimize the loss function. And the optimization is typically

performed by stochastic gradient descent, in which the gradient is evaluated using

the backpropagation procedure.

2.1 Dropout

Many methods have been developed for reducing overfitting. These include stopping

the training as soon as performance on a validation set starts to get worse, introducing

weight penalties of various kinds such as L1 and L2 regularization and soft weight

sharing [14]. Dropout gets the most dramatic performance so far [9].

The key idea is to randomly drop units (along with their connections) from the

neural network during training. On each presentation of each training case, each hid-

den unit is randomly omitted from the network with a probability of 0.5, so a thinned

networks is trained each time. At test time, we use the mean network that contains

all of the hidden units but with their outgoing weights halved to compensate for the

fact that twice as many of them are active. This significantly reduces overfitting and

gives much improvements over other regularization methods.

Our method has some similarities with dropout on the way of selecting thinned

networks during training. Whereas we select a deterministic and in some sense opti-

mal network while the dropout method selects a random network for training each

time. And we prone the weak connections of the units while the dropout method

omits a unit with all its connections. The experiment shows that our method can

even get better performance than dropout for deeper models.

2.2 Advantages of Sparsity

Sparsity has been a key element of deep learning models such as autoencoders [15]

and Deep Belief Networks [16]. Sparse representations are generally more robust to

small input changes and more likely to be linearly separable, or more easily separable

with less nonlinear machinery, simply because the information is represented in a

high-dimensional space.

To realize the property of sparsity, one can adopt the method of penalizing the

L1 or L2 norm of the whole weight vector. Our method can prune weight through

forcing the weak connections to zero, so it is a more strong sparsity constraint than

L1 and L2 normalization. We can not only obtain a sparse connection but also sparse

representations.
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3 Methods

We proposed the method of gradually pruning the weakly connected weights to train

deep neural networks. The pruning process is iterative and along with the training

process as shown in Table 1. Unlike conventional stochastic gradient descent algo-

rithm, after the parameter updates with each mini-batch of training data, we find out

the low-weight connections with weights below a threshold. Once a connection is

continuously marked as low-weight for a critical times, we identify the connection

as weakly connected and prune it in the following training process, i.e., set the value

of the weight to zero in the feedforward propagation and set the gradient to zero in

the backward propagation. The prune operation should be proceed all the way with

the training process until the sparseness of the network conforms to our target. Then

we train the network without pruning until we get the best performance.

3.1 Weak Connections

The key point of our method is to find out the weakly connected weights and our

strategy is to preset a threshold value for each layer of the deep neural network.

After each parameter updates with a stochastic selected mini-batch, we compare the

weights with the threshold value for each layer and mark out the low-weight con-

nections with weights below the threshold. Simultaneously, we should also preset a

critical time. Once a connection is continuously marked as low-weight beyond the

critical time, we then identify the connection as weakly connected and prune it. So

we set two parameters: threshold value (different for each layer) and critical time for

the identifying of the weak connections.

The threshold values can seriously impact the amount of the pruned connections

when the prune operation was first processed. If they are set to be too large, a huge

amount of weights will be pruned after the first prune process, while much of them

are still around the initial values and have not been fully trained. Since our prune

operation is irreversible, it can get a bad connected architecture although it is sparse.

Table 1 Training processes of our method

Step 1: the follow steps are processed iteratively to prune the weak connections

a. select a stochastic mini-batch from the training data set

b. calculate the gradients of the weights and biases by backpropagation

c. update the weights and biases with a proper learning rate

d. identify the weak connections and prune them until the desired sparseness being achieved

Step 2: train the thinned networks with the conventional SGD method



A New Pruning Method to Train Deep Neural Networks 771

And if the threshold values are set to be too small, it will take too much time to get

the architecture with the same sparseness. So we should tune the threshold values

properly on account of the mean value of the weights for each layer and the ultimate

sparseness we want to achieve.

Conversely, the critical time have much less impact on the prune process since we

found that once a weight were below the threshold values for a continuous times, it

will be stubborn to be weak and hard to beyond the threshold values. So a moderate

critical time has the same effect with a longer one. We set the critical time to be 600

iterations for all our experiments.

3.2 Model Description

Consider a neural network with L hidden layers. Let l ∈ {1, 2,… ,L} index the hid-

den layers of the network. Let y(l) denote the vector of outputs from layer l, W (l)
and

b(l) are the weights and biases at layer l. We introduce a matrix M(l)
for each layer to

mark the weakly connected weights. If a weight is indentified to be weak connection,

we set the corresponding element of M(l)
to be zero. Apparently M(l)

has the same

size as W (l)
.

Then the update of the weights can be formalized with the following equations:

W (l) = W (l) + 𝜂∇W (l); , (2)

W (l) = W (l) ∗ M(l)
(3)

∇W (l)
denotes the gradient of the loss function (cross-entropy for the softmax

classifier) with respect to the weight vectors at layer l. 𝜂 is the learning rate and ∗
denotes an element-wise product.

M(l)
should be updated with the strategy described in Sect. 3.1 at each iteration

along with the update of weights and biases. The feedforward process in the layer

l + 1 can be described as:

y(l+1) = f (W (l)y(l) + b(l)) (4)

f (.) denotes the activation function and we adopt tanh in our experiments.

3.3 Regularization

To accelerate the pruning process, we adopt the L2 regularization in the pruning

phase. Since L2 regularization can penalize large parameters, and push the weights

to be weak connections. We adopt a relatively large L2 parameter during the pruning

phase to accelerate the prune process and a small L2 parameter in the training phase

without pruning to improve the training performance.
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4 Experiments

We test our method on deep neural networks for classification problem on the MNIST

data set. The MNIST data set consists of 28 × 28 pixel handwritten digit images. The

task is to classify the images into 10 digit classes. There are 60000 examples in the

training set and 10000 in the testing set. We select 10000 examples from the training

set for validating, which can help us find the optimal hyper-parameters (learning rate,

threshold values for pruning and L2 parameter in our experiments). Some examples

of the data set are shown in Fig. 1. Our deep models have the input layer of 784

dimensions and we employ the z-score operation before they are fed into the input

layer.

4.1 Results on Models with Different Hidden Layers

We test our method on neural networks with different hidden layers (2–5) and dif-

ferent hidden units. The results are shown in Table 2. For all the experiments, we

choose an ultimate sparseness rate of 0.5 for our pruning method. We found that if

trained without any tricks, the deeper model can even get a worse performance in

consequence of overfitting. Our method can defeat overfitting to some extent and

improve the performance of SGD for all the different models. For the deeper model

with 4 and 5 hidden layers, our method even get better results than dropout.

Fig. 1 Some examples

selected from the training set
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Table 2 Comparison of different models on MNIST dataset

Training method Architecture Error %

SGD 2 hidden layers, 1000 units 2.12

SGD + dropout 2 hidden layers, 1000 units 1.53

SGD + pruning 2 hidden layers, 1000 units 1.67

SGD 3 hidden layers, 500 units 2.41

SGD + dropout 3 hidden layers, 500 units 1.77

SGD + pruning 3 hidden layers, 500 units 1.86

SGD 4 hidden layers, 500 units 2.39

SGD + dropout 4 hidden layers, 500 units 2.14

SGD + pruning 4 hidden layers, 500 units 2.03

SGD 5 hidden layers, 200 units 2.12

SGD + dropout 5 hidden layers, 200 units 2.12

SGD + pruning 5 hidden layers, 200 units 2.12

Table 3 Comparison of different models on MNIST dataset

Sparseness

rate

0.8 0.7 0.6 0.5 0.4 0.3 0.2

Error % 2.09 2.02 1.94 1.86 2.03 2.11 2.20

4.2 Effect of Sparseness Rate

The ultimate sparseness rate is a tunable hyper-parameter in our method. We trained

a model with different sparseness rate to explore the effect of varying this hyper-

parameter. We use a 784-500-500-500-10 architecture. The results are showed in

Table 3. We found that the best performance is achieved with the sparseness rate

near 0.5, and the lower sparseness rate will get a worse performance.

4.3 Sparse Connection Versus Dense Connection

We also made some experiments to demonstrate that the sparse architecture can get

better performance than a dense architecture with the same amount of parameters.

We train a 784-500-500-500-10 architecture with the ultimate sparseness rate of 0.5

and a 784-250-250-250-10 architecture without pruning. The latter get a test error

of 2.07, while the former sparse architecture can get a better test error of 1.86. Many

other similar experiments were conducted and all get the similar results, demonstrat-

ing the superiority of our pruning method.
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5 Conclusion

We proposed a method of gradually pruning the weakly connected weights to train

deep neural networks. And we proposed an effective strategy to identify the weak

connections. The advantage of our method is that we can get a spare architecture

and reduce the redundant parameters, so we can reduce overfitting caused by large

and deep models. We can also solve the gradient vanishing problem to some extend

through pruning the small weights. Our method has some similarities with the widely

used method of dropout. The experiments demonstrate that our method can improve

the conventional SGD and can get even better performance than dropout for deeper

models.

Acknowledgements This research work is funded by the National Science Foundation of China

(61271316), Shanghai Key Laboratory of Integrated Administration Technologies for Informa-

tion Security, and Chinese National Engineering Laboratory for Information Content Analysis

Technology.

References

1. K. He, X. Zhang, S. Ren, J. Sun, Delving deep into rectifiers: surpassing humanlevel perfor-

mance on imagenet classification (2015), arXiv:1502.01852

2. P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus, Y. LeCun, Overfeat: integrated recog-

nition, localization and detection using convolutional networks (2013), arXiv:1312.6229

3. G. Hinton et al., Deep neural networks for acoustic modeling in speech recognition. IEEE

Signal Process. Mag. 29, 82–97 (2012)

4. Y. Bengio, Learning deep architectures for AI. Found. Trends Mach. Learn. 2(1), 1–127 (2009)

5. Y. LeCun, L. Bottou, G. Orr, K. Muller, Efficient backprop, in Neural Networks: Tricks of the
Trade (Springer, 1998)

6. G. Tesauro, Practical issues in temporal difference learning. Mach. Learn. 8, 257–277 (1992)

7. G.E. Hinton, S. Osindero, Y.W. Teh, A fast learning algorithm for deep belief nets. Neural

Comput. 18(7), 1527–1554 (2006)

8. X. Glorot, A. Bordes, Y. Bengio, Deep sparse rectifier neural networks, in Aistats, vol. 15, no.

106 (2011), p. 275

9. N. Srivastava, G.E. Hinton, A. Krizhevsky et al., Dropout: a simple way to prevent neural

networks from overfitting. J. Mach. Learn. Res. 15(1), 1929–1958 (2014)

10. I. Sutskever, J. Martens, G.E. Dahl et al., On the importance of initialization and momentum

in deep learning, in ICML, vol. 28, no. 3, pp. 1139–1147 (2013)

11. X. Glorot, Y. Bengio, Understanding the difficulty of training deep feedforward neural net-

works, in International Conference on Artificial Intelligence and Statistics (2010), pp. 249–

256

12. C.Y. Lee, S. Xie, P. Gallagher, Z. Zhang, Z. Tu, Deeply-supervised nets (2014),

arXiv:1409.5185

13. S. Han, J. Pool, J. Tran et al., Learning both weights and connections for efficient neural net-

work, Advances in Neural Information Processing Systems (2015), pp. 1135–1143

14. S.J. Nowlan, G.E. Hinton, Simplifying neural networks by soft weight-sharing. Neural Com-

putation 4(4) (1992)

http://arxiv.org/abs/1502.01852
http://arxiv.org/abs/1312.6229
http://arxiv.org/abs/1409.5185


A New Pruning Method to Train Deep Neural Networks 775

15. H. Lee, A. Battle, R. Raina, A. Ng, Efficient sparse coding algorithms, in NIPS06 (MIT Press,

2007), pp. 801–808

16. H. Lee, C. Ekanadham, A. Ng, Sparse deep belief net model for visual area V2, NIPS07 (MIT

Press, Cambridge, MA, 2008), pp. 873–880



An Ideal Local Structure Learning
for Unsupervised Feature Selection

Yanbei Liu, Kaihua Liu and Deliang Liu

Abstract In this paper, we propose a novel Ideal Local Structure Learning (LSL) for
unsupervised feature selection method, which performs local structure learning and

feature selection simultaneously. To obtain more accurate information of data struc-

ture, an ideal local structure with block diagonal constraint is introduced. Further-

more, a simple yet effective iterative algorithm is presented to optimize the proposed

problem. Experiments on various benchmark datasets demonstrate the superiority of

LSL compared with the state-of-the-art algorithms.

Keywords Unsupervised feature selection ⋅ Local structure learning ⋅ Similarity

matrix ⋅ High-dimensional data

1 Introduction

High-dimensional data often contains quite a lot of irrelevant and noise features,

which may cause damage to the data processing. To overcome these issues, feature

selection technique has been considered as an effective tool to reduce the dimension-

ality. Because the labeling of samples is usually expensive and we cannot always

obtain the labels beforehand, unsupervised feature selection holds great potential in

real-world applications.

Most existing unsupervised feature selection methods have been proposed. Lapla-

cian Score (LS) [1] selects features that best preserve the local manifold structure.
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Cai et al. [2] proposed Multi-Cluster Feature Selection (MCFS), which selects valu-

able features using spectral regression to best preserve the local manifold structure.

Li et al. [3] jointly use nonnegative constraint and 𝓁2,1 norm to perform Nonnega-

tive Discriminative Feature Selection (NDFS). Robust Unsupervised Feature Selec-

tion (RUFS) jointly selects features via a nonnegative matrix factorization and local

structure learning [4]. However, the similarity matrices obtained by these methods

are usually not the idea local neighbor assignment, and the block diagonal structure

obtained is fragile and will be destroyed when the signal noise ratio is small.

In this paper, we propose a novel method, called An Ideal Local Structure Learn-
ing (LSL) for unsupervised feature selection to select the most discriminate features

by exploring the local structure learning and feature selection simultaneously. In the

new model, different from the most existing technology of fixing the input data struc-

ture associated to the similarity matrix, we learn a more reasonable data similarity

matrix with block diagonal property which has exactly c connected components, i.e.,

the c clusters. So the similarity matrix obtained by local structure learning can be

more accurate. Furthermore, to solve the proposed problem, we present a simple yet

effective iterative algorithm. Experiments on five real-world datasets demonstrate

that the proposed LSL has a better performance than other state-of-the-art unsuper-

vised feature selection methods.

2 Local Structure Learning for Unsupervised Feature
Selection

The most related work for unsupervised feature selection is Nonnegative Discrimi-

native Feature Selection (NDFS) [3]. The objective function of NDFS is formulated

as follows:

min
𝐖,𝐅

Tr(𝐅T𝐋𝐅) + 𝛽

(
‖𝐗𝐖 − 𝐅‖2F + 𝛾 ‖𝐖‖2,1

)

s.t. 𝐅T𝐅 = 𝐈,𝐅 ≥ 0,
(1)

where 𝐋 = 𝐁 − 𝐀 is the Laplacian matrix, in which 𝐁 is the diagonal degree matrix

with 𝐁 =
∑n

j=1 Aij. 𝐀 = {Aij} is the similarity matrix measuring the spatial closeness

of samples. 𝛾 and 𝛽 are weighting parameters.

Inspired by [5], an ideal local structure 𝐒 can be obtained by constraining its corre-

sponding Laplacian matrix to be rank (𝐋) = n − c. Under this constraint, the learned

similarity matrix is block diagonal with proper permutation. The optimization term

is formulated as follows:

min
𝐅,𝐒

‖𝐒 − 𝐀‖2F + 2𝛼Tr(𝐅T𝐋S𝐅)

s.t. Σjsij = 1, sij ≥ 0,𝐅T𝐅 = 𝐈,
(2)
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Putting Eqs. (1) and (2) together, the proposed method LSL is to solve the fol-

lowing optimization problem:

min
𝐖,𝐅,𝐒

‖𝐒 − 𝐀‖2F + 2𝛼Tr(𝐅T𝐋S𝐅) + 𝛽

(
‖𝐗𝐖 − 𝐅‖2F + 𝛾 ‖𝐖‖2,1

)

s.t. Σjsij = 1, sij ≥ 0,𝐅T𝐅 = 𝐈,𝐅 ≥ 0,
(3)

where the first two terms learn the pseudo cluster labels using spectral analysis via

the ideal local learning regularization while the last two terms simultaneously learn

the feature selection matrix by joint 𝓁2,1 norms minimization.

3 Optimization Algorithm

To optimize the objective function, we first rewrite the objective function of LSL as

follows:

min
𝐖,𝐅,𝐒

‖𝐒 − 𝐀‖2F + 2𝛼Tr(𝐅T𝐋S𝐅) + 𝛽

(
‖𝐗𝐖 − 𝐅‖2F + 𝛾 ‖𝐖‖2,1

)
+ 𝜌

2
‖‖‖𝐅

T𝐅 − 𝐈c
‖‖‖
2

F

s.t. Σjsij = 1, sij ≥ 0,𝐅 ≥ 0,
(4)

where 𝜌 > 0 is a parameter to control the orthogonality condition. In practice, 𝜌

should also be large enough to insure the orthogonality satisfied.

Update 𝐒: With fixed 𝐅 and 𝐖, the problem (4) is transformed into

min
𝐖,𝐅,𝐒

‖𝐒 − 𝐀‖2F + 2𝛼Tr(𝐅T𝐋S𝐅)

s.t. Σjsij = 1, sij ≥ 0,
(5)

The problem (5) is equivalent to the following problem:

min
Σjsij=1,sij≥0

∑

i,j
(sij − aij)2 + 𝛼

∑

i,j

‖‖‖𝐟i − 𝐟j
‖‖‖
2

2
sij). (6)

Note that the problem (6) is independent for different i, denote vij =
‖‖‖𝐟i − 𝐟j

‖‖‖
2

2
, and

denote 𝐯i as a vector with the j-th element equal to vij, so the problem can be written

in vector form as

min
𝐬Ti 𝟏=1,sij≥0

‖‖‖‖
𝐬i − (𝐚i −

𝛼

2
𝐯i)

‖‖‖‖

2

2
. (7)

This problem can be solved by an efficient iterative algorithm [6].
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Update 𝐖: With fixed 𝐅 and 𝐒, the problem (4) is transformed into

min
𝐖

‖𝐗𝐖 − 𝐅‖2F + 𝛾 ‖𝐖‖2,1 (8)

Taking the derivative of problem (8) w.r.t 𝐖, and setting the derivative to zero, we

have

𝐖 = (𝐗T𝐗 + 𝛾𝐆)−1𝐗T𝐅. (9)

Here 𝐆 is a diagonal matrix with Gii =
1

2||𝐰i||2
.

Update 𝐅: Substituting 𝐖 by Eq. (9), the problem (4) is transformed into

min
𝐅≥0

Tr(𝐅T𝐐𝐅) + 𝜌

2
‖‖‖𝐅

T𝐅 − 𝐈c
‖‖‖
2

F
(10)

where 𝐐 = 𝛼𝐋S + 𝛽(𝐈n − 2𝐗(𝐗T𝐗 + 𝛾𝐆)−1𝐗T ) and 𝐈n ∈ ℜn×n
is an identity matrix.

Following [7], we introduce multiplicative updating rules. Letting𝜙ij be the Lagrange

multiplier for constraint Fij ≥ 0 and 𝚽 = [𝜙ij], the Lagrange function is

Tr(𝐅T𝐐𝐅) + 𝜌

2
‖‖‖𝐅

T𝐅 − 𝐈c
‖‖‖
2

F
+ Tr(𝚽𝐅T ). (11)

Setting its derivative with respect to Fij to 0 and using the Karush–Kuhn–Tucker

(KKT) condition [8] 𝜙ijFij = 0, we obtain the updating rules:

Fij ← Fij
(𝜌𝐅)ij

(𝐐𝐅 + 𝜌𝐅𝐅T𝐅)ij
. (12)

Then, we normalize 𝐅 such that (𝐅T𝐅)ii = 1, i = 1,… , c.

4 Experiments

Five datasets are used to compare the performances of different algorithms. These

datasets include two face image datasets (ORL
1

and COIL20 [2]), one spoken letter

recognition dataset (Isolet1
2
) and two biological datasets (Colon

3
and Lung). Follow-

ing [2, 3], we evaluate the performances of algorithms in term of clustering Accuracy

(ACC) and Normalized Mutual Information (NMI). In our experiment, we tune the

parameters by a “grid-search” strategy from {10−4, 10−3,… , 103, 104}. The number

of selected features is set as {50, 100, 150, 200, 250, 300} for all the datasets. We

1
http://www.face-rec.org/databases/.

2
http://www.ics.uci.edu/mlearn/MLSummary.html.

3
http://featureselection.asu.edu/datasets.php.

http://www.face-rec.org/databases/
http://www.ics.uci.edu/mlearn/MLSummary.html
http://featureselection.asu.edu/datasets.php
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Table 1 Clustering results (ACC%± std) of different feature selection algorithms

Colon Lung Isolet ORL COIL20

LS 58.1± 0.00 67.7± 4.03 47.7± 2.64 46.8± 3.07 54.6± 3.41

MCFS 53.2± 0.00 75.6± 9.58 51.2± 3.19 54.3± 3.81 57.7± 5.10

NDFS 63.7± 1.37 72.2± 1.01 58.5± 3.20 51.3± 2.49 61.6± 3.82

LSL 64.2± 2.34 80.7± 4.72 58.7± 2.89 53.2± 2.03 63.7± 5.30

Table 2 Clustering results (NMI% ± std) of different feature selection algorithms

Colon Lung Isolet ORL COIL20

LS 1.83± 0.86 49.0± 2.72 63.7± 1.26 68.7± 1.91 69.9± 2.42

MCFS 2.38± 1.05 54.2± 9.89 67.3± 1.41 73.2± 2.41 71.4± 2.19

NDFS 4.24± 8.93 50.3± 5.07 72.9± 1.43 72.1± 1.43 75.5± 3.03

LSL 6.22± 4.16 58.2± 4.83 73.0± 1.77 72.1± 1.46 76.4± 1.99

report the best clustering results of all the algorithms using different optimal para-

meters. After selecting the features, we use K-means to cluster samples. Because the

results of K-means clustering depend on initialization, we repeat the experiments 20

times. Finally, the average results with standard deviation are reported.

The performances of different feature selection algorithms which are evaluated

by ACC and NMI are shown in Tables 1 and 2. We can see from the two tables

that the performances of LSL have the best clustering results on most datasets,

which indicates LSL selects the most discriminative features. Specially, the embed-

ded approaches MCFS, NDFS, and LSL achieve better performance than LS that

ranks features one by one. Second, with the discriminate analysis and considering of

noise data, NDFS and LSL outperform MCFS. Finally, The proposed LSL performs

feature selection and local structure learning simultaneously, and hence it obtains

better results.

5 Conclusion

In this paper, we propose a novel method, called An Ideal Local Structure Learning

(LSL) for unsupervised feature selection to select the most discriminate features by

exploring the local structure learning of data and feature selection simultaneously.

Instead of fixing the input data structure associated to the similarity matrix, a new

similarity matrix with block diagonal property is introduced into our model. To solve

the proposed objective function, a simple and efficient algorithm is presented. Exten-

sive experiments on five benchmark datasets have validated the effectiveness of the

proposed method.
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Person Re-Identification Based on Kernel
Large Margin Nearest Neighbor
Classification

Linlin Yang, Jian Cheng and Haijun Liu

Abstract Person re-identification is a process of matching person images of same
identity across nonoverlapping camera views at different locations and times. In this
paper, we introduce how to use the kernel trick to improve the performance of large
margin nearest neighbor (LMNN) classification for person re-identification. Since
the classification ability of LMNN is weak for those person features with nonlinear
distribution, KLMNN combining kernel trick and LMNN is introduced to extend
linear distance metric to nonlinear cases. Three kernel-based methods and two
indicators are applied to evaluate the performance of KLMNN.

Keywords Person re-identification ⋅ Kernel trick ⋅ KLMNN

1 Introduction

The task of person re-identification can be formalized as the problem of matching a
given query image against a gallery. As illustrated in Fig. 1, given a query image
captured by a camera, we attempt to search for the image which has the same identity
of the query image in the gallery captured by other cameras. The research on person
re-identification has two directions: (1) capturing a reliable person representation,
(2) learning a suitable distance metric. In this paper, we focus on the latter.

Person re-identification is a challenging task because a person observed in dif-
ferent camera views often undergoes significant variations in illumination, view-
point, background changes, occlusions, and low resolution. Many existing person
re-identification approaches try to learn a linear projection matrix for distance
metric [1]. However, its performance may degrade when the given data points has
nonlinear distribution in original space. In this case, kernel trick is introduced to
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map the original data points to a high-dimensional space which can be called as
kernel space.

One of the successful applications in kernel trick is Support Vector Machine
(SVM) [2] classifier which seeks for an optimal separating hyper-plane in kernel
space. In addition, the kernel-based method Kernel PCA (KPCA) [3] has also been
widely applied to extract nonlinear principal components. To alleviate the limitation
on linear mapping capability, Mignon used kernel Pairwise Constrained Compo-
nent Analysis (PCCA) [4] to map the original data points into a high-dimensional
space without explicitly computing the mapping for person re-identification.

Inspired by the use of kernel trick for classification, KLMNN combining kernel
trick and LMNN [5] is introduced for person re-identification. Three kernels and
four challenging person re-identification datasets are used to evaluate the perfor-
mance of person re-identification.

2 Person Re-Identification Based on KLMNN

In this section, KLMNN combining kernel trick and LMNN is introduced to extend
linear distance metric to nonlinear structured data without high computational
complexity.

2.1 The Framework of Kernel Method for Person
Re-Identification

Let X = x1, x2, . . . , xn½ �∈ℝd × n denote the feature matrix extracted from the person
images, where d is the feature dimension and n is the number of the training
samples. As illustrated in Fig. 2, it can be seen that the framework of kernel method
for person re-identification has three steps,

Fig. 1 The process of person
re-identification. Given a
query image, we attempt to
search for the image which
has the same identity of the
query image in the gallery

784 L. Yang et al.



(1) Mapping original data points into nonlinear space

A nonlinear mapping ϕ(x) should be applied to map the original data points to a
high-dimensional space, where those data points could be linearly separated.

(2) Transforming the nonlinear mapping to a kernel function

Kernel function is introduced to replace the nonlinear mapping ϕ(x). Choosing
the kernel function is equal to choosing the nonlinear mapping ϕ(x). Once a kernel
function is chosen, the corresponding kernel matrix K can be acquired.

(3) KLMNN for person re-identification

KLMNN is used to learn a linear projection matrix in kernel space. A Maha-
lanobis distance metric in kernel space is applied to measure the similarity for
person images re-identification.

2.2 KLMNN

Based on the framework of KLMNN for person re-identification, we will introduce
how to embed kernel trick to LMNN. About LMNN, it attempts to minimize the
distance between xi and its target neighbors, and to maximize the distance between
xi and its imposters by a large margin in original space. The target neighbors of xi
can be simply defined as the k nearest neighbors sharing the same class label of xi.
The imposters of xi are those data points which are the nearest neighbors of xi, but
having a different class label of xi. LMNN applied Mahalanobis distance to com-
pute the similarity,

DM xi, xj
� �

= xi − xj
� �TM xi − xj

� � ð1Þ

where M is a positive semi-definite matrix, so it can be decomposed as LTL. We can
rewrite Eq. (1) as follows,

DM xi, xj
� �

= xi − xj
� �TLTL xi − xj

� �
= ei − e j
� �T

XTLTLX ei − e j
� � ð2Þ

where ei = 0, 0, . . . , 1 . . . 0½ �T is a column vector and the ith dimension of ei is 1.
The performance of LMNN may degrade when the given data has nonlinear

distribution. To solve this problem, kernel trick is introduced to map the input data

Fig. 2 The framework of KLMNN for person re-identification
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points to a high-dimensional space. Usually, the kernel function can be written as
follows:

k xi, xj
� �

=ϕ xið ÞTϕ xj
� �

i, j=1, 2, . . . n ð3Þ

By replacing inner product with kernel function, we acquire three kernel func-
tions which are widely used in practice,

Linear kernel: kL xi, xj
� �

= xTi xj ð4Þ

χ2kernel: kχ2 xi, xj
� �

= ∑
d

m=1

2xmi x
m
j

xmi + xmj
� � ð5Þ

RBF− χ2kernel: kRBFχ2 xi, xj
� �

= e
−D2

χ2
xi, xjð Þ ð6Þ

where xmi is the mth dimension of xi,D2
χ2 xi, xj
� �

= ∑
d

m=1

xmi − xmjð Þ2
xmi + xmjð Þ is the corresponding

distance metric of χ2. Then the kernel matrix K can be acquired

K=

k x1, x1ð Þ k x1, x2ð Þ ⋯ k x1, xnð Þ
k x2, x1ð Þ k x2, x2ð Þ ⋯ k x2, xnð Þ

⋮ ⋮ ⋮ ⋮
k xn, x1ð Þ k xn, x2ð Þ ⋯ k xn, xnð Þ

2
664

3
775
n× n

ð7Þ

ki = k x1, xið Þ, k x2, xið Þ, . . . , k xn, xið Þ½ �T is the ith column vector in K. After
acquiring kernel matrix, we need to use the kernel matrix K instead of X and the
projection matrix P instead of L in Eq. (2) to compute corresponding distance
metric,

DP ki, kj
� �

= ei − e j
� �T

KTPTPK ei − e j
� � ð8Þ

The idea of KLMNN learns a projection transformation P which minimizes the
distance between each input and its target neighbors in Eq. (9) and maximizes the
distance between each input and its imposters in Eq. (10) in kernel space

εpull Pð Þ= ∑
ij
ηij e

i − e j
� �T

KTPTPK ei − e j
� � ð9Þ

εpush Pð Þ= ∑
ijl
ηij 1− μilð Þ 1+DP ki, kj

� �
−DP ki, klð Þ� �

+ ð10Þ
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where z½ �+ =max z, 0ð Þ, if xj is the target neighbor of xi, ηij =1, others ηij =0, and if
xl is the imposters of xi, μil =0, others μil =1.

The loss function of KLMNN is the combination of εpull Pð Þ and εpush Pð Þ,

ε Pð Þ= αð Þεpull Pð Þ+ 1− αð Þεpush Pð Þ ð11Þ

The trade-off constant α∈ 0, 1ð Þ, which can be tuned via cross validation.

3 Experiments

3.1 Datasets and Image Representations

We demonstrate the performance of KLMNN on VIPeR [6], iLIDS [7], 3DPeS [8],
and CAVIAR4REID [9] datasets. VIPeR dataset contains 1,264 person images of
632 pedestrians captured from two nonoverlapping viewpoints. It contains a high
degree of viewpoint and illumination variations as illustrated in Fig. 3a. iLIDS
dataset has 476 images of 119 pedestrians acquired from nonoverlapping cameras.
Since this dataset was collected at an airport, the images often have severe occlu-
sions caused by pedestrians, luggage, and trolleys as illustrated in Fig. 3b. 3DPeS
dataset which includes 1,011 images of 192 pedestrians is collected by 8
nonoverlapping outdoor cameras with significantly different viewpoints that can be
seen in Fig. 3c. CAVIAR4REID dataset includes 1,220 person images of 72
pedestrians captured by two different cameras. Typical challenges on this dataset
are viewpoint and pose changes, different light conditions, occlusions, and low
resolution as shown in Fig. 3d.

All person images of four datasets are normalized to 128 × 48. A 32 × 32
sub-window with a step of 16 × 16 is used to extract feature on all original images
excluding 3DPeS dataset which extracts feature in the mask area. Within each
sub-window, we extract 16-bins color histograms from the RGB, YUV, and HS
color channels, 8-neighbors of radius 1 and 16-neighbors of radius 2 uniform Local

Fig. 3 Typical person image pairs from a VIPeR, b iLIDS, c 3DPeS, and d CAVIAR4REID
dataset (images on each column are the same person)
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Binary Patterns histograms. The histograms are normalized with the l1 norm in each
color histograms and texture histograms. Finally, all histograms are concatenated
together to form a single vector.

3.2 Experimental Details and Evaluation

In our experiments, each dataset was randomly divided into two subsets: training
set and test set. We randomly selected all images of p individuals to set up the test
set, and the rest of the individuals were used for training. This partition was
repeated 10 times. Each test set was composed of a gallery set and a query set.
Under each partition, one image of each individual in the test set was randomly
selected as the gallery set, the rest of the test images were used as query set. This
process was also repeated 10 times. All results are reported as the mean of the
10 × 10 folds. We evaluate the KLMNN with several existing metric learning
algorithms including KISSME [10], LFDA [11] and LMNN [5] on four datasets.
PCA was applied to original data points before using KISSME, LFDA, and LMNN.
The dimension can keep 95% energy after PCA. As for KISSME, the ratio of
negative/positive pairs in the train set is 10. The trade-off constant α in loss function
is 0.5 in all experiments. The target neighbor on VIPeR, iLIDS, 3DPeS, and
CAVIAR4REID datasets is 1, 1, 1, 3, respectively.

The Cumulative Match Characteristic curve (CMC) is a kind of tool for eval-
uating the performance of person re-identification, CMC rð Þ= ∑r

i=1 p ið Þ, p ið Þ is the
probability of correct match at rank i. In addition, we also report the proportion of

uncertainty removed (PUR) scores. PUR= log Nð Þ+ ∑N
i=1 P ið Þ log p ið Þ

log Nð Þ , N is the size of

gallery set. PUR score compares the uncertainty under a randomized rank and a
ranking algorithm.

3.3 Performance Analysis

Figure 4 shows the CMC curves of each algorithm on four datasets. The KLMNN
based on the linear, χ2 and Rχ2 kernels are indicated by KLMNN-L, KLMNN − χ2

and KLMNN −Rχ2 . The results are also summarized in Table 1 along with the
PUR scores. The CMC curves and PUR score indicate that KLMNN is better than
the existing metric learning algorithms including KISSME and LFDA. The com-
parison between LMNN and KLMNN indicates that KLMNN successfully learns
an effective metric in a discriminant space.

On VIPeR dataset, the highest CMC and PUR scores are achieved using the
KLMNN −Rχ2 method. Even though the improvement is obvious when compared
with other algorithms, the accuracy at r = 1 is the lowest among these four datasets.
This can be explained by that VIPeR has only two images per individual in training
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set, while other dataset has at least two images in the training set. At the same time,
it shows that VIPeR dataset is more difficult than the other datasets.

On iLIDS dataset, though the highest accuracy at r = 1 is KLMNN − χ2,
KLMNN −Rχ2 achieves good performance according to the iLIDS CMC curve and
PUR score when considering the whole performance.

The performance of all algorithms on 3DPeS is the best among the four datasets.
This can be explained that the original image use the mask to extract the foreground
before extracting feature.

On CAVIAR4REID dataset, the improvement of KLMNN − χ2 and KLMNN
−Rχ2 at r = 1, 5 10, 20 is not so clear when compared with LFDA. This is may be
caused by the low resolution of original person images. Compared against the
LFDA, KLMNN −Rχ2 improves about 6.6% at PUR score. This demonstrated the
effectiveness of our proposed method.

(a)VIPeR       (b)iLIDS
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Fig. 4 CMC curve on four person re-identification datasets
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4 Conclusion

In this paper, we applied Kernel Large Margin Nearest Neighbor for person
re-identification. Experimental results suggest that the original data points can be
correctly classified by using the kernel trick. Three kernels have different classifi-
cation performance. In generally, KLMNN −Rχ2 performed better than KLMNN
− χ2 which, in turn, performed better than LMNN-L. Though the performance of
LMNN-L is the worst in three kernels, it is better than LMNN, which indicates that
KLMNN can successfully learn an effective distance metric in kernel space.
Comparison against two existing approaches (KISSME, LFDA) also demonstrated
the effectiveness of our proposed KLMNN for person re-identification on VIPeR,
iLIDS, 3DPeS, and CAVIAR4REID datasets.

Acknowledgements This work was supported by the National Science Foundation of China (NO.
61671125 and NO. 61201271), and the State Key Laboratory of Synthetical Automation for
Process Industries (NO. PAL-N201401).

Table 1 CMC at r = 1, 5, 10, 20 and PUR scores on four datasets

r KISSME LFDA LMNN KLMNN-L KLMNN
− χ2

KLMNN-
Rχ2

VIPeR 1
5

10
20

14.30
33.64
46.31
60.84

11.64
28.10
38.13
53.92

5.94
17.20
25.79
37.98

14.03
36.67
52.29
70.55

19.54
51.03
68.31
83.34

24.13
57.37
72.76
85.91

PUR 26.14 22.28 12.32 33.16 42.40 46.14
iLIDS 1

5
10
20

19.46
37.69
49.32
65.22

31.32
52.15
63.12
76.75

16.41
33.88
46.89
63.44

28.70
52.77
65.41
80.80

32.12
55.42
68.32
82.99

30.71
56.40
69.99
85.93

PUR 12.23 23.54 10.06 24.02 27.13 27.90
3DPeS 1

5
10
20

35.34
56.40
66.07
76.37

36.92
56.22
64.77
74.11

27.01
46.25
56.76
68.99

37.39
60.32
70.54
80.87

39.61
62.08
71.83
81.80

40.62
65.09
75.56
85.21

PUR 30.85 30.58 22.37 34.77 36.52 39.72
CAVIAR4REID 1

5
10
20

27.55
57.36
74.15
90.51

33.97
58.62
73.29
89.69

27.58
51.77
67.04
85.33

31.50
56.31
71.11
88.26

34.47
58.74
73.51
90.94

34.94
59.88
74.30
90.52

PUR 20.96 18.19 17.26 21.07 24.21 24.80
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People Relation Extraction of Chinese
Microblog Based on SVMDT-RFC

Ge Zhou, Xiao Peng, Chenglin Zhao and Fangmin Xu

Abstract People relation extraction is a significant topic in information extraction
field. While in traditional study, the feature of extraction lexical and semantic was
attached importance to, and the function of classifier was neglected, furthermore,
there is great difference between microblog language materials and that of tradition.
When it mentioned traditional classification algorithm, its low correctness and the
inaccuracy to identification of fuzzy sample become the reason of being used little.
In this paper, the traditional classification algorithm was improved. Using SVMDT-
Random Forest and we designed, the fuzzy sample classifying ability increased,
which remedied the shortcomings of SVM and Random Forest effectively. By
testing the microblog language materials, the result indicated that this method can
improve the performance of people relation extraction.

Keywords People relation extraction ⋅ Chinese microblog ⋅ Multi-class
classifier ⋅ SVMDT-RFC

1 Introduction

With the rapid development of the Internet, the form of information dissemination
has all series types of differences, such as blogs, microblogs become the dominant
mode of transmission. People relation extraction is a special and huge problem, and
the existing approaches of solving the problems are mainly in the following three
ways:
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(1) Relation extraction method based on pattern matching. This method is mainly
used in natural language processing methods and matches the entity relation
with the already dealt templates. Hamish Cunning and some scholars realized
the relation extraction after defining some rules and then matching between the
templates [1]. Someone like Pantel proposed a method to realize the semantics
extraction by Espresso algorithm and better the common templates [2].

(2) Relation extraction method based on machine learning. Han Bing, fulfilled
relation extraction via support vector machines [3]. And Huang Weichun
improved the people relation extraction efficiency by reducing dimensions of
feature vectors by character selection method [4].

(3) Entity relation extraction method based on ontology. Based on ontology
method, syntactic analysis method, lexical frequency matrix analysis, and
verb-centered theory were used to extract all types of conceptions and relations
existing in this paper [5].

The main method to study on people relation extraction is machine learning. Due
to the irregularities of language materials and the indetermination of context, there
must be more fuzzy samples. In accordance to the problems above, we can cope
with complex classification using the improved Random Forest Classifier, which
aims to enhance the classification ability of fuzzy sample and then to improve the
overall performance of classifier.

2 Algorithm Design of Sentiment Analysis

2.1 SVM Decision Tree Point Classification Algorithm
Based on Class Separation Distances

The essence of Random Forest Classifier algorithms is an ensemble classifier.
Selecting the appropriate meta classifier is very significant. It is really a worthy
question that introducing a appropriate unit classifier.

SVM (Support Vector Machine) is type of classifier about distance, which has
very good performance, and it works in binary classification. People relation
extraction is a problem of multi-classification. For a multi-classification matter, it
can be average between any two categories. So we can transform the
multi-classification to a binary classification.

SVM decision tree is a kind of classifier to combine the SVM decision tree and
binary decision tree as a whole tree structure.

When designing the SVM classifier, the difference of misclassification should be
ensured as little as possible, that is to say, if the node which is split mistakenly has a
certain distance with the root of the tree, which will be favorable to classification of
fuzzy samples. Thus, it is liable to divide the samples which are easy to divided,
then the difficult ones. For the sake of this aim, classification algorithm of every
decision node has to make sure that separability reach high. According to this idea,
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we measure the separability between categories in term of the distance of sort center
[6], every division method has to ensure the separability of the right set and wrong
set be highest and the distance of their center be furthest.

Assume the positive set classified by node classification as S1, positive set type
number as N1, negative set as S2, negative set type number as N2,Xi represents the
No. i sample set, and i=1, 2, . . . ,N1 +N2,Xi the number of samples is ni, sample
vector space is x,the splitting method based on within-class distance:

Algorithm1 Splitting Algorithm of SVM Decision Tree Based on Within-Class 
Distance 
(1) To calculate every classification set center:

1

k i

i k
x Xi

C x
n

                     (1) 

(2) Assume that J is the number of class nodes splitting method, for every 
kind of splitting method, calculating it in accordance with the Step (3) 
and (4): 

(3) Firstly, to calculate the center of  positive set 1S center and  negative 
set 2S  center: 

1

1
1

1j
i

i S
e C

N
                      (2) 

2

2
2

1j
i

i S
e C

N
                     (3) 

To calculate the Euclidean distance from positive set center to negative set 
center: 

1 2 1 2
j j

S Sd e e      (4) 

(4) To calculate the average distance from the sample center to set center in 1S and 

2S : 

1
1

1
1 jj

S i
i S

d C e
N

                  (5) 

2
2

2
1 jj

S i
i S

d C e
N

                  (6)                                 

The optimal separation solution f  can be achieved:

1 2 1 21,2...,
( )j j j

S S S Sj J
f Max d d d (7) 

2.2 Weighted Random Forest Voting Based on Margin

Random Forest Classification (RFC) is classifiers combination, including many
decision tree classification models.
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For the voting process, the Weighted Random Forest Voting based on Margin
was designed in this paper. The classification margin was defined the difference
between the right votes on this sample of ensemble classifier and the most votes
determined other category [7]. If the margin of the sample is greater than zero, it
indicates that the number that the meta classifier made the right decision is more
than that of the wrong ones.

Assume sample space S= ðx1, y1Þ, ðx2, y2Þ, . . . , ðxn, ynÞf g, the Random Forest
Model H = h1, h2, . . . , hkf g, hk represents the No. k meta decision trees, for a given
sample ðxn, ynÞ, on every meta decision tree in random forest, the calculation
method of classification margin is as below:

In one process of iteration, the classification interval of a certain meta decision
tree can be shown as below:

mgðhkÞ= ∑
i< = n

i=1
ðf ðhk, xi, yiÞÞs, ð8Þ

f ðh, x, yÞ= 1 ðhðxÞ= yÞ
0 ðhðxÞ! = yÞ

�
ð9Þ

The average classification interval of certain iteration is as below:

amðS,HÞ= 1
H

∑
k< =H

k=1
mgðhkÞ

� �
ð10Þ

If mgðhkÞ> amðS,HÞ represents the big contribution to classification of the meta
classification interval, we improve the weight of meta classification in the next
iteration. If mgðhkÞ< amðS,HÞ represents the small contribution to classification of
the meta classification interval, we decrease the weight of meta classification in the
next iteration.

Therefore, the set Hk
weight of meta classification with weight of every iteration,

then repeat the operation above till up to a certain end condition
According to what was shown above, to introduce SVM decision tree into the

random forest and to utilize the high accuracy of node splitting algorithm of SVM
decision tree improved the adjustment ability of single decision tree in random
forest algorithm, and made up for the overfitting flaws of SVM decision tree.

The frame of Random Forest Algorithm based on SVM Decision Tree
(SVMDT-RFC) can be described as follows:
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Algorithm2 Random Forest Based on SVM Decision Tree 

Input: training set: 1 1 2 2( , ), ( , ),..., ( , )n nS x y x y x y , forest  tree scale NTree, the

end condition F 
Output: Weighted Random Forest Based on SVM Decision Tree 
(1) Initialize a random forest with NTree SVM decision tree in training set S. 
(2) Extract the combination feature, and train the SVM decision tree, adjust the 

node splitting algorithm in accordance with the distance between classes. 
(3) According to the class margin, adjust the weighting of every tree 

dynamically, and then normalize weighting. 
(4) Conduct the next iteration, if which meets the stop condition F, the training 

stops, and get the last random forest simulator, otherwise go back to Step 2 
and go on iteration. 

3 Experiment and Result Analysis

3.1 Experimental Dataset

After manual screening and filtering, 30,000 microblogs were chosen as experi-
mental data. Six types of people relations were selected, they were Friend Relation,
Family Relation Teacher–Student Relation, Classmates Relation, User Relation,
Fans Relation respectively. 90% of the data was used as training corpus, and 10% as
testing corpus. There existed two pairs of entity relation: Friend Relation and
Classmate Relation, Teacher–Student Relation and Fans Relation, in which were
some certain fuzzy samples.

3.2 Experimental Performance Evaluation Index

Performance indexes in this experiment adopted used precision, recall rate and
comprehensive measurement index F value as evaluation criterions for microblog
sentiment polarity classification, and computational formula of the three indexes
were as following:

Precision=
Number of this kind of microblogswhich are judged as correct

Number of microblogs which are judged as this kind
ð11Þ
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Recall=
Number of this kind of microblogswhich are judged as correct
Number of microblogswhich should be judged as this kind

ð12Þ

F=
2 × Precsion × Recall
Precsion + Recall

ð13Þ

3.3 Experimental Design and Result Analysis

In order to prove the validity of people relation extraction based on Random Forest
Classification Algorithm (SVMDT-RFC) of SVM decision tree, the traditional
Support Vector Machine (SVM) and Radom Forest Classification were experi-
mented as well, and we evaluated and analyzed the results of three types of
methods.

At beginning, three groups of experiments were conducted; Group 1 used SVM
classifier, Group 2 RFC classifier, Group 3 SVMDT-RFC which was designed by
myself. The result was shown above. Table 1 is the classification effect corre-
sponding to different relations. After analyzing the experiment results, it can be
concluded that:

(a) Compared with two traditional classifier, F1 was in a descending order with
SVMDT-RFC > RFC > SVM, SVM is worst at classification, which coinci-
dences with its character; while SVMDT-RFC performs best in the condition of
multi-classification, moreover, it enhanced the overall effect of people relation
extraction and attained the expected results.

Table 1 Extraction effect on different relation type using different classifier

Classifier Relation type Precision Recall F1

SVM Classmate relation 65.29 64.67 64.98
Friend relation 66.70 66.13 66.41
Family relation 71.68 72.11 71.89
Teacher–student relation 62.47 63.86 63.16
Fans relation 64.79 65.09 64.94

RFC Classmate relation 67.37 66.97 66.17
Friend relation 68.86 67.85 68.35
Family relation 72.31 72.96 72.63
Teacher–student relation 64.13 64.83 64.48
Fans relation 66.05 66.57 66.31

SVMDT-RFC Classmate relation 73.48 72.94 73.21
Friend relation 73.79 73.25 73.52
Family relation 73.42 74.10 73.76
Teacher–student relation 68.29 69.58 68.92

Fans relation 69.79 70.12 69.95

798 G. Zhou et al.



(b) Under the “family relation” language material condition with barely exist fuzzy
samples, SVMDT-RFC had a little progress compared with the two traditional
classifiers. While the two pairs of relation, in which language materials, the
effect was obvious. The analysis was obtained that SVMDT-RFC can improve
the classification effect with the matter of fuzzy sample classification.

In order to study the ability of SVMDT-RFC working on fuzzy samples, another
experiment was conducted. The proposed length of microblog language material is
L, according to the official rules of microblog, L must be less than 140 words. So on
the scale of 0 < L < 140, four kinds of length were set. And the experiment result
is below (Table 2):

According to the result above, we analyzed it and attained the conclusions as
below:

(a) Both of the classifiers’ effect improved with the language material length get-
ting longer. It can be explained that longer the language material length is,
richer the meaning of the word, higher the feature vector, the power is better,
which leads to the serious effect.

(b) With all types of language material length, SVMDT-RFC has more obvious
effect than RFC, propose the improvement effect as S, that is:

S25< L<60 > S60< L<90 > S0< L<25 > S90< L<140 ð14Þ

As is shown above, SVMDT-RFC is not good at people relation extraction with
long length, and it is appropriate to accomplish people relation extraction with
medium length and short length language materials.

Table 2 The language material has people relation extraction effect on people relation extraction
in fuzzy samples

Classifier Language material length Precision Recall F1

RFC 0 < L < 25 60.27 60.86 60.56
25 < L < 60 64.31 64.27 64.29
60 < L < 90 68.86 68.11 68.48
90 < L < 140 73.85 74.06 73.95

SVMDT-RFC 0 < L < 25 64.39 64.92 64.65
25 < L < 60 71.59 71.08 71.33
60 < L < 90 74.64 73.94 74.29
90 < L < 140 74.07 74.53 74.30
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4 Conclusion

In the light of the deficiency of classification in entity relation extraction, combining
with the advantages of SVM decision tree and random forest, and SVMDT-RFC
was proposed to improve the classification performance, especially for the identi-
fication of fuzzy samples. Compared with the traditional classification,
SVMDT-RFC can improve the overall effect of people relation extraction, and
make the fuzzy samples classification more obvious in language materials, more-
over, it fits the people relation extraction with medium length and short language
materials. The next period of work will be conducted from two aspects, one is how
to descend dimension to feature vector using a better feature selection method; the
other is how to optimize SVMDT-RFC so as to improve the efficiency of people
relation extraction.
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SVM-Based Sentiment Analysis Algorithm
of Chinese Microblog Under Complex
Sentence Pattern

Jundong Zhang, Chenglin Zhao, Fangmin Xu and Peiying Zhang

Abstract With the development of Web2.0 era, as local information publishing
and social networking platform of Twitter, microblog has become an important
medium for people to share and propagate information. Sentiment classification for
microblog has also become research hotspot in natural language processing field.
By analyzing existing sentiment classification features and complex sentence pat-
terns of microblog and directing at defects of current microblog sentiment classi-
fication in feature selection and extraction, this paper combined semantic relation
between complex sentences and sentence features of complete sentence based on
proposing features of sentence-level fine-grained embedding features and semantic
features under complex sentence pattern so as to conduct effective analysis of
microblog sentiment features under complex sentence context. It used SVM clas-
sification model to conduct comparative experiment, and results indicated that
feature selection method proposed in this paper could improve performance of
microblog sentiment analysis.

Keywords Sentiment analysis ⋅ Support Vector Machine (SVM) ⋅ Complex
sentence pattern ⋅ Classification
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1 Introduction

With the development and popularization of mobile Internet and social networking
services in the twenty-first century, microblog is increasingly penetrating into life of
many netizens. These text messages have enormous commercial and social values.
Hence, sentiment analysis technology for people to acquire and mine a great number
of sentiment messages has emerged at the right moment and has rapidly become a
research hotspot in domestic and overseas natural language processing field.

In terms of research methods, sentiment analysis of microblog is mainly classified
into two major types: classification method based on sentiment knowledge and
classification method based on machine learning. The former, based on dictionary of
sentiment knowledge, conducts weighting by combining sentiment polarity units to
obtain text sediment values. In 2005, Wilson [1] et al. used linguistic knowledge to
classify semantic sentiment polarity of phrases. In 2007, Xu Linhong [2] et al., by
analyzing sentence word and structure, studied 9 semantic features influencing
statement sentiment and established sentiment dictionary. In 2015, Wang Zhitao [3]
et al. constructed network new word dictionary automatically through statistical
information, established multi-level rule sets at different semantic levels. Classifi-
cation method based on machine learning establishes classification model through
annotated training corpus to classify sentiment polarities. In 2002, Pang [4] et al.
applied machine learning method to sentiment analysis for the first time; in 2012, Xie
Lixing [5] et al. used SVM to conduct strategic analysis of hierarchical structure, did
verifying analysis of combination and selection of features; in 2015, Liu Longfei [6]
et al. used convolutional neural network of character-level word vector and
word-level word vector to do analysis of microblog sentiment tendency.

At present, existing microblog sentiment analysis algorithms mainly have the
following deficiencies: (1) neglect semantic and structural analysis of
fine-granularity at sentence level; (2) lack sufficient consideration of semantic
information under complex context. For (1), according to distribution features of
microblog sentences, this paper defined embedding features of sentences; for
(2), this paper conducted feature extraction of semantic relation between complex
sentences and sentence features of complete sentences, and then made effective
analysis of complex sentiment change. Through experiment of original microblog
datasets, it verified effectiveness of this algorithm.

2 Algorithm Design of Sentiment Analysis

2.1 Algorithm Design of Sentiment Analysis

Figure 1 is the overall design flowchart of SVM-based microblog sentiment analysis
algorithm proposed in this paper. First, it conducted grouped manual annotation of
original corpus to obtain microblog annotated corpus. The algorithm is divided into
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training phase and testing phase, and it firstly established classification model
through microblog training corpus. Preprocessing part of this paper was mainly
filtering URL link, # topic label #, @ user, stop word, and others. It did feature
extraction of preprocessed microblog text, and then extracted existing basic
microblog features and semantic features under complex sentence pattern proposed
in this paper. After feature weight calculation of extracted features, it used vector
spatial model (VSM) to transform microblog text into feature vectors. It inputs
feature vectors into SVM trainer to conduct training of classification model, and then
constructed a good classification model. In testing phase, feature vectors of testing
corpus were input into SVM classification model which was constructed in training
phase, and then final sentiment classification results of microblog were obtained.

2.2 Feature of Analysis

As the design of classifier model has been quite mature at present, this paper laid
research emphasis on analysis, selection and extraction of features. Classifier used
SVM classification model.

Fig. 1 Flowchart of SVM-based microblog sentiment analysis algorithm
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First, according to researches conducted by previous scholars [5, 7–9], this paper
concluded features with good effect as basic microblog features and used them in
subsequent algorithm basis and experimental comparison. It totally concluded 7
major types of features and subdivided into 13 small class features. According to
microblog features and defects of existing features, this paper gradually introduced
features of embedded sentences and semantic features under complex sentence
pattern as expansion of basic features to improve performance of sentiment
classification.

Features of Embedded Sentence. Extraction of existing microblog features
took microblog text as the entirety to analyze semantic relation features it contained
while neglecting semantic feature extraction at sentence level of the text. If analysis
was made on the entirety of the text, feature information of positive and negative
sentiment words and exclamation mark were used only at discourse level. Hence,
directing at problem (1) in introduction section and based on analyzing distribution
of numbers of microblog sentences, this paper conducted sentence-level division
and defined embedding features at sentence level of more fine-granularity.

According to sentence separator regular expression W = {。|;|!|?|\\.|;|!|\\?| ∼},
this paper obtained microblog complete sentence set Si, and this paper made
statistics of proportions of microblog messages containing different numbers of
sentences, which were concretely shown in Fig. 2.

It is found through statistics of microblog sentence distribution that most
microblogs contain multiple sentences, and when number of sentences was 9,
occupied proportion was 428413/432701 ≈ 99.009%. Hence, this paper defined
upper limit of threshold value as SC=9 for number of sentences. Therefore, this
paper defined feature combination model of embedded sentences as shown in
Eq. (2).

Fig. 2 Statistics of Sina microblog sentences distribution
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SF = fSF1, SF2, . . . , SFngð1≤ n≤ SCÞ ð2Þ

Whereby SFi was feature of embedded sentences defined by this paper, threshold
value SC of number of sentences was regarded as combination dimensionality, and
combination feature SF at sentence level which described complete microblog was
constructed.

Semantic Features under Complex Sentence Pattern. By comprehensive
analysis of existing basic features, it is found that they did not take full consider-
ation of complex context information as well as multi-sentiment co-occurrence and
change in microblog. Directing at problem (2) in introduction section, this paper
described sentiment information under complex context from two aspects:
(1) Relation between complex sentences. Complex sentence pattern expressed more
complex meanings through pause and associated word and so on, usually con-
taining two or more mutually independent subject-predicate structure. (2) Sentence
pattern of complete sentence. Final punctuations of one complete sentence usually
were exclamation mark “!”, question mark “?” whereby “!” was enhancement of
tone while “?” which matched with rhetorical question marker in the sentence
would similarly enhance intensity of this sentence. This paper defined “semantic
features under complex sentence pattern.”

Features of Relation between Sentences. Sub-clause set of complex sentence was
obtained according to regular expression W = {,|, |\\s+}. It is found through
research and analysis that relationships between sub-clauses of complex sentences
could be determined as adversative, progressive, hypothetical, and concessive
relation, all of which would result in change of sentimental intensity of sub-clauses.
This paper used semantic dependency analysis technology provided by Language
Technology Platform (LTP) researched and developed by Research Center for
Social Computing and Information Retrieval of Harbin Institute of Technology to
extract xml format contents, semantic dependency analysis described the word
through semantic framework borne by the word, it could transcend constraint of
syntactic structure at sentence surface layer and directly obtain deep semantic
information. Corresponding feature weights were expressed by 4-digit decimal
number transformed from 0/1 binary number, specifically shown in Eq. (3):

EsentenceRelation =

00012 = 110, concessive relation

00102 = 210, hypothetical relation

01002 = 410, adversative relation

10002 = 810, progressive relation

8>>><
>>>:

ð3Þ

1 in binary digit in Eq. (3) represented there existed corresponding relation
between sub-clauses, 0 expressed nonexistence, and EsentenceRelation expressed the
final feature weight.

Symbol Features of Sentence Patterns. By matching “!” and “?”, we extracted
identifications of exclamatory sentence and rhetorical sentence, corresponding
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features weights were expressed by 2-digit decimal numbers transformed from 0/1
binary number, specifically shown in Eq. (4):

EsentencePattern =
012 = 110, exclamatory sentence

102 = 210, rhetorical sentence

(
ð4Þ

Semantic Features under Complex Sentence Pattern. This paper integrated
sentiment polarity phrases, relation between sentences, symbol features of sentence
patters and features of emoticons into features of embedded sentence at sentence
level already defined in this paper, and redefined SF in Eq. (2) as “semantic features
under complex sentence pattern”, whereby feature combination element namely
features of embedded sentence SFi.

3 Experiment and Result Analysis

3.1 Experimental Dataset

This paper obtained original corpus used for microblog sentiment analysis through
crawler, filtered out about 30,000 original microblogs and selected 5,000 testing
corpuses and residual 23,004 ones as training corpus. It conducted manual anno-
tation in way of grouped discussion.

3.2 Experimental Performance Evaluation Index

This paper adopted SVM classification model. Performance indexes adopted
extensively used precision, recall rate, and comprehensive measurement index F
value [10] as evaluation criterions for microblog sentiment polarity classification,
and computational formula of the three indexes were as following:

Precision=
Number of this kind of microblogswhich are judged as correct

Number of microblogs which are judged as this kind
ð5Þ

Recall=
Number of this kind of microblogswhich are judged as correct
Number of microblogswhich should be judged as this kind

ð6Þ

F=
2×Precsion×Recall
Precsion+Recall

ð7Þ
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3.3 Experimental Design and Result Analysis

In order to verify effectiveness of SVM judgment method proposed in this paper,
we combined three methods in Table 1 to respectively conduct experiments of
testing data and then implemented performance index evaluation and analysis of
testing results.

The following analyses were made through F values in three experiments in
Table 1.

In the last two experiments, after semantic features under complex sentence
pattern of this paper were imported, overall F value increased from 0.670 to 0.707.
Increasing amplitudes of F values in positive and neutral microblogs were quite
obvious, F value of positive microblog increased from 0.706 to 0.762, the effect
was the most obvious, while increasing amplitude of F value of negative microblog
was small, which, besides being related to corpus that it relied on, mainly resulted
from sentiment expression habits of words: in terms of negative sentiment
expression, people usually used concise and clear sentence patterns while rarely
using complex sentence pattern. Hence, analysis of semantic features in negative
microblog under complex sentence patterns didn’t have good effect.

In comparison between the method in this paper namely experiment III and
experiment I based on sentiment knowledge with superior performance at present, F
values of positive, neutral, and negative microblogs in experiment III as well as
average F value were elevated to certain degree, but elevating degree didn’t reach
very obvious range. This was because sentiment analysis method based on semantic
rules and expression used in experiment I could make certain analysis of semantics
and structures in simple sentence and complex sentence and had corrected polarity
judgment to certain degree. However, as the method in experiment I was matching
based on sentiment dictionary in essence, its reliance degree on knowledge

Table 1 Experimental analysis of microblog sentiment analysis

Experimental method Precision Recall F

Semantic rule + sentiment
dictionary + emoticons

Positive 0.718 0.721 0.719
Negative 0.581 0.612 0.596
Neutral 0.756 0.706 0.730
Average 0.685 0.679 0.682

Basic microblog features (SVM) Positive 0.706 0.673 0.689
Negative 0.584 0.561 0.572
Neutral 0.739 0.756 0.747
Average 0.676 0.663 0.670

Basic microblog features + semantic features
under complex sentence pattern (SVM)

Positive 0.762 0.739 0.750
Negative 0.606 0.598 0.602
Neutral 0.771 0.759 0.765

Average 0.713 0.701 0.707
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dictionary was higher than the method proposed in this paper, which influenced
classification performance to certain degree.

SVM classification method proposed in this paper combined current basic
microblog features based on SVM classification method, which not only avoided
deficiency of traditional SVM classification model in semantic feature extraction at
sentiment word level but also processed sentiment analysis phenomena of
multi-sentiment co-occurrence and change under complex context in microblog at
more fine-granularity level very well.

4 Conclusion

Based on combining existing methods and microblog features, this paper mainly
made the following improvements: (1) based on statistics of microblog sentence
distribution, it defined features of embedded sentences and conducted semantic and
structural analysis of microblog at more fine-granularity sentence level; (2) In
consideration of complex and rich context of microblog, through extraction of
relation between complex sentences and features of sentence pattern and effective
analysis of co-occurrence and change of complex sentiment, and based on com-
bining features of embedded sentences, it redefined semantic features under com-
plex sentence pattern and processed sentiment expression in microblog more
comprehensively. Through comparative experiments, it verified effectiveness of the
method proposed in this paper. The next step of work will continue to optimize
feature selection, do feature analysis of elements like repost, comment and time in
information of microblog social contact context, expand scope of feature extraction.
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A Target Discrimination Method Based
on Iterative Manifold SVM

Chunning Meng, Shengzhi Sun, Heng Xu and Mingkui Feng

Abstract To improve the false reject rate of discriminator for automatic target
recognition based on synthetic aperture radar, we propose a new target discrimi-
nation method based on a modified manifold support vector machine (SVM).
Covariance matrix features which combines texture features and their correlation
information are used, and the distinguishability of these features are proved to be
good by our experiment. An iterative manifold SVM discriminator is designed to
better match the covariance matrix features in the non-euclidean space. The center
of the hypersphere in SVM instead of the Karcher mean is selected as the base point
by a novel iterative algorithm. Experimental results on RADARST-2 database
demonstrate the superiority of the proposed method.

Keywords Synthetic aperture radar ⋅ Target discrimination ⋅ Support vector
machine ⋅ Manifold

1 Introduction

With the advantage of high resolution, high penetration, and full-time and
full-weather imaging capability, synthetic aperture radar (SAR) has been widely
used in military and civil fields [1]. There are three phases in SAR automatic target
recognition (ATR): detection, discrimination, and recognition [2]. In the phase of
detection, regions of interest (ROI) including target, natural clutter, and artificial
clutter are extracted. Natural clutter is rejected in the phase of discrimination, and
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artificial clutter is removed by recognition. In this paper, we focus on the phase of
discrimination, which can be subdivided into feature extraction, feature selection
and discriminator design. Lincoln features were widely applied in SAR ATR [3, 4],
but single Lincoln feature is not fine enough for rejecting the natural clutter, feature
selection methods for the feature combination are required. Therefore, the dis-
crimination performance was limited by the feature selection algorithms [5, 6]. The
discriminators used in SAR ATR were one class classification [7], in which case
only the label of the target samples were need for the training. Quadratic distance
discriminator (QDD) [6], which assumed that the target features vector is subject to
Gaussian distribution, was usually used as discriminators, and the target class was
discriminated by calculating its probability. Edge-based Support Vector Data
Description (SVDD) [8, 9] has good performance when the training data are fewer
or biased, in which kernel function is used to map the feature data to higher
dimensional space without prior distribution of the data. We designed a region
covariance matrix feature for discriminator without feature selection, which com-
bines texture features and the correlation information among these features [9]. In
order to avoid the assumption of the prior distribution, One class SVM was used as
discriminator, which is equivalent to SVDD when the sigmoid kernel function is
used. However, the region covariance matrix feature space was Riemannian man-
ifold while SVM was defined in Euclid space. To cope with this problem, Tuzel
et al. [10] transformed the feature data to approximated tangent space at a base point
on the manifold, and the base point was localized by the Karcher mean. Recently,
similar mapping methods were researched by Yun et al. [11] and Nguyen et al. [12],
and how to choose better base point was still not considered. We proposed a novel
iterative manifold based SVM discriminator (IMSVM), which works by mapping
the data in manifold space to tangent space of more appropriate base point. The
experiments show that the proposed discriminator is suitable for the region
covariance matrix features of the target and natural clutter.

2 Feature Extraction and Discriminator Design

In order to adopt the integration image to improve the calculation speed, the
minimum rectangular region Rc was selected from candidate target chip images
caught by Adaboost [13]. The region covariance matrix feature was extracted form
Rc. The region covariance matrix of the target is defined as

CRc =
1

N − 1
∑
N

i=1
zi − μð Þ zi − μð ÞT ð1Þ

where Zi is the feature vector of the ith pixel in region Rc, N is the sum of pixels in
Rc, μ is the mean vector of the feature vectors of all pixels in Rc. Zi is defined as
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where x, yð Þ is the coordinate of the ith pixel, I x, yð Þ is the intensity of the ith pixel,
∂I x, yð Þ

∂x and ∂I x, yð Þ
∂y are derivatives of the intensity along the horizontal direction and the

vertical direction respectively, ∂
2I x, yð Þ
∂x2 and ∂

2I x, yð Þ
∂y2 are second derivatives of the

intensity along the horizontal direction and the vertical direction respectively. As
shown in Eq. (2), both the intensity information and the edge information described
by the derivatives are contained in the feature vector of each pixel, which shows
that CRc combines various textural features. Moreover, elements of diagonal in CRc

are the variance of each element in Zi, and others describe the correlation infor-
mation of different elements in Zi. Generally, the clutter chip images have little
intensity change while the intensity change of the target region images is big.
Therefore, the target can be theoretically discriminated by the region covariance
matrix features.

Traditional SVM defined in Euclid space is not suitable for the region covariance
matrix features. However, covariance matrix is a positive definite symmetric matrix,
which can be regarded as a second-order tensor [14]. The tensor space can be
described as a Riemannian manifold [15]. In manifold M, select a base point
X ∈ M, the tangent space of the base point X is denoted by TXM, then there is a
one-to-one correspondence between M and TXM near the point X. Tangent space is
isomorphic to Euclid space, so SVM can be used by mapping the covariance matrix
features to the tangent space. If the base point determined by the Karcher mean is
selected to establish tangent space, the distance relations in the original manifold
space can be remained in the tangent space to some extent [10]. However, in this
tangent space, only the distances between this base point and any points are con-
stant, not any two points. Therefore, the original manifold can only be described by
this tangent space approximately. To solve this problem, we select the center of the
hypersphere in SVM as the mapping base point. Because not the distances of any
two points, but the distances between the center of the hypersphere and any points
is the key to the discriminative rules of SVM. So, in this tangent space, if SVM
discriminator is adopt, the structure of the original manifold can be remained. Based
on the above analysis, we proposed a novel manifold SVM, whose base point for
mapping is sought by a novel iterative algorithm. The iterative process was as
follows. First, the initial mapping base point P0 was selected, and the training data
were mapped to the tangent space (TP0M) of P0, then SVM was trained in this space
to obtain the center of the suprasphere a0. Second, point a0 was mapped to the
original manifold M to get the point P1, and the training data were mapped to the
tangent space (TP1M) of P1, then SVM discriminator was trained in this space to
obtain the center of the suprasphere a1. Finally, the iteration was carried out
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following the second steps until point Pn coincided with point an-1. The optimal
classification criterion was used by IMSVM, so the base point sought by the iter-
ation was optimal. In addition, the experiment showed that the iteration will be
converged after 12 times of iterations in most cases.

3 Experiments

The experimental data were captured by C band SAR of RADARSAT-2 satellite on
March, 2010. The original scene of the images was a port near Tokyo, the area of
which was 20 square kilometers. The size of the corresponding single look complex
image is 16036× 11955 pixels. Both the azimuth direction and the range direction
have a resolution of about 3 meters. 64 ship target chip images and 440 clutter chip
images were extracted to verify the proposed method. MATLAB toolbox prtools4.1
and dd_tools1.6.3 were used in our experiment.

Figure 1 shows the histograms of intensity variance and the first order derivative
variance of row direction in the covariance matrices. Apparently, the feature values
in the clutter chip images are smaller and more concentrated than that in the target
chip images, which shows that both the intensity variance and the first-order
derivative variance features are distinguished easily. This is due to the fact that there
are more sharp edges in the target chip images.

Because a covariance matrix can be regarded as a point in the manifold space.
The separability of the target and clutter chip images was analyzed by their loca-
tions in the manifold space. Figure 2 show the histograms of the distances from
tangent vectors of covariance matrices in the corresponding tangent plane to the
different base points. As can be seen from the two figures, the distances corre-
sponding to the target are clearly different from the distances corresponding to the
clutter, which indicate that their locations in the manifold space can be distin-
guished easily. Moreover, the distances between the target curve and the clutter
curve are different under different base points. In Fig. 2, the peak distance of the

Fig. 1 Histograms of the intensity variance features and the first order derivative variance of row
direction in the covariance matrices
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target curve are 0.3 and 0.25 in the left and right respectively, and the peak dis-
tances of the clutter curves are same (1.15) in the two figures. Therefore, the
distance between the target curve and the clutter curve achieved by IMSVM is
bigger than the results achieved by the Karcher mean. The results prove that the
target can be discriminated easier if selecting the base point by IMSVM.

In order to compare with the existing methods, ROC curve and its area under curve
(AUC) were used as the evaluation criteria. Our method was denoted as IMSVM
+CovFtr, the method combining QDD and Lincoln features was denoted as QDD
+LincolnFtr, the method combining the original SVM and Lincoln features was
denoted as SVM+LincolnFtr, the method combining SVM (the Karcher mean is
selected to establish tangent space) and the covariance matrix features was denoted as
MSVM+CovFtr. The mean ROC curve was obtained by 100 independent experi-
ments. During each experiment, 40 samples were selected randomly as the training
set, and the remaining 24 samples were the testing data. All the clutter chip images
were used to test during each experiment. Gaussian kernel function was used in
SVM, MSVM and IMSVM, and the parameter is set to 0.48. Five Lincoln features,
which had good rejection performance, were selected by AUC. As shown in Table 1,
the AUC values of these five features were big enough when QDD was used.

Figure 3 shows the ROC curves of the four methods, which describe the change
of the detection rates under different false alarm rates. Table 2 shows the AUC
values and the false alarm rates of the four methods when the detection rates is 0.95.
It is observed that IMSVM+CovFtr outperformed MSVM+CovFtr, which proves
that selecting the mapping base point by IMSVM is better than selecting the point
by the Karcher mean. The AUC of SVM+LincolnFtr is greater than QDD+Lin-
colnFtr and MSVM+CovFtr have an advantage over SVM+LincolnFtr, which

Fig. 2 Histogram of the distances between the tangent vector of the covariance matrices and the
different base point. On the left, the base point is defined by the Karcher mean. On the right, the
base point is localized by IMSVM

Table 1 AUC values of the selected five features when QDD was used

Lincoln
feature

Standard
deviation

Peak
CFAR

Mean
CFAR

Percentage
CFAR

Rockwell
feature

AUC 0.9679 0.9348 0.9706 0.9675 0.9503
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proof the superiority of SVM and covariance matrix features. The ROC curve of
our method is located at the upper left, whose AUC values (0.9992) is the maxi-
mum. And the false alarm rate of our method is the minimum when the detection
rate is 0.95. The results show that our method is more effective.

4 Conclusion

In summary, we propose a new target discrimination method based on IMSVM and
region covariance matrix features. Without selecting the features, the error caused
by feature selection algorithm was avoided. The optimal mapping base point was
sought by iteration in IMSVM algorithm, which is proposed to better match the
manifold space of the covariance matrix features. We show improved results over
previous works on Radarsat-2 SAR database.

Fig. 3 Receiver operating characteristic curve for the four methods

Table 2 Quantitative
performance analysis when
the detection rate is 0.95

AUC False alarm probability

IMSVM+CovFtr 0.9992 0.0113
MSVM+CovFtr 0.9927 0.0369
SVM+LincolnFtr 0.9906 0.0365
QDD+LincolnFtr 0.9863 0.0684
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Scene Character Recognition via
Bag-of-Words Model: A Comprehensive
Study

Zhong Zhang, Hong Wang and Shuang Liu

Abstract In this paper, we focus on the feature representation methods under the

framework of bag-of-words model (BoW) for scene character recognition. We inves-

tigate three kinds of methods: the original BoW methods, the stroke-based methods,

and the context-based methods. Specifically, various feature representation methods

are introduced, their merits and demerits are explored, and existing problems are

discussed. Finally, we empirically evaluate them on several widely used databases

(Chars74k, ICDAR2003 and SVHN).

Keywords Scene character recognition ⋅ Bag of words ⋅ Feature representation

1 Introduction

Scene text recognition plays an important role in the field of computer vision and

pattern recognition with the development of vision-based applications, for instance,

translation, human–computer interaction, web content analysis, etc. The common

scene-text-extraction system consists of two major components: text detection and

text recognition. In the text detection stage, regions containing texts are localized in

the whole image, and then based on the cropped text blocks, the scene text is recog-

nized [1]. In recent years, scene text detection has achieved great successes while

scene text recognition, especially scene character recognition still demands further

consideration because of various interference factors in scene images, such as blur,
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non-uniform illumination and distortion. The fundamental problem for scene charac-

ter recognition lies in feature representation. The bag-of-words (BoW) model regards

an image as a collection of unordered descriptors extracted from local patches, quan-

tizes them into irrelevance codewords, and then calculates a histogram representa-

tion for image classification. The BoW model is widely used in many fields, such as

human action recognition [2, 3] and image retrieval [4, 5]. The BoW model is one of

the key feature representation for scene character images and has achieved promis-

ing results on several public databases, including Chars74k [6], ICDAR2003 [7] and

SVHN [8]. However, there is few comprehensive study concerning the BoW model

for scene character representation. This paper makes such a survey, in which var-

ious feature representation methods are introduced, their merits and demerits are

explored, and existing problems are discussed. We believe that this work will greatly

benefit both beginners and practitioners in the field.

For clarity, we classify the representative feature representation methods under

the framework of BoW model into three parts: the original BoW methods, the stroke-

based methods and the context-based methods.

∙ The original BoW methods. These methods learn dictionary from training sets,

and encode the local patches in order to obtain the minimum reconstruction error.

Numerous coding methods have been proposed, such as hard voting (HV), sparse

coding (SC) and locality-constrained linear coding (LLC). Although the BoW

model is simple and effective, it ignores the spatial order of local descriptors,

which severely limits the descriptive power of the image representation.

∙ The stroke-based methods. This kind of method is a middle-level representation

for scene character recognition. Some methods [1, 9] utilized the intrinsic char-

acteristics of characters and explored the strokes at different scales. Then stroke

detectors are trained and the maximal output of detectors are treated as features

which contain more spatial information. As a result, this method leads to accurate

and robust recognition results.

∙ The context-based methods. Gao et al. [10] proposed to learn co-occurrence local

strokes for robust character recognition by using a spatiality embedded dictionary

(SED). The spatial information is incorporated into dictionary directly by reserv-

ing a local response region for every codeword. Hence, the features contain more

precise spatial information for robust character recognition.

In this paper, we focus on the issue of feature representation under the framework

of BoW model. The various feature representation methods are introduced, their

advantages and disadvantages are explored, and the main problems and challenges

are summarized. Futhermore, we provide a detailed comparison on the Chars74k,

ICDAR2003 and SVHN databases. The rest of this paper is organized as follows: in

Sect. 2 the three methods are over viewed, and the experimental study is presented

in Sect. 3. Finally, we draw the conclusion in Sect. 4.
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2 Review Methods

2.1 Original BoW Methods

We denote F = [f1, f2,… , fN] ∈ ℝM×N
to be the N M-dimensional descriptors

extracted from a training image, L = [l1, l2,… , lK] ∈ ℝM×K
to be a dictionary with K

codewords and A = [a1, a2,… , aN] ∈ ℝK×N
to be the corresponding coding of the

N features. The dictionary L is used to code the descriptors with different coding

schemes. This section reviews three typical coding methods, i.e., HV, SC, and LLC.

⋄ The HV [11]. In this coding scheme, each code has only one nonzero element.

That is to say, one descriptor needs single nearest codeword to reconstruct it with

solving the following constrained least-squares fitting problem:

argminA
∑N

i=1‖fi − Lai‖22
s.t.‖ai‖l0 = 1, ‖ai‖l1 = 1, ai ≥ 0,∀i (1)

where ‖ai‖l0 is the L0 norm of ai, ‖ai‖l1 is the L1 norm of ai and ‖s‖l2 denotes

the L2 norm of s. Specifically, ‖ai‖l0 = 1 means only one non-zero element in ai.
‖ai‖l1 defined as the sum of the absolute values of its elements. In practice, the only

nonzero element is found by optimizing the object function. The principle of HV is

uncomplicated, yet HV will lead to a significant quantization error.

⋄ The SC. Different from the HV, the SC [12] presented the encoding process in

a soft manner. Specifically, there are a small group of nonzero elements in SC with

respect to the following objective function:

argmin
A

N∑

i=1
‖fi − Lai‖22 + 𝛽‖ai‖l1 (2)

The parameter 𝛽 controls the sparsity of ai. The advantages of the algorithm not only

possess a unique solution but also achieve much less quantization loss. However, in

SC the regularization term of l1 norm is not smooth. The SC procedure may chooses

widely varying codewords for similar descriptors to favor the sparsity, thus losing

the correlations among codes.

⋄ The LLC. To ameliorate the SC method, Wang et al. [13] proposed the LLC

method. They focus on the locality rather than the sparsity because the locality must

result in the sparsity. The criteria of LLC are listed in the following:

argminA
∑N

i=1‖fi − Lai‖22 + 𝛾‖di ⊙ ai‖
s.t.‖ai‖l1 = 1,∀i (3)

In Eq. (3),⊙ is a multiplication of the corresponding elements in the two matrices.

di ∈ ℝ is the Euclidean distance between the descriptor and the codeword. Accord-

ing to the experimental results on the public databases, LLC is the best in the three
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methods. On the one hand, LLC is more effective and more accurate for feature

representation than HV. On the other hand, in contrast with SC, LLC captures the

correlations of the similar descriptors and it has a analytic solution while SC needs

complex optimization process.

2.2 Stroke-Based Methods

The stroke-based methods are middle-level representation under the framework of

BoW model and capture more structure information than those original BoW meth-

ods. The whole process of stroke-based method can be divided into two layers.

The first layer is stoke bank building. As Gao et al. stated in [1], they first manually

label the key points for 62 classes (0–9, a–z, A–Z ) and select the discriminative

stokes by quoting the extension factor. Second, they collect the positive and negative

samples with the number of Npos∕neg to train the stroke detectors. Then, the HOG

and the multi-class linear SVMs are integrated to obtain the Nm =
∑Nc

i=1 Nstoke,ci stoke

detectors in the stoke bank. Nstoke,ci denotes the number of stoke detectors in the class

ci.
The second layer is the feature representation. Given a training image, the maxi-

mal value of the corresponding detector is denoted as aci,j . Then the confidence vector

for the given training image is expressed as follows:

f = (ac1,1,… , ac1,Nstroke,c1
,… , acN ,Nstork,cNc

) (4)

We can obtain more spatial information from images, but artificially annotating key

points is time-consuming and nontrivial. In general, these methods are obviously

superior to other methods, such as the spatial pyramid (SP) [14]. In SP, images are

separated into a sequence of increasingly finer blocks and the feature vectors in dif-

ferent blocks are catenated together to obtain the final vector. We will list the detailed

experimental results in Sect. 3.

2.3 Contex-Based Methods

Although Shi et al. [15] and Bai et al. [9] have proposed to choose stokes randomly,

such as DMSDR (Discriminative Multi-Scale Stroke Detector Based Representa-

tion) and DSEDR (Discriminative Spatiality Embedded Dictionary Learning Based

Representation), the stroke-based methods are still complex and the results are eas-

ily affected by the choosing strokes. Gao et al. [16] proposed another method to

learn co-occurrence local strokes for robust character recognition by using a spa-

tiality embedded dictionary (SED). The SED combines every codeword with a
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particular response region. The spatial information is incorporated into SED directly

via preserving the homologous local response region of the codeword. Hence, the

features contain more precise spatial information for robust character recognition.

3 Experimental Study

3.1 Databases and Settings

In this section, three public scene text character databases are employed for empirical

evaluation: Chars74k, ICDAR2003 and SVHN. The Chars74k [6] database contains

62 classes (0–9, a–z, A–Z) collected from natural scene images. In the experiment,

we split training and testing database as in [6, 15, 17], i.e., in every class, we ran-

domly select 30 images in which 15 images are used for training and the rest of

images are used for testing. The ICDAR2003 [7] database contains 6185 training

samples and 5430 testing samples in 62 classes (0–9, a–z, A–Z). The samples cover

different conditions in natural scene, for instance, nonuniform illumination, distor-

tion, and complex backgrounds. The SVHN [8] database derives from street view

images. As stated in [15], we choose the cropped digits which contains 73257 train-

ing samples, 26032 testing samples, and 531131 additional less difficult digits for

training for experiment.

For the stroke-based methods, the images are scaled to W ∗ H = 32 × 64. The

positive and negative samples for stoke detectors are normalized to 16 ∗ 16 and the

ratio number of positive and negative samples Npos∕neg is set to 2. We adopt the 36-

dimensional HOG features with bin number 9, cell size 8 ∗ 8 pixels and block size

2 ∗ 2. For the context-based methods, the images are also normalized to W ∗ H =
32 × 64 and the images are parted into 8 ∗ 16 blocks. The 36-dimensional HOG

features are extracted from every blocks with cell size 2 ∗ 2 pixels. Besides, although

Wang et al. [13] and Yang et al. [12] have testified that LLC is the best method in the

the original BoW methods, it is still inappreciable when compare with the advanced

stroke-based methods and context-based methods. Considering the limited space, we

will not repeat them here.

3.2 Experimental Discussion

The results of our experiments on the ICDAR2003 and the Chars74k databases are

shown in Table 1. From the results, several conclusions can be drawn. First, the

DSEDR algorithm achieves the highest classification accuracies on the ICDAR2003

and Chars74k databases. Second, the performance of the DMSDR method is better

than other methods except the SED and the DSEDR and it shows that the context-

based methods are more effective than the stroke-based methods. Third, although
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Table 1 Character recognition results on ICDAR2003 and Chars74k databases

Algorithm Date ICDAR2003 Chars74k

HOG+NN [18] 2011 51.5 58

GHOG [17] 2013 76 62

HOG+SVM 2005 77 62

Conv-Co-HOG [19] 2014 81 -

Stroke bank [1] 2014 79.5 65.7

DMSDR [15] 2015 81.7 66.1

SED [16] 2014 82.0 67.1

DSEDR [15] 2015 82.6 71.8

Table 2 Character recognition results on SVHN database

Algorithm Date SVHN

HOG+SVM 2005 80.01

MTSM [15] 2015 89.54

K-MEANS [8] 2011 90.6

ConvNet/MS/L4/Padded [20] 2012 91.55

DMSDR 2015 91.62

DSEDR 2015 92.12

the Conv-Co-HOG possess a little superiority than stroke bank methods, it is very

complicated. From the Table 2 we can see that the DMSDR and DSEDR outperform

HOG+SVM more than 13%. All of them utilize SVM as the classification method

and the difference of the three methods lies in the feature representation. Although

both the HOG+SVM and MTSM (Mixtures-of-Parts Tree-Structured Model) use

HOG as descriptor, MTSM contains more structure information than HOG+SVM.

Moreover, unlike DMSDR and MTSM which need the key points or parts labels,

DSEDR learns the spatiality embedded codewords (stroke detectors) automatically.

4 Conclusion

In this paper, we have analyzed various feature representation methods under the

framework of BoW model, including their motivations and mathematical representa-

tions. In addition, we have discussed their relations in theory, and empirically evalu-

ated their performance. In the future, we will extend our comparison to include more

advanced methods.
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Analysis of EEG Signal Evoked by Passive
Movement and Motor Imagery

Zhangliang Chen, Qilian Liang and Baoju Zhang

Abstract In recent years, research based on the Motor Imagery (MI) and physical
training of stroke rehabilitation therapy has become a hot topic. Among them,
brain–computer interface (BCI)-based electrical stimulation (ES) and MI syn-
chronously induced electroencephalo-graph (EEG) analysis is one of the research
directions. This paper integrates MI with ES, and introduces the steady-state
somatosensory evoked potential (SSSEP) on the MI, and then fuses features. The
purpose is to achieve better accuracy, reducing training time, and enhancing target
body imagine attention. We use ES and MI synchronous-evoked EEG analysis for
rehabilitation training strategy in the process of synchronization. Based on the
time–frequency diagram and brain topographic map, we make analysis on
event-related desynchronization (ERD), time–frequency characteristic of the
steady-state evoked potentials (SSEP), energy characteristics, and distribution
regularity of brain regions of each task model. We apply the short-time Fourier
transform (STFT), common spatial pattern (CSP), and filter bank common spatial
pattern (FBCSP) to classify task pattern recognition on the basis of support vector
machine. The results show that based on the lead less the FBCSP has certain
superiority, the classification accuracy of ES versus ES&MI achieved 95% or more.

Keywords Stroke ⋅ Brain–computer interface ⋅ Functional electrical stimula-
tion ⋅ Motor imagery ⋅ Event-related desynchronization ⋅ Common spatial
pattern ⋅ Support vector machine
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1 Introduction

In recent years, the passive movement and motor imagery (MI) synchronously
induced electroencephalo-graph (EEG) analysis has become a commonly used
method for the treatment of stroke [1]. However, due to the synchronous process
produced by different body motions induced by EEG physiological information and
its limitations, the analysis methods of the specific changes of the EEG signals are
unclear. Therefore, this paper will discuss the range of low electrical stimulation
(does not produce movement of stimulation intensity, ES) exercise imagine EEG
change at the same time, to seek the better rehabilitation training strategy in the
process of synchronization.

In experiments we use noninvasive BCI system, electrodes cap collected EEG
signals, in total of 64 lead lists [2]. The rest of this paper is organized as follows. In
Sect. 2, we introduce procedure of experiment. In Sect. 3, we use time–frequency
diagram and brain topographic map to analyze EEG signals. Section 4 is charac-
teristics analysis of EEG signals. Section 5 is simulations of classification accuracy
and Sect. 6 concludes this paper.

2 Experimental Scheme

In order to guarantee the success rate of experiments, experimenters are all trained.
We collect five volunteer subjects of EEG signals. It includes three men and two
women whom aged between 22 and 25 and all of them are right-handed. The whole
experiment includes four paradigms. In the first paradigm we ask volunteers to
image their right-hand clenched fists action and collect its EEG. In the second
paradigm volunteers not only image fisting action but also are added ES on their
right hands at the same time, and we collect their EEG. In the third paradigm we
add ES on volunteers right hands only and collect their EEG. The fourth paradigm
is a rest paradigm which means volunteers can relax and we collect their EEG. Each
paradigm has 40 single repeat in 10 s, and the whole experiment has a total of 160
EEG data samples. Task model of four paradigms is same and shown in Fig. 1,
divided into four periods, a total of 10 s.

First period is preparation period. There is a stationary white circle at the central
of computer screen and lasting 2 s. It means experiment start, and volunteers are
keeping relaxed state of no action. Second period is prompt period. In this period
the white circle disappears and a red circle appears. Lasting 2 s which means
prompting volunteers to prepare since imagine action thinking task is about to
begin. For the second and the third paradigms, we give volunteers right hands ES at
the same time. Third period is the imagination period. In this period red circle
disappears but a right arrow appears and lasting 4 s. This signal asks volunteers to
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focus on their right hands ES and imagine the action of their right hands clench
fists. The fourth period is for recovery with the arrow disappears. A stationary word
REST appears. Volunteers keep resting state [3]. Each paradigm of MI experiments
includes 40 times single task and a total of 40 * 10 s = 400 s.

3 Motor Imagery Characteristic Analysis

3.1 Time–Frequency Diagram

Figure 2 shows the average time–frequency diagram of experimental stage of the
six volunteers in the C3, CZ, C4 lead lists in four experimental models. The
horizontal axis is time and the vertical axis is frequency. It can be seen from the
figure that the brain electrical signal evoked by the MI shows obvious event-related
desynchronization (ERD) features and the obvious steady-state somatosensory

Fig. 1 Task model diagram

Fig. 2 C3 C4 CZ lead lists time–frequency diagram; blue represents the energy drops; red
represents the energy rise
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evoked potential (SSSEP) characteristics of EEG signals evoked by the external
electrical stimulation in the frequency domain [4, 5]. At the beginning of the 4 s
MI, some significant energy attenuation phenomena occur in the 0.5 s, which
appear in the alpha band (8–9 Hz) and the beta band (15–17 Hz). The ERD
characteristic of alpha frequency band is more obvious and lasts about 3S time than
the beta frequency band. When the volunteers are in a resting state, no ERD or
SSSEP features are in the EEG.

It can be seen from the diagram that when volunteers imagine the right fist action
the ERD characteristics of the corresponding C3 lead list is very obvious. CZ lead
list which reflects adjacent brain regions reaction also appears ERD phenomenon
but is not so obvious at lead list C3. When the volunteers imagine right fist action at
the same time is added outside ES, C3 lead list appears SSSEP phenomenon at
31 Hz in addition to strong external ERD characteristics.

3.2 Brain Topographic Map

Alpha band ERD phenomenon has the characteristics of good duration and intensity
as well as more conducive to the follow-up observation and analysis, so we use
alpha band ERD phenomenon for the main analysis.

We use window function to intercept ERD and SSSEP characteristics at obvious
band of time–frequency diagram in order to select the best data for making brain
topographic maps. We get ERD and SSSEP single-dimensional feature data of
time–frequency within the window, and average each lead list separate time–fre-
quency superimposed data, gaining feature data for brain map needed. Using the
above method we make MI only, ES only, and ES&MI brain topographic maps of
ERD and SSSEP characteristics as shown in Fig. 3.

From the brain topographic maps seen in the MI and ES experimental para-
digms, it is obvious that the left side of the brain power attenuation is more obvious
than the right side, with the obvious ERD and SSSEP contralateral dominant
phenomenon [6].

4 MI Feature Extraction Based on Common Spatial
Pattern

In this section, we use filter bank common spatial pattern (FBCSP) to analyze the
characteristics of EEG. After EEG signal acquisition the whole 8–32 Hz is divided
into six bands. The common spatial pattern (CSP) is used to extract the features and
add the 1 Hz frequency doubling [7]. Then we use the feature selection algorithm to
automatically select the recognition force of the dual band CSP and the corre-
sponding characteristics.
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XCSP =WT *X, ð1Þ

where XCSP is obtained from original EEG signal X after filtering, W is the filter
matrix, each column vector wj ∈WN ×Nðj=1, . . . ,NÞ is a filter, and A= ðW − 1ÞT is
spatial pattern matrix, where each column aj ∈AN ×Nðj=1, . . . ,NÞ is a vector
space model.

Assuming that the first-class matrix is represented by Xl, the second-class matrix
is expressed as Xr, and the dimension is the lead number * sampling number. The
spatial covariance matrix can be expressed as

Rl =
XlXT

l

traceðXlXT
l Þ

Rr =
XrXT

r

traceðXrXT
r Þ

, ð2Þ

where T denotes transpose, and trace trace(X) is the sum of diagonal elements.

Fig. 3 ERD and SSSEP brain topographic maps of three experimental paradigms
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Xl and Xr can be linearly expressed as

Xl = ½ClCc�
Sl
Sc

" #
Xr = ½CrCc�

Sr
Sc

" #
, ð3Þ

where Sl is the signal source for the first class, Sr is the signal source for the second
kinds of needles, and Cl and Cr are the corresponding feature vectors.

The purpose is to establish a spatial filters Fl and Fr, which can be used to extract
the components of the signal sources Sl and Sr:

Sl =Fl*Xl Sr =Fr *Xr, ð4Þ

where Fl and Fr are the first and second types of action corresponding to the spatial
filter, through the use of data training.

Rl and Rr are the mean of covariance normalization::

Rl =
1
Nl

∑
Nl

i=1
RlðiÞ Rr =

1
Nr

∑
Nr

i=1
RrðiÞ, ð5Þ

where N is the number of experiments in the training data.
Then use the principal component analysis

R=Rl +Rr =U0ΛUT
0 , ð6Þ

where U0 is a feature vector and Λ is the characteristic value.
Thus the whitening matrix is expressed as

P=Λ1 ̸2UT
0 . ð7Þ

Thus can be expressed as

Yl =PRlPT Yr =PRrPT . ð8Þ

Based on principal component analysis,

Yl =UΛlUT Yr =UΛrUT . ð9Þ

It can be shown that the eigenvalues of Yl and Yr have diagonal matrix ΛB = I,
where I is the unitary matrix. So the final corresponding to the spatial filter Fl and
Fr can be expressed as

Fl =UT
l P Fr =UT

r P. ð10Þ
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5 Simulation

In this section, we use support vector machine (SVM) to classify feature vector of
each training sample, and then draw the correct classification rate [8].

At the beginning we use all lead lists EEG data to classify feature vectors: the
classification of ES versus REST as a result of the control group and the classifi-
cation of ES&MI versus ES as the experimental group. Comparing these two results
as shown in Table 1, we obtain more than 95% accuracy rate in ES&MI versus ES,
which means our purpose is achieved. However, taking into account the full lead
lists lead to patients discomfort, we use nine lead lists (C3, C4, CZ and their up and
down lists) for classification as shown in Table 2.

We can see the accuracy rate of the classification of the nine lead lists. ES&MI
versus ES has been greatly reduced. In order to improve the accuracy rate we use
fast Fourier transform (FFT) to process EEG signal. After that we add amplitude at
31 Hz and frequency doubling at 62 Hz for feature extraction and classification.
Each bandwidth is 1 Hz. Table 3 shows the classify accuracy rate.

Although the correct rate has improved, it is still lower than full lead lists. So
finally on the basis of FFT we use FBCSP for feature extraction and classification.
The accuracy is summarized in Table 4.

At this time the accuracy rate has reached more than 95%, infinitely close to the
accuracy rate of the full lead lists.

Table 1 CSP all lead lists feature extraction and classification accuracy rate

CSP all lists classification accuracy rate MI versus REST (%) ES&MI versus ES (%)

Volunteer 1 100 97.5
Volunteer 2 98.75 100
Volunteer 3 100 100
Volunteer 4 100 100
Volunteer 5 100 80
Average 99.75 95.5

Table 2 CSP 9 lead lists feature extraction and classification accuracy rate

CSP 9 lists classification accuracy rate MI versus REST (%) ES&MI versus ES (%)

Volunteer 1 98.75 87.5
Volunteer 2 88.75 87.5
Volunteer 3 100 98.75
Volunteer 4 98.75 93.75
Volunteer 5 98.75 68.75
Average 97 87.25
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6 Conclusions

First, we designed the movement pattern of MI, and the experimental type of ES
was combined with MI, which constituted the four kinds of task paradigms. Second,
we performed spatial filtering and denoising data preprocessing for the original
EEG data. Third, we made qualitative analysis on the phenomenon of SSSEP
induced by ES and the phenomenon of ERD induced by MI. Fourth, we used the
CSP and FBCSP two classifications of spatial pattern algorithm add FFT algorithm.
On the basis of that we combined CSP+FFT and FBCSP+FFT, two better feature
extraction algorithms. Finally, we used SVM pattern recognition method to classify
EEG data from fourtypes of tasks and compared the classification accuracy of MI
versus REST with ES&MI versus ES. The classification accuracy is more than 95%.
So we can conclude that MI&ES which can provide high classification accuracy on
the basis of good patient comforts and convenient experiments is a better rehabil-
itation method in stroke rehabilitation strategy.

Table 3 CSP+FFT 9 lead lists feature extraction and classification accuracy rate

CSP+FFT 9 lists classification accuracy
rate

MI versus REST (%) ES&MI versus ES (%)

Volunteer 1 98.75 90
Volunteer 2 88.75 93.75
Volunteer 3 100 96.25
Volunteer 4 98.75 95
Volunteer 5 98.75 83.75
Average 97 91.75

Table 4 FBCSP+FFT 9 lead lists feature extraction and classification accuracy rate

FBCSP+FFT 9 lists classification accuracy
rate

MI versus REST
(%)

ES&MI versus ES
(%)

Volunteer 1 100 93.75
Volunteer 2 91.25 98.75
Volunteer 3 100 100
Volunteer 4 98.75 95
Volunteer 5 100 88.75
Average 98 95.25
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Research on Fingerprint Image
Enhancement Based on Improved
Gabor Filtering Algorithm

Xi Gong, Meijuan Yu and Yankai Liu

Abstract With the gradual increase of accuracy requirement in the digital human
identity authentication, biometric technology has been developing rapidly, where
fingerprinting is most widely used. In this paper, according to the shortcoming in
the actual fingerprint image acquisition, research on fingerprint image enhancement
is based on improved Gabor filtering algorithm. Finally, by comparing the exper-
iments, we prove that improved algorithm proposed in this paper can better achieve
the minutiae enhance conducive accurate extraction of fingerprint features.

Keywords Image enhancement ⋅ Gabor filter ⋅ Fingerprint recognition

1 Introduction

With the continuous improvement of the degree of social information, identity
authentication has gradually become an important part of people’s lives. The tra-
ditional identity authentication is based on token authentication [1] and knowledge
authentication [2], such as documents verification and secret key verification. But
the highly digitization of society requests the higher level of accuracy and security
for the identification, resulting in that the traditional methods of identification
cannot meet this requirement. The public needs a more secure and reliable method
of identity authentication that cannot be forged and cracked easily, which becomes
the catalyst for the rapid development of the biometric technology.
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Today, biometric technology has been widely used. The common recognition
technology based on the biological properties [3–5] includes fingerprint recogni-
tion, vein recognition, iris recognition, DNA recognition, and voice recognition, in
which the fingerprint recognition is the most widely used biometric technology
because of its strong stability, accuracy, acquisition ability, and security. However,
in the practical application, directly collected fingerprint images are generally with
the noise and pollution, which means the quality is not so satisfactory. Therefore,
before the feature extraction and recognition for the fingerprint image, a series of
pretreatment need to be conducted. This paper is mainly about the improvement
technology of fingerprint image.

2 The Improvement of Fingerprint Image
Enhancement Technology

The extraction of minutiae in the fingerprint lies on the quality of fingerprint. After
refinement of the fingerprint image, the ridge can be detected easily and the feature
points can be extracted accurately. Fingerprint image enhancement is to deal with
the imperfect image by a certain algorithm to make the ridge and feature clear,
avoiding the false features to guarantee the accuracy and reliability of the feature
extraction. There are many fingerprint enhancement algorithms, like Laplacian
algorithm [6], the histogram equalization algorithm [7], and median filtering [8].
But these algorithms are not so ideal because they ignore the ridge orientation and
frequency.

A. Fingerprint Image Enhancement Algorithm Based on Gabor Filter

Gabor function has good spatial and frequency domains [9]. To enhance the
fingerprint image using Gabor function makes full use of the ridge direction.
Direction filter is adopted to overcome the limitation of traditional image filtering
algorithm, which can realize the intelligence enhancement according to the fin-
gerprint ridge orientation, reaching a good effect of fingerprint enhancement. To
filter the image by the real part of function gains the smoothing image effect. The
imaginary part is an effective edge detection operator [10, 11].

Fingerprint is composed of the ridge line and valley line. Compared to the whole
fingerprint image, the fingerprint texture changes greatly. But in the small region of
fingerprint image, the ridge orientation and frequency characteristics are very close
to each other. So the Gabor wavelet can be used for fingerprint image filtering
enhancement.

The use of Gabor filtering can enhance the image intelligently from the aspects
of fingerprint ridge orientation and the vertical orientation of ridge. In the direction
of the fingerprint ridge, the ridge can be enhanced in the orientation field of one
point to make up for the fracture and other defects of ridge in the image. In the
vertical direction of the ridge, Gabor functions with the characteristics of interphase
can conduct the oscillation enhancement to the image in frequency field.
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Gabor filtering algorithm flow is as follows:

(a) To obtain the direction of fingerprint.
(b) To divide the fingerprint image into N * N blocks and calculate the frequency

information of the ridge in each block.
(c) To conduct the Gabor filtering transform for each point in the fingerprint image.

B. Research on Improved Algorithm of Gabor Filtering

The fingerprint enhancement algorithm based on Gabor filtering can enhance the
fingerprint image. But this approach is to divide the fingerprint image into several
blocks and represents the direction and frequency of each pixel point with the
direction and frequency of each block. So there exists a kind of block effect. In this
paper, I will take the advantage of the method of least squares to get a balanced
frequency f, which is the nearest value to each frequency. Then this balanced
frequency will be used to enhance the image. Concrete steps are as follows:

(a) To divide the fingerprint image into 16*16 blocks without overlapping
sub-blocks.

(b) To put the pixel ði, jÞ in the sub-block as the center, sub-block fingerprint
direction as the short axis. Accordingly, the size of a block is a rectangular area
of 31*16.

(c) For each pixel ði, jÞ, to calculate the gray discrete signal X kð Þ in the perpen-
dicular area according to the formula:

X kð Þ= 1
w

∑
w− 1

d=0
Gðu, vÞ k= 0, 1, 2, . . . , l− 1 ð1Þ

u= i+ ðd− w
2
Þ cos θði, jÞ+ ðk− l

2
Þ sin θði, jÞ ð2Þ

v= j+ ðd− w
2
Þ sin θði, jÞ+ ð l

2
− kÞ cos θði, jÞ, ð3Þ

where u and v are the coordinate values in the rectangular window which is
parallel to the point ðd, kÞ in the short axis and Gðu, vÞ is the gray value of pixel
ðu, v). Put the image retrieval gray value as the gray value of each point in the
long axis direction of rectangular area, consisting of a discrete signal X kð Þ
which is like a two-dimensional sine wave. Calculate the average value A0 of
the sine wave peak distance A, namely the small ridge frequency f0.

(d) To find the frequency f1, f2, . . . , fn of local small block, the solving formula for
filtering frequency f is

ðf − f1Þ+ ðf − f2Þ, . . . , ðf − fnÞ=0. ð4Þ
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3 Result and Analysis

For the original image, in this section, we will use Gabor to conduct the contrast
experiment between the intelligent enhancement image and the enhancement image
based on the improved algorithm. The original image and its histogram are as
shown in Fig. 1. The fingerprint image enhancement effect based on Gabor filtering
and gray-level histogram is as shown in Fig. 2. The fingerprint images enhancement
effect based on an improved algorithm and gray-level histogram are as shown in
Fig. 3.

We can see from Fig. 1 that the gray levels of original fingerprint image are very
close to each other, namely the gray value of image is not uniform and the fin-
gerprint patterns are not clear. The structure of image is fuzzy, which is going
against with the extraction and recognition of fingerprint features. We can see from
Fig. 2 that the patterns are clearer in the fingerprint image enhanced by Gabor

Fig. 1 Original image and its histogram

Fig. 2 Fingerprint image enhancement effect based on improved algorithm and gray-level
histogram
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filtering. The distribution of image gray is more uniform. From Fig. 3, we can see
that the details in the fingerprint image handled by the improved algorithm are
clearer and the contrast ratio is improved. Compared with Fig. 2, the improved
algorithm can better remove the block effect and the edge is more smooth after
treatment.

4 Summary

This paper is mainly about the research on the fingerprint image enhancement
technology based on Gabor filtering improved algorithm. First, the in-depth study
of image enhancement algorithm based on Gabor function is conducted. This
algorithm has a certain enhancement effect on the fingerprint image, making it
clearer. But there exists block effect in this algorithm and it may produce some false
ridge line and valley line. According to the shortcomings, we improve this algo-
rithm and conduct the contrast experiment. The result shows that the image
enhancement based on improved algorithm could highlight the details of the image
and make the edge more smooth. The effect has been improved.
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Comparative Research on Different
Color Systems in Three-Dimensional
Color Gamut

Zhendan, Liyan and Malingyun

Abstract This paper introduces the Munsell color system and Pointer color sys-
tem, and uses the algorithm to calculate the three-dimensional color gamut volume.
In addition, we have tested a Toshiba display and got the data in three-dimensional
color gamut, then hold the gamut that eyes can perceive as a denominator, and
calculate the color gamut coverage respectively. This study provides some reference
value for extending color gamut in three dimensions later.

Keywords Munsell color system ⋅ Pointer color system ⋅ The color gamut
coverage

1 Introduction

In computer graphics, the color gamut is a complete subset of color [1]. Color
gamut refers to the color range regions of the number that the equipment can
express, namely the color range that all kinds of screen display; a printer or printing
equipment can express. In the real world, the visible color spectrum makes up the
largest color space, and the color space contains all the colors we can see.

The eye experiences the colorful world by the light, and human perceives the
color of the object by the vision. To achieve this process requires three necessary
factors, which are light, the object, and human vision. The paper studied the per-
ceived color gamut based on the characteristics of the human eye, which we call it
the color gamut that human eye can perceive. In this paper, we use this to evaluate
the three-dimensional color gamut in different gamut color systems [2].
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2 The Human Visual System

The human visual system is the world’s best image processing system, but still not
perfect. Human visual system to perceive the image is neither linear nor uniform,
and it cannot perceive any change in the image. The human eye structure diagram is
shown in Fig. 1.

2.1 Human Visual Cells

Human visual cells include cone cells and rod cells. Rods are sensitive to light
intensity, i.e., having high brightness sensitivity, and response to the wavelength of
light is extremely low. The cones have strong selectivity toward different wave-
lengths of light, especially for red, green, and blue, but it does have this feature in
bright situations.

2.2 Spectral Sensitivity of the Human Eye

The human eyes have different sensitivities to various wavelengths of radiation; a
large number of experiments about normal vision observer show that in a relatively
bright environment, human vision is most sensitive to green of wavelength 550 nm:
and In dark environments, the human visual is most sensitive to yellow-green of
wavelength 500 nm.

In both cases, the human eye spectral sensitivity curve is shown in Fig. 2.

Fig. 1 The human eye
structure diagram
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2.3 Resolution of the Human Eye

The resolution of the human eye is the human eye’s ability to distinguish details on
the scene. Generally, we call the minimum angle between the closest two black dots
or white dots that human eye can distinguish on the objects is the limit angle of
resolution. Its reciprocal is the resolution of the human eye. Factors that affect the
resolution of the human eye contain light, color, relative contrast, and the velocity
of the object and so on.

2.4 The Inertia of Human Eye

Generally, the feeling of the human eye brightness changes lagging behind changes
in actual brightness, and the persistence of vision characteristics collectively
referred to as visual inertia. Visual inertia is one of the important characteristics of
the human eye, which describes the relationship between subjective brightness and
light effects of time.

3 Munsell Color System

Color system is divided into two categories: one is based on three color charac-
teristics to classify, namely lightness, hue, and saturation; the other is based on the
three primary colors, said that any color can be given in three colors mixed together
by a certain percentage. The former is called a monochromatic classification color
system, which is a composition of the standard color sample series, named after
them in arranged sequentially.

Fig. 2 The human eye spectral sensitivity curve
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Alert Munsell, an artist, and as a professor of Normal University Art Institute Art
Department in Massachusetts, wanted to create “a rational way to describe color”,
which will use decimal format rather than the name of the color. Then he can use it
to teach his students. So the Munsell system is generated [3].

Munsell system is a color system established by Munsell of the twentieth cen-
tury, who is an American artist. It uses a three-dimensional model to express all the
features of variety colors, which contains brightness, hue, and saturation. It is the
first one to split the brightness, hue, and saturation into the senses, which is sep-
arated into sensory uniform and independent dimensions, to describe colors in
three-dimensional system.

Munsell color stereoscopic is shown in Fig. 3.
In the figure, the central axis represents the brightness level of neutral color in

achromatic black and white series, black at the bottom and white at the top, called
the brightness value of Munsell. It sets ideal white as 10, and ideal black as 0. The
brightness values of Munsell range from 0 to 10 and divided into 11 visual
equidistant levels.

We got the point cloud of Munsell color system in the CIELAB color space
based on the data, and it is shown in Fig. 4.

In this paper, we use the alpha algorithm to calculate the three-dimensional color
gamut volume of Munsell system [4], which evaluates to V = 797611.698. The
color gamut map of Munsell in three dimensions is shown in Fig. 5.

4 Pointer Color System

The spectrum reflected from an object, which we saw in our real life, is very
complicated, and not constituted by a single wavelength. M.R. Pointer made a
series of experiments, and the result was published in the form of a paper in 1980,

Fig. 3 Munsell color
stereoscopic
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named “The Gamut of Real Surface Colours” [5]. Mr. Pointer obtained the color
samples of 4089 real objects and got their color coordinate in the xy space. In brief,
most of the natural colors that human eye can see are in this range. It is shown in
Fig. 6.

The purpose of display technology is to achieve the reduction of the true color of
the object. Pointer gamut represents the largest color gamut of target color gamut
[6–9]. It also said that we do not need to implement every color of the visible
spectrum, and we only need to restore the color inside Pointer color gamut, so
Pointer gamut has very important practical significance.

The point cloud of Pointer color system in the CIELAB color space is shown in
Fig. 7.
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Fig. 4 The point cloud of
Munsell color system

Fig. 5 The color gamut map
of Munsell in three
dimensions
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Fig. 6 The color gamut of Pointer in two dimensions
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We also use the alpha algorithm to calculate the three-dimensional color gamut
volume of Pointer system, which evaluates to V = 662312.824. The color gamut
map of Pointer in three dimensions is shown in Fig. 8.

5 Experiments

We got to test the data of Toshiba display, and then use the color gamut coverage to
describe the color effect of the display quantitatively [1]. The formula of color
gamut coverage is as follows:

P=
Ve

V
× 100%. ð1Þ

In this formula, P represents the color gamut coverage, Ve represents the color
gamut of the tested display, and V represents the visually perceptible
three-dimensional color gamut.

Based on the data of each system, we plotted the three-dimensional color gamut
coverage figure of Pointer system, Munsell system, and the Toshiba display by
MATLAB. We take Munsell system and Pointer system as examples, and the
figures are shown in Figs. 9 and 10.

According to three-dimensional color gamut coverage map, we obtained the
color gamut and the color gamut coverage of Pointer, Munsell, and Toshiba
(HDMI) display calculated by the algorithm [10, 11]. The calculated results are
shown in Table 1.

As can be seen from the table, the color gamut coverage of the display measured
in three-dimensional color space is 0.292, which is larger than the Pointer and
smaller than the Munsell.

Fig. 8 The color gamut map
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Fig. 9 Pointer in spectrum

Fig. 10 Munsell in spectrum

Table 1 The color gamut volume and color gamut coverage

Color gamut data points Color gamut volume (V) Color gamut coverage

Munsell Lab 797611.698 0.347
Pointer Lab 662312.824 0.288
The test data of Toshiba (HDMI) 671729.166 0.292
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6 Conclusions

In this paper, we calculated the three-dimensional color gamut volume of Pointer,
Munsell, and the tested display. Moreover, we calculated the three-dimensional
color gamut coverage of two color systems and Toshiba display, respectively,
which provides a clear contrast. This study shows a certain reference value for the
later widen gamut research of display.
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A Projected Algorithm Based
on the Convex Hull of the Triangle
in Three-Dimensional Color Space

Yan Li, Dan Zhen and Lingyun Ma

Abstract With the rapid development of display technology, modern display
equipment future development goal is diversified and widen the color gamut Miwa
et al. (2013) ITE Winter Annual Convention, pp. 5–5: [1], Manders, Qian (2015) J
Soc Inform Display 23(11), 523–528: [2]. In order to find a unified approach to
evaluate different types of displays, more and more scholars tend to the
three-dimensional color space to evaluate the color effect on the display. However,
due to the three-dimensional color, gamut of display shows irregular shape, so the
calculation is relatively complicated, and it always needs a long time. In this paper,
the convex hull projection algorithm of three-dimensional color gamut based on the
triangular surface has been proposed; it has been greatly improved computation
time.

Keywords Display technology ⋅ Triangular surface ⋅ Convex hull projection ⋅
Three-dimensional color gamut ⋅ Volume calculations

1 Introduction

At present, the research about color gamut of the device mainly includes the fields
of display and color printing. Studies have shown that, compared with the tradi-
tional two-dimensional color gamut, the color gamut of a display device in a
three-dimensional color space can be more comprehensive to compare and analyze
the color characteristics of the display [3]. Regarding the quantification of display
three-dimensional color gamut, the key is to calculate the volume of the color
gamut.
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In recent years, more and more researchers have studied the three-dimensional
space gamut; there are some three-dimensional color gamut volume calculation
methods that have been proposed. Andreas Willert et al. calculated the gamut
volume of color printing equipment in the CMY and CMYK color space, and
gamut volumes are divided into a series of sheets by the brightness, and then mesh
on each sheet to calculate the size of the color gamut [4]. Kuang et al. proposed
tetrahedral meshing algorithm based on space region segmentation to achieve the
reproduction of display device gamut in three dimensions and obtain the color
gamut volume [5]. Yan et al. used alpha form algorithms extending in
three-dimensional space, by selecting the appropriate radius to calculate the
three-dimensional color gamut volume of the display in CIELUV color space [6].
Bangyong Sun et al. divided gamut boundary surface into small triangles based on
convex hull triangulation technology, take the center of the surface and connected
the triangle to form tetrahedron, by calculating the sum of all tetrahedrons to obtain
the gamut volume [7]. These gamut volume calculation methods were surface
reconstructed with three-dimensional gamut data points of display, and most
algorithms have fewer sampling points and poor accuracy. While in
three-dimensional color space to evaluate the gamut, it requires the data of volume
without the need for surface reconstruction of data points.

Through analyzing the color gamut boundary, points of the tested monitor in the
CIELAB show that the color gamut boundary shows the feature of big middle and
small side. In order to calculate the color gamut volume, we proposed a projected
algorithm based on the convex hull of the triangle to calculate the three-dimensional
color gamut volume of the display.

2 The Projected Algorithm Based on the Convex Hull
of the Triangle

Step of the algorithm is as follows:

(1) To construct the convex hull of triangles based on a three-dimensional color
gamut boundary points

According to the convex shell model, which is one of space point set mathe-
matical models, the convex hull of spatial point set P is a minimum convex set
containing the point set [8]. The convex of point set P represents all convex
combinations of three-dimensional point set P. Its formula is shown in Eq. (1):

φðPÞ= f∑
n

i=1
αipijpi ∈P, αi ≥ 0, ∑

n

i=1
αi =1, n=1, 2, 3,⋯g. ð1Þ

In the above formula, α and n are constants. According to Euler’s formula, if the
internal point set P has n vertices, the maximum number of edge in the point set is
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3n − 6, and the maximum number of plane is 2n − 4. In the three dimensions, the
complexity of the convex hull of arbitrary N points is O nð Þ.

The algorithm will take a random incremental method to construct the convex
hull of color gamut boundary point set. The algorithm procedure is as follows, in
which P indicates the color space gamut boundary points, Pi represents the ith
sample points of the gamut, and ϕ(P) represents the convex hull of color gamut
boundary points.

① Elected four color gamut sample points that are not coplanar in gamut
boundary points form a tetrahedron, and seen it as an initial gamut convex hull
ϕ(P4);

② Determine the direction of each surface in the initial gamut convex hull,
making the other gamut sample points, which are outside the convex hull, into
their right-handed direction.

③ Arrange the remaining color gamut sample points with P5, P6, P7,…,Pn. Then
processed every color gamut sample points individually, at the same time
maintain the gamut convex hull;

④ Depending on the state of the color gamut sample point Pm, which is to be
processed, to determine how to deal. If the color gamut sample point Pm falls
inside the convex hull or at the boundary of the convex hull ϕ(Pm−1), this
represents ϕ(Pm) = ϕ(Pm−1), otherwise turn to step ⑤ to update color gamut
convex hull. If the color gamut sample point Pm falls outside the convex hull
ϕ(Pm), then searches through the color gamut convex hull ϕ(Pm), look for the
horizon and the plane of the sample point Pm on the color gamut convex hull
ϕ(Pm−1).

⑤ Delete all planes that the gamut sample point Pm constitutes in the visible area
of the color gamut convex hull ϕ(Pm−1); and along the horizon to connect it
with the color gamut sample point Pm to form a new plane, while maintaining
the direction of the plane, and then added the sample point Pm to the color
gamut convex hull ϕ(Pm−1); thus a new color gamut convex hull ϕ(Pm) is
formed.

⑥ Repeat the steps ④–⑤, until processed all the color gamut sample points.

In the above algorithm, we used the concept of the ground plane and the visible
area of the convex hull. For the color gamut of sample point Pm, the visible area of
the color gamut convex hull ϕ(Pm−1) means that, if the sample point Pm falls
outside the color gamut convex hull ϕ(Pm−1), then from the position of the point Pm
to view the color gamut convex hull ϕ(Pm−1), the visible planes on the surface of
the convex hull ϕ(Pm−1) formed the connected region. Connect the edges on the
color gamut convex hull, which surrounded the connected region, to form a broken
line. This line is called the horizon of the color gamut sample point Pm on the color
gamut convex hull ϕ(Pm−1).

By this method, we can get the color gamut convex hull composed of the color
gamut boundary points of the display in three-dimensional space. In this paper, we

A Projected Algorithm Based on the Convex Hull of the Triangle … 857



tested the color gamut boundary points of the Toshiba display in three-dimensional
space, the point cloud and the convex hull of the display is shown in Figs. 1 and 2.

(2) By the projection to constitute the pentahedron and then calculate the color
gamut volume.

Seen from the figure, the color gamut surface of the convex hull obtained by this
algorithm is a triangular mesh model. This article will calculate the volume of the
color gamut convex hull by projection.

The specific process of the projected algorithm is as follows: First, select the
projected plane, and select the plane a*b* to herein as the projected plane, to
facilitate understanding; we take one color gamut convex hull for example to
calculate. Suppose one of the triangle convex hulls is ϕ(Pm), which was projected
onto the plane a*b*, so that it can form a projected boundary of the convex hull in
the plane a*b*, then connected the projected boundary and its convex hull shell,
thus the pentahedron is formed. Its principle is shown in Fig. 3.

Fig. 1 The point cloud of the
display

Fig. 2 The convex hull of
the display
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By this method, the volume of the convex hull can be divided into three parts to
solve, namely the upper triangular mesh surface MU, the lower triangular mesh
surface MD, and the triangular mesh face MC coincided with the prism side, since
the plane MC in the middle is perpendicular to the plane M, so the volume of the
convex hull is

V =VU −VD. ð2Þ

For such a triangular mesh patch, composed of the projected plane to form a
pentahedron, it is shown in Fig. 4.

The volume of the pentahedron V (ABCA′B′C′) can be calculated by the sum of
three tetrahedrons’ volume to obtain, respectively: V(AA′B′C′), V(ABCB′), and V
(ACA′C′). Seen by the analytic geometry, tetrahedron volume can be obtained by
the vector product of the edge; the calculation is shown in formula (3):

Fig. 3 The projection of the
convex hull

Fig. 4 The pentahedron
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VðAA′B′C′Þ= 1
6
×

1 1 1 1
a*1 a*2 a*3 a*4
b*1 b*2 b*3 b*4
L*1 L*2 L*3 L*4

�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

. ð3Þ

In this formula, (a1
*, b1

*, L1
*), (a2

*, b2
*, L2

*), (a3
*, b3

*, L3
*), and (a4

*, b4
*, L4

*) are spatial
coordinates of four vertices of the tetrahedron. The volume of the pentahedron is
shown in formula (4):

VðABCA′B′C′Þ=VðAA′B′C′Þ+VðABCB′Þ+VðACA′C′Þ. ð4Þ

At the same time, judging a tetrahedral edge vector is a right-handed or
left-handed to determine the triangle on the convex hull is upper triangular mesh
surface or lower triangle mesh surface. Take any point of the triangle, and projected
it to the plane, then connect this point and the triangle to form a tetrahedron. When
the edge vector of the tetrahedron is right-handed, it belongs to upper triangular
surface; on the contrary, it belongs to lower triangular surface.

Finally, the volume of convex hull in three dimensions is determined as follows:

VðφðPÞÞ= ∑
m

i
VðΔiÞ− ∑

n

j
VðΔjÞ. ð5Þ

In this formula, V(ϕ(P)) represents the final calculated volume, M represents the
number of pentahedron constituted by the upper triangular surface, and N represents
the number of pentahedron constituted by the lower triangular surface.

Through this algorithm, the final calculated three-dimensional color gamut
volume of this display is V = 837474.168.

Pyramid segmented method is one of the basic methods of three-dimensional
space calculation of the volume of data points [9]. In this paper, we use pyramid
segmented method to calculate the color gamut volume, and compared the calcu-
lating time. The results show that the algorithm of this paper processed the data
faster.

3 Conclusion

When the display device color gamut is analyzed in three-dimensional space, it
requires a lot of experimental test data to analyze and evaluate the color charac-
teristics of the display [10]. Color gamut volume is considered to be one of the
indexes to evaluate the color characteristics of the display; high computational
complexity limits its practical application. When testing a large gamut of data
points, the projected algorithm that proposed in this paper can guarantee the
accuracy of the results at the same time greatly reduce the time used in the
calculation.
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A Multi-scale Image Registration
Algorithm Based on Wavelet Transform

Qingfeng Sun and Jixiang Zhang

Abstract Image registration has been an attractive research area of image pro-
cessing; it has wider applications in many fields such as pattern recognition, image
fusion, computer vision, and other practical problems. Due to the multi-resolution
features, wavelet becomes the focus of research new algorithm and improves the
traditional matching algorithm. Based on the study of traditional Harris corner
detection algorithm, combined with wavelet transform, proposed an image regis-
tration algorithm based on the wavelet edge detection and Harris corner detection.

Keywords Image registration ⋅ Wavelet transform ⋅ Corner detection

1 Introduction

Image registration is the align process in space of overlaying two or more images of
the same scene taken at different times, from different viewpoints, or by different
sensors [1]. It is the key step of image processing technology; it has a wide range of
applications in computer vision, pattern recognition, remote sensing image pro-
cessing, medical image processing, automatic navigation, artificial intelligence, etc.
It is also used in image communication field, but interference management has been
a severe problem in wireless communication [2]. We need to choose a stable
method to enhance anti-interference ability and reduce the amount of computation.

Image registration has a very wide range of methodology, based on the use of the
image information; they can be divided into the method based on image gray-level
information and image feature-based registration method. Among them, compared
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with the method use image intensity information to registration, feature-based
image registration algorithm has less computation, good robustness, adaptability of
geometric distortion, etc.; it is the research focus.

In recent years, combine the traditional registration algorithm with multi-scale
technology to get more efficient, more accurate, more reliable registration algorithm
is a popular research direction; this paper combines wavelet transform and Harris
corner detection; make the classic Harris corner detection algorithm which has a
multi-scale feature and enhance its anti-noise ability.

2 Harris Corner Detection

Harris corner detector is based on the local autocorrelation function of a signal,
where the local autocorrelation function measures the local changes of the signal
with patches shifted by a small amount in different directions. A discrete prede-
cessor of the Harris detector was presented by Moravec [3], where the discreteness
refers to the shifting of the patches.

Given a shift Δx,Δyð Þ and a point x, yð Þ, autocorrelation function is defined as

cðx, yÞ= ∑
W

I½ ðxi, yiÞ− Iðxi +Δx, yi +ΔyÞ�2, ð1Þ

where I ⋅ , ⋅ð Þ denotes the image function and xi, yið Þ are the points in the window
W (Gaussian) centered on x, yð Þ.

The shifted image is approximated by a Taylor expansion truncated to the
first-order terms,

Iðxi +Δx, yi +ΔyÞ≈ I xi, yið Þ+ Ix xi, yið ÞIy xi, yið Þ� � Δx
Δy

" #
, ð2Þ

where Ix ⋅ , ⋅ð Þ and Iy ⋅ , ⋅ð Þ denote the partial derivatives in x and y, respectively.
Substituting approximation equation into c x, yð Þ,

cðx, yÞ= ∑
W

I½ ðxi, yiÞ− Iðxi +Δx, yi +ΔyÞ�2

= ∑
W

I xi, yið Þ− I xi − yið Þ− Ix xi, yið ÞIy xi, yið Þ� � Δx

Δy

" #( )2

= Δx,Δy½ �M x, yð Þ
Δx

Δy

" #
,

ð3Þ

where matrix M(x, y) captures the intensity structure of the local neighborhood.

864 Q. Sun and J. Zhang



Let λ1 and λ2 be the eigenvalues of matrix M(x, y). The eigenvalues form a
rotationally invariant description. There are three cases to be considered:

1. If both eigenvalues are small, the local autocorrelation function is flat (i.e., little
change in M(x, y) in any direction); the windowed image region is of approx-
imately constant intensity.

2. If one eigenvalue is high and the other low, so the local autocorrelation function
is ridge-shaped, then only local shifts in one direction (along the ridge) cause
little change in M(x, y) and significant change in the orthogonal direction; this
indicates an edge.

3. If both eigenvalues are high, so the local autocorrelation functions sharply
peaked, then shifts in any direction will result in a significant increase; this
indicates a corner.

In order to avoid the eigenvalues of a matrix M, it can be used Tr(M) and Det(M)
to replace and indirectly:

Tr Mð Þ= λ1 + λ2 =A+B

Det Mð Þ= λ1λ2 =AB−C2.
ð4Þ

Harris corner responses function with the following:

R=Det−KTr2, ð5Þ

where K is a constant factor, usually between 0.03 and 0.15. Only when the image
pixel value R is greater than a certain threshold, and in eight directions around is
local maximum value, consider the point is a corner.

The Harris corner detector is a popular interest point detector due to its strong
invariance to the influence of camera position and illumination variation [4].

However, it is sensitive to noise, the corner prone to drift at different image
resolutions. In addition, the traditional Harris corner detection operators are not
scale invariant. However, the image feature points often appear in different scales,
and each corner of the scale information is unknown.

Generally, in the larger scale, corner is not easy to accurate positioning, but it
can be better to eliminate false alarms and detect real corners. Conversely, in
smaller scale, the location of corner is more accurate, but the proportion of false
detection will increase. Therefore, it seems necessary and practical to use
multi-scale technology for feature extraction.

3 Wavelet Transform-Based Image Registration

If scale as the camera lens, then, from big to small changes in scale, equivalent to
the camera is from far and near close to the target. Large-scale space corresponds to
observe object under the far lens, reflecting the general overview of objectives;
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small-scale space corresponds to observe target in the close lens, and the details of
the part can be observed. Therefore, scale changes from big to small can achieve the
goal observation from coarse to fine, which is multi-scale (or multi-resolution)
thought.

1. The Basic Theory of Wavelet Transform

One-dimensional continuous wavelet transform definition is

Wf a, bð Þ= 1ffiffiffi
a

p
Z+∞

−∞

f xð Þψ x− b
a

� �
dx, ð6Þ

where a is the scale parameter (corresponding to the frequency information), b is the
shift factor (Corresponding to the space-time information), ψ xð Þ is the wavelet
function, and ψ xð Þ denotes the complex conjugate of ψ xð Þ. If a discretization, let
a=2k, and binary wavelet transform can be obtained as

W2k bð Þ= 1ffiffiffiffiffi
2k

p
Z+∞

−∞

f xð Þψ x− b
2k

� �
dx. ð7Þ

If a, b are all discretization, let b= n2k, then get discrete wavelet transform:

W2k f nð Þ= 1ffiffiffiffiffi
2k

p
Z+∞

−∞

f xð Þψ 2− kx− nð Þ dx. ð8Þ

Two-dimensional wavelet transform has a similar definition. In image process-
ing, discrete wavelet is often used. Compared with Fourier transform, wavelet
transform has time–frequency localization and multi-resolution features can effec-
tively extract required information from a given signal. Through dilation and
translation operations, it can refine the function and signal.

2. Wavelet Transform-Based Image Registration

Generally speaking, image processing is based on wavelet transform, most built
on the wavelet decomposition and reconstruction, the wavelet transform decom-
position of the image automatically to form a pyramid structure; the image infor-
mation is divided into low- and high-frequency part of detail parts, and it is easy for
image feature extraction and utilization [5–8].

The stationary wavelet transform (SWT) is designed to shift-invariant discrete
signal analysis. In a decomposition step, SWT will produce two signals of the same
length. These two signals are called approximate coefficients and detail coefficients.
Unlike the discrete wavelet transform (DWT), these coefficients are not
down-sampled. In contrast, decomposition filters are up-sampled before the next
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step of decomposition. The dyadic decomposition is often used, and the algorithm
is often called “à trous” algorithm In this paper, wavelet-based image registration
algorithm is the choice of stationary wavelet transform.

Combined with multi-scale characteristic of wavelet transform and the Harris
corner detection, get a kind of multi-scale image registration algorithm based on
feature point, and procedure is as follows (Fig. 1):

(1) Decompose reference image and recent image by SWT (choose sym4 wavelet);
it will produce four series coefficients in every decomposition level and the size
of them is the same with the original signal; denote A for approximate coef-
ficient, H for horizontal high-frequency coefficient, V for vertical
high-frequency coefficient, and D for diagonal direction high-frequency
coefficients.

(2) After the wavelet decomposition, use horizontal and vertical direction
high-frequency coefficient (H, V) to get the modulus image:

for i = 1: scale;
Modð: , : , iÞ= sqrtðVð: , : , iÞ.∧ 2+Hð: , : , iÞ.∧ 2Þ; . ð9Þ

(3) To avoid the error caused by the selection of constant factor K, adopt modified
Harris corner response function:

R= I2x * I
2
y − I2xy

� �
̸ I2x + I2y + eps
� �

, ð10Þ

extracted feature point from modulus image that get from the previous step;
(4) According to the correlation criterion to determine the matching point;
(5) Determine the transformation relationship between two images.

4 Simulation Results and Analysis

Use Lena map to analyze the proposed algorithm. Figure 2 shows two images; one
is reference image and the other one is an image wait to registration. Figure 3
shows the match results of the Lena character image at different scales; we can see
(a) (scale = 1) have no error matching pair, Figure (b) (scale = 2) have only one
error pair of matching, and the stability is well, in addition, the repeatability of
match points under two scales is high.

Figure 4 shows that the match results using based on SURF (Speeded Up Robust
Features) operator [9], which have high speed and high stability, have been wide
recognized in feature detection and image registration. Compared with the method
upon in this paper, we can see that the match point pairs in two algorithms have
high degree of coincidence.
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Fig. 1 Framework for wavelet transform-based image registration methodology

Fig. 2 Reference image
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(a) scale = 1

(b) scale = 2

Fig. 3 The match results in different scales using the method proposed

Fig. 4 The match results based on SURF operator
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5 Conclusion

Aim at the scale invariance and anti-noise insufficiency of traditional Harris corner
detection, based on maintain its advantages in rotate, zoom, and so on; combine
with the wavelet multi-scale technology; and propose an image registration algo-
rithm based on wavelet transform. The experimental results show that the method
proposed has high match accuracy at different scales.
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Camera Calibration Based on New Lens
Distortion Model

You Zhai, Xiwei Guo and Deliang Liu

Abstract In the classic two-step technique based camera calibration methods,
pinhole parameters and lens distortion parameters are estimated together. The
calibration results are affected by the coupling of these parameters. Image pixel
coordinate expressed lens distortion models are derived, which are modifications to
existing image physical coordinate expressed lens distortion models and reduce the
coupling between linear parameters and distortion parameters. Camera calibration
method is proposed based on the new distortion models and used to calibrate
binocular vision cameras with a three-dimensional target. The experiment results
show that compared with traditional camera calibration method, the proposed
method is feasible and can efficiently improve calibration accuracy.

Keywords Camera calibration ⋅ Distortion model ⋅ Parameter decoupling ⋅
Binocular vision

1 Introduction

Camera calibration is the process of camera modeling, which is the foundation and
premise of vision measurement. There are two kinds of parameters describing
camera model: pinhole model parameters and lens distortion parameters. The
pinhole model parameters consist of intrinsic parameters and extrinsic parameters.
The intrinsic parameters include focal length, aspect ratio, principal points and skew
factor, which depict the perspective projection transformation from 3D points in the
scene to 2D points in the image. The extrinsic parameters give the position and
orientation of the camera coordinate system with respect to a world (reference)
coordinate system. Due to errors arising from lens design, manufacturing and
assembling, the image coordinates deviate from the ideal image coordinates. The
lens distortion parameters describe the distortion of the lens and give the trans-
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formation from distorted image coordinates to ideal image coordinates. There are
many lens distortion models and most of them model lens distortion in image
physical coordinate system, such as in [1–3].

Pinhole parameters and lens distortion parameters are usually estimated together.
Due to the coupling of these parameters, the calibration results are only optimal for
the calibration targets and are valid to minor scene depth variation. Carlos et al.
proposed methods decoupling lens distortion from pinhole model by nonmetric lens
distortion correction in [4–6]. Nonmetric lens distortion correction is carried out
directly in the image pixel coordinate and therefore we have to deal with lens
distortion model in image pixel coordinate (pixel-LDMs). In the process of non-
metric lens distortion calibration, lens distortion models in image physical coor-
dinate are directly used as pixel-LDMs, such as in [7], which implicitly assumes
square pixels (namely, aspect ratio to be 1). But in fact, due to manufacturing errors,
there is no square pixel. Therefore, non-one aspect ratio should be taken into
account. In short, lens distortion model in image pixel coordinate is not consistent
with distortion model in image physical coordinate.

In order to solve the problem mentioned above, a new camera calibration method
based on pixel-LDMs is proposed. We first analyze the image formation process
and general models in pixel coordinate system are obtained. Then, combining
Faugeras’s calibration method in [8, 9] and pixel-LDMs, a two-step technique
based calibration method is proposed.

2 Pixel Coordinate Expressed Lens Distortion Model

2.1 Camera Modeling

Camera modeling is usually broken into four steps, as is detailed in the following
list.

First, change from world coordinate system Xw = (xw, yw, zw)
T to camera

coordinate system Xc = (x, y, z)T, as shown in Eq. (1). The transformation consists
of a 3 × 3 rotation matrix R and a 3 × 1 translation vector T.

Xc =RXw + T ð1Þ

Second, project 3D points Xc on the image plane obtaining 2D points (xu, yu)
T in

image physical coordinate system using a perspective transformation, as shown in
Eq. (2), where f is focal length.

xu = f
x
z

yu = f
y
z

ð2Þ
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Third, change undistorted image physical coordinate system (xu, yu)
T to distorted

image physical coordinate system (xd, yd)
T by distortion model expressed by

undistorted image points, as shown in Eq. (3). When calibrating a camera, usually
lens distortion model expressed by distorted image points is used, as shown in
Eq. (4). Function G and function L is lens distortion model respectively.

xd, ydð ÞT =G xu, yuð Þ ð3Þ

xu, yuð ÞT =L xd, ydð Þ ð4Þ

Fourth, change from image physical coordinate system (xd, yd)
T to image pixel

coordinate system (ud, vd)
T, as shown in Eq. (5), where dx and dy is the size of each

CCD pixel along horizontal and vertical direction separately. They are usually
provided by manufacturer and λ = dy/dx represents the ratio of the size of CCD
pixel in horizontal and vertical direction, called aspect ratio. Usually it is close to 1,
but due to manufacturing errors it is not equal to 1. (u0, v0) is intersection between
optical axis and image plane, called principal point. It usually coincides with image
distortion center.

ud =
xd
dx

+ u0 vd =
yd
dy

+ v0 ð5Þ

2.2 Derivation of the New Lens Distortion Model

There are many distortion models that can be used in the third step of camera
modeling as shown in [1–5]. These distortion models are all expressed by image
physical coordinate. In nonmetric lens distortion correction, lines and points in the
image are used to build projective invariant constraints to estimate the image dis-
tortion and camera calibration in not a necessary. The correction is done directly in
image pixel coordinate system. This means that pixel coordinate expressed lens
distortion model is needed to model lens distortion. In [6–8], lens distortion models
expressed by image physical coordinate system are adopted as lens distortion
models in image pixel coordinate system directly, which neglects the effect of
non-one aspect ratio λ ≠ 1. Pixel coordinate expressed lens distortion model is
derived using distortion model represented by undistorted image point.

Rearranging Eq. (5) and replacing ud − u0 with ud̄, the following Eq. (6) are
obtained.

ud̄, vd̄ð ÞT = 1 ̸dx 0
0 1 ̸dy

� �
xd, ydð ÞT ð6Þ

Taking Eq. (3) into Eq. (6), Eq. (7) can be get:
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ud̄, vd̄ð ÞT = 1 ̸dx 0
0 1 ̸dy

� �
G xu, yuð Þ ð7Þ

where G(xu, yu) represents function about (xu, yu)
T and ψ represents lens distortion

parameter space. The common used distortion models, such as radial and tangential
distortion model, polynomial distortion model, division model and rational function
distortion model, are all rational polynomials of (xu, yu)

T. Equation (8) gives a
uniform expression of those model.

G xu, yuð Þ= Ψ, xu, yu, ∑ xiu, ∑ y ju, ∑ xpuy
q
u

� �� �
Ψ, xu, yu, ∑ xiu, ∑ y ju, ∑ xpuy

q
u

� �� �
" #

ð8Þ

Taking Eq. (8) into Eq. (7), the following Eq. (9) is obtained.

ud̄, vd̄ð ÞT =
1
dx

Ψ, xu, yu, ∑ xiu, ∑ y ju, ∑ xpuy
q
u

� �� �
1
dy

Ψ, xu, yu, ∑ xiu, ∑ y ju, ∑ xpuy
q
u

� �� �
2
664

3
775 ð9Þ

Making the following mathematical transformation, substitute xu/dx = u − u0
and yu/dy = v − v0 with u ̄ and v ̄. The process is shown in Eq. (10) and finally
Eq. (11) can be obtained.

ud̄, vd̄ð ÞT =

1
dx

Ψ, dx
xu
dx

, dy
yu
dy

, ∑ dix
xiu
dix
, ∑ d j

y
y ju
d j
y
, ∑ dpx

xpu
dpx

dqy
yqu
dqy

" # !

1
dy

Ψ, dx
xu
dx

, dy
yu
dy

, ∑ dix
xiu
dix
, ∑ d j

y
y ju
d j
y
, ∑ dpx

xpu
dpx

dqy
yqu
dqy

" # !
2
666664

3
777775 ð10Þ

ud̄, vd̄ð ÞT =
1
dx

Ψ, dxu ̄, dyv ̄, ∑ dixu ̄
i, ∑ d j

yv ̄
j, ∑ dpxu ̄

pdqy v ̄
q

h i� 	
1
dy

Ψ, dxu ̄, dyv ̄, ∑ dixu ̄
i, ∑ d j

yv ̄
j, ∑ dpxu ̄

pdqy v ̄
q

h i� 	
2
664

3
775 ð11Þ

Because Gx and Gy represent rational polynomial of (xu, yu)
T, 1/dx, 1/dy, dx and

dy can be coupled with coefficient of rational polynomial. Meanwhile taking λ = dy/
dx into Eq. (11), the following equation can be obtained.

u ̄d, vd̄ð ÞT = Ψ, u ̄, λv ̄, ∑ uī, λ∑ v ̄ j, ∑ u ̄pvq̄½ �ð Þ
Ψ, 1

λ u ̄, v ̄,
1
λ∑ uī, ∑ v ̄ j, ∑ u ̄pvq̄

� �� �� �
ð12Þ
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Similarly, we can get general distortion model expressed by distorted image
pixel coordinate as shown in Eq. (13).

u ̄, v ̄ð ÞT = Φ, u ̄d, λvd̄, ∑ u ̄id, λ∑ v ̄ jd, ∑ u ̄pdv ̄
q
d

� �� �
Φ, 1

λ ud̄, vd̄,
1
λ∑ uīd, ∑ v ̄ jd, ∑ u ̄pdv ̄

q
d

� �� �
" #

ð13Þ

Equations (12) and (13) give general image pixel coordinate expressed lens
distortion model. According to Eqs. (12) and (13), we can easily rewrite image
physical coordinate expressed lens distortion models to obtain their correspondent
image pixel coordinate expressed lens distortion models, which are often used in
nonmetric distortion calibration. For example, Eqs. (14) and (15) are distorted
image pixel coordinate expressed radial and tangential distortion model and divi-
sion model, where the following substitution is used: k1dx

2 = k1, p1dx = p1,
p2dx = p2, s1dx = s1, s2dx = s2.

u ̄= ud̄ 1+ k1 u ̄2d + λ2v ̄2d
� �� �

+ p1ð3u ̄2d + λ2v ̄2dÞ+2p2λud̄vd̄ + s1 u ̄2d + λ2v ̄2d
� �

v ̄= vd̄ 1+ k1 u ̄2d + λ2v ̄2d
� �� �

+ p2ðu
2̄
d

λ
+3λv ̄2dÞ+2p1ud̄vd̄ + s2

u2̄d
λ

+ λv ̄2d


 �
8><
>: ð14Þ

u ̄=
ud̄

1+ k1 u2̄d + λ2v2̄d
� �

v ̄=
v ̄

1+ k1 u2̄d + λ2v2̄d
� �

8>><
>>: ð15Þ

A special case is logarithmic fish eye lenses distortion model, as shown in
Eq. (16), which is not a rational function of (xd, yd)

T, but the substitution shown in
the first part of Eq. (13) can be also applied. Its correspondent lens distortion model
represented by distorted image pixel coordinate is shown in Eq. (17), where s = s/
dx, ρ = ρ × dx.

ru = s log 1+ ρrdð Þ ð16Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2̄ + λ2v2̄

p
= s log 1+ ρ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u ̄2d + λ2v2̄d

q
 �
ð17Þ

By observing Eqs. (12) and (13), it can be inferred that the difference between
image pixel coordinate expressed lens distortion model and image physical coor-
dinate expressed lens distortion model is caused by aspect ratio λ. The effect of λ to
lens distortion is taken into account by explicitly including it in our general image
pixel coordinate expressed lens distortion model, which can deal with both λ = 1
and λ ≠ 1 cases. With the improvement of CCD manufacturing technique, the
square pixel can be well guaranteed. This means λ is close to 1, but taking λ ≠ 1
explicitly into account will definitely improve the accuracy of lens distortion model.
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Besides, it further reveals the interrelationship between intrinsic parameters and
lens distortion, which is useful for reduce the effect of the intrinsic parameters to
lens distortion model parameters.

3 Camera Calibration

A 3D target based camera calibration method is proposed based on the new lens
distortion model. After 3D scene control points Xw = (xw, yw, zw)

T and their cor-
respondent imaging points (ud, vd)

T are obtained, the Faugeras’s method and the
new distortion model are combined together to calibrate camera intrinsic, extrinsic
and distortion parameters.

3.1 Pinhole Model Calibration

Camera pinhole model include intrinsic and extrinsic parameters and the pinhole
model are calibrated by Faugeras’s method as shown in the following equations, for
more detail in [8].

M =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2
31 +m2

32 +m2
33

p M ð18Þ

u0 =m1mT
3

v0 =m2mT
3

(
,

αx =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1mT

1 − u20

q
αy =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2mT

2 − v20

q
8><
>: ð19Þ

r11 r12 r13½ �= sgn × m1 − u0m3
αx

r21 r22 r23½ �= sgn × m2 − v0m3
αy

r31 r32 r33½ �= sgn × m3

8<
: ,

tx = sgn ×
m14 − u0m34

αx

ty = sgn ×
m24 − v0m34

αy

tz = sgn × m34

8>>>><
>>>>:

ð20Þ

mi (i = 1, 2, 3) represents the ith row of projection matrix M; mjk represents the jth
row and the kth column (j = 1, 2, 3, k = 1, 2, 3, 4) of projection matrix M; sign is
sign function and the sign of the function depends on the camera’s position relative
to the z axis of the world coordinate system. If the camera locates in the positive
direction of the z axis, the sign of the function is positive, otherwise sign is neg-
ative. Then SVD (Singular Value Decomposition) can be used to improve accuracy.
The Euler angle (a, b, c) can be decomposed from the elements (rij) of the rotation
matrix.
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3.2 Lens Distortion Model Calibration

As mentioned above, the pinhole model parameters can be calibrated by Faugeras’s
method. The initial value of pinhole camera parameters can be used to calibrate the
lens distortion model. When calibrating lens distortion model, the pixel coordinate
expressed radial and tangential distortion model is used, as shown in Eq. (14). The
procedure to compute the lens distortion model is shown below.

First, least square method is used to estimate the initial value of the lens dis-
tortion parameters. Reproject the 3D scene control points with initial pinhole
camera parameters and the reprojection image points (ui, vi) can be obtained. Then
compute the errors between reprojection image points (ui, vi) and the actual image
points (udi, vdi) according to Eq. (21).

δui = ui − udi = u0 + αx
r11xwi + r12ywi + r13zwi + tx
r31xwi + r32ywi + r33zwi + tz

− udi

δvi = vi − vdi = v0 + αy
r21xwi + r22ywi + r23zwi + ty
r31xwi + r32ywi + r33zwi + tz

− vdi

8<
: ð21Þ

Rearrange Eqs. (14) and (22) is obtained, where (δui, δvi) is related with
distortion parameters and ud̄i = udi − u0, v ̄di = vdi − v0

δui = k1ud̄i u2̄di + λ2v2̄di
� �

+ p1ð3u2̄di + λ2v2̄diÞ+2p2λud̄ivd̄i + s1 u2̄di + λ2v2̄di
� �

δvi = k1vd̄i u2̄di + λ2v2̄di
� �

+ p2ðu ̄
2
di
λ +3λv2̄diÞ+2p1ud̄ivd̄i + s2

ū2di
λ + λv2̄di

� 	(
ð22Þ

According to Eqs. (21) and (22), two linear equations about the lens distortion
parameters can be obtained. When N (N > 3) pairs of such equations are computed,
least square method can be used to estimate the initial value of the lens distortion
parameters. When computing, the value of (u0, v0) and λ = αy/αx is obtained from
Eq. (19).

Second, fixing the initial value of the pinhole parameters, LM algorithm can be
used to improve the accuracy of the lens distortion parameters. The object function
for LM optimization is shown in Eq. (23).

f k1, p1, p2, s1, s2ð Þ= Dui,Dvið Þ ð23Þ

Where (Dui, Dvi) can be computed according to Eq. (24).

Dudi = αx
r11xwi + r12ywi + r13zwi + tx
r31xwi + r32ywi + r33zwi + tz

− uī

Dvdi = αy
r21xwi + r22ywi + r23zwi + ty
r31xwi + r32ywi + r33zwi + tz

− vī

8<
:
uī = ud̄i 1+ k1 u2̄di + λ2v2̄di

� �� �
+ p1ð3u2̄di + λ2v2̄diÞ+2p2λud̄ivd̄i + s1 u2̄di + λ2v2̄di

� �
vī = vd̄i 1+ k1 u2̄di + λ2v2̄di

� �� �
+ p2ðu ̄

2
di
λ +3λv2̄diÞ+2p1ud̄ivd̄i + s2

ū2di
λ + λv2̄di

� 	(

ð24Þ
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Third, LM algorithm is used to optimize all the parameters including intrinsic,
extrinsic and lens distortion parameters, and the object function is shown in
Eq. (25).

f αx, αy, u0, v0, a, b, c, tx, ty, tz, k1, p1, p2, s1, s2
� �

= Dui,Dvið Þ ð25Þ

4 Experimental Results and Analysis

Experiments are carried out to verify the feasibility and accuracy of the proposed
method and the proposed method is compared with several classic calibration
methods, such as Faugeras’s method in [8], Weng’s method in [10]. The proposed
method is used to calibrate binocular vision cameras and the stereo images of a 3D
calibration target captured by the binocular vision system are shown in Fig. 1. The
target contains 90 coded markers and the 3D position of the markers is known.
Coded marker can be used to accelerate the recognition procedure of the 3D target.

The value of each parameter cannot reflect the accuracy of the method. Hence,
reprojection errors and 3D measurement errors are used to evaluate different
methods.

Table 1 and Table 2 show the reprojection errors for calibration results of left
and right camera respectively. Reprojection errors reflect the consistence between
calibration results and the actual 3D to 2D mapping. From Tables 1 and 2, the
reprojection errors of the proposed method are smallest and the mean and standard
deviation are both less than 0.2 pixels.

(a) left (b) right

Fig. 1 Stereo images of 3D calibration target

Table 1 Reprojection errors
of the left camera

Params\Method Proposed Fagera’s Weng

RES Mean/pixel 0.1527 0.1796 0.1824
Std/pixel 0.1070 0.1218 0.1088
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3D coordinates can be computed using binocular cameras and the 3D mea-
surement results are shown in Table 3. The 3D measurement errors of the proposed
method are also smallest in the three methods.

From the results above, it can be referred that the accuracy of the proposed
method is better than the other two methods and the proposed method is feasible.

5 Conclusion

In this paper, a camera calibration method based on 3D calibration target is pro-
posed, which utilizes a new lens distortion model. The new model is expressed in
image pixel coordinates. It is derived from the image physical coordinate expressed
lens distortion models. The effect of λ to lens distortion is taken into account by
explicitly including it in our general image pixel coordinate expressed lens dis-
tortion model, which can deal with both λ = 1 and λ ≠ 1 cases. With the new
model, a two-step camera calibration method is proposed. First, Faugera’s method
is used to estimate the pinhole model. Second, least square method and LM method
is used to compute the lens distortion model. Experiment results show that the
proposed method is feasible and are high in accuracy.
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A Wavelet Transform-Based Image
Mosaic Algorithm

Qingfeng Sun and Hao Yang

Abstract From the basis of studying in SIFT (Scale-Invariant Feature Transform)
operator and wavelet transform, a multi-scale image mosaic algorithm is proposed.
The proposed mosaic algorithm maintains the advantage that SIFT operator is
invariant to scaling and rotation transformations, combining with the wavelet
transform image fusion method, it enhance the anti-noise ability, maintains a certain
stability to brightness change, improved the joint effect.

Keywords SIFT operator ⋅ Image mosaic ⋅ Wavelet transform

1 Introduction

Image mosaic is a integral image technology, through a series of operations include
space registration, image transform, resampling, and image fusion, split two or
more image which have overlapping portions into a large seamless image [1].

Image mosaic has a very wide range of applications, such as computer vision,
resolution enhancement, medical imaging, and so on. Commonly, mosaic involves
3 steps: image preprocessing, image registration, image fusion. Image registration is
one of the most important and foundation step which use to estimate the geometric
transformation relationship of a set of images. Then, reproject the image in a big
background merging both the overlapping portions and no overlap ones. The next
step is to the discontinuities in the boundary between two images.
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In recent years, many researchers proposed a lot of methods in image registration
and fusion. Compared with many traditional registration algorithms, feature-based
method such as SIFT and SURF detectors proved to be more efficient, more
accurate, more reliable registration algorithm. This paper combines wavelet trans-
form and SIFT operator, proposed an image mosaic algorithm.

2 Image Registration Based on SIFT

Image registration is the align process in space of over laying two or more images
of the same scene taken at different times, from different view points, or by different
sensors [1]. Image registration based on SIFT first finds the corresponding feature
points of the overlapping parts of the two images, then calculated the transformation
relation between the images by using these features, and then transformed the two
images into the same coordinate system.

SIFT operator, called the scale-invariant feature transform, proposed by Lowe
[2, 3], which is an image local feature descriptor based on the scale space theory.
SIFT feature points on the image have invariance to scale and rotation, scaling,
strong noise resistance characteristics.

1. Feature detection

Using Gauss’s function as the convolution kernel to construct the scale space
function.

Take I(x, y) to be input image, two-dimensional Gauss kernel function is
defined as

G x, y, σð Þ= 1
2πσ2

e− x2 + y2ð Þ ̸2σ2 ð1Þ

Then build Gauss Pyramid:

L x, y, σð Þ=G x, y, σð Þ * I x, yð Þ ð2Þ

In order to detect the location key points in the scale space effectively, Lowe
proposed to construct DoG (Difference of Gaussian) Pyramid by Gauss differential
convolution (Fig. 1).

Dðx, y, σÞ= ðGðx, y, kσÞ−Gðx, y, σÞÞ * Iðx, yÞ= Lðx, y, kσÞ− Lðx, y, σÞ ð3Þ

After establishing DoG scale space, in order to find its extreme points, compare
each of the sampling points with all the 26 adjacent points of it, to ensure that in the
scale space and the 2D image space are detected extreme point, then choose the
point when it is the smallest or largest one. The points selected in this step are as the
candidate points.
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2. Feature point description

For each feature point x, yð Þ, its gradient m x, yð Þ and direction θ x, yð Þ are cal-
culated as follows:

m x, yð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L x+1, yð Þ−L x− 1, yð Þð Þ2 + L x, y+1ð Þ−L x, y− 1ð Þð Þ2

q

θ x, yð Þ= tan− 1 L x, y+1ð Þ− L x, y− 1ð Þð Þ ̸ L x+1, yð Þ− L x− 1, yð Þð Þ
ð4Þ

Among them, the L value is the size of each feature point.
Feature points as the center, take the 16 * 16 window, divided into 4 * 4 sub

regions, each region through the gradient histogram statistics 8 directions, forma-
tion a 128 dimensional feature vector.

3. Feature point matching

SIFT operator feature points on the image have scale and rotation, scaling
invariance, strong noise resistance characteristics. The feature points extracted by the
traditional SIFT operator are invariant to rotation, scaling, translation, light, and so on.
However, the SIFT operator is 128 dimensional, it has large computational com-
plexity. Aiming to overcome the short comes of the high dimension of SIFT operator,
the domestic and foreign research scholars try to improve it, in order to keep the good
characteristics of the original operator, as far as possible to reduce its dimension,
reduce the amount of computation. In these studies, PCA-SIFT [4] and GLOH [5] are
more representative, each has its own characteristics, and are using PCA (Component
Analysis Principal) technology to achieve dimension reduction processing.

In this paper, we use PCA technology to reduce the dimension to get a fast result.
Then use the ratio of the nearest neighbor Euclidean distance feature points and the
next nearest neighbor Euclidean distance of the feature point to get the matching
points. Finally, use RANSAC (random sample consensus) algorithm [6] to remove

Fig. 1 Scale space
construction of SIFT operator
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the false matching points. There have a special application in railway station that
need image communication. The rapid growth of train speed make the packet data
communication mode based on TCP/IP unable to deal with communication han-
dover and other problems [7]. So we need to reduce the amount of computation.

3 Wavelet Transform-Based Image Fusion

Any pair of adjacent image cannot be exactly the same in the acquisition conditions.
Therefore, for the same image, some characteristics in the two images showed not
exactly the same. Image mosaic gap appear in the image when one image region
transitions to another region, some relevant characteristics of the image has been
changed by the jump. Image fusion is to make the splicing gap between the image
not obvious, stitching more natural. Direct registration between the images will
have a clear joint, at this time, it need to be smooth at the seams, that is image
fusion. Image fusion is generally divided into three levels: Pixel level, feature level,
symbol decision level. There are many image fusion methods in practical appli-
cation, such as weighted pixel fusion method, hierarchical fusion method and time
domain fusion, frequency domain fusion. In this paper, we choose wavelet based
multi-scale decomposition and fusion.

1. Wavelet transform

One-dimensional continuous wavelet transform is as follows:

Wf a, bð Þ= 1ffiffiffi
a

p
Z+∞

−∞

f xð Þψ x− b
a

� �
dx ð5Þ

where, the definition of wavelet transform is let a shift wavelet function ψ xð Þ inner
product with signal f(x) which to need be analyzed in different scale among the
formula, a is scale parameter, b is shift factor.

Wavelet transform applied in the field of image processing, mainly because of its
decomposition and reconstruction. Through wavelet transform, we can get image
information in different scales, high-frequency details and low-frequency overview,
its convenient to deal with separately. In addition, through the reconstruction, we
can get the image reappear. Especially after the propose of Mallat algorithm [8],
wavelet transform began to be one of the most useful and quickly method in image
processing.

2. Image fusion use wavelet transform

In recent years, with the development of wavelet theory and its application,
wavelet multi-resolution decomposition is applied to image fusion. The wavelet
transform-based method has the following advantages:
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(1) Reconstruction ability well, ensure the signal without information loss and
redundant information in the decomposition process;

(2) Image is decomposed into a average images and details image, representing the
different structure of the image, and is easy to extract the structure and detail
information of the original image.

(3) With a fast algorithm, its easy and fast to realization.

From the result of SIFT match, we can get the overlap part (AB) of two original
image (image A and image B) and get a match image (C), then, use wavelet
transform decomposition each images, for the low-frequency coefficients, using the
method of weighted mean to fusion, for the high-frequency coefficients, use
absolute value fusion rules, then using inverse wavelet transform to reconstructed
the image, get mosaic image.

4 Simulation Results and Analysis

Mosaic algorithm steps:
First, feature extraction. Use SIFT operator to extract the feature points of two

images (image A and image B), then, adopt nearest neighbor (NN) algorithm to
match the image, use RANSAC method to eliminate the error matching point pair.

Second, image registration. Calculate the transform parameters between two
images, determine the transformation relationship between the images, get a pre-
liminary stitching result.

Finally, use wavelet transform fusion method to eliminate the mosaic trace.
Use two maps to analyze the proposed algorithm, Fig. 2 gives two images taken

at different angles. Figure 3 shows the match results using SIFT descriptor, get 54
pairs of matching points, the stability is well, almost no error matching pair. In
Fig. 4, we can see the final mosaic result using wavelet transform method, the edge
treatment effect is better.

Fig. 2 Two original images
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5 Conclusion

Combine SIFT-based image registration method with wavelet multi-scale tech-
nology, proposed an image mosaic algorithm. The experimental results show that
the method proposed has high speed and good effect.

Acknowledgements Project fund: 1. Young teachers development and support program (project
number: 2015yjzr028); 2. Anhui Quality engineering project:specialty of industrial robot (project
number: 2015tszy080); 3. Virtual simulation experimental teaching center for industrial robot
(project number:2016xnzx007).

References

1. B. Zitova, J. Flusser, Image registration methods: a survey. Image Vis. Comput. 21, 977–1000
(2003)

2. D.G. Lowe, Object recognition from local scale-invariant features, in International Conference
on Computer Vision, vol. 2 (1999), pp. 1150–1157

Fig. 3 The match result based on SIFT operator

Fig. 4 Image mosaic result

886 Q. Sun and H. Yang



3. D.G. Lowe, Distinctive image features from scale-invariant key points. Int. J. Comput. Vis. 60
(2), 91–110 (2004)

4. Y Ke, R. Sukthankar, PCA-SIFT: a more distinctive representation for local image descriptors.
Comput. Vis. Pattern Recogn. 511–517 (2004)

5. K. Mikolajczyk, C. Schmid, A performance evaluation of local descriptors. IEEE Trans.
Pattern Anal. Mach. Intell. 27(10), 1615–1630 (2005)

6. M. Fischler, R. Bolles, Random sample consensus: a paradigm for model fitting with
application to image analysis and automated cartography. Commun. ACM 24, 381–385 (1981)

7. Z. Li et al., NDN-GSM-R: a novel high-speed railway communication system via Named Data
Networking. EURASIP J. Wirel. Commun. Netw. 2016, 48 (2016)

8. S. Mallat, A compact multiresolution representation: the wavelet model, in Proceedings of
IEEE Workshop Computer Vision (1987), pp. 2–7

A Wavelet Transform-Based Image Mosaic Algorithm 887



An Effective SURE-Based Wiener Filter
for Image Denoising

Xiaobo Zhang

Abstract The Wiener filter is widely used for image denoising. Although good
performance can be obtained, the parameters such as the sizes of window and etc.
still limit the performances of algorithm. To deal with this problem, the Stein’s
unbiased risk estimate (SURE) approach has been used in related methods.
Although the proposed method employs the SURE strategy, unlike previous
approaches the interscale and intrascale information of wavelet coefficient is
adopted to improve the Wiener filter. Compared to the related state-of-the-art
wavelet-based algorithms, the proposed method shows good performance but very
simplicity.

Keywords Image denoising ⋅ Wiener filter ⋅ Stein’s unbiased risk estimate
(SURE)

1 Introduction

Noise removal for images has received considerable attention in last several decades.
The improved Wiener filter methods have produced substantially outstanding per-
formances. For example, under the frame of Wiener filter, Dabov et al. [1] proposed
a collaborative image denoising algorithm by patch matching and sparse 3D trans-
form (BM3D); Zhang et al. developed two-stage image denoising scheme by
exploiting principal component analysis with local pixel grouping (LPG-PCA) [2].
Although these methods obtain excellent performances, their implementations are a
little complex. At this time, inspired by anisotropic diffusion (AD) method [3], the
multiple-step local Wiener filter algorithm (MSLWF) [4] was designed based on
wavelet transform. Although the MSLWF obtains the desired results, it did not take
advantage of parent coefficient so that the performance is limited. For this, this paper
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presents a new design of Wiener filter. The stein unbiased risk estimate (SURE) is
used to determine the form of new threshold function (SURE-Wiener). To effec-
tively and fairly demonstrate the performance of SURE-Wiener, as with MSLWF,
the proposed method operates in dual tree complex wavelet transform (DT-CWT)
domain since its approximate shift invariance and better directional selectivity [5].
Although the SURE strategy has been used to improve the Wiener filter [6–8], the
novelty of the proposed method lies in that the interscale and intrascale information
of wavelet coefficient is fully employed in the design of algorithm.

The rest of this paper is organized as follows. Section 2 presents the proposed
denoising algorithm. Section 3 presents experimental results. Section 4 concludes
the paper.

2 The Proposed Method

In this section, the denoising of an image contaminated by white Gaussian noise
with zero mean and variance σ2n will be done. Since DT-CWT is used, in each
subband the complex wavelet coefficient of noisy image can be formulated as:

yi, j = xi, j + ni, j ð1Þ

where yi, j is the noisy wavelet coefficient, xi, j is the true coefficient satisfying
conditionally independent zero-mean Gaussian distribution and the variances are
independent and identically distributed and local strongly correlated random vari-
ables, and ni, j can also be approximately considered as the noise which is Gaussian
distribution with zero mean and variance σ2n and independent of xi, j. So, as with [4],
it is possible that restoring the clean wavelet coefficients by employing Wiener
filter. In the following, the proposed algorithm is described in detail.

2.1 Shrinkage Function Using Intrascale and Interscale
Information of Wavelet Coefficient

In order to use the information of neighboring coefficients in the process of
denoising, one uses the following Wiener shrinkage:

y ̂i, j =ωi, jyi, j ð2Þ

where

ωi, j =
maxðqi, j − λσ2n, 0Þ

maxðqi, j − λσ2n, 0Þ+ λσ2n
ð3Þ
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Equation (3) is taken from [7, 8], the λ is used to tune denoising amount. The qi, j
is obtained by averaging the squared values of coefficients in a window centered at
ði, jÞ, according to the following way:

qi, j =
1

ð2R+1Þ2 ∑
R

k1= −R
∑
R

l1= −R
y2i− k1, j− l1 ð4Þ

In the following, for ease of notation, one arranges the noisy wavelet coefficient
matrix with yi, j and xi, jð1≤ i≤M, 1≤ j≤NÞ into the vector form with ys and
xsð1≤ s≤MNÞ, respectively. So, the subscript i, j of all symbols is substituted with s.

As with [8], the thresholding function incorporating intrascale information is
expressed as:

ψðysÞ= αys + βy ̂s ð5Þ

where α and β are parameters to be set in the test.
Now, let yps denote the value of the parent coefficient corresponding to the noisy

coefficient ys. As with [9], the parent coefficient function

f ðyps Þ= e− ðyps Þ2 ̸ð2T2Þ ð6Þ

is used as a discriminator between High Signal-to-Noise Ratio (SNR) wavelet
coefficients and low SNR wavelet coefficients. T is set to

ffiffiffi
6

p
σ. By joining the

interscale predictor (6) and intrascale estimator (5), the new Wiener filter denoising
function is expressed as:

θðysÞ= e− ðyps Þ2 ̸ð2T2Þða1ys + a2yŝÞ+ ð1− e− ðyps Þ2 ̸ð2T2ÞÞða3ys + a4yŝÞ ð7Þ

where linear parameters akð1≤ k≤ 4Þ are solved for by minimizing the mean square
error (MSE) estimate, the detail descriptions are presented in Sect. 2.3. In (7), let

φ1ðysÞ= yse− ðyps Þ2 ̸ð2T2Þ, φ2ðysÞ= yŝe− ðyps Þ2 ̸ð2T2Þ, φ3ðysÞ= ysð1− e− ðyps Þ2 ̸ð2T2ÞÞ and

φ4ðysÞ= yŝð1− e− ðyps Þ2 ̸ð2T2ÞÞ, and then (7) can be reformulated as:

θðysÞ= ∑
4

k =1
akφkðysÞ ð8Þ

2.2 Denoising Algorithm

The denoising algorithm is as follows:

(1) Perform a J level DT-CWT to the original noisy image.
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(2) For each subband (except the low-pass residual), compute the interscale pre-
dictor yps

� �
by expanding the parent by a factor two. At the same time, in order

to increase the homogeneity inside the regions of similar coefficients, Gaussian
smoothings are used in wavelet parent coefficients and in output of Wiener filter
of wavelet coefficients using (2).

(3) Compute the estimated value θðysÞ according to (8).
(4) Reconstruct the denoised image from the processed subband and the low-pass

residual.

2.3 Choice of Parameters and Analysis of Performance

The proposed new Wiener filter (SURE-Wiener) (8) is similar in form to the
thresholding function in SURE-LET in [9]. So, as with [9], the SURE approach is
used to determine the weight factor of the proposed thresholding function.

In practice, the following random variable:

ε ̃=
1

MN
∑
MN

s=1
θ2ðysÞ− 2ysθðysÞ+2σ2θ′ðysÞ
� � ð9Þ

is used to represent an unbiased estimator of the MSE. Introducing (8) into the
estimate of the MSE and performing differentiations over ak, obtaining for all k

∑
4

l=1
⟨φkðyÞφlðyÞ⟩|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Qk, l

al − ⟨yφkðyÞ− σ2φ′

kðyÞ⟩|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ck

=0 ð10Þ

These equations can be summarized in matrix form as Qa= c, where a=
a1, a2, a3, a4½ �T and c= c1, c2, c3, c4½ �T are vectors of size K ×1, and Q=
Qk, l½ �1≤ k, l≤ 4 is a matrix of size 4 × 4. This linear system is solved for a by

a=Q− 1c ð11Þ

which lets the thresholding function adaptive to the different subbands.
In practice, as with [8], the θ′ðysÞ is computed as

θ′ðysÞ= e− ðyps Þ2 ̸ð2T2Þða1 + a2ωsÞ+ ð1− e− ðyps Þ2 ̸ð2T2ÞÞða3 + a4ωsÞ ð12Þ

In above, φ2ðysÞð Þ′ =ωse− ðyps Þ2 ̸ð2T2Þ and φ4ðysÞð Þ′ =ωsð1− e− ðyps Þ2 ̸ð2T2ÞÞ. In the
test, λ is set to 1.33 by hand. And the sizes of square window are taken as 7 × 7,
3 × 3, 3 × 3, 3 × 3, 3 × 3 in turn from the finest scale to the coarsest scale
(J =5) also by hand.
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3 Experimental Results

In this section, the results of two closed methods such as UWT SURE-LET [10] and
SURE-NeighShrink [6] are used to compare. The result of the state-of-the-art
MSLWF [4] employing Wiener filter are also presented to verify the effectiveness
of the proposed method. One has tested stand 8-bit grayscale images such as Lena
and Barbara (size 512 × 512), corrupted by simulated additive Gaussian noise at
three different power levels σ ∈ ½15, 20, 25�. The parameters for all kinds of
methods have been set in term of the values given by their respective authors in the
corresponding papers. These comparisons were reliable because that the various
authors have provided their respective Matlab source codes on the related websites.

In the test, assume that the noise variance is known for all methods. The PSNR
measure is used to evaluate the performance of all methods. Let τ, υ and η denote
the original, the denoised image and the number of pixels, respectively. The PSNR
in decibels is given by

PSNR=10 log10 2552 ̸
1
η
∑
γ
ðτγ − υγÞ2

 ! !
ð13Þ

Table 1 summarizes the results obtained. It can be seen that the proposed method
gets higher PSNRs compared to MSLWF, SURE-NeighShrink and UWT
SURE-LET.

The computational burden of the filters is measured by CPU time of obtaining
optimal PSNR provided those methods are denoising the same image on the same
computer. From Table 2, it can be seen that the proposed SURE-Wiener takes the
least time in three SURE methods. Although the computational time with
SURE-Wiener is more than that of MSLWF by 1.19 s, the high PSNRs obtained by
the proposed filter justify this amount of the high computational burden.

Table 1 The PSNRs (in dB) presented by the different noise levels

σ 15 20 25 15 20 25
Method Lena Barbara

MSLWF 33.68 32.42 31.44 31.72 30.18 29.01
SURE-NeighShrink 33.58 32.30 31.25 31.63 30.07 28.88
UWT SURE-LET 33.33 32.08 31.11 30.15 28.44 27.17
SURE-Wiener 33.79 32.54 31.55 31.72 30.18 29.02

Table 2 Computational burdens (second) for different denoising methods

Method UWT SURE-LET SURE-NeighShrink MSLWF SURE-Wiener

Unite of time 7.75 48.70 1.92 3.11
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Fig. 1 Comparison of the restoration results from the different methods. Zoom into file for a
better view. a Original Lena image; b noisy image (σ =25); c–f shows restored Lena images using
MSLWF, SURE-NeighShrink, UWT SURE-LET and proposed SURE-Wiener, respectively
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In addition, it is noted that the proposed method does not sacrifice the visual
performance of denoised images. Figure 1 shows the comparison between several
methods when applied to the noisy Lena image with noise standard deviation 25. It
can be seen that the results with UWT SURE-LET are worst. And other methods
achieve similar results. The details such as fairs and so on are preserved well.
Although the visual differences are very subtle, it still can be found that there exist
more artifacts in the results of MSLWF and SURE-NeighShrink in the smooth
regions compared to the proposed method.

4 Conclusion

In this paper, an effective image denoising algorithm is proposed. It is based on an
integration of the local Wiener filter, DT-CWT and the interscale and intrascale
information of wavelet coefficient. This method can be considered as supplemen-
tary of the Wiener filter method by employing SURE strategy. The tests show the
proposed method obtains the desired performance compared to related algorithms.
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Simulation Analysis and Improved Design
of the Control System of a Certain Missile

Xiwei Guo, Shen Zhao, Peng He and Jianhua Xie

Abstract To validate the performance of a certain type of anti-tank missile under
altiplano environment, the operate principle of control system is analyzed first, and
then the simulation model based on Simulink is established. The stability and
dynamic performance of the missile is analyzed through the curve of flight and
attack angle. Toward the instability of control system under altiplano environment,
the emendation network is designed, and it is testified that the stability of control
system is improved.

Keywords Anti-tank missile ⋅ Control system ⋅ Simulation analysis

1 Introduction

Certain type of anti-tank missile is mainly used to attack the armor target and other
fortifications in plain area. It is crucial to analyze and validate the working per-
formance of the control system, to the demand of combat mission at high altitudes
[1]. The truth data of the performance can be acquired by flight test, but the test
method involves the expense limitation and environment condition restriction, so it
is impossible to obtain the all required data by launching mass expensive missile,
nor to acquire the true data in different test conditions [2]. While the method by
computer simulation take the advantage of expense/cost saving comparatively [3].
The paper adopts the simulation method to analyze the working performance of the
anti-tank missile control system and proposes the improving method to the existent
problem.
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2 Modeling of the Control System

The control and guide equipment of the missile implement the guidance trajectory
in three-point method. The shooter manipulates the elevating and traversing
mechanism continually after the missile launched, to control cross-mark on the
aiming mirror aim at the target. In the flight course, the shooter must observe flight
state of the missile and guide it to the target. The guide equipment measures the
angular deviation of the missile with the line-of-sight, and brings forward the
control instructions, which is used to guide and control the missile to the
line-of-sight. The course of guidance is equivalent to the process of measuring and
eliminating the angular deviation [4–7].

As the key components of the whole system, the control and guide equipment of
certain type of missile is constitutive of three main mechanisms (goniometer,
control box, and the missile body), including nine functional modules (angle
measurement block, amplitude limitation block, range transform block, overshoot
network block, gravity compensating instruction block, nonlinear control block,
missile body, movement block and the view angle transform bock) [8]. The
framework of the functional modules is denoted in Fig. 1.

The flight trajectory model of the controlled missile can be established based on
the framework. Some blocks could be simplified considering the complexity of the
true system. According to analysis measure of the control system, the missile body
in pitch channel is simplified into second-order mode, and the transfer functions of
the missile body and attack angle can be obtained. The transfer function of the input
instruction to the inclination angle change of the flight trajectory is derived as [8]

W Θ̇
K sð Þ= kΘ̇Kω

2
n

s2 + 2ξωns+ω2
n

ð1Þ

The block shown in Eq. (1) is named as the missile body block commonly. The
transfer function of attack angle α with the input is
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Fig. 1 Framework of the control and guide equipment
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Wα
K sð Þ= kαKω

2
n

s2 + 2ξωns+ω2
n

ð2Þ

where, ωn =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + a1a4

p
is the inherent frequency, kΘ̇K ≈ a3a4

a2 + a1a4
and kαK ≈ a3

a2 + a1a4
are amplification coefficients, and ξ= a1 + a4

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + a1a4

p is the relative damping coefficients,

respectively [9]. Further, parameters a1, a2, …, a5 are the dynamical coefficients of
the pitching movement, with unit s−1.

The simulation model of the whole system based on Simulink can be imple-
mented in the form shown in Fig. 2.

3 Simulation and Analysis

According to the index demands such as the running speed of the system and
precision, the fourth-order Runge–Kutta method is adopted to calculate the inte-
grator. The simulation step and initial value are setup, and the simulation result of
the curve of flight and attack angle are analyzed further.

3.1 Characteristic of the Flight

The flight course is simulated, with altitude of 4500 m and stationary target distance
at 2500 m. The curve of the flight track on vertical plane, or the position of the
center of gravity vary with time is exhibited in Fig. 3.

According to the simulation result, with the current altitude and parameter setup,
the missile falls down at 8.41 s. Besides, the vibration of the curve shows that the

Fig. 2 Simulation model of the whole system
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flight stability is badly within the whole 13 s simulation course. The vibration is
violent especially after the simulation runs after 4 s, and the height diversity shocks
with 5 m maximal. It can be concluded that the missile is probably out of control
with such flight fluctuation.

3.2 Characteristics of the Attack Angle

The curve of the attack angle throughout the simulation process, shown in Fig. 4, is
investigated further to analyze the cause of falling down. It is visible that the attack
angle behaves a divergent trend, especially after the simulation runs after 4 s. The
maximum of the divergency peaks at ±20°, so the stability of the missile is
destroyed in the simulation process.

3.3 Analysis on the Performance

With the simulation result, it is crucial to investigate the impact on the stability of
the control system induced by the atmosphere density change for the high altitude.
The stability of the control system is turned into the stability of an equivalent
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Fig. 3 Curve of the flight on
vertical plane
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minimum phase systems [10]. With the contract method, it is considered that the
atmosphere density decreases by a factor of 0.6 compared with the plain area.

Applying the atmosphere density variety and other condition steady, according
to the framework of the control system, it can be derived that the open-loop gain

GkðsÞ= ½WεðsÞ ⋅WDðsÞ+GðsÞ� ⋅W Θ̇
K ðsÞ ⋅WYðsÞ

=
204

0.05s+1
0.455s+1

1.5ð0.045s+1Þð0.022s+1Þ +
3.31s+0.0678

s2

� �
23.11

s2 + 1.93s+121.13
1
s2

≈
0.0037s3 + 1430.4s2 + 3152s+76.49

s3ð0.05s+1Þð0.045s+1Þð0.022s+1Þðs2 + 1.93s+121.13Þ
ð3Þ

The corresponding open-loop bode diagram can be calculated, as shown in
Fig. 5. Where the amplitude across frequency is ωc = 13.685 rad/s, the gain sta-
bility margin is h = 0.342, the phase crossover frequency is ωg = 8.683 rad/s and
the phase stability margin is γ = −160.144°, respectively.

To the basic stability criterion of the minimum phase systems, the amplitude
across frequency ωc is larger than the phase crossover frequency is ωg, which
illuminates that the original control system is unstable at high altitudes. The
amplitude of the vibration is so distinct and time of the vibration is excessive, which
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is also a validation of the unstability. Meanwhile, low crossover frequency induces
that the adjusting time of the system is so long, which bring that the response to the
instruction is not in time adequately.

4 Design Improvement

With the simulation result and analysis of the control system, it can be concluded
that the correcting block of the original anti-tank missile is designed for the plain
area, and not suited for the high altitudes condition. The missile may fall down at
high altitudes in the flight process, with the outside cause of the working conditions
change. The atmosphere density decreases heavily with higher altitude, which make
the inflect of the control object (or the transfer function of the missile body) WΘ

K .
Along with the altitude grow up to 4500 m, the atmosphere density decreases by
0.6 with the plain area, and inducing the five coefficients a1, a2, a4, ωn and ξ to be
change. As these coefficients play an key value in the stability of the missile, their
continuously change bring in the unstable and falling down of the missile.

4.1 Lag–Lead Correction Design with the Bode Diagram

According to experimental data of the classical control theory [11], the lead cor-
rection method affords the positive angle, conducing higher cut-off frequency, while
the phase margin it offers only in amount of 40–60°. The lag correction method
makes the cut-off frequency lower, with cut-off frequency losing in exchange with a
lager phase margin. So the problem cannot be solved by only adopting the lead or
lag correction. The only way is to impose the lead and lag correction jointly to
achieve the desire goal, which means that a lager phase margin and more stable of
the system.

The transfer function of the lag–lead correction network is

GcðsÞ=KGc1ðsÞ×Gc2ðsÞ=K
1+ T1s
1+ βT1s

⋅
1+T2s
1+ αT2s

ð4Þ

In the network designing, the tune parameters at the feature points should be
optimized, and then the correction coefficients in flight course could be established
by linear interpolation method. The designed targets are included below.
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(1) To guarantee the stability margin h of the system, the phase margin γ must be
no less than 30°.

(2) To avoid the resonation of the missile body, the cut-off frequency of the
closed-loop must be lower than a factor of 0.3 by the natural frequency of the
missile body, which means ωc ≤ 14.13 rad/s.

(3) To prevent the falling down of the missile in flight course, it pursues a smaller
system overshoot.

According to the classical automatic control theory and the designing step of the
phase lag correction based on Bode diagram, the transfer function of correction is
particular as

GcðsÞ=KGc1ðsÞ×Gc2ðsÞ= 1
1.65

⋅
0.8333s+1
7.083s+1

⋅
1.232s+1
0.1225s+1

ð5Þ

4.2 Frequency Domain Analysis Validation Method
with the Bode Diagram

The transfer function of correction in Eq. (5) can be substituted into the original
control system loop, and the transfer function of the whole system can be derived as
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GkðsÞ= ½WεðsÞ ⋅GcðsÞ+GðsÞ� ⋅W Θ̇
K ðsÞ ⋅WYðsÞ

= ½ 204
0.05s+1

⋅
1

1.65
⋅
0.8333s+1
7.083s+1

⋅
1.232s+1
0.1225s+1

+
3.31s+0.0678

s2
� ⋅ 23.11

s2 + 1.93s+121.13
⋅
1
s2

≈23.11 ⋅
127.98s3 + 84.66s2 + 150.91s+3.31

s3ð0.05s+1Þð7.083s+1Þð0.1225s+1Þðs2 + 1.93s+121.13Þ
ð6Þ

To analyze the meliorated transfer function in frequency domain, the Bode
diagram of the open-loop system is depicted in Fig. 6. In the figure, M is the gain
margin of open-loop (in unit dB), and P is the phase margin (in unit degree).

It shows in the Fig. 6 that the amplitude across frequency ωc ≤ 3.1191 rad/s,
the phase stability margin γ = 46.2074°, the phase crossover frequency is ωg =
8.4006 rad/s and the phase stability margin is γ = 46.2074°, respectively.
According to the index, the phase stability margin satisfied the common criterion

(30° ≤ γ ≤ 70°) in engineering. Besides, the phase crossover frequency is lower
than the demanded target (14.13 rad/s) ultimately. Above all, it fulfills the goal of
stability for the missile flight at high altitudes by means of lag–lead correction
design with the Bode diagram.

5 Conclusion

Based on establishing the model of the control system of the missile, the stability
and the dynamic characteristic of the control system are analyzed under altiplano
environment, which draws the conclusion that the control system is unstable at high
altitudes. The atmosphere density decreases with altitude higher, which changes the
transfer function of the control system and is not able to afford control demand.
A method based on lag–lead correction is proposed to improve on the control
system to be accommodated at high altitudes. The analysis and validation based on
Bode diagram shows that the meliorated control system is stable under altiplano
environment.
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DDRII SDRAM Memory Controller
Interface Design and Application Based
on Virtex-5 FPGA

Binfei Li, Jun Liu and Fudong Zhou

Abstract For the currently the most widely used data storage memory is
DDRII SDRAM which is used in the high-speed, high-precision, and high-memory
depth of the data storage and communication system, using ISE software and
calling the IP core of Xilinx to create MCB, adopting the Verilog HDL to achieve a
common DDRII SDRAM controller interface for universal design and application
based on Xilinx’s FPGA chip and industrial standard. This paper deeply analyses
the working principle of DDRII SDRAM, focusing on the read operation, write
operation and refresh operation and validates the design of accuracy and stability in
the latest Xilinx Virtex-5 series of FPGA platform.

Keywords DDRII � Controller � IP core � ChipScope pro

1 Introduction

In recent years, due to the FPGA (Field Programmable Gate Array) in the field of
digital circuit design powerful parallel, high-speed, reusable, site design, pro-
gramming, verification, modification, analysis characteristic has been the rapid
development and application. With the high-speed data communication and storage
requirements of growing, processor and interface connection peripheral speed
continues to improve and the traditional static memory has been difficult to meet the
requirements. DDRII SDRAM is a kind of new structure, high-speed, low-cost,
high-data throughput of the static random access memory based on embedded
system and FPGA’s high-speed storage system has been the urgent demand, but in a
high-speed memory controller interface design more difficult. This paper using
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Xilinx ISE12.2 software and the latest Virtex-5 series of 601 development board,
through research on the working principle of DDRII SDRAM, using Verilog
hardware language implementation of DDRII SDRAM controller interface design,
and at the operating frequency 333.3 MHz of the hardware system to verify the
write and read out the data consistency and stability, simplify the design cycle,
reduce the design cost.

2 SDRAM DDRII Overview

SDRAM DDRII is the second generation of double-data-rate synchronous dynamic
access memory. Its English full name is: Double-Data-Rate Two Synchronous
Dynamic Random Access Memory. The I/O DDRII buffer uses a technique called
“Pumping double” to transfer data to the rising and falling edges of the clock signal.
The core frequency of DDRII memory unit is prefetching queue equivalent fre-
quency of one-fourth (and not 1/2), which requires a 4-bit-deep in without changing
the memory unit itself, DDRII can effectively achieve the DDR data transmission
speed which is twice that of [1]. Its main features are in the rising and falling edge
of the clock and data transmission; DDRII SDRAM read and write supports burst
access, starting from the selected location, you can choose four or eight burst
length, the DDRII SDRAM read and write begins with a registered activation
command information, registration information after the completion of the read and
write operations; allows the column strobe; commands the first clock cycle in the
inserted strobe command, column gate command in additional delay AL (Additive
Latency) behind remain effective, which can improve the utilization rate of the
memory bus driver; support offline calibration of OCD (Off-Chip Driver), which
reads the voltage/write operation is consistent by adjusting the pull-up resistor value
and pull-down resistor value, thereby reducing the inclination of DQ and DQ_N, in
order to improve the integrity and consistency of the signal by 1.8 V working
voltage. And 0.9 V pull in voltage, voltage lower than DDR SDRAM, thereby
reducing the overall power consumption and heat generation; provide a built-in end
resistance ODT (On Die Termination), can improve the signal integrity and increase
the timing margin, reduce the multiple reflection signals, and DDR SDRAM
compared to reduce to prevent the use of data terminal reflection signal a lot of end
resistance; used FBGA package, with better electrical performance and heat dis-
sipation performance, provides a good guarantee for the stability of the controller.

3 SDRAM DDRII Working Way

SDRAM DDRII must first be based on the actual application of the initial opera-
tion, the DDRII of the work mode and timing parameters, etc., and then can be
read/write operation. DDRII using burst mode data transmission and continuous
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transmission involves the storage unit (column) number is burst length, transmis-
sion when given only the starting address and burst length, can automatically on the
back of a corresponding number of columns for read/write operations. Since the
DDRII uses the capacity to store data information, in order to save the internal data,
every time it is to perform a refresh command for each line. DDRII internal storage
unit is managed by bank, according to the size of the capacity is generally divided
into 4 or 8 bank [2]. Each bank is divided into rows and columns, the column
address strobe signal CAS (Column Address Strobe) select rows and columns, bank
width is memory chip data width. At work, allowing only read/write operations to
open, if you want to read/write operations to other lines in the current bank shall be
first with a precharge ordered the closure of the current line, and then activated
command opened for read/write operations. Send the active command to give bank
address and the row address, select line to be opened up and wait for a certain time
interval and then to the column address. Because of the high frequency of DDRII,
the data window is very narrow, in order to ensure that the data acquisition is
accurate, DDRII uses the differential signal DQ, DQ_N to collect data. Write
operation, DQ signal emitted by the controller, DQ signal and data window central
alignment; read operation, DQ signal issued by the DDRII Memory, DQ signal and
data window edge aligned, the controller receives a DQ signal to DQ signal and
data window phase offset 90 degrees, make the DQ signal and data window center
align [3].

4 DDRII Controller Interface Design

According to the working mode and characteristics of the DDRII SDRAM memory,
combined with the actual usage, the DDRII controller designed in this paper mainly
realizes the following functions: automatic sending activation, refresh, a precharge
command, users only need to send write/read command; correctly implement the
burst length is 8 read/write operations; the DQ of the data channel for the DDRII
and 16 bit, automatically complete the initialization of DDRII; data input/output is
128; working frequency 333.3 Hz [4].

5 DDRII Controller Structure

The DDRII controller is mainly composed of a control unit and a MCB, and the
control unit is valid after the initial signal (Calib_done) of the MCB is received, and
the user’s write/read instruction is executed normally. In order to facilitate the
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control, this design adopts the automatic refresh mode. At every clock cycle refresh
controller sends the refresh command, performs a refresh command, the controller
will temporarily stop the operation signal end user, wait until after the completion
of the operation, the controller will again enable signal operation, the user can
continue to send the read/write command refresh. The command input port of the
MCB depth 4 FIFO, data input and output ports were depth for 64 FIFO [5] control
unit according to the feedback signal of the FIFO control write/read instructions and
data sent correctly, ensure the continuity of the data and address. MCB according to
the users write/read instructions, the data will be written in accordance with the
work of DDRII or read out SDRAM DDRII. The structure of DDRII controller is
shown in Fig. 1.

6 DDRII Controller Function

In the system after power controller is first performed is the initialization process,
mainly to complete configuration of DDRII SDRAM mode register and extended
mode register, of DDRII perform global precharge, indicating signal (Calib_done)
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done effective, then performs a read/write operation. In the process of
reading/writing, if you encounter a refresh request, the priority of the refresh
command is higher than the read/write operation; so the first implementation of the
refresh command. If the refresh operation conflicts with read/write operation, the
controller will notify the user to stop sending read/write commands, and wait for the
existing read/write operation to complete, and then refresh the operation.

When the initial indication signal effectively, the user writes which can effi-
ciently, the control unit according to the feedback signal of the MCB, the data is
written first, write FIFO, after reaching the set burst length, start the write command
and the address, the data is written to DDRII; user read enable effective control unit
according to the feedback signal of the MCB, first issue read command and address.
Data is then entered into read FIFO, control unit according to the MCB feedback
signal readout data. Write/read operation, the controller first according to the
mapping of the row addresses to determine whether the operation is active, if not
activated and in the bank to transmit activation command sends the column address
and the read write command; if not activated and in the same bank, first to send
precharge ordered the closure of the open line, followed by sending an activation
command and read and write command; if it has been activated, sent directly to the
column address. In the implementation of the read operation, the read command
issued, according to the DQ signal to receive the read data back, the dual rate of 16
bit data into a single rate of 128 bit data to the user port.

7 Verification of FPGA Controller for DDRII

We used Spartan company’s Xilinx 601 development board to verify the design of
the DDRII controller. The development board has a model for the FPGA
XC6SLX16 chip, models for the DDRII E1116AEBG chip, and the compiler tool
for ISE12.2 Xilinx. The basic principle is to call MIG Memory (Interface Generator
Xilinx) 3.5 of the IP core to produce Controller Block Memory (MCB) [6]. Based
on this MCB, the compiler control unit for DDRII to read/write, self-refresh and
other operations. Through the simulation and on-chip logic analyzer chip scope

ROM
Memory Controller

Block (MCB)
DDRII
Storage

Control
Unit

Serial
Display

PLL Clock 
Module

Fig. 2 System block diagram
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Pro) to write and read timing calibration and detection of write and read data
consistency, and through the serial port to read data display in computer design
verification of correctness.

Based on verification system, by the control unit sends the write instruction, the
ROM data readout and with the write command sent to the MCB, MCB according
to the DDRII operating mode will be a corresponding data according to the address
of the corresponding to 8 for burst length is stored into the DDRII, and then by the
control unit issued the read instruction, according to the address of the corre-
sponding and burst length from the DDRII read data and transmission to serial
(UART). The verification system block diagram is shown in Fig. 2.

Fig. 3 Read emulation timing
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Waveform simulation: using ISE simulation software to write/read execution
timing simulation and write timing as (Fig. 3), read timing as (Fig. 4) is shown, and
figure C3 C3_Calib_done done on behalf of the initialization signal port, the port of
C3 C3_Calib_done done above port on behalf of DDRII SDRAM, below the done
C3 C3_Calib_done end mouth on behalf of the user port [7].

We used ISE to generate executable bit file, the bit file is downloaded to the
development board on, using ISE of on-chip logic analyzer chip scope Pro) of
instructions and data port for real-time scanning, get the write operation (Fig. 5) and
read the real-time status of the operation (Fig. 6) corresponding to the data port and
port instruction values [8]. By observing the discovery, write/read data port for the
ROM in the 1–128 consecutive data [9].

Fig. 4 Write emulation timing
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Fig. 5 Write operation

Fig. 6 Read operation
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8 Conclusion

In this paper, the design of DDRII SDRAM controller interface, through the FPGA
verification, the correct timing relationship, and in the development board through
the on-chip logic analyzer is written and read the data, they are the same, in the
clock frequency 333.3 MHz still can correct operation, namely specifier synthetic
DDRII controller design requirements, and to achieve the good stability, shorten the
development cycle, in favor of DDRII SDRAM based on FPGA high-speed data
storage system in the practical application.
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Decoupling Control Methods for Spinning
Missiles

Chang-an Wang, Wei Wu, Sheng-bing Shi, Yong-chao Chen
and Dan Fang

Abstract Decoupling control is one key component during the design of autopilot
for spinning missiles. However, in addition to the strong dynamic coupling effect,
its parameters vary very fast over a large range, which induces great challenge to
the design of autopilot. To address this issue, the classic complex summation
decoupling control method and the newly developed robust gain-scheduling control
method are both studied in detail, which are then applied to the design of autopilot
of the spinning missile. The results from comparative studies show that the complex
summation decoupling control method yields poor tracking performance and
robustness; while the robust gain-scheduling control method performs much better
during the whole trajectory. It is indicates that the robust gain-scheduling control
method is very applicable to the spinning missile with strong dynamic coupling,
and large fast time-varying parameters.

Keywords Spinning missiles ⋅ Robust control ⋅ Gain-scheduling ⋅ Complex
summation decoupling

1 Introduction

The spinning of missiles brings many benefits, which has been widely adopted in
modern weapon systems. However, the spinning may induce serious dynamic
coupling between pitch and yaw channels, which would greatly deteriorate the
stability as well as the performances of missiles. Therefore, it is necessary to
consider the decoupling problem during the design of the control system of spin-
ning missiles [1, 2].
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Due to the dynamic parameters of spinning missiles vary fast over a large range.
In this case, the traditional decoupling control methods including the complex
summation method developed for the time-invariant or slowly varying systems are
inapplicable. Especially, when considering the control of the whole trajectory of
spinning missiles, the decoupling controller designed according to the conventional
gain-scheduling strategy can hardly work [3, 4]. In contrast, aiming at dealing with
uncertainties and the fast time-varying characteristic of the system, the H∞ robust
gain-scheduling control method based on the linear parameter varying (LPV) sys-
tem has been demonstrated to be highly effective [5]. However, it is very difficult to
solve the controller when there are lots of dependent parameters due to the unaf-
fordable intensive computational cost. To address this issue, it has been proposed to
select some important parameters that have large impact on the LPV system and
construct a partial parameter dependent Lyapunov function (PPDLF) to obtain the
controller [6, 7].

In this paper, the well-recognized complex summation decoupling autopilot with
gain scheduling and the newly developed robust gain-scheduling control design
method mentioned above are respectively presented in detail, which are then
employed to the design of decoupling controller of a spinning guided missile with
strong dynamic coupling and fast time-varying parameters in a wide range. Sim-
ulations on some specific set points as well as the whole trajectory for the two
approaches are both conducted, of which the results are compared to verify the
relative merits of both approaches.

2 Linear Dynamic Equations of the Spinning Missile

A typical linear model of a spinning missile is described as below.

β
α ̇
ϑ̇
ψ ̈

2
664

3
775=

− cNα 0 0 − 1
0 − cNα 1 0
− cmqαIp cmα − cmq − Ip
− cmα − cmqαIp Ip − cmq

2
664

3
775

β
α
ϑ
ψ ̇

2
664

3
775+

0 0
0 0
cmδ 0
0 cmδ

2
664

3
775 δy

δz

� �
ð1Þ

ay
az
ϑ̈
ψ ̈

2
664

3
775=

− cNαV 0 0 0
0 − cNαV 0 0
0 0 1 0
0 0 0 1

2
664

3
775

β
α
ϑ̇
ψ ̇

2
664

3
775 ð2Þ

where ay and az are the acceleration outputs in pitch and yaw channels, respec-
tively; and the state variable x= β α ϑ ψ ̇½ �T represent the sideslip angle, angle
of attack, sideslip angle and pitch angular velocity speed of the missile in the
non-spinning coordinates [8]; δy δz½ �T are the ideal commands of rudder angles of
the missile in the non-spinning coordinates.
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3 The Complex Summation Decoupling Method

From Eq. (1), it is noticed that the system is a symmetric coupling system [5].
Therefore, the system can be described in the form of complex summation as below
by defining ξ= β+ iα , μ=ϑ+ iψ ̇ and δ= δy + iδz.

ξ ̇
μ ̇

� �
=

− cNα i

− cmpαIp − icmα − cmq + iIp

� �
ξ

μ

� �
+

0

cmδ

� �
δ

a ̸V
μ

� �
=

− cNα 0

0 1

� �
ξ

μ

� � ð3Þ

Considering that the overload autopilot has been widely applied to missiles,
Eq. (3) can be further expressed as

x ̇=
− cNα i

− cmpαIp − icmα − cmq + iIp

� �
x+

0

cmδ

� �
u

y=
− cNα 0

0 1

� �
x

ð4Þ

The actual inputs of the control system are the acceleration commands ac from
the guidance system and the control variables are

u= −Fx+ kdcac ð5Þ

where ac = − acz + iacy are the lateral acceleration commands with the complex
summation form, and kdc is the adjustment coefficient of the closed-loop gain and is
used to adjust the steady-state error of the system.

Let A=
− cNα i
− cmpαIp − icmα − cmq + iIp

� �
, B=

0
cmδ

� �
, C=

− cNα 0
0 1

� �
, and

substitute Eq. (5) into Eq. (4) yield

x ̇= ðA−BFÞx+Bkdcac
y=Cx

. ð6Þ

For the linear time-invariant system in Eq. (4), the necessary and sufficient
condition that all poles of the system can be arbitrarily placed by the state feedback
method is that the plant is controllability. Since usually controllability matrix
[B AB] is non-singular matrix, the system is controllable. The characteristic
polynomial of the closed-loop system is
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det sI − ðA−BFÞ½ �= s2 + p1s+ p2 ð7Þ

Substituting A, B and F into Eq. (7), one obtains

p1 = cNα − cmδf1 + cmq − iIp + cmδf2
p2 = cNα cmq − iIp + cmδf2

� �
+ − cmα − iIp + cmδf1
� ��

ð8Þ

Denoting the expected poles as λ*1 and λ
*
2, which often can be selected as a pair of

conjugate complex numbers according to the requirements of the system response,
one has

p1 = − λ*1 + λ*2
� �

p2 = λ*1λ
*
2

�
ð9Þ

4 Robust Gain-Scheduling Control Method

The control system framework based on the H∞ robust control theory is defined in
Fig. 1, where KðθÞ is the controller, GðθÞ is the plant, and θ = θðtÞ is parameter
dependent vector of the time-varying system.

Based on the above system architecture definition, a typical LPV system with
disturbance for the spinning missile is constructed in Eq. (11).

G:
x ̇=AðθÞx+B1ðθÞw+B2ðθÞu
z=C1ðθÞx+D11ðθÞw+D12ðθÞu
y=C2ðθÞx+D21ðθÞw

8<
: ð10Þ

Usually, it is assumed that the matrixes AðθÞ, B1ðθÞ are affine linear functions of
the parameter-dependent vector. Generally, an output feedback controller KðθÞ with
dependent parameters is designed for the plant GðθÞ. Similarly, KðθÞ is assumed to
be an affine linear function of dependent parameters θ. Then the state space
expression of the controller is

KðθÞ: xK̇ =AKðθÞxK +BKðθÞy
u=CKðθÞxK +DKðθÞy

�
ð11Þ

(       ) (       )

(       )
(       )Fig. 1 The basic framework

of H∞ robust control for
spinning missile
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The order of controller KðθÞ is generally considered as the same as that of the
control plant. The reason why it is called gain-scheduling control is that the
parameter matrixes AKðθÞ, BKðθÞ, CKðθÞ and DKðθÞ will be updated online
according to the dependent parameters obtained in real time. Substituting Eq. (12)
into Eq. (11), one obtains the closed-loop system below.

GclðθÞ: xċl =AclðθÞxcl +BclðθÞw
z =CclðθÞxcl +DclðθÞw

�
ð12Þ

where xTcl = xT xTK
� �

, AclðθÞ=A0ðθÞ+B ̃ðθÞΩðθÞC ̃ðθÞ, BclðθÞ=B0ðθÞ+B ̃ðθÞΩðθÞD2̃1ðθÞ,
CclðθÞ=C0ðθÞ+ D̃12ðθÞΩðθÞC ̃ðθÞ, DclðθÞ=D11ðθÞ+ D̃12ðθÞΩðθÞD̃21ðθÞ,
A0ðθÞ= AðθÞ 0

0 0n× n

� �
B0ðθÞ= B1ðθÞ

0

� �
, C0ðθÞ= C1ðθÞ 0½ �, B̃ðθÞ= 0 B2ðθÞ

In 0

� �
,

C ̃ðθÞ= 0 In
C2ðθÞ 0

� �
, D̃12ðθÞ= 0 D12ðθÞ½ � and D̃21ðθÞ= 0

D21ðθÞ
� �

.

The design task of robust gain-scheduling control is to design a time-varying
controller KðθÞ for a time-varying system GðθÞ to make the closed-loop system
GclðθÞ asymptotically stable and satisfy

R t
0 z

Tzdτ≤ γ2
R t
0 w

Twdτ for arbitrary
bounded energy disturbances, where θ varies with time. In this paper, the robust
gain-scheduling method based on PPDLF is employed to make a compromise
between computational cost and robustness. In order to employ the mature linear
matrix inequality (LMI) method in H∞ control problems to solve the controller, two
theorems are introduced below.

Lemma 1 The system shown in (12) is asymptotically stable and has the L2 norm
boundary γ if and only if there exists a parameter dependent symmetric and
derivable matrix XclðθÞ>0, such that the matrix inequalities below are satisfied on
θ, θð Þ∈H ×Hd.

AT
clðθÞXclðθÞ+XclðθÞAclðθÞ+XċlðθÞ XclðθÞBclðθÞ CT

clðθÞ
BT
clðθÞXclðθÞ − γI DT

clðθÞ
CclðθÞ DclðθÞ − γI

2
4

3
5<0 ð13Þ

where H and Hd are two multidimensional rectangular spaces corresponding to
dependent parameters and their derivatives, respectively. Defining control matrix

ΩðθÞ= AKðθÞ BKðθÞ
CKðθÞ DKðθÞ

� �
ð14Þ

Since XclðθÞ and ΩðθÞ are nonlinear, the method based on the LIM is no longer
applicable. Lemma 2 will present the method to solve XclðθÞ.
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Lemma 2 The system is asymptotically stable and has the L2 norm boundary γ if
and only if there exist parameter dependent symmetric and derivable matrixes X θð Þ
and YðθÞ, such that matrix inequalities below are satisfied on θ, θð Þ∈H ×Hd.

NXðθÞ 0

0 I

" #T AðθÞTXðθÞ+XðθÞAðθÞ+ X
∙ ðθÞ XðθÞB1ðθÞ C1ðθÞT

B1ðθÞTXðθÞ − γI D11ðθÞT

C1ðθÞ D11ðθÞ − γI

2
664

3
775 NXðθÞ 0

0 I

" #
<0

NYðθÞ 0

0 I

" #T AðθÞYðθÞ+ YðθÞAðθÞT − Y
∙ ðθÞ YðθÞC1ðθÞT B1ðθÞ

C1ðθÞYðθÞ − γI D11ðθÞ
B1ðθÞT D11ðθÞT − γI

2
664

3
775 NYðθÞ 0

0 I

" #
<0

ð15Þ

XðθÞ I
I YðθÞ

� �
>0 ð16Þ

where NXðθÞ and NYðθÞ are any basic zero space of matrix of C2ðθÞ D21ðθÞ½ � and
B2ðθÞT D12ðθÞT

� �
, respectively.

Assume that XðθÞ and YðθÞ are considered as the affine functions of dependent
parameters. Then a parameter-dependent Lyapunov function (PDLF) can be built.
X ̇ðθÞ and Y ̇ðθÞ in (15) can be expressed as

X ̇ðθÞ= ∑
N

i=1
θiXi =X θð Þ−X0

Y ̇ðθÞ= ∑
N

i=1
θiYi = Y θð Þ− Y0

8>><
>>: ð17Þ

According to the convex theory of linear matrix inequalities, it is only required
that the matrix inequalities (15) are satisfied at the vertices of the convex set. In
general, the infinite linear matrix inequality (LMI) constraints can be transformed
into finite LMI constraints by meshing the parameter space, which are then solved
by the LMI convex optimization. Once X θð Þ and Y θð Þ are determined, the Lya-
punov function xTclXcl θð Þxcl can be constructed, where Xcl θð Þ is expressed as

XclðθÞ= XðθÞ XðθÞ−Y − 1ðθÞ
XðθÞ− Y − 1ðθÞ XðθÞ−Y − 1ðθÞ

� �
ð18Þ

Further, one has

XċlðθÞ= X ̇ðθÞ X ̇ðθÞ+ Y − 1ðθÞY ̇ðθÞY − 1ðθÞ
X ̇ðθÞ+Y − 1ðθÞY ̇ðθÞY − 1ðθÞ X ̇ðθÞ+ Y − 1ðθÞY ̇ðθÞY − 1ðθÞ

� �
ð19Þ
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Substituting (17) and (18) into Lemma 1, one has

ΨXclðθÞ+QTðθÞΩTðθÞPXclðθÞ+PT
Xcl
ðθÞΩðθÞQðθÞ<0 ð20Þ

where

ΨXclðθÞ=
AT
0 ðθÞXclðθÞ+XclðθÞA0ðθÞ+XċlðθÞ XclðθÞB0ðθÞ CT

0 ðθÞ
BT
0 θð ÞXcl θð Þ − γI DT

11ðθÞ
C0 θð Þ D11 θð Þ − γI

2
64

3
75

PXclðθÞ= B
T̃ðθÞXclðθÞ 0 D̃

T
12ðθÞ

h i
,QðθÞ= C ̃ðθÞ D̃21ðθÞ 0

� �
In the LMI (20), the variables to be solved are the parameter matrix of controller

ΩðθÞ that are dependent on the time-varying parameters θ. If the θ can be obtained
in real time, other matrixes at this moment can be determined according to θ of the
system.

5 Simulation Analysis and Comparison

5.1 Simulation on Discrete Points

In this section, the complex summation decoupling control method (denoted as
CSD) and the PPDLF robust gain-scheduling control method (denoted as PPDLF)
are applied to the autopilot design of spinning missile, of which the simulation
results are compared to verify the effectiveness and relative merits of the two
approaches. Simulations are conducted on the highest point of trajectory.

Due to the different aerodynamic characteristics, the available overloads of the
spinning missile at the two discrete points are relatively different. In the initial and
terminal phases of the trajectory, the overloads are relatively large. However, in the
middle of the trajectory, the available overload is significantly reduced, due to the
high altitude, low velocity and low dynamic pressure of missile. Therefore, the
amplitudes of the step input signal are set as 50 m/s2 and 0.2 m/s2, respectively.
The step responses considering ±10% variations of the aerodynamic coefficients by
the two control approaches are illustrated in Fig. 2.

Clearly, although the coupling between the two channels are complete elimi-
nated by the CSD method (i.e., the overload command in the pitching channel did
not cause any output overload in the yaw channel), when considering uncertainties,
the command tracking performance of the decoupled overload autopilot is poor
with large static error. While, the PPDLF method has good control performances
(decoupling, overshot, and steady-state error etc.), which is more robust to the
parameter uncertainties compared to the CSD method.
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5.2 Simulation of the Whole Trajectory

The good performances of controller at the discrete points cannot ensure the good
performance during the whole flight especially when the system parameters vary
fast in a wide range. Therefore, it is necessary to carry out the closed-loop full
trajectory simulation of the spinning missile. For the CSD autopilot, simulation is
conducted by calling the altitude-speed-speed gain-scheduling table. According to
the available overload of missile, the amplitude of the step signal is 1 m/s2 during
the whole trajectory. The responses of the overload and required angle of attack of
the two approaches are shown in Figs. 4 and 5, respectively.

From Fig. 3, it is noticed that during about 0–25 s (initial phase) and 12–140 s
(terminal phase) of the flight, the overload autopilot by the CSD method performs
well in tracking the overload command. Meanwhile, good decoupling effect is
observed. However, during about 50–100 s, the control performance of the CSD
method degrades greatly. The interpretation is that with the increase of the flight
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height, the flight velocity and the dynamic pressure decrease greatly, which dete-
riorates the maneuvering ability of missile. Therefore, to provide the same overload,
larger angle of attack is required during this phase (see the left in Fig. 5). During
this flight phase, the overload autopilot based on CSD method of the spinning
missile cannot track the command well. For the PPDLF method, it is found that
generally the missile has good decoupling and dynamic characteristics, and high
tracking accuracy, except that during the initial moment and engine off moment,
some small output fluctuations are observed. Compared to the CSD controller,
during 50–100 s with low aerodynamic efficiency, the PPDLF controller can
generate larger angle of attack quickly so as to track the overload command as
much as possible (see the right in Fig. 4). Therefore, the effectiveness and
advantages of the PPDLF based robust gain-scheduling controller in dealing with
systems with fast time-varying parameters in a wide range and the coupling effect is
demonstrated, compared to the interpolation based gain-scheduling controller.

6 Conclusions

In this paper, two decoupling control methods for spinning missiles are introduced
and compared. Extended from the traditional overload autopilot, the complex
summation decoupling autopilot shows good performances in command tracking
and decoupling when the aerodynamic efficiency is high. However, it performs poor
when the parameters vary fast and aerodynamic efficiency is low. In contrast, the
PPDLF based robust variable gain-scheduling control always performs well,
exhibiting high robustness and good command tracking and decoupling abilities
during the whole trajectory flight, which is considered to be an effective control
method with extensive application prospects.
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A Method of Antenna Impedance
Matching Based on Vector Fitting

Lingling Tan, Yunpeng Wang and Guizhen Yu

Abstract Based on the principle of vector fitting and the theory of impedance
matching, a method of antenna impedance matching is proposed for electromag-
netic systems. A method of fitting of measured frequency domain responses named
vector fitting is proposed. The S parameter obtained at certain frequency is trans-
formed to Z parameter, then method of Smith chart is used to achieve impedance
matching of the corresponding Z parameter at certain frequency. Finally, the
method is used for frequency of 315 MHz antenna impedance matching. The
simulation results verify the effectiveness of vector fitting in impedance matching of
radio frequency (RF) domain.

Keywords Impedance matching ⋅ Smith chart ⋅ 315 MHz ⋅ Vector fitting ⋅
Signal fitting

1 Introduction

The high frequency behavior of antenna is characterized by its impedance char-
acteristics, of which the input impedance is meaning to realize the antenna impe-
dance matching with circuit output impedance. When the antenna impedance
matches with the circuit output impedance, all the current will flow into the antenna
from circuit without any being reflected back. Usually, the output impedance of
circuit is designed in 50 Ω [1]. In order to make the antenna and the connected
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circuit match with each other, the input impedance of antenna should be designed to
equal with the output impedance of circuit.

The signal integrity and electrical properties should be taken into account in
PCB board design and IC packaging design. In electronic systems, such as antenna,
the voltages and currents of every port are closely related with the frequency and it
is difficult to establish exact model of the systems [2]. Therefore, signal fitting of
measured frequency domain responses is important for electromagnetic magnetic
compatibility (EMC) simulation in electromagnetic systems [3]. The fitting is based
on calculating a rational function which described a certain wide-band
frequency-dependent black box model. The method of signal fitting named vec-
tor fitting was widely applied to the admittance parameters and scattering param-
eters [4] of the complicated signal to establish the models corresponding to rational
functions [5].

This paper presents the method of antenna impedance matching based on vector
fitting. First, theory of vector fitting for achieving approximation of the sampled
scatting parameters of the antenna which needs to be matched was introduced. An
application example of the antenna working at frequency of 315 MHz was taken to
demonstrate how to realize its impedance matching with circuit output impedance
of 50 Ω using computer simulation tool of Smith chart [6].

2 Method of Antenna Impedance Matching

2.1 The Theory of Vector Fitting

In a passive system, the transfer function of the measured system is in the following
[7],

HðsÞ= ∑
N

n=1

rn
s− pn

+ d+ sh+ s2e+ . . . ð1Þ

If the non-linearity of Eq. (1) is ignored, it can be written into Eq. (2)

HðsÞ≈ ∑
N

n=1

rn
s− pn

+ d+ sh ð2Þ

where d, h, e is constant, the poles {pn} and residues {rn} are either real quantities
or come in complex conjugate pairs.
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In order to obtain the approximated transfer function of the measured system, an
initial poles vector Pn = ðp1, p2, . . . , pnÞ is set to construct function (3) [8]

δðsÞ= ∑
N

n=1

r ̃n
s− pn

+1 ð3Þ

where δðsÞ is forced to approach unity at very high frequency. Multiplying Eq. (3)
with H(s), we get

ð∑
N

n=1

rn
s− pn

+ d+ shÞ≈ð ∑
N

n=1

r ̃n
s− pn

+1ÞHðsÞ ð4Þ

Equation (4) can be rewritten as

ð ∑
N

n=1

rn
s− pn

+ d+ shÞ− ð ∑
N

n=1

r ̃n
s− pn

ÞHðsÞ≈HðsÞ ð5Þ

For a given sampled frequency point sk, we get [8]

Akx= bk ð6Þ

where

Ak = 1
sk − p1

. . . 1
sk − pN

1 sk
−HðskÞ
sk − p1

. . . −HðskÞ
sk − pN

h i
ð7Þ

x= r1 . . . rN d h r1̃ . . . r ̃N½ �T , bk =HðskÞ ð8Þ

After x is solved as a least squares problem, Eq. (4) can be rewritten into a
rational function [8]

h
∏
N +1

n=1
ðs− znÞ

∏
N

n=1
ðs− pnÞ

=
∏
N

n=1
ðs− zñÞ

∏
N

n=1
ðs− pnÞ

HðsÞ ð9Þ

Thus,

HðsÞ= h
∏
N

n=1
ðs− znÞ

∏
N

n=1
ðs− zñÞ

ð10Þ
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In this way, another poles vector Z ̃n = ðz1̃, z2̃, . . . , zñÞ is solved. Then the new
poles Zñ should be substituted into Eq. (4). Repeating the procedure of Eqs. (4)–
(10) until the ultimate poles P∞ = ðp1, p2, . . . , pnÞ makes the measured system
stable, the ultimate residues Rn = ðr1, r2, . . . , rnÞ, d an h are obtained through
solving Eq. (6) [8]. The approximated system is achieved by technique of pole
relocation, in which the poles are improved iteratively [9].

Equation (2) can also be written into the form of state space [10]

HðsÞ=CðsI −AÞ− 1B+D+ sE, ð11Þ

where H(s) is the transfer function of the system, ðsI −AÞ− 1 is the characteristic
matrix, A, B, C, D, and E is coefficient matrix.

2.2 The Theory of Antenna Impedance Matching

S parameter is taken to describe the two-port network system through the reflecting
signal to its port and signal transmitted from one port to another port, its description
is as follows, (Fig. 1)

b1
b1

" #
=

S11 S12
S21 S22

� �
a1
a2

� �
, ð12Þ

where ak is the incident wave of the kth port, bk is the reflection wave of the kth
port, S11 is the voltage reflection coefficient of port 1 when port 2 is matched, S12 is
the reverse voltage gain when port 1 is matched, S21 is the forward voltage gain
when port 2 is matched, S22 is the voltage reflection coefficient of the port 2 when
port 1 is matched [11].

The input impedance Zin =R+ jX of the antenna determines the matching con-
dition between the antenna and the transmitter or receiver; it is used to realize the
impedance between the source and the load to achieve maximum radiated power
[12]. It is difficult to measure the input impedance Zin at high frequency, while there
is equation for the conversion between S11 and Zin when port 2 is matched [13],
which is shown in Eqs. (13) and (14). Smith chart is a curve coordinate diagram to
solve the impedance matching problem, through which the normalized impedance
value, the admittance value, reflection coefficient [14] at a certain point can be read.

a 1

S11

a 2

b 1 b 2

S S22

S21

S12

Fig. 1 The description of
S parameter
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s11 =
Zin −Z0
Zin +Z0

ð13Þ

Zin =
1+ S11
1− S11

Z0 ð14Þ

where Z0 is the characteristic impedance, usually which is 50 Ω, Zin is the input
impedance.

For an antenna system, the following flow diagram demonstrates the method of
its impedance matching based on vector fitting (Fig. 2).

3 Application Example

In this section, a design example is provided to illustrate the design procedure of
antenna impedance matching using vector fitting. We consider the impedance
matching of an antenna worked at 315 MHz frequency, and the sampled frequency
domain responses S11 of the antenna is taken to establish the models of the antenna.
The frequency range of the sampled signal is [300 MHz, 1 GHz] with 0.7 MHz as
the interval frequency, the amplitude characteristics are shown in Fig. 3.

A rational approximation of the sampled S11 is calculated by fitting in the
frequency range 300 MHz–1 GHz using approximation of 500 poles, the final
amplitude characteristics of the fitted signal are shown in Fig. 4.

Figure 4 shows the amplitude characteristics of the approximated data, seen
from it, the resulting fitting of S11 coincides with the sampled frequency domain
responses at most of the frequency domain, from the results of which the value of
the fitted S11 at 315 M frequency can be calculated by Eq. (1). Finally, we get

Fig. 2 The flow diagram of
antenna impedance matching
based on vector fitting
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s11@315MHZ = − 0.8805+ 0.4255i ð15Þ

As was pointed out in Sect. 2.2, S11 can be converted to Zin through Eq. (14),
thus

Zin@315MHZ =0.5874+ 11.4464i with Z0 = 50Ω ð16Þ

In practical application, Smith chart is taken to carry out the impedance
matching work, the objective is to make the whole circuit resonate at 315 MHz after
increasing a matching circuit. According to the L-shaped matching circuit with a
48.3 pF capacitor connected in series with a 47 nH inductor, shown in Fig. 5, the
impedance of the antenna connected in series with the matching circuit nearly
comes to 50 Ω, as shown in Fig. 6.
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Fig. 3 The amplitude characteristics of S11 of the antenna
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Fig. 4 The amplitude characteristics of the approximated data
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4 Conclusion

This paper has extended the method of vector fitting into application of antenna
impedance matching, which has been achieved through fitting of measured fre-
quency domain responses and Smith chart has been used to achieve impedance
matching of the corresponding Z parameter at frequency of 315 MHz. The simu-
lation results verify the effectiveness of vector fitting in impedance matching of
antenna design.

Fig. 5 The matching circuit

Fig. 6 The Smith chart of the impedance matching
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Hydraulic Equipment Detection System
Design on Certain Launching Device

Li Hongru, Xu Baohua and Ye Peng

Abstract In this paper, one hydraulic equipment detection system on certain
launching device has been established applying data acquisition, virtual instrument,
and signal analysis technologies. This detection system can detect pressure and flow
parameters on-line, and has such advantages as such convenient operation and high
accuracy.

Keywords Hydraulic equipment ⋅ Data acquisition ⋅ Virtual instrument ⋅
LabVIEW

1 Introduction

Hydraulic equipments, vital components of certain launching device, have such
functions as launching pad and erecting arm’s lifting-falling and locking-unlocking.
The hydraulic equipments have relative high failure rate because of the bad working
conditions as transportation vibration and extreme temperature. There is no specific
detection system of hydraulic equipment on this launching device, so the techni-
cians have to utilize simple instruments or their experiences to detect the failures
when hydraulic equipments disabled, which can no longer meet the needs of
modern warfare. Therefore, research on hydraulic equipment detection system for
this launching device has significant meanings in performance measurement, failure
detection and equipment maintenance.
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2 General Design

Theoretically, the dynamic signals representing hydraulic equipment’s functional
state include pressure, flow, vibration, temperature signals, and oil contaminated
level. Generally considering hydraulic equipment’s bad working conditions and
online detection [1–9], pressure and flow signals are adopted to be measured in this
paper. Conditional instruments cannot meet the needs of detection due to the
complex procedures, so one hydraulic equipment detection system based on virtual
instrument has been established with general structure shown in Fig. 1.

The hardware design is developed as PC-DAQ virtual instrument structure
composed of sensors, signal condition circuit, data acquisition card and computer.
The hardware design is developed based on LabVIEW platform.

3 Hardware Design

3.1 Sensor

Sensor is the first link in state signal acquisition of the detection system, and the
measuring errors from sensors cannot be compensated in later links, so sensors’
quality is vital to the accuracy of the whole system. According to general design,
pressure and flow sensors are adopted to measure the pressure and flow of hydraulic
equipments in this paper.

Pressure sensor: the hydraulic equipment detection system can measure steady
and dynamic pressures at the same time. HM801 pressure sensor is adopted, which
is a pressure-resistant sensor with diffused-silicon sensitive chip made with stainless
steel isolation diaphragm. HM801 pressure sensor has such advantages as high
sensitivity, high accuracy, fast frequency response, simple structure, small capacity,
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Equipment
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Data
Acquisition

Card Instrument
Driver

Virtual
Instrument
Interface

Programs

LabVIEW
Platfoem

Computer

Pressure
Sensor n

Flow
 Sensor n

Flow
 Sensor 1

Signal
Condition

circuit

Signal
Condition

circuit

Signal
Condition

circuit

Signal
Condition

circuit

Fig. 1 System general structure
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and light weight. Its major parameters are: measuring range 0–16 Mpa, accuracy
level 0.1%, and output voltage 2–10 V.

Flow sensor: LWGY turbine flow sensor is adopted, because the hydraulic oil
has relative high pressure and relative small flow. Its major parameters are: mea-
suring range 0.25–1.2 m3/h, rated working pressure ≤ 25 MPa, accuracy level
0.5%, and output current 4–20 mA.

3.2 Signal Condition Circuit

Signal condition circuit amplifies, filters, isolates, and linearizes the output signals
from the sensors and transmitters, and transforms them into signals which is easy to
be acquired by data acquisition device.

Pressure sensor output signal condition: this detection system filters the
high-frequency noise from HM801 pressure sensor’s output voltage by low-pass
second-order filter circuit.

Flow sensor output signal condition: this detection system transforms current
into 2–10 V signals using 500 Ω sample resistance from HM801 pressure sensor’s
output current, and filters the signal by low-pass second-order filter circuit.

3.3 Data Acquisition Card

PCI-6221 data acquisition card from NI Company is adopted, which is one mul-
tiplex card based on standard computer interface with 16-way single-end analog
input channels, 8-way difference input channels, 250 KS/s sample rate, ±200 mV
to ±10 V input range and 68-pin port.

4 Software Design

In this detection system, software is programmed in modularization. All modules
are linked and positioned after each is programmed, compiled and debugged. In
top-down design, the detection system software can be divided into such function
modules as user logging and verification module, system initiation module, data
acquisition module, data management module, data analysis and process module,
alert module and interactive interface, shown in Fig. 2.
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4.1 User Logging and Verification Module

This module can verify the logged users and prevent illegal users entering system.

4.2 System Initiation Module

This module can be divided into two sub-modules as system self-checking and
equipment initiation. This module can check the hardware’s state, initialize data
acquisition card, load card configuration from system configuration files such as
hardware address and device number.

4.3 Data Acquisition Module

This module is the basis of the whole detection system, the most frequently used
module and the precondition of data storage, analysis and process. SubVI in
PCI-6221 data acquisition card can control and acquire data. In this module,
acquisition parameters must be configured such as channel, sample time, input way,
AD mode, start and stop, display, and alert set-up.
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Fig. 2 Software function modules
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4.4 Data Management Module

This module can inquire storage and history data. The database is Microsoft Access,
and can be accessed by LabSQL.

The acquired pressure and flow data can be stored in Access database. Database
tables must be established in Access first; then acquired data can be scheduled into
the tables by LabSQL in time order.

Data inquiry can call history data which are stored in Access in certain searching
conditions. In this system, the specific searching condition is the data saving
moment, and it is unique in timeline.

4.5 Data Analysis and Process Module

Data analysis and process is to eliminate the noises in signals and transform the
signals into other forms easy to be analyzed and obtain useful information. This
module can be divided into three sub-modules such as wavelet de-noising,
amplitude analysis and autocorrelation analysis. This module can analyze real-time
data and history data. Wavelet de-noising utilizes wavelet to de-noise the useless
parts in the signal. Amplitude analysis is to analyze signals’ amplitude parameters
such as peak value, effective value and peak value index. Autocorrelation analysis
is to determine signals’ nature, detect the periodic signals in random ones.

5 Conclusion

Based on certain launching device, one hydraulic equipment detection system has
been established applying virtual instrument technology, system’s hardware and
software have been designed and developed in this paper. Experiments indicate this
detection system has such advantages as complete functions, good interactive
interface and convenient operation, and can meet the needs of hydraulic equipments
detection on certain launching device.
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The Arithmetic Research Based
on the Probability Matching of Low
Sampling Rate of Satellite Navigation Map

Yankai Liu and Meijuan Yu

Abstract Map-matching is a process of matching the track point of GPS to the
digital map. The existing map-matching algorithm is based on the high sampling
rate so that the algorithm has a low precise matching rate when sampling interval
time increases. For that reason, this paper came up a special map-matching algo-
rithm aiming at GPS track point with a low sampling rate. By considering many
aspects like the geometry of road network structure, topological structure, mutual
influence between the neighboring points and so on, the algorithm improves the
accuracy of matching and determines the best matching results of GPS tracking
points by probability calculation. Finally, it has been proved by experiment that the
algorithm has good run time and accurate matching result.

Keywords A low sampling rate ⋅ Map-matching ⋅ GPS navigation ⋅ Proba-
bility matching

1 Introduction

As a result of mature development of the Internet technology, the smart city can be
built and develop quickly, of which intelligence transportation is indispensable. The
construction of intelligence transportation includes several areas: vehicle naviga-
tion, traffic flow analysis, and satellite positioning ETC which has not been
intensively studied. All these mentioned application programs are based on the
track. Its core steps are involved in GPS to accurately position the GPS track data of
vehicles on the road [1], in other words, the map-matching.
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Typical GPS track points data is a serious of sequential track points. Each GPS
point consists of latitude, longitude and time-stamp information. However, on
account of the limitation of GPS itself, the sampling and measuring process of GPS
data and the return or accept process of the measuring data will have possible errors,
which further lead to inaccurate GPS data [2]. Therefore, the original data need
to be processed and then be used on the road network, that is to say, the
map-matching.

2 Application Conditions of the Algorithm

With the development of science and technology, the number of any travel navi-
gation system has increased sharply, such as a GPS embedded PAD and smart
phone. Due to the spread of these devices, a large number of track point data can be
available. But in the practice of lour life, only a low sampling rate (e.g., a sample
point every 2 min) of GPS can be got because of energy consumption, cost con-
sumption and so on. For example, there are more than 60,000 taxis in Beijing and
most of them are equipped with GPS [3, 4]. Usually the taxi drivers drive on the
road. In order to save energy consumption, the time intervals of their passing the
GPS point is bound to increase, which leads to lower sampling rate of GPS track
data [5, 6].

However, at present, the algorithm of map-matching is only for processing GPS
data with high sampling rate (usually 10–30 s every one track point) [7]. When they
use points with low sampling rate as their data, the matching error is over 50%
[8–10]. Therefore, in view of the track point with a low sampling point, the paper
will put forward an improved algorithm of map-matching. Besides, the low sam-
pling rate here means collecting one track point every 1.5 min and more [11, 12].

3 The Algorithm Design

Map-matching system of GPS navigation based on a low sampling rate consists of
three parts: the preparation of candidate point, the analysis with the times and
spatial factors and the result matching.

3.1 The Preparation of Candidate Point

The algorithm will give full consideration to the geometric structure of road net-
work, so as to calculate the candidate point of the track point. It needs two steps to
achieve this goal. First, finding out the possible section of the track point, in other
words, the candidate point. Second, calculating the candidate point in the section by
making use of the point-to-curve in the present geometric map-matching algorithm.
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3.2 Spatial Analysis

In this step, we need to make the most of the geometry and topology information of
road network to evaluate the candidate point getting from the first step. In this
paper, geometry information is represented by the observation density and topology
information is represented by transmission probability.

3.3 Time Analysis

In most cases, the algorithm can find out the best candidate point through spatial
analysis so that choosing the true path Pi among the candidate path
Pi− 1,Pi . . . Pnf g. However, there is a special kind of situation that cannot be

solved by the spatial analysis. As shown in Fig. 1.
In the above figure, a thick yellow line stands for highway and the thin blue line

represents the common roads. The two roads are very close, so if we use spatial
analysis to calculate the candidate point of Pi− 1 and Pi, the results of the algorithm
of two roads may be same. But if the average speed from Pi− 1 to Pi is 85 km/h, the
two track points can be match on the highway because of road speed limits.
Therefore, it needs the time analysis of track points.

Firstly, the algorithm needs to calculate the average speed v ̄ from Pi− 1 to Pi, the
formula is as follows.

v ̄ i− 1, tð Þ→ i, sð Þ =
∑k

u=1 lu
Δti− 1→ i

ð1Þ

The candidate point of Pi− 1 is Ci− 1, the candidate point of Pi is Ci, the shortest
path from Ci− 1 to Ci is a series of sections e′1, e

′

2 . . . e′k
� �

. Therefore, the lu = e′u ⋅ l
in formula, that is lu, is the length of e′u, the member means the shortest length from
Ci− 1 to Ci, the denominator Δti− 1→ i means the time intervals from Pi− 1 to Pi.

The algorithm thinks that every section e′u in the road network has its own speed
constraint value e′u ⋅ v. This paper will use cosine calculation to describe the

1−iP
iP

2e

1e

Fig. 1 Influence factors of
track points matching—time
speed information
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similarity between the average speed from Ci− 1 to Ci and the section constraint
value e′u ⋅ v. Therefore, the time analysis using time and speed information is
defined as follows.

Ft Ct
i− 1 →Cs

i

� �
=

∑k
u=1 e′u ⋅ v× v ̄ i− 1, tð Þ→ i, sð Þ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k

u=1 e′u ⋅ v
� �2 × ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑k
u=1 v

2̄
i− 1, tð Þ→ i, sð Þ

qr ð2Þ

3.4 The Result Matching

After spatial matching, the paper can find out a candidate graph G′ V ′,T ′
� �

to its
given track sequence T:P1 →P2 → ⋯ →Pn. V ′ is the candidate point of the track
point, T ′ is the side represented by the shortest path between two adjacent candidate
points.

Every candidate point in the candidate graph G′ can be described by N Cs
i

� �
.

Every side can be described by V Ct
i− 1 →Cs

i

� �
and Ft Ct

i− 1 →Cs
i

� �
. To sum up, the

paper can define the probability function of the map-matching as follows.

F cti− 1 → csi
� �

=N csi
� �

×V cti− 1 → csi
� �

×Ft cti− 1 → csi
� �

, 2≤ i≤ n ð3Þ

At last we can get a candidate path collection from the whole track (T)—Pc

P:CS1
1 →CS2

2 → ⋯ →CSn
n . If calculating each path’s value F pcð Þ, FðPcÞ= ∑n

i=2

FðcSi− 1
i− 1 →CSi

i Þ, the maximum will be the final matching path.

4 The Experimental Results and Analysis of the Algorithm

Based on the algorithm proposed in this paper, using the true data of road network
and track network, the experiment can be designed and made successfully. The
experimental data includes road network data and track data. Using the road net-
work in Beijing and downloading from the open source OpenStreetMap, the road
network contains 112 sections and 74 road network sites. The track data came from
the true Shenzhou taxi GPS track data provided by Shenzhou Taxi Company. The
formats are shown in Fig. 2.

Fig. 2 GPS track data
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The first column of data represents the longitude of the driving point, the second
column of data represents the latitude, the third represents the speed of the vehicle,
the fourth represents the point of view and the last represents the time-stamp. The
overall effects of the final matching of the experiment are shown in Fig. 3. The
purple line is the track point sequence of the effect figure before matching and the
blue line is the track point sequence after matching.

(a) Matching precision. In the experiment, there are about 1089 track points
matching correctly on the roads, namely, the algorithm in this case can make
the matching accuracy reach above 80%.

(b) Matching time. In this case, the track point n is 1354 and the section of road
network m is 112. According to the theoretical calculation complexity formula,
the algorithm operation time in this experiment is 3.2 min.

Fig. 3 The matching effects

The Arithmetic Research Based on the Probability Matching … 947



5 Conclusion

In view of the limitation of energy and resources in real life, the actual sampling
intervals of getting GPS track points are large, while the existing map-matching
algorithm is aimed at a high sampling rate. Therefore, the paper came up a special
map-matching algorithm aiming at GPS track point with a low sampling rate. Based
on probability matching, fully considers the geometric structure of road network
(observation probability), topological structure (transmission probability), and the
time speed information of vehicles (spatial analysis), the algorithm calculates every
track point and determines the best matching point according to the results of
probability calculation. At last, the paper verifies the matching precision of algo-
rithm and time complexity through experimental analysis with actual data.
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Study on the Simulation and Training
System State Transition Method
of the Complex Weapon Equipment
on Operation-Oriented

Peng Liu, Silong Zheng and Baohua Wei

Abstract Aiming at the question which is hard to describe the simulation and
training system state transition, the state transition method is put forward based on
the FSM. The paper introduces the conception of the FSM, describes the system
state process transition, establishes the state transition modeling, and then intro-
duces the application by this method. The application shows that this method is
suitable for the system which has finite states; the software code which adopts this
method has good reusable, high efficient design and easy maintenance cost.

Keywords Weapon equipment ⋅ Simulation and training ⋅ State transition

1 Introduction

The state process of the simulation and training system is to describe the simulation
and training process through abstracting the operation sequence or the operation
rules of the weapon equipment and modeling the realistic and manageable state
transition set based on the operation time and the logic. From the view of data flow,
the state process transition is the process from one steady state to another steady
state. There are two factors to decide the system state transition: one is the current
system state, and the other is the event which causes the change of the system state.

The weapon equipment is more complex, the description of the system state
transition is more difficult. The concrete manifestation is that: (1) The large system
has the complex time, the logic relation and many keys; (2) One key has different
meanings on different cases; (3) In order to accomplish one subject operation, some
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keys need to be combined input. So it is a difficult question to adopt an appropriate
method to describe the system state transition in the field of the simulation and
training system.

Now, the “if … then” method is adopted more for the system state transition.
The method is simple, but has more shortcomings: (1) The program code is
complex and lengthy; (2) The coupling phenomenon of the logic relation is serious;
(3) It has bad module and hard debugging; (4) It is fit for the system state transition
in the simple logic. So the system state process transition method is put forward
based on the finite state machine. This method could describe the system transition
process simply and clearly.

2 The Basic Concept of the FSM

The Finite State Machine is engineering application of the finite automatic machine
and has been widely used in computer science, information coding theory and so
on. It mainly describes the process behavior that one system or one object is
transited from different states. Its mathematics concept is as follows:

The FSM M is an ordered set including five objects: M = S, I,O, f , gf g
S= S1, S2, . . . , Snf g is the state set;
O= O1,O2, . . . ,Onf g is the output set;
I = I1, I2, . . . , Inf g is the input set;
f is the function from I × S to Sk;
g is the function from I × S to Ok;

From the view of the complex time and the logic relation, it could be expressed
as follows:

Si+1 = f ðIi, SiÞ, Oi = gðIi, SiÞ

The working principle is that: the state set S and the input set I is known. Once
the current input Ii and the current state Si are confirmed, the next state Si+1 and the
output Oi are confirmed on the effect of f and g.

The core of the finite state machine is one object has one certain state at one
certain moment. The transition between two states needs certain condition. When
receiving one input (event), one output is confirmed and the transition happens.

So the finite state machine has distinct relation. The system which could apply
the finite state machine also needs several conditions: (1) the system has several
states which are finite; (2) the current state of the system is confirmed only by the
last state and the input; (3) the system states are relatively stable and can keep
invariable when no input. Above all, the finite state machine could describe the
simulation and training system state process on operation-oriented effectively.
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3 The System State Process Transition Method Based
on the FSM

3.1 The Description of the System State Process

The object of study for the simulation and training system on operation-oriented is
the weapon equipment. It emphasizes the operation sequence and the operation flow
rather than the description of the electric, dynamic or machinery. In general the state
process transition is shown in Fig. 1.

(1) In certain stable state, the trainers press some buttons or switches at the sim-
ulating panel;

(2) The system acquires the state change of the buttons or switches and saves it;
(3) The system analyses the state change, judges the logic and output the result;
(4) The output displays at the simulating panel (For example, some indicator light

is on or off, or the instrument panels changes, or the display changes), then the
system is at relatively stable state.

Start

Stable State

Y

Finish the 
operation

End

Operate at the pannel

Collects the state and 
saves it

Judge the logic and 
output it

The panel state 
changes

N

Fig. 1 The system state
process transition flow
diagram
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(5) The trainers operate continuously. The system state process operates according
to the 1–4 until the end of the operation.

3.2 The Realization of the System State Process Transition
Based on the FSM

1. The system process transition model
Taking example by the structure of the AI expert system, the system process
transition model is designed based on the FSM which is shown in Fig. 2. The
model is comprised of state database, inference machine, knowledge database
and the human–machine interactive interface.

(1) The human–machine interactive interface
The human–machine interactive interface is the interface that the system
exchanges with the outside. The interface has two tasks: getting the input
(event) and outputting the next state.
From the view of design, there are two channels to getting the output: one
is the change of the buttons or keys when the trainers operate at the
simulating panel, the other is to receive the training interactive information
from other subsystem. The output displays the conclusion (system state)
from the inference machine.

(2) The state database
The state database saves the finite state of the simulation and training
process. According to the operation sequence of the weapon equipment,
the system state process can be divided into several states. Every state has
several basic elements: the state name, the time logical sequence and the
state phenomenon. The state phenomenon which describes the states of the
lights, keys or switches at some certain state is the core of the state
database.

Data
information 

the human-machine 
interactive interface

state database

inference machine

knowledge database

The trainers
Fig. 2 The structure of the
state process transition model
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(3) The knowledge database
The knowledge database saves the elements which are to drive the system
state process transition. Its elements includes: the last system state, the
current system state, the next system state, the event and so on. When the
inference machine gets the current system state and input (event), read the
content of the knowledge database, and then the next system state could be
confirmed. The knowledge database derives the content from the operation
sequence of the weapon equipment and the logic, and saves it according to
the structure of the knowledge database.
The knowledge database adopts the mode of the state transition table. The
state transition table shows the state transition logically. The basic pattern
is shown that the current state (B) and the event (Y) confirm the next state
(D). It is shown in Table 1. The state transition table focuses on the event,
the current and the next state. This pattern has more feasibility and oper-
ability in software design.

(4) The inference machine
The inference machine implement. Through receiving the input (event) or
the information from Ethernet, its main task is to search the state database
and the knowledge database, choose the matching rule in the knowledge
database, execute the rule to transmit the system state and output the result.

2. Design thoughts

(1) The description of the operation sequence
Detail the operation flow of the weapon equipment and fill in the corre-
sponding the operation flow table. The operation flow table is used to
describe the operation logic of the weapon equipment in overall processes.
It should be detailed that could describe the logical relationship between the
keys and the lights clearly.

(2) The confirmation of the system state division and the event
The system state is divided and confirmed according to the operation flow
table. Obtain the input event and make the event as the system state division
sign. The system state should be complete which includes all the states of
the keys, switches, lights and so on.

(3) Design the state database and the knowledge database
Design the structure of the state database and the knowledge database. Fill
in the system state and the input event into the corresponding database
according to the definition of the database.

The state process transition flow design is shown in Fig. 3.

Table 1 The state transition
table

The state transition table
State A State B State C

Event X … … …

Event Y … State D …

Event Z … … …

Study on the Simulation and Training System State … 953



4 The Application of the Simulation and Training System
State Transition Method of Air-Defense Missile Based
on the FSM

4.1 The Basic Structure of the Simulation and Training
System

The simulation and training system for an air-defense missile is composed of the
control unit, S vehicle simulation subsystem and the F vehicle simulation subsys-
tem. The system is established adopting by semi-physical mode. “Industrial control
computer + data acquisition card + signal conditioning circuit + operation panel”
is adopted in hardware design. VC++ is adopted to realize the control, commu-
nication and transition in software design. Vega is adopted to simulate the radar

Input(Event)/Information 
from Ethernet

Get the current state from the state 
database

Search the state from the knowledge
(match the current state+event)

Start

New state exist?

Read the new state from
 the state database

Execute the new state action

Finish the operation?

Y

End

N

N

Y

Fig. 3 The state process
transition flow diagram
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display. MS Access is adopted to structure the database. Winsock is adopted to
communicate with each subsystem.

4.2 Design and Realization

1. The operation and training module flow design
The operation and training module is the core module of the software. Its task is
to acquire the hardware state, judge the state transition and display the state.
The UML use case diagram is shown in Fig. 4.

2. The design of the hardware acquisition and control mode
S vehicle simulation subsystem and the F vehicle simulation subsystem have
hundreds of keys, switches, and the lights. If adopting the interrupt mode, there
will be so many interrupt that would effect the normal operation of the training
process. The inquiry mode is adopted because of its easiness of the exploitation
debugging and dispense with the state protection.
When setting the inquiring cycle, one of the core targets is to make sure that
every change of the hardware should be acquired timely and accurately. If the
inquiring mode is too short, the invalid time of CPU is too much; The CPU
work efficiency would be slow down, even the system works abnormally. If the
inquiring mode is too long, there will be several operation times in one inquiring
time. That case would lead to the inaccuracy of state acquisition result. Tests

Inquire the 
hardware change

Change the 
hardware state ?

Y

The system 
respond

Record information, judge state 
and output information

N

Finish
training?

N

Y

End

Information 
receiving module 

from Ethernet

 Receive the 
information?

YN

Fig. 4 The operation training module based on the UML use case diagram
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have shown that 100 ms is rational as the inquiring cycle which could fulfill the
CPU work ability and ensure the accuracy of the inquiring state.

3. The establishment of the state database

(1) Classify and describe the state of all the keys, switches, and the lights.
BOOL type is adopted to describe the keys and the lights. Enumeration
type is adopted to describe the band switches. Float type is adopted to
describe the change of the instrument hand.

(2) Design the structure which includes the entire variable. This structure
could describe all the state of the hardware in the operation panel in any
case.

(3) Divide the simulation and training process state. Confirm the finite states.
Every system state is filled in one system state table. The state database is
composed of the entire system state Table

4. The establishment of the knowledge database
According to the operation sequence and the system finite state, confirm the
event which leads to the state transition, and then fill the system finite states and
state transition event in the state transition table which composes the knowledge
database.

5. System implementation
The system state transition method based on the FSM is applied to the software
design of the simulation and training system of air-defense missile based on the
FSM. The equipment cabinet of the F vehicle subsystem is as follows (Fig. 5).

Fig. 5 The equipment cabinet of the F vehicle subsystem
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5 Conclusion

(1) The task interface between the equipment engineer and the software engineer is
very distinct. It is the pipelined software designing mode which has high
designing efficiency.

(2) The software code has good reusable which could apply to the any software
design of the simulation and training system. Maintain the software easily and
design it efficiently.

(3) This method is suitable for the system which has finite states. If the system has
too many states, the state database would be expanded rapidly. It needs to be
researched intensively how to solve this question.
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Research on the Formal Representation
of ATML Documents

Shuyi Fan, Huixia Jiang, Baohua Wei and Wanming Liu

Abstract In the process of constructing the ATS, developing of test program is an
important and time consuming job. The traditional development approach of test
program is in manual way. It makes the development cost very high, development
cycle very long and portability very poor. Next, the automatic generation of test
program will be a trend. Based on the study of ATML document characteristics, an
approach to convert ATML documents into formal representation is proposed. First,
the way of data type conversion is studied. Then based on the characteristics of
entity documents, the formal way of entity conversion is studied. Finally, the
method of converting the test description document into the formal representation
of process control is studied. The effectiveness of the proposed approach is
demonstrated by an example.

Keywords ATML ⋅ Formal representation ⋅ Test program automatic generation

1 Introduction

The purpose of test program automatic generation is converting ATML (Automatic
Test Markup Language) test description documents and related documents into
equivalent source code which can be compiled. Currently, research on automatic
conversion of ATML documents to test programs is still less. Only some conver-
sion methods between other format documents are studied in [1–4].

In addition to the test procedure information contained in test description
document and contents in other documents are static definition or explanation
information. This information can be directly converted into compiled source code.
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The test procedure information contained in test description document need to be
converted into a mid-formal format first, and then into source code that can be
compiled by COTS (commercial off-the-shelf) compiler.

Depending on the contents of the ATML documents, there are three cases that
converting the ATML document into formal representation. First is the conversion
of data type. In ATML documents, the data types are mainly exist in Common.xsd.
Second is the conversion of entity type description documents, such as UUT
description of the document, etc. The three parts are divided into three independent
modules, which can be configured to execute one or more modules. It should be
noted that the data type conversion is done before the resource analysis and match
in order to provide the desired data structure. The conversion progress is depicted in
Fig. 1.

2 Conversion of Data Type in ATML Documents

Definitions of data type in ATML mainly contained in common elements, internal
models, and signal definitions, such as STDBSC.xsd and STDTSFLib.xsd. The data
type can be used by other ATML documents directly.

The primitive data types defined in XML Schema is directly referenced in ATML.
Some of the primitive data types can be represented directly in high level language,
others should be defined in customized data type, such as struct, union, etc.

In addition, we need to take extra action to some data type, such as data type
normalizedString in XML Schema. All carriage return, line feed, and tab character
should be replaced by a single space. We can define all of the string data type as
string*, then call API function of the free or commercial XML parse program, such
as MSXML, TinyXML in [5], XML Spy in [6] and Schematron in [7]. The API
function can return correct string data. But we still need to manually write program
for some special data type, such as dateTime.

In ATML documents, there are many abstract data type and the specific
implementation data type derived from the abstract data type. As we know, many

conversion 
program

Formal Repre-
sentation

ATML Documents

ATML data type,
entity documents

ATML test procedure
description 

Test action
functions

definitions of
data type 

Fig. 1 Conversion progress
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high level language have not abstract data type. So we should use struct, abstract
class, or union to represent these abstract data type. If ATML codes directly
reference the derived data type, struct data type should be used. If ATML codes
reference the abstract data type, abstract class should be used. If the ATML abstract
type needs to be passed as a parameter in the COM interface function, the union
should be used [7].

3 Conversion of Entity in ATML Documents

The entity documents mentioned here refers to the ATML XML Schema documents
that descript parts of hardware or configurations of ATS. These documents include
Instrument description, UUT description, test configuration, test adapter, test plat-
form, and test results.

Each entity document can be defined as a class. The fields of the class depend on
the contents of the entity document. Next, we take the UUT description document
as an example to introduce the conversion of entity description document. The
structure of UUT description document is depicted in Fig. 2. UUT description
documentation refers to data type HardwareItemDescription in HardwareCommon
(the prefix hc: in Fig. 2). It also refers to data type NonBlankString,
ItemDescription, Document and attributes group DocumentRootAttributes in
Common (the prefix c: in Fig. 2). The UUT description document can be converted
into high level programming source code a

Fig. 2 Structure of UUTDescription document
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#include <Common.h> 
#include <HardwareCommon.h> 
class UUTDescription{ 
 public: 
  char* version; 

……
c_ItemDescription SoftWare; 
tpWarings Warings; 
……

private: 
  typedef union{ 

……
tpWarings* next; 
} tpWarings;   
……

} 

The principles and methods of conversion for other entity document are similar
to this. In addition, the structure to save the test results should be defined for
document TestResult.xsd. Generally, for the purpose of performance considerations
and operation convenient, these results are stored in the database. It can be con-
verted into XML format that meets the requirement of ATML.

4 Conversion of ATML Test Description Document

Different from the previous introduction of the data type and entity description
document, the ATML test description document contains test flow and test action.
Test flow should be converted into control structure of programming language,
including flow control statements and functions, etc. Test action should be con-
verted into customized formal statements which control test instrument, switch or
adapter. Therefore, the focus of conversion of ATML test description document is
the division of test actions, usage of control statements and the calling method
of driver, including test instrument, switch, or other test resource. The major part of
test description document is the element DetailedTestInformation whose conversion
methods and principles will be discussed in detail below. The structure of element
DetailedTestInformation is shown in Fig. 3.

4.1 td:EntryPoints

The element identifies the test groups or actions that can be used as entry points. For
each entry point, test conditions are completely stated and are not dependent on

962 S. Fan et al.



previous tests or setups. The element can contain multiple entry points. When the
element contains multiple entry points, the switch statement can be used to deter-
mine the entry point function the user select.

4.2 td:Actions

The Action elements of type Test used to detect and isolate UUT faults. A typical
test verifies a characteristic of the UUT by (1) applying one or more stimuli,
(2) measuring the UUT response to these stimuli, and (3) comparing the response
with limits or expected values that define the acceptable UUT operation. When
measurement results are within limits or are equal to the expected values, the test
returns a “Passed” outcome. When limits are exceeded or the expected values are
not matched, the test returns a “Failed” outcome and, if applicable, a qualifier
indicating which limit was exceeded (e.g., “Low” or “High”). When a test was not
completed, it returns an “Aborted” outcome. The qualifier of that outcome may
provide additional information regarding the cause of the abort, for example,
“Manual Intervention,” “Timeout,” “Instrument Error,” and so on.

The Action elements of type SessionAction represent individual nontest actions
to be performed on the UUT. When successfully completed, session actions return a
“Done” outcome. When not completed, they return an “Aborted” outcome. The
qualifier of that outcome may provide additional information regarding the cause of
the abort. The structure of element Action and its conversion is shown in Fig. 4.

In the left part of Fig. 4, element td:Parameters describe the parameters of the
action and shall specify their values. Element td:LocalSignals identify local signals,
shared by multiple operations specified for the current action. Element td:Condi-
tions specify the preconditions and postconditions for the action. The preconditions
are used to ensure the Action can be executed only if these conditions are satisfied.
The postconditions indicate the conditions that Action can achieve after successful
execution. Element td:Behavior is the most important element in Action. It
describes the behavior of the action in detail.

Fig. 3 Structure of element DetailedTestInformation
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4.3 td:TestGroups

The element td:TestGroups contains one or more td:TestGroup elements, and each
Td:TestGroup element can contain one or more Action/TestGroup. Execution
order, parameters, preconditions, postconditions, initial operation, and termination
operation of Actions can be specified in element TestGroup. One TestGroup can
verify multiple characteristics of UUT and get one outcome. When performing
UUT fault detection, it will return “passed” or “failed.” When performing fault
isolation, it will return “passed” or a certain kind of “failed.” We can isolate the
fault according to the detailed description of “failed.” There are five types of
TestGroup. They are TestGroupDiagnosticModel, TestGroupParallel, Test-
GroupSequence, TestGroupSerial, and TestGroupUnspecifiedOrder.

TestGroupDiagnosticModel describes a test group where the order of execution
is determined by a diagnostic reasoner in accordance with a diagnostic model.
TestGroupParallel describes a test group where actions can be executed in parallel,
depending on resource availability. The execution of the test group finishes after all
of actions finish. TestGroupSequence describes a test group where actions are
executed sequentially. The order of execution depends on the outcomes returned by
the tests. Each step in the sequence represents of the execution of an action
(test or session action) or a test group. This mode of representation for test
sequencing is commonly known as a “fault tree.” TestGroupSerial describes a test

function structure after conversion

outcomes name ( parameters )
{

//save Action ID
BSTR actionID= \

SysAllocString(L"test1");
//signal definitions

……
//condition judgement
if (!PreConditons) return -1;
//mid formal statements

……
//calling of TestGroup functions

……
//set value of postconditions

……
//test results judgement
return testOutcome;

}

Structure of element Action

Fig. 4 Structure of element Action and its conversion
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group where actions are executed sequentially. The order of execution is fixed.
TestGroupUnspecifiedOrder describes a test group where execution is serial and
can be in any order.

The representation and conversion of TestGroup are similar to Action. The
corresponding relationship between the structure of the element TestGroup and the
converted formal code is shown in Fig. 5.

The execution order of the Action contained in the element td:ActionReferences
at the left side of Fig. 6 is related to the type of TestGroup. And it also determines
the execution order of the corresponding Action function. The content of element
td:Outcomes and td:TestResultDescription combine with the judgment process of
test resultsand Outcome that get from calling of Action function. If the Outcome
value of a test is more than two, it will be converted to “switch” structure, otherwise
it will be converted to “if…else…” structure.

5 Example of Conversion

The conversion of entity document is simple. So the example of entity will not be
given below. We will give a conversion example of test description document.
Figure 7 shows an example of test description of test description document. There
are ten Actions and two TestGroups. The relationship of Action and TestGroup is
shown in Fig. 6.

outcomes name ( parameters )
{
//function calling of Action to initialize
……
//preconditions judgement
if (!PreConditons) return -1;
//function calling of Action in TestGroup
……
// set value of postconditions
……
//Action function when calling terminated
……
//test results judgement
return testOutcome;

}

Structure of TestGroup function structure after conversion

Fig. 5 Transformation of TestGroup
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In Fig. 7, the Action with ID = “test1,” name = “Vcc_to_GND_Resistance” is
the first Action. This Action is used to measure the Vcc resistance to ground. It
contains five Operations. These Operations are used to define measurement signal
(resistance), connect the measurement signal, measure and reset the measurement
signal. According to the principle and method mentioned last section, the structure
of “test1” and the converted formal code is shown in Fig. 7.

In Fig. 8, function getTestOutcome (ls1, test1) is a customized public function.
It can compare the test value with Upper and lower limits. And then return the
comparison result. The parameter “test1” is used to find out the Upper and lower
limits.

Actions and Test Groups

Fig. 6 Transformation of TestGroup

outcomes func_Vcc_to_GND_Resistance ()
{BSTR actionID= SysAllocString(L"test1");
outcomes testOutcome;
pIRM >put_actionID(actionID);-
Signal* ls1=NULL;
setup ls1 sensor Measure1 Instantaneous\

(type=Resistance,samples=1,nominal=13.2kOhm);
connect ls1;
read ls1; //save result in variable ls1
testOutcome=getTestOutcome(ls1,actionID);
disconnect ls1;
reset ls1;
return testOutcome;

}

structure of test1 formal representation

Fig. 7 Document structure of test1 and FTDL codes
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6 Summary

In this paper, we discuss the conversion method to formal representation of entity
document and test description document in ATML. The entities in entity documents
can be converted into suitable data types. The Actions and testGroups in test
description document can be converted into suitable formal statements. The
effectiveness of the proposed method is demonstrated by an example. The formal
conversion method proposed in this paper will lay a solid foundation for test
program automatic generation based on ATML documents.
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Whole Design of Anti-tank Missile
Equipment Maintaining Training System

Jianhua Xie, You Li, Bo Dong and Peng He

Abstract This paper aims at the development of maintenance training system of
anti-tank missile equipment. It uses technique of large-scale real-time circuit sim-
ulation, technique of virtual maintenance and half substance simulation to present
the whole structure of maintenance training system of anti-tank missile equipment
and design the model of layered architecture of federation based on HLA/RTI to
support the whole structure. It can supply firmly base for developing anti-tank
missile equipment maintaining training system. The whole design of maintenance
training system and layered architecture of federate model have better ideas for
similar system.

Keywords Maintaining training ⋅ Whole structure ⋅ Layered architecture of
federation

1 Introduction

According to anti-tank missile equipment maintaining supply, a lot of work is
testing, maintaining and changing for electronic circuit, electronic component and
mechanical component. Then the knowledge of electronic circuit, maintaining skill
and operation level of maintenance man have important real effects according to
protection missile equipment in good condition and to improve operating life and
effectiveness of weapon system.

And now, there is no relative complete maintaining training equipment for
anti-tank missile equipment. Maintenance man can only do maintaining training
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depends on the drawing and real equipment, it has more limitation. This paper aims
the demand and presents the method of design and implement for anti-tank missile
equipment maintaining system.

The anti-tank missile equipment maintaining system is a distributed system
based on HLA/BOM. The system adopts technique of computer simulation, tech-
nique of virtual maintenance, technique of large-scale electronic simulation, tech-
nique of distributed interactive simulation to build. The system can do maintaining
training and operation training in the realistic virtual training environment, it
includes electronic fault maintaining training, mechanic fault training and operation
training. It can cover the training content of multiform model of anti-tank missile
equipment.

2 Whole Structure of Anti-tank Missile Equipment
Maintaining Training System

The whole structure of anti-tank missile equipment maintaining training system is a
distributed interactive system based on network bus. Figure 1 shows the compo-
sition structure of anti-tank missile equipment maintaining training system [1].

The system includes master computer of master control board, simulation
computer of training terminal, man–machine interaction, etc. The master computer
implements man–machine interaction for the trainer and the system, implements to
set fault [3], set system, monitor training process, monitor simulation, etc. Training
terminal can divides to four types according to functions. The first type is electronic

Fig. 1 Structure of anti-tank missile equipment maintaining training system
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fault virtual maintaining training terminal, we call it EVM. The second type is
electronic fault half substance maintaining training terminal, we call it EHVM. The
third type is mechanic fault virtual maintaining training terminal, we call it MVM.
The fourth type is complex operation virtual training terminal, we call it COT.
Every training terminal is an agent instance, it implements virtual vision and
working process simulation for electronic fault, mechanic fault, complex operation
training of anti-tank missile equipment. The training man uses interactive equip-
ments to measure and debug for stated electronic fault, to department and maintain
for mechanic fault and to do operation complex training.

2.1 Electronic Fault Virtual Maintaining Training
Terminal

According to electronic fault virtual maintaining training terminal, simulation
computer can do action with virtual maintaining operation according to translation
relation of virtual signals and circuit simulation. It can simulate real working state.
Every simulation node can realize distributed interaction through BOM. It can
compose distributed simulation network to simulate the relation and signals
translation of each circuit model of anti-tank missile equipment, then it can simulate
whole working states of anti-tank missile equipment. According to simulation
computer of simulation node, it uses Spice3f5 descriptive language as circuit
descriptive language of anti-tank missile equipment for circuit models. After set
virtual fault by trainer, it can form fault descriptive language according to circuit
descriptive language of anti-tank missile equipment to modify circuit descriptive
language of anti-tank missile equipment corresponding, and then it can simulate
fault state of anti-tank missile equipment.

Figure 2 shows the basic principle and process of circuit fault virtual mainte-
nance of anti-tank missile equipment [1, 2].

When the virtual signals from former class are coming to original class, it forms
virtual signal description according to characters of signal at first, then it do sim-
ulation with Spice3f5 according to circuit description of anti-tank missile equip-
ment, and then it gets signal characters of every circuit nodes to form virtual output,
after that it can translate the output to back class to calculate [4]. When the
maintenance man is doing virtual maintaining operations, the operations of circuit
device repairing and changing done by him can transform to description language
of maintenance process, and then it can modify the circuit description language to
simulate process of virtual maintenance. Spice3f5 simulating engine can simulate
with circuit description of anti-tank missile equipment, then it can simulate circuit
working state after maintenance, and then training man can test and measure it until
he eliminates the fault.
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2.2 Electronic Fault Half Substance Maintaining Training
Terminal

According to electronic fault half substance maintaining training terminal, it is
supplement relationship with electronic fault virtual maintaining training. It can be
used to solve maintenance questions of circuit board during realistic circuit simu-
lation cannot simulate in electronic fault virtual maintaining. According to complex
circuit board of missile equipment, realistic circuit simulation software cannot finish
its working process. Electronic fault half substance maintaining training terminal
adopts electronic signal generator, high voltage transfer card, waveform generator
board, etc. In the environment of VC++, it designs special API software package. It
can finish half substance simulation of circuit board of missile equipment, it can use
oscilloscope and universal meter to measure the test points and fault debugging for
maintenance operations. It can solve maintenance training questions much better
fitting-in with electronic fault virtual maintaining for electronic fault of anti-tank
missile equipment.

2.3 Mechanic Fault Virtual Maintaining Training Terminal

According to mechanic fault virtual maintaining training terminal, simulation
computer constructs maintenance model machine of mechanic fault virtual main-
taining. Mechanic fault maintenance model machine is facing to task to design. It
has definite geometric and function truth degree similar with physical model
machine. It has sport and physical characters of space, time and freedom restraint. It

Fig. 2 Basic principle and process of circuit fault virtual maintenance of anti-tank missile
equipment
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can realize to simulate mechanic fault maintaining process combining with virtual
reality.

Mechanic fault maintenance model machine of anti-tank missile equipment
includes modelling of geometric characters, modelling of physical characters,
modelling of interaction characters and modelling of behaviour characters. Model-
ling of geometric characters is not only real external appearance, but also it can show
the structure and restraint relationship of each parts of anti-tank missile equipment.
According to modelling of interaction characters, it needs to define interactive device
and interactive modes. According to modelling of behaviour characters, mechanic
fault maintenance model machine shows characters of unrestrained transition and
rotation. Demounting/assembling simulation of mechanic components is hot point
for research of virtual maintenance. But it has universal problem of complex
modelling methods. The virtual maintenance training system presents VDN of
anti-tank missile equipment based on theory of synchronizing network. It can
describe demount action relation, sequence planning and other maintenance infor-
mation of maintenance process. VDN uses relation of demount logic as first
description object, it shows variation functions with demount time and resource, it
do not increase elements of the net, and so it reduces the complex degree of mod-
elling, and then it solves the question better during demount modelling.

2.4 Complex Operation Virtual Training Terminal

According to complex operation virtual training terminal, it constructs operation
training model with accuracy to size and realistic external appearance of certain
gravis type anti-tank missile. The model was constructed by software of AutoCAD
and Multigen Creator. According to investigation for real operation rules, it realizes
virtual whole process operation training of certain gravis type anti-tank missile in
the development environment of VC++. It can simulate each operation of certain
gravis type anti-tank missile. It can use the fingers of operator and touch screen to
directly operate on–off, rotary knob, etc., it has realistic effect.

3 Architecture Design of Maintenance Training System

3.1 Whole Structure

According to HLA/RTI simulation standard, structure characters of anti-tank mis-
sile equipment, working principle of every parts and analysis of process of main-
tenance training, architecture of anti-tank missile equipment based on HLA adopts
topological structure based on RTI showed by Fig. 3.
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In the structure, RTI has the effect of distributed operation system. All the
simulation interactions of federation members are through RTI. RTI manages all the
federation, it includes putting in and exit of members, timing of members, time
pushing, refreshing and mirroring of object class, delivering and receiving of
interactive class, it includes every interactions.

Tint arrow shows the designed member interface according to RTI between
every federation members and RTI. It is finished through callback service of RTI
Ambassador and Federate Ambassado. It is explicit to see in the codes of the
system. It combines two function classes in common condition (mainly RTI service,
callback service itself is method structure of the given class. The programmer only
needs to imply the method.)

Deep color arrow between every federation members shows the detail content of
interactive information. It is defined through analysis detail working principle of
every components of the equipment and through the process of corresponding
maintenance training and operation training. The information mixes together in RTI
service, it is not to shows in the codes of the system. The interactive content can be
divided to two classes, the first class is the management information between
federation management member with maintenance member and operation member,
the second class is the interactive information between different maintenance
members.

3.2 Layering Structure of Maintenance Training Federation
Member

In the maintenance training system federation, according to each federation mem-
ber, especially structure and function of federation member responding for

Fig. 3 Architecture of anti-tank missile equipment based on HLA
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maintenance work is an important research. The system presents a kind of layered
architecture of federate (LAF) as reference model of design of federation member of
anti-tank missile equipment maintaining training system.

Layered architecture of federate of anti-tank missile equipment maintaining
training system is showed by Fig. 4. There are function structure, network structure
and display structure from low to high. Function structure is the base structure, it
can simulate simulation object, it can simulate the process of working and main-
tenance of anti-tank missile equipment and it is the base of maintenance training.
Function structure is mathematic model of counted in common, it can supply data
for network structure and displaying structure, and it can receive control informa-
tion from upper structure. Interaction information from upper structure can
dynamically call function structure to finish simulation.

Network structure is the middle structure, it contacts with function structure and
displaying structure, it is abstract description of function structure and defining
every impossible interaction modes during the system operating. Network struc-
ture’s most important function is to realize the data communication with other
federation members based on HLA/RTI.

Displaying structure is the top structure, it displays all the vision effect of the
virtual maintenance training system. It should include three-dimensional model of
all components of the equipment and half substance measuring nodes. It is the
maintenance interface of the system. Operating man realizes man–machine inter-
actions through the displaying structure.

According to layered architecture of federate is the layered modelling method.
Table 1 shows the corresponding relation between layered architecture and model.

Fig. 4 Layered architecture of maintenance federate
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4 Conclusion

The paper presents design of the whole architecture and its implementing method
with the background of developing anti-tank missile equipment maintaining
training system. And then the paper presents a kind of layered architecture of
federate to solve the problem of the information interactions of maintenance
training system. It can supply firmly base for developing anti-tank missile equip-
ment maintaining training system. The whole design of maintenance training sys-
tem and layered architecture of federate model have better ideas for similar system.
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Analysis on Asynchronous Start
Permanent Magnet Synchronous Motor
Cogging Torque Optimization Based
on Equivalent Magnetic Motive Force

Chen Wang, Qingfeng Sun, Guanghua Cao and Jian Zeng

Abstract Asynchronous Start Permanent Magnet Synchronous Motor has slots at
both sides, so the formation mechanism of its cogging torque is more complex. To
avoid influence on analyzing cogging torque by rotor slots, this paper propose a
method of making the magnetic motive force generated by rotor bar equivalent to
magnetic motive force generated by the permanent magnets, obtaining the analyt-
ical expression formula of such motor’s cogging torque, to analyze the impact of
the rotor tooth width, rotor slots number and rotor teeth shape, and other rotor
parameters on motor cogging torque, and gives the method of reducing asyn-
chronous start permanent magnet synchronous motor cogging torque; uses the
effectiveness of the method proposed by finite element analysis verification and
conducts the comparative analysis of the motor’s performance before and after
optimization. The results showed that selecting the appropriate rotor tooth width
and rotor slots number can effectively weaken the asynchronous start permanent
magnet synchronous motor cogging torque.

Keywords Asynchronous start permanent magnet motor ⋅ Cogging torque ⋅
Rotor tooth width ⋅ Magnetic motive force
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1 Introduction

With the rapid development of high-performance permanent magnetic materials,
permanent magnet motors have been widely used in industrial robots, elevators, and
other industrial places thanks to such advantages as simple rotor structure, high
power density, high power factor, etc. [1–4]. However, there is mutual interaction
between the magnetic field generated by rotor permanent magnets of the permanent
magnet motor and the stator slot, generating cogging torque. And the generation of
cogging torque will result in greater torque ripple, causing motor vibration and
noise. So how to reduce the cogging torque has become one of the problems
focused by relevant experts and scholars of permanent magnet motor direction.

Literature 5 uses the method of finite element analysis to analyze the influence
on permanent magnet operating point by the magnetic motive force of stator and
rotor. The results showed that different loading conditions and initial position of the
rotor have great influence on demagnetization of permanent magnet; Literature 6
established 2 Pole 1.5 kW finite element analysis model of asynchronous start
permanent magnet synchronous motor to study the effect on cogging torque by pole
arc coefficient, the stator auxiliary slot, and other parameters, but it has a long
calculation period and amount of calculation; Based on the consideration of satu-
ration, Literature 7 uses the finite element to analyze the influence of the motor’s
stator and rotor on cogging torque, but the method is not easy to obtain the rela-
tionship between the parameters and cogging torque; Literature 8 proposes a new
method for weakening built-in permanent magnet motor cogging torque. The
studies on cogging torque from abovementioned Literatures all focus on the uni-
lateral slotted permanent magnet motor, using the motor equivalent gap length
method to study the relational expression between structural parameters and cog-
ging torque, having proposed using the stator chute, rotor skewing, change pole arc
coefficient and other methods to weaken cogging torque of permanent magnet
motor.

Asynchronous start permanent magnet synchronous motor is a permanent
magnet motor with special structure. There are squirrel-cage bars on its rotor in
order to improve the starting torque of the motor. The squirrel-cage bars and stator
windings make slots on both sides of the stator and rotor, and the bilateral slotting
makes the motor’s air gap more complex. The analysis method of common uni-
lateral slot cogging torque is difficult to analyze and calculate such motor’s cogging
torque. Literature 15 derived the equivalent gap length expression of the asyn-
chronous start permanent magnet synchronous motor using analytical method, and
then deduced the cogging torque expression, proposed the method of reducing
cogging torque of such motor. But the cogging torque expression proposed by this
method is complex, which is difficult to obtain a clear physical concept.

This paper makes the rotor magnetic motive force equivalent to the distribution
magnetic motive force corresponding to stator magnetic motive force, which has
avoided the complex calculations of air gap effective length, deduced the cogging
torque analytic expression of asynchronous start permanent magnet synchronous
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motors, given out a clear relationship between the rotor and stator structural
parameters and cogging torque, analyzed the influence of on motor cogging torque
by rotor tooth width, the rotor slot number and size of the rotor slots, proposed the
new methods of changing the rotor tooth width and rotor eccentricity to weaken
asynchronous start permanent magnet synchronous motor cogging torque, using the
method of finite element analysis to verify validity of this method.

2 Analytical Analysis of Cogging Torque

The method of analytical analysis is to determine the relationship between the stator
and rotor parameters and the motor cogging torque. The following assumptions are
made without considering its accurate calculation: (1) silicon steel permeability
approaches infinity; (2) the centerline position the specified permanent magnetic
pole is θ = 0; (3) the slot shape of both stator and rotor is rectangular; and (4) the
relative position angle between stator and rotor is α.

Cogging torque is the reluctance torque generated by the relative movement
between rotor permanent magnet and the cogging between stator and rotor. As for
asynchronous start permanent magnet synchronous motors, permanent magnet is on
the rotor, when relative motion is generated between stator and rotor, the energy
inside magnetic steel remain unchanged, so we just need to consider the energy
changes in air gap magnetic field, and the cogging torque expression can be
expressed as below:

T cog = −
∂W
∂α

= −
∂

∂α
½ 1
2μ0

Z
V
B2ðθ, αÞdV �. ð1Þ

This paper adopted the asynchronous start permanent magnet synchronous
motor with tangential structure as shown in Fig. 1. Analyze such motor’s cogging
torque, and radial motor as well as such motor with other structural type have
similar analysis method.

As for the asynchronous start permanent magnet synchronous motor with tan-
gential structure, the rotor teeth are evenly distributed under each pole. Since there
is no need to calculate the cogging torque, the magnetic flux leakage at rotor slot
can be ignored, and the approximately equivalent magnetic flux runs through the
entire rotor teeth. The distribution of remanence Br(θ) of permanent magnet is
shown in Fig. 2: in the figure, t0 represents rotor tooth width, θr represents the rotor
slot width, and Br is the residual magnetic density of the permanent magnet. This
model is the rotor with four rotor slots at each pole, when the rotor at each pole is n,
the square wave number between π/2p and −π/2p in the figure is n.
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According the distribution map of Br(θ) under each pair of pole, the distribution
map of Br

2(θ) under each pair of pole can be obtained as shown in Fig. 3.
According to the distribution map of Br

2(θ) along the circumferential direction of
the air gap, its Fourier expansions can be obtained as below:

B2
r ðθÞ=Br0 + ∑

∞

n=1
Brn cos nQ2θ. ð2Þ
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Fig. 1 Diagram of
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magnet synchronous motor
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where various Fourier decomposition coefficients are:

Br0 =
Q2

π

Z π
Q2

0
B2
r ðεÞdε=

Q2

π

Z t0
2

0
B2
r dε=

Q2

π

t0
2
B2
r . ð3Þ

Brn =
2Q2

π

Z π
Q2

0
B2
r ðεÞ cos nQ2εdε=

2Q2

π

Z t0
2

0
B2
r cos nQ2εdε

=
2B2

rQ2

π

1
nQ2

sin nQ2
t0
2
=

2B2
r

nπ
sin

t0
t2
nπ.

ð4Þ

Since the air permeability is nearly equal to that of permanent magnets, so the
rotor tooth of asynchronous start permanent magnet synchronous motor can be
made equivalent to that of a permanent magnet, this move can make the bilateral
asynchronous start permanent magnet synchronous motor equivalent to a surface
mounted permanent magnet motor. Its expansion can be expressed as below with
reference to the Fourier decomposition of equivalent gap:

hm
hm + gðθ, αÞ

� �2
=G0 + ∑

∞

n=1
Gn cos nQ1ðθ+ αÞ. ð5Þ

The cogging torque expression of tangential asynchronous start permanent
magnet synchronous motor can be obtained as below:

Tcog =
πQ1LFe
4μ0

ðR2
2 −R2

1Þ ∑
∞

n=1
nGnBrnQ1Q2

sin nQ1α. ð6Þ

In the above formulas, Q1 represents stator slots, Q2 represents the number of
rotor slots, t2 represents rotor tooth pitch, LFe represents axial length of the motor;
Rl and R2 are the inner and outer radius of the stator and rotor, n is the integer that
makes nQ1/2p an integer.

3 Influence on Cogging Torque by Rotor Side Parameters

3.1 Influence of Number of Rotor Slots

Adopt the 72-slot 8-pole asynchronous start permanent magnet synchronous motor
as an example to study rotor side parameters’ influence on cogging torque, as
shown in Fig. 1. Its main dimensions of the structure are shown in Table 1.

According Fourier decomposition formula of air gap flux density, rotor slot will
affect the harmonic amplitude increase of rotor magnetic motive force, thereby
affecting changes in harmonic content of the air gap flux density. When the rotor
slot number changes the influence of harmonic wave number that generate cogging
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torque can is negligible, but the change of rotor number will affect the generation of
harmonic wave magnetic motive force of rotor teeth. Based on the foregoing, the
asynchronous start permanent magnet synchronous motor rotor teeth may be
equivalent to a surface mounted permanent magnet. Magnetic motive force refers to
the change in energy of permanent magnets, which will inevitably lead to changes
in the size of cogging torque.

Using finite element analysis, conduct a parametric analysis of the impact on
cogging torque by the number of rotor slots, obtaining the waveform of cogging
torque with different number of rotor slots as shown in Fig. 2.

Figure 4 shows that when the rotor slot number changes, cogging torque’s cycle
number and amplitude undergo some changes. When the number of rotor slots is 32
and 40, respectively, the two cogging torques close to each other; when the number
of rotor slots is 24 and 48, respectively, the two cogging torques close to each other;
and cogging torques with 56 slots and 64 slots nearly equal to each other. And the
corresponding relationship between the amplitude value of the cogging torque is Q2

(24, 48) greater than Q2 (32, 40) greater than Q2 (56, 64).
The change cycle number of cogging torque is defined as Ncog, and Nq is the

least common multiple of Ncog and Q22p. According to the analytical formula of
cogging torque, the change cycle of motor 1’ cogging torque is 2. Table 2 shows
the comparison of Nq, Nq2p/Q2, and cogging torque amplitude value.

In conjunction with Fig. 4 and Table 2, the following conclusions can be drawn:
when Nq2p/Q2 is larger, the generated amplitude value of cogging torque is smaller;
when Nq2p/Q2 is smaller, the generated amplitude value of cogging torque is
greater. It can be seen further from Table 2 that, when Q2 = (24, 48), Nq2p/Q2 = 3;
when Q2 = (32, 40), Nq2p/Q2 = 9; when Q2 = (56, 64), Nq2p/Q2 = 9. The causes of
this phenomenon is that larger Nq2p/Q2 results in lower harmonic content of
cogging torque teeth flux density that generates cogging torque, so the cogging
torque is small.

Further explanation of this phenomenon is that rotor tooth are equivalent to the
surface mounted permanent magnet, number of rotor slots affect the magnetic
motive force at rotor tooth, and according to the analytic formula of cogging torque,
n-th harmonic amplitude value of cogging torque is related to nQ1/2p–th harmonic
amplitude value of Br2(θ) and number of harmonic wave of equivalent air

gap. When Nq2p/Q2 is larger, corresponding harmonic wave number of hm
hm + gðθ, αÞ
h i2

is higher, and the cogging torque generated is smaller.

Table 1 Main dimension parameters of motor 1

Number of poles 8 Width of permanent magnet/mm 48
Number of stator slots 72 Thickness of permanent magnet/mm 12
Outer diameter of stator/mm 400 Lamination factor 0.97
Outer diameter of rotor/mm 283.6 Outer diameter of rotor/mm 85
Core lengthen/mm 225 Rated voltage/V 380
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3.2 Influence of the Rotor Tooth Width

According to Formulas 2, 4, 6, nQ1/Q2—th Fourier decomposition coefficients of
Br2(θ) have a certain effect on the amplitude value of the cogging torque. Make the
nQ1/Q2—th Fourier decomposition coefficients of Br2(θ) 0
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Table 2 Comparison of
cogging torque, Nq Nqp/Q2

with different number of rotor
slots

Q2 Nq Nq2p/Q2 Cogging torque value (N m)

24 9 3 31
32 36 9 43
40 45 9 42
48 18 9 34
56 63 9 20
64 72 9 16
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sin
t0
t2

nQ1

Q2
π =0. ð7Þ

t0
t2

nQ1

Q2
π = kπ, k is integer. ð8Þ

According to Formula 8, we can know that when the rotor teeth width and the
rotor tooth pitch satisfies t2/t0 = nQ2/kQ1, i.e., when t2 = nQ2/kt0Q1, the n-th and
kn-th harmonic amplitude value of Br2(θ) is 0, the n-th and kn-th harmonic wave of
cogging torque is also zero, which can effectively weaken the asynchronous start
permanent magnet synchronous motor’s cogging torque.

Take the dimension of asynchronous start permanent magnet synchronous motor
from Table 1 as an example. As for the 8-pole 72-slot asynchronous start perma-
nent magnet synchronous motor, the select number of rotor slots is 64. According to
formula 8, when t2/t0 = 9/8, namely when the rotor tooth width is 5°, the cogging
torque of such motors can be significantly weakened, as shown in Fig. 5.

Figure 5 shows that, with original rotor tooth width, the motor cogging torque is
15 N m, when the rotor tooth width is changed to 5°, cogging torque amplitude
value of the motor is reduced to about 9.5 N m, and the cogging torque is sig-
nificantly weakened.

To further verify the validity of this method, the prototype 2 is selected as
example to be analyzed, the main sizes of the motor are shown in Table 3.
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Table 3 Main size parameters of motor 2

Number of poles 4 Width of permanent magnet/mm 39
Number of stator slot 24 Thickness of permanent magnet/mm 3
Outer diameter of stator/mm 120 Laminated coefficient 0.97
Outer diameter of rotor/mm 74 Inner diameter of rotor/mm 25

Core length/mm 65 Rated voltage/V 220

984 C. Wang et al.



The shape of permanent magnet used by Motor 2 is V-shaped structure, and
number of stator slots is 24. According to Formulas 7 and 8, when the rotor tooth
width satisfies t2/t0 = 3/4, cogging torque of the motor can be significantly
weakened. After the stator tooth width is improved, the motor cogging torque
waveform diagram is shown as Fig. 6.

Figure 6 shows that, before improvement, the motor cogging torque is
approximately 1.5 N m, and after the rotor tooth width is improved, the motor
cogging torque is reduced to 0.5 N m or so. Cogging torque has been significantly
weakened, thus the motor performance is improved.

4 Influence of Rotor Side Parameters on Motor
Electromagnetic Properties

It can be seen from the above conclusion that changes in relevant rotor side
parameters can effectively weaken the asynchronous start permanent magnet syn-
chronous motor’s cogging torque. But changing the rotor side parameters may have
certain influence on the motor’s electromagnetic properties. Using the time step
finite element analysis method, this paper calculates and compares prototype’s
no-loaded back electromotive force (BEMF) and rated load current before and after
optimization, which are shown in Table 4, respectively.
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Table 4 No-loaded back electromotive force before and after optimization

Main sizes of the motor BEMF Rated current

The motor Being improved 213.5 43.15
Changing rotor tooth width 211.6 41.26

Curves with rotor teeth pairing 209.3 40.85
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It can be seen from Table 4, after the optimized motor size is adopted, the
prototype’s unloaded back electromotive force basically remains unchanged, while
the changes generated by rated current is substantially negligible. The method
proposed in this paper can effectively weaken the asynchronous start permanent
magnet synchronous motor’s cogging torque under the premise of maintaining
motor rated performance.

5 Conclusion

On the premise of analyzing the mechanism asynchronous start permanent magnet
synchronous motor cogging torque generation, a new method of analyzing asyn-
chronous start permanent magnet synchronous motor cogging torque is proposed.
Make the built-in rotor permanent magnet equivalent to magnetic motive force
generated by surface mount permanent magnets, and analyze the influence of
number of rotor slots, rotor tooth width and rotor shape on motor cogging torque,
obtaining the following conclusions:

(1) When larger Nq2p/Q2 is selected, can make asynchronous start permanent
magnet synchronous motor’s cogging torque smaller;

(2) Select the appropriate rotor tooth width can effectively weaken motor cogging
torque;

(3) Eccentric distance of the rotor has a certain impact on the asynchronous start
permanent magnet synchronous motor’s cogging torque.
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Roll Attitude Solving Algorithm
of Projectile with Geomagnetic Field
Sensors

Qingwei Guo, Yongchao Chen, Xieen Song and Lei Zhang

Abstract The traditional attitude measurement methods have many constraints
when they are applied on the traditional ammunition. The advantage of geomag-
netic technology has yielded that magnetic sensors are smaller, steadier, and more
sensitive when they are contributing in the attitude measurement system. The paper
gives solving algorithm with the information not only about building of the solving
model but the actual processing. First, the basic assumptions and the reference
frame are given, so as the local geomagnetism analysis. Then transformation of
coordinate system is carried out and the roll angle is worked out by the range
analysis. From the experiment, the results demonstrate that the algorithm is a
sample method and it can reach a high level that error angle is less than 5° (3σ). The
algorithm has the well foreground and potential application in the future traditional
ammunition improvement.

Keywords Geomagnetic ⋅ Roll attitude solving algorithm ⋅ Traditional
ammunition

1 Introduction

Trajectory correction projectiles are simplified guidance weapons which cost less
but have high precision. It is the development trend of traditional ammunition.
Timely measurements of projectile roll attitude is a pivotal technology which is
directly associated with the realization of trajectory correction. Now there are plenty
of methods to measure projectile roll attitude [1]. For example, gyroscope can
conduct the mission but with the disadvantage that the error cumulates along the
time and the zero point moves. Comparing with missile and air vehicle, traditional
ammunition has the special characters that they have smaller volume and they are
more easily affected and less expensive [2]. Also the bad environment, which goes

Q. Guo (✉) ⋅ Y. Chen ⋅ X. Song ⋅ L. Zhang
Shijiazhuang Mechanical Engineering College, Shijiazhuang, China
e-mail: gqingwei@sina.cn

© Springer Nature Singapore Pte Ltd. 2018
Q. Liang et al. (eds.), Communications, Signal Processing, and Systems,
Lecture Notes in Electrical Engineering 423,
https://doi.org/10.1007/978-981-10-3229-5_107

989



with high temperature, heavy strike and much vibration, limits the choices. The
precise measurement system is desiderated urgently. Recent advance in magnetic
technologies have yielded that magnetic sensors are smaller, steadier, and more
sensitive when they are contributing in the roll attitude measurement system [3, 4].

While the advantages and significant features of the magnetic field, the day/light
and all-weather capability, non-emissive, passive, and so on, have been conscious
and the technologies provide the practice, the applications become popular. The
magnetic sensors have widely applied in the aviation and aerospace engineering,
not only the satellites, but the space-probe and the airplanes [4, 5]. The develop-
ment is the widely usage in the navigation which includes the attitude measurement,
the guidance, and the control [6–8]. The sensors assist with the raw data for the roll
attitude measurement with respect to geomagnetic field.

This dissertation provides a new way to solve the roll attitude of projectile with
the geomagnetic field. The model was given and the algorithm was conducted.
From the experiment data, the roll attitude solving algorithm was proved working
well and having a good precision.

2 Modeling of Roll Attitude Measurement System

Target movement is relative, which is said actually to perform in a reference
coordinate system. The necessary coordinate system should be established to
analyze the projectile motion and to describe the flight attitude of projectile inte-
grally. The common coordinate systems used to research the flight attitude of
projectile are ground coordinate system, launching coordinate system Oxtytzt,
projectile coordinate system Oxpypzp, and quasi-projectile coordinate system
Ox′py

′

pz
′

p, as shown in Fig. 1.
Geomagnetic field varies with different positions and different time. But these

changes are regular and can be measured. The strength of local geomagnetic field
can be obtained by local latitude and longitude and other related geomagnetic
elements, except few abnormal places.

Y(Yt)

X

Xt

Zt

Z

A0

A0

XpYp

Zp

O

O

Fig. 1 Sketch map of
coordinate system
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When the launching site is confirmed, the latitude and longitude are acquired,
combing with other known parameters (altitude, time and so on), and the geo-
magnetic field strength B0 = Bx0 By0 Bz0½ � of launching site can be given by the
IGRF model or the software Geomag70.

3 Geometric Algorithm of Roll Attitude

The geomagnetic sensors are installed along the projectile coordinate axes. The
strength of magnetic field Bn along three axes can be measured during the flight.
The strength of ground geomagnetic field B0 is acquired by latitude and longitude.
And the relationship equations of Bn and B0 are established by the coordinate
transformation, namely the attitude matrix. The roll angle is solved with the known
conditions of B0, φ0 and Bn.

The angle between ground coordinate system and launching coordinate system is
A0 based on the known conditions, and the transform matrix is

C0 =
cosA0 0 − sin A0

0 1 0
sinA0 0 cosA0

2
4

3
5 ð1Þ

Transformation relationship equation of geomagnetic field strength is

Bt =C0*B0 ð2Þ

Transformation between Ground coordinate system and launching coordinate
system can be denoted by attitude angle γ, φ, ψ according to Euler theorem, namely
the projectile coordinate system can be gained by launching coordinate system from
the three coordinate system, where the Euler angle is γ, φ, then the attitude matrix
are gained as follow,

Cn =
cosφ cosψ sinφ − cosφ sinψ

− sinφ cosψ cos γ + sinψ sinγ cosφ cos γ sinφ sinψ cos γ + cosψ sin γ
sinφ cosψ sin γ + sinψ cos γ − cosφ sinγ − sinφ sinψ sin γ + cosψ cos γ

2
4

3
5

ð3Þ

The transformation of geomagnetic field strength between the launching coor-
dinate system and projectile body coordinate system is,

Bxt

Byt

Bzt

2
4

3
5=C − 1

n *
Bxn

Byn

Bzn

2
4

3
5 ð4Þ
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Using the attitude transform matrix, ψ≈0 from the basic suppose, then Cn can be
simplified and the Eq. (4) is unfolded,

Bxn* cosφ−Byn* sinφ cos γ +Bzn* sinφ sin γ =Bxt

Bxn* sinφ+Byn* cosφ cos γ −Bzn* cosφinγ =Byt

Byn* sin γ −Bzn* cos γ =Bzt

8<
: ð5Þ

By solving the Eq. (5), γ0 get

γ0 = 2* arctanð
Byn±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
yn +B2

zn −B2
zt

q

Bzn +Bzt
Þ ð6Þ

The roll angle γ ∈ ½0, 2π�, if γ0 > 0, γ ∈ ½0, π�; if γ0 < 0, γ =2π + γ1, 2, γ∈ ½π, 2π�.
In Fig. 2, B′

p is the projection of geomagnetic field on the plane Oy′pz
′

p. Sup-
posing the angle between angle of geomagnetic field in the projectile coordinate

system and the axis Oy′p is γ0, then tan γ0j j= Bzt ̸
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
yn +B2

zn −B2
zt

q���
���, the value of γ0

is associated with three components of Bt. If zt >0, γ0 ∈ ½0, π�, if zt < 0,
γ0 ∈ ½π, 2π�. When yt >0, B′

p is above the axis,

γ0 = 2π + arctanðBzt ̸
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
yn +B2

zn −B2
zt

q
Þ (Bzt >0) or arctanðBzt ̸

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
yn +B2

zn −B2
zt

q
Þ

(Bzt <0). When yt <0, B′

p is below the axis, namely

π − arctanðBzt ̸
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
yn +B2

zn −B2
zt

q
Þ, as shown in Table 1.

On the basis of measured values by the geomagnetic sensors, where
γ0 ∈ ½0, π ̸2�, if Byn >0,Bzn >0, then γ ∈ ½0, γ0�∪ ½3π ̸2+ γ0, 2π�, if Byn >0, Bzn <0,
γ ∈ γ0, π ̸2+ γ0½ �, if Byn <0, Bzn <0, γ ∈ π ̸2+φ0, π + γ0½ �, if Byn <0, Bzn >0,
γ ∈ π + γ0, 3π ̸2+ γ0½ �. Similarly, when γ0 ∈ ½π ̸2, π�, ½π, 3π ̸2�, and ½3π ̸2, 2π�, the
range of roll angle γ can be obtained, as shown in Table 2. The roll angle is
resolved by Eq. (6) combined with the angle range.
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Fig. 2 Sketch map of roll angle

Table 1 Range of γ0 in different condition

Bt Byt >0, Bzt >0 Byt >0, Bzt <0 Byt <0, Bzt >0 Byt <0, Bzt <0

γ0 ½0, π ̸2� ½3π ̸2, 2π� ½π, 3π ̸2� ½π ̸2, π�

992 Q. Guo et al.



From the processing of roll angle solving, the method has certain precondition
and constraint condition. The necessary and sufficient condition, in which the
Eq. (6) has solution, is Δ=B2

yn +B2
zn −B2

zt ≥ 0. The projection of geomagnetic field
on the direction of axis zt is constant and in the same plane with the geomagnetic

sensors on the projectile cross-section. For
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
yn +B2

zn −B2
zt

q
is the denominator in

the processing of solution, the equation has no solution when B2
yn +B2

zn −B2
zt =0.

But the probability that these points appears is very little on every cycle during the
processing of measuring, thus the solving can be done very well.

4 Test and Analysis of Results

The trial site is in Northeast China. The ground geomagnetic parameters which are
solved by the model of IGRF11 are: B0 = ½26424.5, − 47410.6, 4259.2� nT. Then
the strength of geomagnetic field in the launching coordinate system is as follows:

Bt =C0*B0 =
cos 35 0 − sin 35
0 1 0

sin 35 0 cos 35

0
@

1
A*

26424.5
− 47410.6
− 4259.2

0
@

1
A=

24088.6
− 47410.6
11667.5

0
@

1
A ð7Þ

According the analysis Bt is approximately a constant, then Bzt =11667.5 nT.
The real-time strength Bn can be gained from projectile-borne geomagnetic sensors
measurement at any time interval throughout the flight. And azimuth angle is
φ0 = 35◦, height above sea level is 1426 m. Other important parameter is the initial
yaw angle ψ0 = 314.3◦(from the due north direction in the clockwise direction).

As shown in Fig. 3, the curves are about the components of geomagnetic field
strength measured by the strap-on geomagnetic sensors. As known, the projectiles
rotate with a slow variation frequency throughout the flight. The data result in a
sinusoidal curve of nearly constant frequency, as shown in Fig. 3b, d. The variation

Table 2 Value range of γ0 in different condition

Bn

γ
γ0

Byn >0, Bzn >0 Byn >0, Bzn <0 Byn <0, Bzn <0 Byn <0, Bzn >0

½π ̸2, π� γ0 − π ̸2, γ0½ � γ0, γ0 + π ̸2½ � γ0 + π ̸2, γ0 + π½ � γ0 + π, 2π½ �∪
½0, γ0 − π ̸2�

½π, 3π ̸2� γ0 − π ̸2, γ0½ � γ0, γ0 + π ̸2½ � γ0 + π ̸2, 2π½ �∪
½0, γ0 − π�

γ0 − π, γ0 − π ̸2½ �

½3π ̸2, 2π� γ0 − π ̸2, γ0½ � ½γ0, 2π�∪
½0, γ0 − 3π ̸2�

γ0 − 3π ̸2, γ0 − π½ � γ0 − π, γ0 − π ̸2½ �
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changes periodically and the changes are very small in different cycles. Therefore,
the experiment results are in accord with the theory analysis.

The initial flight data includes the extraneous influences which are commonly
composed of magnetic resistance sensor errors, geomagnetic environment inter-
ference errors, and other application errors. There is no doubt that the initial data
should be well compensation. In accordance with the empirical statistics data, the
online automatic calibration method is designed to improve the precision and the
real-time capability. The actual processing data is shown in the Fig. 4.

Fig. 3 Geomagnetic force component of magnetic resistance sensor

Fig. 4 Compensation of axis Y and axis Z magnetic field strength
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Integrated the compensation to the raw sensors data, the precise magnetic field
data is gained, shown by Fig. 5.

On the basis of the precise earth magnetic field data of actual flight, it can be
concluded that the roll angle is measured based on the above geometric algorithm.
Substituting the data of the earth magnetic field strength components (axis Y, axis
Z) into Eqs. (5) and (6) and comparing the actual condition with Tables 1 and 2, the
results lead to the following graphs.

Figure 6 covers the variation of roll angle with time on the full flight. In the full
flight time, the roll angle solving with geometric algorithm performs well and
proves a good change rule. The resolving result remains better consistency, no high
wave in the full process. From the graph of Fig. 6, there is a diverse curve in the
1950 s, where is the moment that the projectile is flying over vertex of the trajectory
and the slope angle of trajectory changes too acutely to precise online automatic
calibration of the strap-on magnetic sensors. Then the detail views are provided in
the Figs. 7 and 8.

In Fig. 7, there are two different curves of different phases, which are gained
from up trajectory (a, 15.36–15.56 s) and descent trajectory (b, 46.70–46.92 s),
respectively. Those two curves suggest that solving roll angle increases from 0° up
to 360° smoothly and periodically and remains good consistency.

Figure 8 shows a single cycle of solving roll angle (near 50.10 s). The period is
about 0.067 s and the angle changes from 2.2° to 352.6°. Supposing that the red
beeline is the theoretical curve, which joins the first point and the end point in a

Fig. 5 Geomagnetic force components of axis Y and axis Z
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period, the difference between the actual curve and the theoretical curve is the
resolving error. Consequently, from the comparison in Fig. 8, the largest error (at
50.114 s) is 4.7° and the integrated average error is less than 5°. The solving
precision can reach a relatively high level.

Fig. 6 Result of roll angle solving (throughout the flight)

Fig. 7 Results of roll angle solving

Fig. 8 Detail views of roll
angle solving
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The roll angle changes periodically and the period are similar to that of geo-
magnetic field strength, which is in accord with the roll attitude of the projectile.
With the precise geomagnetic field data, the roll angle solving can reach a high
level that error angle is less than 5° (3σ). The algorithm is proved to be a useful
method to provide the roll attitude.

5 Conclusion

A methodology for the roll angle of the spinning projectile relative to geomagnetic
field has been formulated. The mathematical model is established by solving the
attitude matrix and the real-time parameters are calculated by measuring geomag-
netic field on the foundation of known factors. The real-time roll angle is acquired
from the analysis of experiment data, which has great practical value. The geo-
magnetic field has itself limitation, it is necessary to consider the magnetic anomaly
interference and the influence of no solution which result from the small angle in
the direction of geomagnetic field. It is very essential to research on the data filter
processing and error analysis and compensation, which will prompt the attitude
measurement with geomagnetic field to exert the greater military application value.
The methodology will provide an all-weather, day/night angular measurement
capability for spinning projectiles, and will be applied to the new programs in the
near future.
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Design and Analysis of a Novel Structure
of Electromagnetic Metamaterial
with Negative Permeability
and Permittivity

Cheng Gu and Xiu Zhang

Abstract Different from the traditional electromagnetic material, the electromag-
netic metamaterial has tremendous application potential in antenna designing,
superlens and stealth fields because of its negative properties in permeability and/or
permittivity. In this paper, a novel structure of electromagnetic metamaterial with
middle-frequency band is designed and analyzed. The unit of this novel structure is
composed of a copper wire and a resonator which are distributed in both sides of a
substrate respectively. In this case, the resonators realize the negative permeability,
and the copper wire realizes the negative permittivity. The simulation results indicate
that the effective refraction index is negative from 360 to 450 MHz. The advantage of
this structure is that its unit is compact and easy to form artificially periodic array.

1 Introduction

In 1968, Veselago first proposed the concept of the material with negative per-
mittivity and permeability which different from the common electromagnetic
material, unfortunately, this theoretical concept did not receive the recognition from
the scientific community because this material can’t be found in nature [1]. Until
1996, British scientist Pendry [2] creatively proposed periodic array wire can realize
the negative value of permittivity. In 1999, he proposed periodic arrangement of
opening resonant ring can achieve negative magnetic permeability [3]. Since then,
this electromagnetic metamaterial received wide attention from all over the world
because of its special properties such as reversed Doppler Effect, reversed Snell
Refraction, reversed Cerenkov Radiation and so on [4–8].
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In 2006, the research team in Purdue University designed the electromagnetic
metamaterial cloak at microwave frequencies to achieve stealth for the metal
cylinder [5]. In 2012, Cao et al. designed the broadband periodic antenna using
split-ring resonator structure to enhance the gain of the antenna [6]. In addition, the
researchers [7–10] implement the superlens using electromagnetic metamaterial to
improve the imaging quality. Recently, the researchers [11, 12] applied the elec-
tromagnetic metamaterial in the wireless power transfer system to improve its
performance, because this special material can focus the electromagnetic field.

In this paper, a novel structure of electromagnetic metamaterial is designed and
analyzed. In order to apply it in a wireless power transfer system, the operation
frequency of the metamaterial should be megaHz.

2 Theoretical Foundation of Electromagnetic Material

According to the polarity of the permittivity ε and permeability μ, the material can
be divided into four categories as shown in Fig. 1. If it have two negative
parameters, the electromagnetic metamaterial is also called Left-handed material
(LHM), while the traditional electromagnetic material named Right-handed material
(RHM).

To analysis the performance of the left-handed material, the theoretic foundation
is still based on Maxwell equations:

∇×H ⃗= J ⃗+ jωD ⃗
∇×E ⃗= − jωB ⃗
∇ ⋅ B⃗=0
∇ ⋅ D⃗= ρ

8>><
>>: ð1Þ

Fig. 1 Classification of the
materials according the
polarity of the permittivity ε
and permeability μ
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The constitutive relation of medium is

D ⃗= εE ⃗

B⃗= μH ⃗

(
ð2Þ

For a homogeneous one-dimensional flat plate material with a thickness of d
(kd<<1), the transmission matrix can be expressed as

T =
cos(nkdÞ − z

k sinðnkdÞ
k
z sinðnkdÞ cosðnkdÞ

� �
ð3Þ

Then the S parameters can be deduced as

S21 = S12 =
1

cos nkdð Þ− i
2 Z + 1

Z

� �
sin nkdð Þ ð4Þ

S11 = S22 =
i
2

1
Z
−Z

� �
sin nkdð Þ ð5Þ

Thus, the refractive index n and impedance Z can be expressed as:

n=
1
kd

cos− 1 1− S211 + S221
2S21

� �
ð6Þ

Z =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1+ S11Þ2 − S221
ð1− S11Þ2 − S221

s
ð7Þ

The permittivity and permeability of the material can be obtained using the
following relationships:

ε=
n
Z
, μ= nZ ð8Þ

3 Design of a Novel Structure of Left-Handed Material

With further study and continuous improvement of left-handed materials, the design
of left-handed materials requires a higher degree of integration, wider frequency
band and lower loss. Furthermore, the unit structure also needs to be easy to
manufacture. While the existing left-handed materials are almost difficult to meet
these requirements at the same time, in this paper, a novel structure of the
left-handed material is designed and analyzed.
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In this paper, the copper wires are used to realize the capacitance and inductance
in parallel branch circuit. But the capacitance and inductance in series branch are
realized by a novel structure of resonant unit. The ichnography of novel resonator is
shown in Fig. 2, which consists of multiple split-ring and a cross-wire inside.

The 3D model of the novel resonator is shown in Fig. 3a, and its equivalent
circuit is shown in Fig. 3b. The model is symmetrical in which the copper wires
form the inductance and the opening size determine the value of the capacitance. In
the equivalent circuit, L1 and L0 represent the inductance of the circle arc and the
cross structure respectively; C1 and C0 are the capacitance of the opening on the
circle and the cross structure.

In this model, the FR4 material is used as substrate material which its relative
dielectric constant is 4.4, and loss angle tangent is 0.02, and the thickness is
0.25 mm. The thickness of the copper wire is 0.017 mm. The length of metal rod is
10 cm, and the width is 1 cm. The width of each opening is 1 cm, and the outer
radius and inner radius of split metal ring are 9 cm and 8 cm, respectively. The line
width of cross type is 1 cm, and the length of each opening between them is 1 cm
too.

Fig. 2 Layout of the novel resonator

Fig. 3 a 3D model of the novel resonator; b The equivalent circuit of the novel resonator
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4 Simulation Results

The novel unit structure is simulated using software HFSS. Its S parameters are
obtained as shown in Fig. 4. From the results, it can be seen that there are two
subsidence bands in vicinity of 350 and 450 MHz. the maximum value of S11 in
this band is –18 dB, which indicates the novel structural unit may demonstrate
negative refraction in the band.

According to Eqs. (6, 7), the effective refraction index n, and the impedance Z of
the proposed model are calculated as shown in Figs. 5 and 6. In Fig. 5, the real part
of effective refractive index Re(n) is negative in the range of 350–450 MHz, which
means the negative refraction of the proposed material in this band. As shown in
Fig. 6, it indicates that the real part of impedance Re(Z) is greater than zero and the
imaginary part Im(Z) is close to zero in range of 350–450 MHz, which is the band
that real part of effective refractive index Re(n) less than zero.

According to Eq. (8), the effective permittivity ε and permeability μ of the novel
structural are calculated as shown in Figs. 7 and 8. It can be found that the per-
meability in the band range of 310–320 MHz and 440–450 MHz is negative.
Meanwhile, the permittivity is negative in the band range of 280–320 MHz and
360–450 MHz.

From the above results, it indicates the proposed model has double negative
properties in a wide band range which it is flexible in certain applications such as in
wireless power transfer system.

200.00 250.00 300.00 350.00 400.00 450.00 500.00

Freq [MHz]

-18.00

-15.00

-12.00

-9.00

-6.00

-3.00

0.00

Sc
at

te
rin

g 
pa

ra
m

et
er

Curve Info
dB(S(1,1))
dB(S(2,1))

Fig. 4 Scattering parameter of the proposed model
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5 Conclusion

In this paper, after the introduction of foreign researching situation, we proposed a
novel structure of left-handed material based on the theory of negative refraction
material, and took relevant in-depth researches. In order to obtain the effective
parameters of the structure, the classical S-parameter retrieval method is used to
design the material. According to the simulation results using commercial elec-
tromagnetic simulation software HFSS, the effective permittivity and permeability
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Fig. 5 Refractive index of proposed model
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of the proposed model is extracted and the proposed model shows double negative
properties in band of 360–450 MHz.

The novel left-handed material unit has the advantages of simple structure, easy
fabrication, and it has a relative wide band range with negative permittivity and
permeability. Considering these advantages, the proposed model will have greater
flexibility applied in the wireless power transfer system in future works.
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Fig. 7 Effective permeability of proposed model
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Design of a Soft Pack Battery Tab Height
Detection Device Based on a Cartesian
Robot

Ming-Shuai Bi, Jia-Song Mu and Yu-Yin Wang

Abstract Equipment is designed for detecting soft battery modules and is used for
detecting whether the battery tab reaches its designated position. The system
configuration requires visual positioning, a contact probe, a Cartesian robot con-
nected to a host PC, a PLC controller, and C# software for language design. The
system has characteristics including strong customization and simple operation.

Keywords Visual orientation ⋅ Cartesian robots ⋅ C#

1 Introduction

Environmental pollution and energy shortages prompted States and businesses to
begin to vigorously develop the environmental efficiency of power generated by
lithium-ion batteries. Over recent years, energy requirements have been increasing
in the auto market as it expanded in 2014. New energy car production rose by almost
4 times and 2015 first-quarter output increased 2.5 times. The main influencing
factor of electrical vehicle development is battery power. In recent years, the
Dongfeng electric vehicle, BYD, and other mainstream companies began using soft
power batteries (housings of flexible packaging materials for lithium-ion batteries).
Soft power batteries with their high safety, high energy density, low cost, long life,
and other advantages have become more and more popular [1]. The quality of the
lug of a power lithium-ion battery has a big impact on its performance and lifecycle.
Traditional manual testing is inefficient and prone to errors, problems which have
seriously hindered the automated manufacturing of lithium-ion batteries [2].

Overseas, European countries and the United States, due to their natural
advantages in industrial development, began the study of visual systems very early
on. Carnegie Mellon University represents one of a large number of prominent
(in terms of machine vision) research universities and research institutions [3].
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Institutions abroad have been leading China, and in industries of good products
detection, and products assembled in the achieved has stable of application, while
abroad the manufacturers with its industrial automation of height developed, has
will Visual system achieved has mature of industrial application, and in world
around siege swept to, constantly advance visual system in modern automation of
application, achieved modern factory of no of, and intelligent of, and in all aspects
of application in the get has stable development [4].

Soft battery power structures use aluminum–plastic packaging. The positive and
negative poles have a tab structure, making contact with the conductive row-series
connection across different modules. If the conductive row is not in contact with the
tab, the battery is defective. Battery tabs and conductive rows have gaps within the
millimeter ranges of one another. Therefore, manual measurement is not only
error-prone, but is inefficient, and can easily lead to associated dangers. In order to
improve the efficiency of detection, and generate accurate measurements, very high
efficiency tab-detection equipment is needed. Experiments show that a robot can
obtain tab height data quickly and accurately, with a stable working performance.

2 The Design of System Structure

Figure 1 shows the tab structure. In this figure A and B represent the tab of the
battery and C is the conductive bar which is exposed to the tabs. The product is
substandard if the gap between A and C or B and C is more than 0.8 mm.

Figure 2 shows the three-axis robot (x, y, z axes). Axis z is equipped with
cameras to gain position coordinates with the three-contact probes used for
detecting the tab height [5].

The robot system sends instructions to the PLC through the host computer, and
the PLC converts the three-axis drive instructions into three-axis servos according
to certain instructions. The three-axis servo controls the axis according to its
received commands in order to carry out its related action. The control software
works through the Windows 7 operating system. You have to enter the battery
parameters into the control software in order to determine the robot’s path. Robots
can walk precisely to a location by visually locating and adjusting. Figure 3 shows
the system’s framework.

Fig. 1 Tab structure
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Fig. 2 Robot’s structure

Fig. 3 Robot system framework

3 The Design of the Hardware

Figure 4 shows the robot.

3.1 Keyence Probes

During our research we chose to use the GT-70A Keyence probe which has an
accuracy of microns. The traditional sensor probe uses a method of pulse counting.
Keyence probes use double pressure which can track the absolute position of an
object, not lose any data following high-speed movement, and also will not
demonstrate any errors in measurement.

Figure 5 shows that the probe touches the tabs accurately and returns the data.
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3.2 Cognex Cameras

Super small sized, In-Sight, 5-million-pixel (model 8405), compact-design cameras
may be upright or deployed at right angles. The system is compact, equipped with
high-performance visual tools, capable of fast communication speeds and high
resolutions, and is easily integrated into machines, thus it represents the ideal choice
for space-constrained robots.

Fig. 4 The robot

Fig. 5 Testing
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3.3 PLC

The Delta DVP-ES2 has a built-in, 12-bit 4AI/2AO. It can also can be used with a
14-bit AIO extension module with a built-in PID auto-tuning function, providing a
complete analog control solution with up to 100-kHz pulse control. It can be used
with a variety of control commands (such as masking, benchmarking, immediately
change frequency) for each axis.

4 Design of Software System

4.1 Main Program

The control software works in the Windows 7 operating system, using C# language
for development in Visual Studio 2010. The system is programed via manual and
automatic procedures. Manual procedures are mainly used for system debugging
and system failures. Automatic procedures are mainly used in daily production
plants and recycling operations. First, the program begins with the initialization
function. The axes must be configured in the initialization function to ensure that
they return to the zero position before they initialize. Manual programing includes
the setting of manual parameters for servo motors. The automatic program is shown
in Fig. 5. When the work piece is in place, it is adjusted before the position
coordinates are acquired. At that point, the three axes will be in standard position,
thus providing the positioning coordinates. After reaching the first detection posi-
tion, according to positioning coordinates, adjust the three-axis position, the
workpiece is not in place to compensate for the situation. One must then start the
probe, which sends data to the PC which is archived. As shown in Fig. 7b, after the
detection of a conductive row, the tab will be adjusted to ensure that the probe can
detect the tab (Fig. 6).

4.2 Adjustment

Due to the fact that the conductive bar is installed manually by a worker, one cannot
ensure location accuracy. However, there is a circle on the conductive bar in order
to distinguish between positive and negative poles of the battery. The camera can
get the coordinates and therefore help the robot to adjust its position (as shown in
Fig. 7).

Robots will be adjusted for an error after the conductive bar is detected and then
will be allowed to start the next one.
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Fig. 6 System flow chart
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The distance for adjust is thus:

Δx= xi − xi− 1

Δy= yi − yi− 1

4.3 Interface Design

The software interface is divided into two parts, data for detected results on the
left-hand side and battery type option on the right.

The software interface uses XAML language developed in Visual Studio 2010
(Fig. 8).

Fig. 7 Battery module structure
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5 Conclusion

In this chapter, we have outlined the design of a robot based on Cartesian geometry
to detect battery tabs. The robot was equipped with visual orientation to ensure the
accuracy of location measurements. Use of contact detection has advantages such as
smaller amounts of data and low system requirements. After field testing, the robot
detected a tab in 3 s with testing of the complete battery module taking only 8 min.
Compared with traditional manual detection, speeds have been greatly improved.
After repeated testing of the 8S9A-type model some 144 tabs were identified. The
end of the 8-pole tab has no positioning hole, therefore the robot may miss this case.
The rest of the tabs were accurately detected, hence the data is considered accurate.
From the overall structure of the system: the hardware and software design has
some reference value.
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Garage Security System Based
on Gyroscope

Hong Yimin and Xu Lei

Abstract With the development of economy and technology, the types and
quantity of vehicles are increasing which lead to security problems in storage. To
solve this problem, a remote intelligent monitoring system for vehicle storage
condition is designed. It has the advantage of real-time monitoring, and sending
alarm information once detecting abnormal status of vehicles. Based on the char-
acteristics analyzed by gyroscope sensing data, a high-level precision of security
decision function is proposed. The function can further enhance the system’s ability
of early warning and increase the security level for garaging traffic tools.

Keywords Gyroscope ⋅ Intelligent monitoring ⋅ Security ⋅ Similarity ⋅
Quaternions

1 Introduction

Traditional vehicle security systems are run independently and lack digitized
monitoring network. With strengthen of stealing skills, the thieves have a full
understanding of the conventional anti-theft system and can easily destroy early
warning system. Especially, when the vehicle is moved away from original posi-
tion, the GPS will lose its effects due to the interaction latency, and will lead to an
enormous input of manpower and material resources. In order to reduce the
unnecessary cost, we need to strengthen early warning ability and realize the
interconnection of alarm information for protecting the target in the first time and
reducing the risk of expensive vehicles stolen and destroyed.

The system designed in this paper is an intelligent garage security system based
on gyroscope sensor. It can process real-time signal of gyro sensor locally and
analyze the safety factor, so that respond to different dangerous levels. The system
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combines Wi-Fi with GSM communication technology; it realizes a remote security
network of multi-level alarm system which greatly improves anti-theft efficiency
and security level of security objectives.

Meanwhile, the system can select the type of anti-theft vehicle through interactive
buttons; it makes security system more convenient, diverse, and is widely used.

2 System Overview

The designed function is mainly used in the parking lot at commercial and residential
area, and the security goal is not just limited to cars, but also includes electric cars,
motorcycles, bicycles, and other small vehicles. The system is mainly composed of
two parts: one is portable monitoring equipment placed on the vehicle, and another is
a monitoring alarm system at guard department. The main work of portable moni-
toring equipment is to carry on stealing behavior analysis. With their stealing
behavior, theft will cause a slight shock or relative displacement of the security target.
These signals are real-time collected by gyroscope and analyzed for alarming. When
the alarm system of guard department receives signal, it will respond a treatment.
When the system does not receive the alarm signal, it will be always on a defensive
state, so an abnormal state, the input signal, and low power state will trigger an
exception. Users can terminate the process after alarm goes off. If the alarm system
receives no response from guard in alarm status, the system will send SMS and voice
alarm information through the GSM module to target user for processing.

Portable device is a core part of monitoring system and signals are collected by a
data collection front end. Then data are sent to the security monitoring system for
real-time monitoring. The whole system block diagram is shown in Fig. 1.

Monitoring 
Equipment

Fig. 1 The chart of smart garage security system
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3 Design of the System

The hardware part of the system mainly includes portable monitoring equipment,
wireless close-start switch, and GSM SMS sending module; the software part
contains a portable monitoring device software systems and visual monitoring
system in guard room.

3.1 Portable Monitoring Equipment

This section describes implementation processes from hardware and software
aspects, to achieve the following functions: detection of target object’s posture;
wireless transmission of data; the portable installation; intelligent control; and target
multiple types of security options. It is determined that the device has the following
components; the block diagram is shown in Fig. 2.

Among them, the power module provides rechargeable power system for
devices; Wi-Fi module periodically pushes detected data into monitoring host
server. Gyro sensor module is the core components for the device. The wireless
control module is used to realize the close range control through the non-contact
switch device. MCU module is the intelligent control unit of the system; it can
make each module function realized, and have algorithm processing of gyro sensor
data, and so on. The speaker module is used to defend the alarm and the working
state of the equipment. The interactive module is used for setting the function of the
power switch and the mode. The temperature sensor is used for detecting the
temperature of the environment of the security target.

For designing software system, the key part is based on the acquired angular
velocity and acceleration analysis of the current state of the target. The main
program of the system flow chart is shown in Fig. 3.

MCU

Gyro sensor

WIFI ModulePower Module

Temperature
sensor

Lithium battery

Interactive 
buttons

Speaker

Wireless 
Modules

Fig. 2 The system block
diagram of portable
monitoring equipment
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Usually, we use the Euler angle (azimuth, elevation angle, roll angle) to deter-
mine the posture of moving objects, but the scope of the Euler angle is limited; the
dynamic changes of objects cannot be characterized. The computation is also
complex; values usually converse from quaternions. For getting sensitive and
dynamic changes of object, quaternion is used as the reference vector. In practical

system 
initialization

Security Target 
type selection

Gyroscope raw 
data collection

Trigger an alarm

Remote monitoring 
center via WIFI to 
register the device

Target State 
Analysis

Send alarm information 
to the remote monitoring 

center via WIFI

Normal state
holding time

Remote monitoring 
center via WIFI to send 
information packets to 

normal

Receiving wireless 
data module

Processing the received 
wireless data

YES

NO

NO

YES

YES

NO

Alarm triggered by 
temperature 

YES

NO

Fig. 3 Block diagram of software system
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engineering, there are usually the following processes to get the value. The actual
algorithm processing process is shown in Fig. 4.

Here we update quaternions mainly through a law-order Runge–Kutta method,
the values of quaternions respectively are q0 , q1, q2, and q3. Gyroscopes angular
velocity of each axis is wx, wy, and wz. The formula is shown below:

q0
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q3

0
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=
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0
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1
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t

. ð1Þ

Then, t is the variable of time and Δt is the time of state update.

3.2 Alarm Mechanism

The alarm mechanism is set mainly based on the characteristics of security goals.
The paper studies three types of transport which is divided by inertial mass grade.
Automobiles can be used as a type hierarchy, denoted as class I; the vehicle with
two wheels or three wheels can be used as a type hierarchy, denoted as class II; and
bicycle can be used as a type hierarchy, denoted as class III. These vehicles’ main
external force is exerted by human. To achieve an early security alarm in the first
time, we need to identify the response characteristics of the inertial mass of these
security targets under manpower.

It is obvious that large inertial mass target has relatively small response to
external force, and vice versa, so small inertial mass target is vulnerable to noise
force of surrounding environment, such as environmental vibration, etc. In this
paper, we select appropriate parameters and change threshold value to assess the
level of alarm based on the objective of different inertial quality researches.

In this paper, we use quaternions Q
⇀

= ðq0, q1, q2, q3Þ and acceleration vectors of

three-axle direction A
⇀

= ðax, ay, azÞ as the reference data. Based on the analysis of
collected data and actual situations, target state warning means to have a metric
with the changes between current state and original state. Here we use similarity to
evaluate the current security level which shows that the smaller the similarity is, the
higher the warning state is. Similarity measurement method generally has the
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component

Attitude 
error vector 

cross 
product 

calculation

Error 
integrator

Complementary 
filter

First-order 
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Fig. 4 Block diagram of data processing
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distance measure method and the general similarity function method. Here we use
the distance measure method. The commonly used distance measure methods are
Minkowski distance (Ming’s distance), Euclidean distance (Euclidean distance),
Manhattan distance, Mahalanobis distance (the distance of the distance), and so on.
In these methods, the Manhattan distance method has low computation, and the
error of each element in the vector can be treated equally, so the environmental
impacts can be removed to a certain extent.

The mean vector of the four elements for the initial security state is

Q
−−−−−−−−−⇀ðt0Þ= ðq0ðt0Þ, q1ðt0Þ, q2ðt0Þ, q3ðt0ÞÞ. ð2Þ

The four element vectors for the current state are

Q
−−−−−−⇀ðtÞ= ðq0ðtÞ, q1ðtÞ, q2ðtÞ, q3ðtÞÞ. ð3Þ

Manhattan distance formula can get the similarity of quaternions at this time:

DQ = ∑
3

i=0
ðqiðtÞ− qiðt0ÞÞj j, ð4Þ

where DQ is the similarity value of quaternions at t time.
In the same way, the mean vector of three-axis acceleration of the initial safety

state is

Aðt0
−−−−−−−⇀Þ= ðaxðt0Þ, ayðt0Þ, azðt0ÞÞ. ð5Þ

The current three-axis acceleration vector state is

A
−−−−−−−⇀ðtÞ= ðaxðtÞ, ayðtÞ, azðtÞÞ. ð6Þ

Manhattan distance formula can obtain the similarity of three-axis acceleration
vector

DA = ðaxðtÞ− axðt0ÞÞj j+ ðayðtÞ− axðt0ÞÞ
�� ��+ ðazðtÞ− azðt0ÞÞj j, ð7Þ

where DA is the similarity value of three-axis acceleration vector at t time.
Common vectors DQ,DA will measure the safety factor of the entire system, the

final safety factor (S) is

S=ω1 *DA +ω2 *DQ. ð8Þ

Among them ω1 +ω2 = 1, where ω1 and ω2 are two reference weighting coef-
ficient parameters of DA and DQ.
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For integrating reference parameter of an overall assessment on target safety
factor, the suitable coefficient values are obtained from the different types of
monitoring targets combined with practical experience in testing. We mainly
depend on the acceleration and rotation quaternion sensitivity of inertial mass target
to set the coefficient values, and the greater the inertial mass acceleration sensitive,
while the rotation quaternion vector parameter insensitive, and are reached from a
numerical data analysis and evaluation practice results, the following parameter
data through the practice of data, as shown in Table 1.

In Table 1, the number of trigger times displayed in the abnormal state of the
target is greater than the number of trigger threshold times. The value is the state
value of alarm trigger.

When the state of the security objectives is secure, the data acquisition is shown
in Fig. 5.

Under simulated theft state, the acceleration data and the safety factor data are
collected and shown in Figs. 6 and 7.

Figure 5 shows, when the system in monitoring process, the mean safety factor
is around 0.002. In practice, to prevent the security of the state vector drift, the
initial security vector will be updated after the effective time, where effective safety
time is Ts =300. If the continued safe state time of security target is greater than Ts,

the initial state vector data (Qðt0
⇀ Þ, Aðt0

⇀ Þ) will be updated.

Table 1 Test environment simulation parameters

Target type ω1 ω2 S (Triggering alarm coefficient) Triggering times

Class I 0.8 0.2 >0.1 3
Class II 0.4 0.6 >0.05 5
Class III 0.2 0.8 >0.04 6
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In Fig. 6, the vertical coordinate is the acceleration value, the unit is g, and the
horizontal coordinate is the data points collected. It can be seen that the three-axis
acceleration fluctuations are very small, but when the detection process of the larger
vibration caused by a little obvious fluctuations, the accuracy of the gyroscope is
very high.

In Fig. 7, the vertical coordinate represents the safety factor, and the horizontal
coordinate represents the data points collected. As can be seen in the detection of
the same circumstances, the change of different weight coefficients and numerical
safety coefficients is different. It is obvious that the numerical curve of class I
distribution at the top, and the numerical curve of class III points at the bottom,
which is consistent with our actual needs. For monitoring data of class I, we need
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more sensitive data to capture abnormal states. For III class goals, we need
non-sensitive monitoring data to remove the interference noise of external
environment.

For class III vehicle, since the weight is light and is easy to be touched, the safety
factor could exceed the threshold and raise unnecessary alarm. We should set the
trigger time as a constant value instead of the instantaneous value (here we first set
to 5 s). If you exceed this duration, then you will enter an alarm. If an alarm occurs
six times in one minute, then enter the secondary alert. In this case, a simple or a
few times touch will not cause an alarm, so as to reduce unnecessary manpower.

3.3 Deployment and Withdrawal of Security System
Solutions

When users enter the parking garage, they can collect portable security devices
from guard at the entrance. After the completion of the vehicle parking, the security
equipment will be placed in a hidden location. When leaving the security vehicle,
through the wireless remote control to open the security state, you need withdraw
settings; only turn off the device by remote wireless control. When the first-level
warning of security equipment is triggered, it will send a warning by the speaker.
When the second-level warning is triggered, the guard will receive the alarm for
inspection based on the alarm area and the target information. If the second-level
alarm is triggered, the guard monitoring personnel in the specified time is not
processed; the monitor server will be the target of the head of the household by
SMS and telephone voice alarm.

4 Software Monitoring System

To reduce the amount of processing data from multi-targets, the remote monitoring
server only receives security status of each monitoring node corresponding to an
exception handling; the following map is main function interface of the monitor
system.

The main parameters of configure system are shown in Fig. 8, mainly for the IP
address settings of network server, listen port settings, interface settings of GSM
module, and text template design. In the message template, the system uses @ as
the beginning of a string variable, and automatically replace the user information
from triggered alarming information before sending. Figure 9 shows the status
information of all online nodes. Figure 10 shows a user’s information list of current
abnormal alarm. Monitoring objectives must be handled within the specified time
and exceptions must be dealt by monitoring personnel; this time is usually set to
minutes, otherwise the abnormal information will be sent to the user’s mobile phone
for an alarm processing.
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Fig. 8 The configuration interface of software system

Fig. 9 Monitoring interface of all current normal user information

Fig. 10 User information interface with abnormal state
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5 Summary

In this paper, the design of the security system of the vehicle detection system based
on gyro sensor is realized; it could be used in the field of security areas. Portable
security devices are convenient and extensible; they could be applicable to a wide
range of transport. Through the full research of the characteristics of sensor data in
the alarm mechanism, the high accuracy of security level decision function is
designed. It has the advantages of easy implementation and small computation.
Each sensor node forms a network, and the server can be used as a terminal
monitoring node to receive a plurality of data and detect abnormal situation and
send out alarm and SMS alarm information, saving manpower and material
resources. Multi-level alarm system can maximize the avoidance of abnormal cir-
cumstances that no one accepted. The utility model has the advantages of porta-
bility, convenient installation, flexible use, high safety factors, etc., and has wide
application prospect.
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Design and Implementation of “Medicine
Chest Butler” Mobile App

Hengxin Liu, Jin Chen, Lujia Wang, Maolin Ji, Zeng Liu
and Hankun Zhang

Abstract Most family does not implement intelligent management of the most
commonly used medicine. Little research teams designed the family medicine chest
intelligent management. This article is based on this background, committed to the
development of smart phone App managing medicine and cloud management
platform software system. The mobile terminal will also develop Android and
Apple’s dual-platform software. The medicine information is obtained by scanning
the bar code. The backstage medicine information database maintenance and
pharmaceutical science information releasing based on cloud-based platform
architecture with more prominent security and scalability. The results show that the
software can automatically remind medication and warn expired medicines. It can
also well extend family health science knowledge.

Keywords Mobile app ⋅ Family medicine management ⋅ Health science

1 Introduction

With the rapid popularization of mobile Internet, the pharmaceutical industry has
the potential and practical needs of rapid development. The mobile Internet and
cloud hybrid software system developed based on cloud-based platform and a
mobile phone belonging to technology-intensive high-input, high-yield industry.
However, due to the relatively strong professional medical industry and the difficult
software development, there are few companies involved in this area. The overall
goal of our software is to achieve intelligent management for the family medicine
and science system with independent intellectual property rights, mainly including
medicine information entry, medication reminders, alarm expired medicine, and
medical knowledge popularization. The completion of the project can form
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industrialization demonstration and marketing capabilities. In view of the field of
medicine market prospects, there are expected to benefit for one million people in
the long-term with good social benefits and the formation of independent intel-
lectual property rights systematic development of pharmaceutical science system
technology.

2 Components and Functions and the Software

The project developing family medicine management software is divided into two
parts: the cloud and mobile terminal. The mobile terminal provide human interface
performing the following functions: family medicine management, medication
reminders, warning expired medicine, medication and health science knowledge,
providing perfect medicine use and management system for families. The functions
of the cloud including backup users’ data, analyze each family’s medicine usage,
provide reasonable suggestions and push health information regularly. Popularize
the medicine and health knowledge at the same time of facilitating medication
convenience for each family. Overall contents are shown in Fig. 1.

Standing medicine input module: This software provides function of standing
medicine entry. The medicine information is from the authoritative medical insti-
tutions and manufacturers. The medicine information is obtained by scanning the
bar code and interacting to the database. After that the information will be saved to

Fig. 1 Overall research
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the local. The user can manually set the shelf life of medicine、medication
reminders and other information. Users can also choose to upload medicine
information and sync to the cloud (Fig. 2).

Pharmaceutical science knowledge module: This software providing function of
popularizing pharmaceutical science knowledge. The medicine-related knowledge
are from authoritative medical institutions and manufacturers. Server-side will
update real-time data, ensure the authority and real-time data. The server will
establish pharmaceutical community. Users can send the experiences on the pro-
cessing of medicine usage. The community will invite experts to identity experi-
ences recognized by a majority of users on a regular basis. The recognized
information will be added into the database for the user reference forming the
atmosphere of information sharing, interactive, promotion of the closed-loop effect.

Family health science knowledge: The software provides home health science
knowledge. The functional block diagram is shown in Fig. 4. Help each family
member to cultivate eating habits and patterns of health life. By recording the
family’s diet, it will indicate the shortage of nutrition at this stage, give dietary
advice to help family members customized healthy eating plan (Fig. 3).

Fig. 2 Standing medicine input module
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Fig. 4 SOA-based cloud services platform

Fig. 3 Family health science knowledge function block diagram
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3 The Key Technological Innovation

(1) The integration of family medicine service based on SOA: SOA
(Service-Oriented Architecture) is an important strategy to solve the hetero-
geneous systems. As the industry grows, more and more services will be
integrated into the system [1–3]. In the field of family medicine, how to
integrate new services have emerged rapidly、efficiently, seamlessly and
smoothly is a key technical problem to be solved in the research project. The
technology can provide a viable product evolution mode, thereby ensuring that
industry has always been open, advanced position.

(2) Big Data technology in the home medical industry: the following three
functions in this project are based on big data analysis: ① Analyzing the
region’s frequently occurring disease information based on about the area; ②
According to the family medicine usage response public medicine using
habits; ③ Pushing relevant medical knowledge by the family consumption on
the medicine [4–7]. The project can generate a lot of valuable data. To carry
the big data applications of this project, we propose the concept of “family
medicine perspective Data Center”, which is based on the idea to use different
data processing techniques to achieve targeted management of the data at all
stages of the life cycle and supports processing techniques which is compli-
ance with the respective data features. Its architecture is shown in Fig. 5.

Fig. 5 “family medicine perspective data center” architecture
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(3) REST service interface and HTTPS secure communication: the whole system
of the project include the client and server in two parts (C/S), the former
showed the phone App program, the latter manifested as cloud services sys-
tem. Communication between the two through REST interface. The mobile
phone network (GPRS/3G/WLAN) is as the link layer protocol and the
TCP/IP is as the network transport protocol. HTTP protocol is as an appli-
cation layer protocol. Application Programming Interface employ REST
(Representational State Transfer, characterizing the state transitions) [8–10].
Compared to other implementations, REST Web services model is clearly
easier in contrast to the complexity of SOAP and XML-RPC.

4 Implementation of the Functions

(1) Choose your medicine

Users can click the different categories of medicine to select needed medicine on
the home page. You can also use the search box to do some accurate research for
the desired medicine (Figs. 6 and 7).

(2) Standing medicine input module

The medicine information obtained by scanning the bar code the information
will be saved to the local.

(3) Medication reminders

Users can manually set the timing. It will automatically remind users to take
medicine on the time of medication (Figs. 8 and 9).

(4) Pharmaceutical and family health science knowledge

Users can learn pharmaceutical and health knowledge provided by the software.
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Fig. 7 Standing medicine
input module

Fig. 6 Home page
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Fig. 9 Science knowledge

Fig. 8 Medication reminders
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5 Conclusion

With rising living standards, the importance of health care is also rising. The
software uses the rapid development of Internet technology meeting the demand for
medicine administration to develop the smart home medicine management system.
The software aims to achieve family medicine management and medication regu-
larly reminding, to establish a home-based pharmaceutical industry, scientific
knowledge publishing system mobile Internet based on the cloud and big data
framework; It will initially establish the big data analytics architecture of family
medicine industry; It will achieve the integration of family medicine science and
professional management by combining mobile phone App and cloud technology.

The software is designed to facilitate the management convenience of family
medicine. With the rapid development of mobile Internet, the field of family
medicine will have a broader market. This software fit the needs of the public and
will have a good social and scientific applications.

Acknowledgements Thanks for the support of Google’s 2015 college students innovation and
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The Analysis of Infrared Dim Target
Detection Experiment Based
on the Human Eye Time-Limited Model

Huang Qian, Guo Qin and Feng Liang

Abstract Infrared dim target detection has been one of the key technologies in the
Infrared Search and Track (IRST) System field. According to the phenomenon that
the dim target could extend into a fake crossed target when the IRST system
filtering with the front wire grid, this paper developed a dim target detection
experiment software based on the human eye time-limited model. With this soft-
ware, we could do various dim target detection experiments by changing the scene
background, the shape of the dim target with equal energy, the SNR and Gaussian
noise variance, etc. Through the detection experiment with six kinds of target, we
could verify that in a certain condition, the dim target detection probability would
be better when filtering with front wire grid.

Keywords Dim target detection ⋅ Front wire grid ⋅ Time-limited model ⋅
Dynamic simulation

1 Introduction

Infrared dim target detection is always one key technique of IRST system research.
Because this type of targets occupies too few pixels, and there has detector’s
random noise impacted, the targets’ detectable distance and probability is subjected
to great limit.

Combination of time filter method and space filter method is generally employed
to point target detection. The space filter processes the single image to remove the
background interference and extract suspicious targets, the time filter chooses the
true target by revelation of consecutive image frames. Target detection and track
algorithms can be divided into two types, detect before track (DBT) and track
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before detect (TBD). DBT method is very simple and easy to implement, but only
adapted to the condition of having a high signal-to-noise ratio. The typical methods
include Kalman filtering (KF), multiple hypothesis tracking (MHT), probability
data association (PDA), and so on. TBD methods do not care about targets’ exis-
tence, but first track the possible traces in multi-frames simultaneously and use
some strategies to judge them softly, which can avoid traces to left out because of
low signal-to-noise ratio and improve detection probability.

Furthermore, methods which change the target’s shape to improve detection
probability by other optical systems are proposed, for example, point target is
shaped into circle target whose pixel grayscales satisfy Gaussian distribution.
Recently, we have researched a point detect model based on front wire grid fil-
tering. Our group set up specific optical grid filter in front of the infrared system,
which transforms the point target into extendable target having specific shapes, such
as crosses. In this condition, system random noise holds the same so that the point
target detect probability can be improved. Actually, as the point target is extended
to other shapes, increasing pixels the target occupies and dispersing the energy, we
have to research further on the impacts through theory and experiments. This article
designs detection experiments on human eyes’ sensitiveness to point targets and
specific shaped targets and derives human eyes’ detection feature to dim targets.

2 Overview of Time-Limited Model

Researchers have proposed many detection probability models for dim target search
in large fields. The typical model [4, 5] is as follows:

PðtÞ= p∞ð1− e− t ̸τÞ ð1Þ

where PðtÞ is the target detection probability in time period t, p∞ is the probability
and τ represents the average detection period when time period is unlimited (long
time view, also be called static feature), τ is relevant to the field status, IRST system
and detect task.

Consider the experimental results, this typical model is needed to modify by
introducing the delay factor,

PðtÞ= p∞½1− e−maxðt− t0, 0Þ ̸τ� ð2Þ

where t0 is the response delay time. In this article, t0 is about 600 ms, including
vision response time and mouse clicked response time.

The typical model supposes the event that experimenters search targets is
composed of multiple independent and equiprobable glimpse events, and the
probability to find the target is equal for each glimpse. In 2005, Dr. David Wilson
supposed that each glimpse is independent but the detection probability varied with
time, and the average time is,
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τL = τ−
L− t0eðL− t0Þ ̸τ

eðL− t0Þ ̸τ − 1
ð3Þ

where L is the time to be set in time-limited model. By the experimental results, L is
5 s in this article which means detection probability is becoming more and more
stabilized after 5 s.

3 Experimental Parameters Analysis and Decision

3.1 Decision of Target Gray Value and SNR

The experiment’s objective is to analyze how point targets having the same energy
impact human eyes’ detection ability because of shape variance in the detectors.
Therefore, this experiment supposes two conditions, one is that the background
grayscale value and noise variance are not changed when the target shape and
energy distribution changes, the other is that targets with different shapes have
equal energy.

3.2 Analysis of Targets with Different Shapes

To make sure targets have equal energy, we choose single pixel target, circle target
satisfying Gaussian distribution which simulates optical aberration and out of focus,
rectangle target satisfying uniform distribution which is met very little in practice
but valuable as comparison, continuous cross target satisfying uniform distribution,
discontinuous cross target satisfying uniform distribution, discontinuous cross tar-
get with diffraction effects and so on, as illustrated in Fig. 1. The cross target is
from new front wire grid.

Fig. 1 Targets with different
shapes (point, circle,
rectangle, continuous cross,
discontinuous cross)
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Actually, by the target matrices, the energy can be reallocated when only all the
nonnegative factors’ sum is one. In this experiment, the six types of targets adopt
factors ½ai, j� are shown in Fig. 2.

3.3 Decision of Background Brightness and Noise Variance

As shown in Fig. 3, a nonuniform background image is simulated and given.
Suppose the background grayscale is B ̄g, S0 is the point target’s grayscale value, the
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Fig. 3 Simulation
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noise variance is σ and signal-to-noise ratio is SNR, we conducted analysis toward
different targets’ detection probability. The energy that each pixel possesses is
decided by following method,

SNR=
S0 −Bḡ

σ
ð4Þ

Therefore,

S0 = SNR× σ +B ̄g ð5Þ

When the point target extends to other shaped targets, the corresponding ½ai, j�
grayscale is,

½Si, j�= SNR ⋅ σ ⋅ ½ai, j�+Bḡ ð6Þ

Usually, human eye’s sensitiveness is determined by eyes’ contrast and angle of
resolution. In this experiment, the computer background is black, screen illumi-
nance is about 20 lx, and the eye’s angle of resolution is 0.85′ [7]. The distance
between human eye and screen is 400 mm, and for a computer having 1280 × 800
resolutions, the pixel scale is about 0.25 mm × 0.25 mm, so the experimenter’s
resolution angle is

θ≈ tan θ=0.25 ̸400= 2.14′ ð7Þ

which means human eye’s resolution is far beyond pixel angle.
Considered that human eye’s contrast is about 0.05, suppose SNR is 9, and the

experimenter can distinguish a rectangle having 9 pixels, so

SNR× σ ̸9+Bḡ − B̄g

B̄g
>0.05 ð8Þ

and we can obtain B̄g <20σ.

4 Experiment Procedures and Results

4.1 Experiment Design

Figure 4 shows UI of the software we developed with C# in VS2008, and the
window left is infrared image with noise, the right watch window shows corre-
sponding information, including target existence in experiments, target positions,
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mouse clicked positions, total experiment counts, target selected counts, periods
between target appearing and mouse clicking, and so on. In the right-down corner
of the main window, there are two checkboxes, labeled “turn down” and “display
watch window”. If “turn down” checkbox is checked, the background will become
black.

Experiment procedures:

a. The trained experimenters sit in front of the computer screen, and set the
options;

b. Click mouse and some type of target will be displayed in some position of the
screen by the set average grayscale, noise, and signal-to-noise ratio within a set
time period;

c. When experimenters have detected the target and click mouse immediately, the
display screen changed to uniform background;

d. Experimenters move the mouse to the position which they recalled and click the
sure button;

e. The software records the relevant data, and continues the next test.

Fig. 4 Experimental interface
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4.2 Experiment Results Analysis

We chose 10 experimenters, each of whom conducted 24 experiments.

(1) Detection probability analysis of six types of targets, where SNR = 9, σ = 22,
B̄g =148 for single point target.

We chose the results when signal-to-noise ratio is 9 and image average value is
148 after noise is added, as shown in Fig. 5. We can conclude that the continuous
cross target from front wire grid has the highest detection probability, and the
discontinuous target with uniform distribution is the most difficult to detect, because
of big area brings serious energy dispersion.

(2) Proficiency impact experiments.

Choose one same experimenter, complete 20 experiments with the same target
and the same background every 10 days, and analyze the detection probability
curve.

We considered that experimenters may alter their search mode with more pro-
ficiency in tests so that the actual results may be influenced, we designed this
experiment, as shown in Fig. 6. It is concluded that detection probability is
increasing with time elapsing, which means that the experimenters are still not used
to this test in the first time and the results are more reliable and stable when
experimenters have fully known the experiment principal and operation method.

Fig. 5 Comparison chart of six kinds of target detection results
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5 Conclusion

This article designs simulation experiment for verifying the privilege of front wire
grid to detect targets, composes simulation software based on human eye
time-limited model, and obtains detection time and detection probability feature.
The results proved that front wire grid system behaves more benefits in certain
conditions.
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