
Music Similarity Evaluation Based
on Onsets

Shingchern D. You and Ro-Wei Chao

Abstract This paper describes a music similarity approach based on the time
differences between two adjacent onsets. To better detect onsets, temporal and
spectral detection methods are employed. Each set of detected features are indi-
vidually matched by using the rough longest common subsequence (RLCS) algo-
rithm. The final score is a weighted sum of individual scores from each detection
method. The simulation results show that, on the average, 85% of the audiences
agree that two musical soundtracks are similar if the computed score is greater than
0.3. When compared with an existing approach, it is easier for the proposed
approach to set up a threshold to recommend highly similar soundtracks.
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1 Introduction

With the advances of technology, more and more online soundtracks are available
to music lovers. For many instances, a music lover may want to listen to more
soundtracks similar to his/her favorite ones. To provide this type of service, tech-
niques for music recommendation can be applied. Currently, there are two
approaches to provide the recommendation list. The first one is based on the
preference of other users, whereas the second one is based on the temporal and/or
spectral similarity of the soundtracks. The first approach is easy to implement. For
example, if two soundtracks A and B are frequently downloaded or listened by
many users together, then we may assume that A and B are similar. Therefore, if the
user requests to recommend soundtracks similar to A, then soundtrack B will be
recommended. Though effective, this approach, nevertheless, does not truly rec-
ommend “similar” soundtracks to the query soundtrack. Furthermore, this approach
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almost always recommends most popular soundtracks at the time of query, and
ignores any really similar ones with only a few downloads (or browse). Finally, this
kind of approach requires Internet connection, which is inconvenient for some
situations.

As the second approach assesses the temporal and/or spectral similarity between
two soundtracks, the similarity is truly based on the contents of the soundtracks
without referring to other users’ preferences. For this type of approach, we could
either provide a set of musical works to train the similarity evaluation system. Or,
we could alternatively use a pre-defended metric to measure the similarity between
two soundtracks. In this paper, we only consider approaches without prior training
for its ease to use.

According to Wikipedia [1], there are many different criteria to assess whether
two pieces of music are similar, such as based on pitched similarity, non-pitched
similarity, and semiotic similarity. However, in actual implementation, approaches
based on timbral and/or rhythmic pattern similarity are more popular because these
approaches match the perceptual intuition of human beings.

E. Pampalk [2] proposed a similarity evaluation system based on MFCC
(Mel-frequency cepstrum coefficients) and other features. The overall similarity
score is a weighted sum of the feature distances. A release of his program is
available in [3]. In this paper, we will compare the simulation results of our
approach with Pampalk’s approach.

The Austrian Research Institute for Artificial Intelligence (OFAI) has released
another music similarity system in its official webpage [4]. This system uses both
features from timbre and rhythmic patterns to evaluate the similarity of two
soundtracks [5]. The comprehensive version of the program is subject to a license
fee, whereas the basic version is open to public [6].

Other than these two systems, there are still other researchers conducting
research in this area. One of the well-known competition on music similarity is
MIREX (Music Information Retrieval Evaluation eXchange) [7], which attracts
many teams to compete each year.

So far, most available music similarity approaches measure the similarity based
on spectral and/or rhythmic similarity. The rhythm mentioned here actually means
the regularity of temporal repetition of strong energy. Although rhythm is an
important factor for similarity measure, it, nevertheless, is insufficient in some
situations. In this paper, we use the relative time differences between onsets as
features to measure the similarity between two soundtracks to increase the dis-
crimination capability of temporal similarity. The purpose of this paper aims to
provide an alternative similarity method other than existing ones. With more
variations of similarity evaluation methods, hopefully the user can choose, among
the approaches, a particular one to better serve his/her needs in the future.
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2 Proposed Approach

According to Wikipedia [8], “onset refers to the beginning of a musical note or
other sound, in which the amplitude rises from zero to an initial peak.” Currently
there are many different approaches to detect onsets, including temporal and
spectral approaches [9]. In this paper, both approaches are employed in onset
detection.

As shown in Fig. 1, the proposed approach combines four different onset
detection methods to find the similarity score. The first method is based on the
variation of energy in time domain, denoted as temporal detection in Fig. 1. Onsets
detected based on temporal approach provides acceptable accuracy if the audio
signal contains strong energy variation. On the other hand, temporal detection is not
accurate enough if relatively smooth (or slow) musical waveforms are encountered.
For this type of signal, it is better to use spectral-based methods than temporal ones.
To this end, we introduce three spectral-based methods in the proposed model,
denoted in Fig. 1 as HFC (high-frequency contents) detection, spectral difference
detection, and up-count detection. Once the onsets from a particular method are
detected, the time difference between two adjacent onsets becomes one feature. The
collected features are to be matched with the features in the database by using the
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Fig. 1 Block diagram of the proposed approach
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RLCS (rough longest common subsequence) algorithm [10]. The final score is a
weighted sum of individual scores. The following briefly describes these methods.

2.1 Temporal Onset Detection

The processing flow of the temporal onset detection is given in Fig. 2. The
incoming audio samples have a sample rate of 11,250 s/s. When the audio samples
pass through a four-band filterbank, four sets of subband samples are obtained. The
frequency bands of the filterbank are 0–630 Hz, 630–1720 Hz, 1720–4400 Hz, and
higher than 4400 Hz. Let the obtained subband samples be denoted as
xpðnÞ, 1≤ p≤ 4. The subband samples are divided into frames of 512 samples. The
energy of each frame is computed as follows:

EpðnÞ= 1
512

∑
255

m= − 256
xpð256n+mÞ�� ��2 wðmÞ ð1Þ

where w(m) is the Hamming window. This step is denoted as computing band
energy in Fig. 2. As the Hamming window is used, overlapping of 50% samples
between successive frames are carried out. The obtained energy Ep is then under-
gone a first-order difference after taking the logarithm value [11]

ApðnÞ= log EpðnÞ
� �

− log Epðn− 1Þ� �
: ð2Þ

If Ap(n0) is a local maximum value, it is an onset candidate. To reduce the
number of candidates, we remove any local maximum whose value is less 0.01 of
the average amplitude, denoted as min peak threshold in Fig. 2. If Ap(n0) is a local
maximum within 100 ms centered around n0, then n0 is a candidate position for an
onset. In the decision-making step, if Ap(n0) is a candidate for all four bands, then
Ap(n0) is determined as an onset [12]. The features used in the similarity compar-
ison are based on the time difference between two adjacent onsets.

2.2 Onset Detection Based on Spectral Domain

This subsection describes the computational steps of the spectral-based onset
detection blocks. As shown in Fig. 3, the pre-processing step for all spectral-based
methods is to divide the incoming audio samples into frames, with each frame
containing 512 samples. Samples in a frame are multiplied by a Hamming window
with 50% overlapping. The windowed samples are transformed to spectral domain
by FFT (fast Fourier transformation).
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The HFC (high-frequency component) detection method [13] assumes that the
variation of high-frequency energy is strongly correlated with onsets. Specifically,
assume that (after FFT) the obtained spectral coefficient for frame n is denoted as
XnðkÞ. Then, the frequency-weighted energy is computed as

EHFC2ðnÞ= ∑
256

k=1
k2 ⋅ XnðkÞj j ð3Þ

where k is the spectral index. The energy difference is then calculated as
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AHFC2ðnÞ=EHFC2ðnÞ−EHFC2ðn− 1Þ ð4Þ

We will use AHFC2ðnÞ in the decision-making step to determine onset locations.
The spectral difference detection method considers the spectral difference for

each spectral index k [14]. To this end, this method computes ASFðnÞ by

ASFðnÞ= ∑
256

k=1
H XnðkÞj j−X ̂nðkÞ
� �2 ð5Þ

Fig. 3 Block diagram of the spectral onset detection
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where

X ̂nðkÞ= 1
10

∑
10

m=1
Xn−mðkÞj j ð6Þ

is a simple moving average of the past spectral coefficients to reduce the influence
of noise, and

HðxÞ= ðx+ xj jÞ ̸2 ð7Þ

returns 0 for any non-positive argument x. Again, ASFðnÞ is to be used in the
decision-making steps.

The up-count detection method is a modified version of the spectral difference
method. As the former one is sensitive to noise, a possible modification is to count
only the number of spectral lines with increasing energy, and ignores the actual
(positive) value. Therefore, we use AUCðnÞ as the basis to determine the location of
an onset:

AUCðnÞ= ∑
256

k=1
G XnðkÞj j− Xn̂ðkÞ

�� ��� � ð8Þ

where

GðxÞ= 1, x>0
0, otherwise

�
ð9Þ

Once we obtain AXðnÞ (x is either HFC2, SF, or UC), we use a moving average
filter to reduce the fluctuation to obtain ĀXðnÞ. A onset candidate point is a location
n0 with ĀXðn0Þ is a local maximum in the vicinity of 100 ms. An onset is deter-
mined as a local maximum with its value exceeding a pre-defined threshold.
Finally, the time difference between two adjacent onsets is a feature to be compared
by the matching algorithm.

2.3 RLCS Algorithm

In addition to (time difference) features, we also need a matching algorithm to
evaluate how similar two sequences of features are. For this purpose, we adopt a
string-matching algorithm. Some well-known matching algorithms include
dynamic warping, edit distance, and longest common subsequence. In this paper,
we use the extension version of longest common subsequence algorithm, called
rough longest common subsequence (RLCS) algorithm. Previously, we have used
the RLCS algorithm for copy detection of music [15] with satisfactory results, and
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therefore we again use this algorithm for the proposed approach. For the sake of
completeness and clear explanation, we outline the RLCS algorithm below.

Assume that there are two sequences (of strings) given as
Ai = < a1, . . . , ai > , 1 ≤ i ≤ M and Bj = < b1, . . . , bj > , 1 ≤ j ≤ N with A0

及 B0 as empty sequences. The longest common subsequence can be computed as

LCSðAi,BjÞ=
0, i ⋅ j=0
LCSðAi− 1,Bj− 1Þ+ δ, i ⋅ j>0, ai ≈ bj
max(LCSðAi,Bj− 1Þ,LCSðAi − 1,BjÞÞ, i ⋅ j>0, ai!≈ bj

8<
: ð10Þ

where “≈” means jai − bjj≤ Td, “!≈” means jai − bjj > Td, and δ=1− jai − bjj
Td

. In the
experiment, we use Td = 3. We then compute width across reference (WAR) WR

and width across query (WAQ) WQ functions as follows:

WRðAi,BjÞ=

0, i ⋅ j=0
WRðAi− 1,Bj− 1Þ+1, i ⋅ j>0, ai ≈ bj
WRðAi− 1,BjÞ+1, i ⋅ j>0, ai!≈ bj, LCSðAi− 1,BjÞ≥LCSðAi,Bj− 1Þ,WRðAi,Bj− 1Þ>0
0, i ⋅ j>0, ai!≈ bj, LCSðAi− 1,BjÞ≥LCSðAi,Bj− 1Þ,WRðAi,Bj− 1Þ=0
WRðAi,Bj+1Þ, i ⋅ j>0, ai!≈ bj, LCSðAi− 1,BjÞ<LCSðAi,Bj− 1Þ

8>>>><
>>>>:

ð11Þ

and

WQðAi, BjÞ=

0, i ⋅ j=0
WQðAi− 1,Bj− 1Þ+1, i ⋅ j>0, ai ≈ bj
WQðAi− 1,BjÞ, i ⋅ j>0, ai!≈ bj, LCSðAi− 1,BjÞ≥ LCSðAi,Bj− 1Þ
WQðAi,Bj− 1Þ+1, i ⋅ j>0, ai!≈ bj, LCSðAi− 1,BjÞ< LCSðAi,Bj− 1Þ,WQðAi,Bj− 1Þ>0
0, i ⋅ j>0, ai!≈ bj, LCSðAi− 1,BjÞ< LCSðAi,Bj− 1Þ,WQðAi,Bj− 1Þ=0

8>>>><
>>>>:

ð12Þ

The similarity is given as

SRLCSðA,BÞ= max
i, j

scoreði, jÞ ð13Þ

where

scoreði, jÞ=
LCSðAi ,BjÞ

N ⋅ α ⋅ LCSðAi ,BjÞ
WRðAi ,BjÞ + ð1− αÞ ⋅ LCSðAi ,BjÞ

WQðAi,BjÞ
� �

,LCSðAi,BjÞ≥ λ ⋅ N
0, otherwise

(
ð14Þ

In the experiment, λ is (1/N) and α is 0.5. We know from (14) that the value of
SRLCS(i, j) is between 0 and 1 and 1, means perfectly matched.
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3 Experiments and Results

To perform the experiments, we collect 38 soundtracks of classic music and 94
soundtracks of pop music from various albums. The duration of each soundtrack is
30 s. The original sample rate for each soundtrack is 44,100 s/s. However, the
sample rate is reduced to 11,025 s/s before conducting the experiments.

When the user input a particular soundtrack, the proposed system computes the
features for the input soundtrack. The computed features are then compared with
the features in the database through the weighted sum SWRLCS of four SRLCS scores.

To understand the correlation between the computed SWRLCS and the perceptual
impression of a human listener, we conduct a listening test. In the test, five
(5) soundtracks are selected as the input to the system. The computed SWRLCS are
divided into four categories: 0 < SWRLCS ≤ 0.1, 0.1 < SWRLCS ≤ 0.2, 0.2 < SWRLCS

≤ 0.3, and SWRLCS >0.3. The soundtrack corresponding to the greatest and smallest
scores in each category is selected. Thus, totally eight soundtracks are picked for
each testing input. Ten (10) audiences are asked to give opinions regarding whether
the testing soundtrack is similar to one of the eight picked soundtracks (individually
compared). The experimental results are given in Table 1. It can be observed that if
the SWRLCS score is greater than 0.3, on the average, 85% of the audiences feel that
both soundtracks are perceptually similar. Therefore, we can use this value as a
threshold to recommend soundtracks to a user.

To further investigate the performance of the proposed approach, we compare
ours with the approach proposed by Pampalk [3]. We use the same testing
soundtracks for listening tests as the input to both systems. The scores for both
systems are given in Table 2. For the proposed system, the range of the score is
between 0 and 1, and 1 means highest similarity. On the other hand, the scores of

Table 1 Subjective similarity versus SWRLCS

SWRLCS score Similar percentage (%) Dissimilar percentage (%)

SWRLCS >0.3 85 15
0.2 < SWRLCS ≤ 0.3 40 60
0.1 < SWRLCS ≤ 0.2 0 100
0< SWRLCS ≤ 0.1 0 100

Table 2 Similarity scores of
both approaches

Query index Score (proposed) Score (Pampalk)
First Fifth First Fifth

1 0.3552 0.3019 9.2669 9.3085
2 0.3691 0.3111 9.3068 9.3922
3 0.5376 0.2644 9.0575 9.4085
4 0.3691 0.3084 9.3586 9.44

5 0.3102 0.2701 9.2172 9.4061
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the Pampalk approach ranges between 9 and 13, with 9 as the highest similarity. It
can be seen that the proposed system has larger (normalized to the full range of 1)
score differences between the first (best) match and the fifth match, whereas scores
obtained by the Pampalk approach have relatively smaller differences (normalized
to the full range of 4). Conceptually, a larger difference (wider distribution) means
that it is easier to set a threshold to recommend truly similar soundtracks. In this
regard, the proposed system is a better choice.

When cross-comparing the number of soundtracks in the four categories men-
tioned previously, the results becomes apparent. As shown in Fig. 4, the proposed
system has many more soundtracks with scores less than 0.2 and fewer soundtracks
with scores of greater than 0.3. As a score (in the proposed system) less than 0.2
means that both soundtracks are not similar at all, the proposed system can better
discriminate dissimilar soundtracks than the Pampalk approach.

4 Conclusions

This paper describes an approach for music similarity evaluation based on the
detected onsets. When combining scores computed from individual onset features
with the RLCS algorithm, the proposed approach is able to provide a final,
weighted score for two soundtracks. The listening tests confirm that if two
soundtracks have a similarity score of 0.3 or higher, these two soundtracks are
perceptually similar according to the opinions of the listeners. When compared with
an existing system, the proposed approach has a better score distribution to ease the
determination of a threshold to recommend highly similar soundtrack titles among
the titles in the database. Overall, the proposed approach is a possible choice for
users to choose other than existing similarity evaluation methods.

Fig. 4 Cross comparison between the proposed system and the Pampalk system
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