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Abstract In recent days, automatic emotion detection is a field of interest and is
used in fields such as e-learning, robotic applications, human–computer interaction
(HCI), surveillance, ATM monitoring, mood-based playlists/YouTube videos,
psychological studies, medical fields like supporting blind and dumb people, for
treating autism in children, entertainment, animation, etc., The proposed work
describes detection of human emotions from a real-time video or image with the
help of classification technique. The major part of human communication consti-
tutes of facial expression, which is around 55% of the total communicated infor-
mation. The basic facial expressions that are considered by the psychologists are:
happiness, sadness, anger, fear, surprise, disgust, and neutral. The proposed work
aims to classify a given video into one of the above emotions using efficient facial
features extraction techniques and SVM classifier. The author’s contribution is to
increase the efficiency in emotion recognition by implementing the above men-
tioned superior feature extraction and classification methods.

Keywords Appearance model � Emotion recognition � Feature extraction � Gabor
filter � MATLAB � Occlusions � SVM classifier

1 Introduction

The proposed work utilizes human facial expressions as the features to detect
different human emotions. The “Enterprise05” video database is chosen for the
purpose which consists of 44 subjects who utter five sentences each for six different
emotions, which are happiness, sadness, anger, fear, surprise, and disgust. The
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videos from the database are converted into frames (i.e., images). Preprocessing is
an important process before feature extraction for better results. As part of pre-
processing, the images are resized and normalized for further process. The pre-
processed images’ faces are separated from its background using Viola–Jones face
detection algorithm. Two types of features are calculated in this work, which are
geometric-based features and texture-based features. The Gabor filter technique is
used for texture-based feature extraction from the images and the 63 fiducial point
detection method is used for geometric-based feature extraction. The extracted
features are given as the input to the classifier. The classification is done by SVM
classifier algorithm for exact emotion recognition.

2 Related Work

The process of locating the region of interest and extracting the features play a
major role in determining the efficiency of the classifier. The choice of the features
to be extracted also affects the efficiency of the classifier. The features that can be
chosen are geometric features and texture features. Priya Sisodia et al. [1] have used
more than one features increases the efficiency of the classifier. However, the
experiment was carried out with texture-based features using Gabor filters. The
extracted texture features are given to a SVM classifier. They have concluded that
Gabor filter not only gives a better performance under noise and intensity differ-
ences in the image but also gives efficiency when compared all other traditional
methods.

Li Zhang and Ming Jiang [2] have used facial action coding system for emotion
recognition in humanoid robots. A combination of two artificial neural networks is
used to locate the action units (AUs) and SVM-based classifiers are used to detect
the emotions shown in real time. The two artificial neural networks detect upper and
lower facial AUs. Six AUs were extracted and given as inputs to the SVM classifier
which detects the emotion of a person.

Happy and Aurobinda Routray [3] have stated other methods like PCA (prin-
ciple component analysis) method followed by LDA (linear discriminant analysis)
technique for feature extraction. And also have implemented Harris detection
method for corner point detection, which is also one of the efficient methods for
extracting features other than the method employed in this work, i.e., 63 fiducial
facial point detection. Harris corner point detection and 63 fiducial facial point
detection methods are explained in Sect. 6. This proposed work proves that the 63
fiducial point method is more efficient than the Harris corner detection method.
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3 Methodology

The author implements the recognition process by first deducing the frames or
images by sampling the videos that are needed to be analyzed. The number of
frames is dependent on the duration of the video and it is also notable that high
frequency of the sampling increased the efficiency of recognition but in turn
increases the complexity of processing. Later, these images are to be individually
taken for detecting the faces in each image. The face detection algorithm adopted in
this proposed work is Viola–Jones algorithm. The emotions in the face are evi-
dently concentrated in the mouth and the eye region. Thus, mouth and eye detec-
tions are also done using Viola–Jones algorithm itself. The detected mouth and eye
images from the face are used to extract the texture features from them.

This paper imposes a double degree feature extraction process, i.e., two types of
features are extracted from the images namely, texture feature extraction and
geometric feature extraction. The Gabor filters are used for extracting texture based
features from the image and 63 fiducial facial point detection methods for
geometric-based feature extraction. The all extracted features are tabled together in
a.csv file (excel file). Further, these features are combined and carried as a single
excel sheet to the classifier to train the system so as to predict the test images
properly. The classifier used in here in SVM classifier (Fig. 1).

Fig. 1 Block diagram of proposed system for recognition

Emotion Recognition from Videos Using Facial Expressions 567



4 Face Detection

Viola–Jones algorithm was proposed by Paul Viola and Michael Jones in the year
2001. Although this algorithm is used for face detection purposes it can also be
used as a classifier where other objects can also be detected once after training.
Viola–Jones is a very robust framework designed to work in a real-time system. It
has a very high detection rate and a very low false rate making it an ideal frame-
work for face detection in image processing applications. Viola–Jones algorithm is
used to detect human faces from an image for the proposed method. This step helps
in eliminating the face from its background. But one setback in this system is that
the face needs to be upfront with no tilt in the face and facing the camera directly.

The Viola–Jones algorithm has four main steps:

• Haar Feature Selection
• Integral Image Creation
• Adaboost Training
• Cascading Classifiers

The basic concept behind this framework is the addition of pixel intensities in
predefined windows and comparison of these added intensities with the adjacent
windows added intensities. Also the image needs to be converted to gray scale
before proceeding to the Viola–Jones algorithm.

4.1 Haar Feature Selection

Even though all humans have distinctive identities there are a few features which
can be considered as common to all humans, for example the region is a bit lighter
than its adjacent eye regions. The Haar features are just a set of fixed windows
which consist of black and white rectangular regions, which are run through the
entire image. Then the difference between the sums of pixel intensities of the image
region under the white region is subtracted from that of the black region. This
difference is used to find if a facial feature is present over that window or not by
comparing threshold values provided (Figs. 2 and 3).

For example, for detecting the eyes, we employ the fact that the upper cheeks are
lighter than the eyes and hence we construct the feature window as shown in Figs. 4
and 5.

Similarly, the mouth region is darker than the upper and lower lip regions, so
mouth can be detected. The basic formula used in this algorithm is

Fig. 2 Nose detection using
the Haar feature
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Fig. 3 Nose Haar feature window over the image

Fig. 4 Eyes detection using the Haar feature

Fig. 5 Eyes Haar feature window over the image
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ValueV ¼ R pixels in black areað Þ � R pixels inwhite areað Þ ð1Þ

Size of white or black regions in a Haar window is also considered while
evaluating ‘V’. Weights with xi > 0 can be used for adjusting the contributing sums

V ¼ x1 � SW1þx2 � SW2� x3 � SB ð2Þ

Weights xi need to be specified when defining a Haar wavelet.

4.2 Internal Image Creation

An area table that is the summation of values in a rectangular subset of a grid is
a data structure and algorithm done in a quick and efficient manner. The value at
any point (x, y) in the summed area table is just the sum of all the pixels above and
to the left of (x, y), inclusive as given below.

IP ðx;yÞ¼
P

x0 � x
y; � y

iðx0;y0Þ ð3Þ

Once the Haar feature is selected, they are convoluted with the given face image
and the results are stored as many subimages and given to Adaboost training for
training the system.

4.3 Adaboost Training (Adaptive Training)

Adaboost basically means ‘adaptive boosting’ where a number of weak algorithm
in a linear manner in order to form a strong algorithm. The best part is that it can be
used to detect objects other than faces too. It just depends on the classification
algorithm that you give. Adaboost training is done by combining the results of the
“weak learners” into a weighted sum that is given as the output of the boosted
classifier.

4.4 Cascade Classifiers

The value found after the application of the Haar feature windows is given to the
cascade classifiers. The classifier then classifies the image as a face or non-face. In
the case of eyes and mouth, it classifies the convoluted images as eyes or not eyes
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and nose or not nose depending on the “value” calculated in the above step. The
classified region is then cropped out from the original image (Figs. 6 and 7).

5 Texture-Based Feature Extraction

The technique used for geometric-based feature extraction is Gabor filter method.
The Gabor filter is usually the multiplication-convolution of a sinusoid wave with
Gaussian function. Here, as Gabor filter helps in extracting useful data from the
images.

G x; yð Þ ¼ 1
2pr2

e�
ðx2 þ y2Þ

2 e�i 2pf xcos hð Þþ ysin hð Þð Þð Þ ð4Þ

where f represents the frequency of the texture, that is, requires h is the orientation
that can be varied for accessing multiple directions, r can be varies to change the
size of the region of the image that is analyzed.

This advantage of differently available orientations and frequencies makes this
method efficient for texture feature extraction. The images with faces along different

Fig. 6 Input and output of face detection

Fig. 7 Output of left eye, right eye, mouth detection
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directions and masked or occlusion face features can also be extracted efficiently
(Fig. 8).

6 Geometric-Based Feature Extraction

6.1 Harris Corner Detection

Harris corner detector is a mathematical operator used in computer vision systems
and image processing in order to extract some very useful features. The basic
working of this system can be described as the comparison of intensity values in a
given small window of an image. First, a small window is to be selected with
respect to the size of the image. Every window has a window function with the ‘x’
axis and ‘y’ axis parameters as its input. The window function can either be a
Gaussian function or a constant function, but in either case the function value must
be positive only over the window and must have a zero value over all other values
of ‘x’ and ‘y’. Now a comparison of intensities is done in the given window using
the mathematical Eq. (5).

E u; vð Þ ¼
X

w x; yð Þ½Iðxþ u; yþ vÞ � Iðx; yÞ�2 ð5Þ

We can understand from the above equation that the difference between the
shifted intensity and the intensity of the current pixel will be very less or tending to
zero for a window that is over a region with no corner point or an edge, but will be
very high otherwise. So we need to only consider the regions over which the
window gives very high values of E(u, v). Now the Eigen values of M are taken into
consideration in order to differentiate a corner point from an edge.

Fig. 8 2D-Gabor Filter Bank Magnitude plot
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k1 � 0 and k2 � 0 ) no features of interest: ð6Þ

k1 � 0 and k2 ¼ large positive number ) edge ð7Þ

k1 and k2 ¼ large positive values ) corner ð8Þ

Equation (6) helps to find non-face images. Equation (7) draws all edges in the
given image. Equation (8) marks all corner points in the processed image.
However, not all non-faces, edges, and corner are detected efficiently by this
method. Hence, this paper employs the high-efficient corner point detection named
63 fiducial facial point detection.

6.2 63 Fiducial Facial Point Detection

The technique is used for face recognition, pose estimation, and also to trace the
corner points on the face. This method is said to be efficient because it helps in
spotting maximum number of corner points on face which are countered on areas of
the face that are salient for showing distinct features for extraction. Thus, the
technique makes this system real time in nature. This method begins with the
generation of initial graphs for all training images, one graph for each orientation,
here 13 different orientations are used for every face in the database. The set of 13
oriented faces for a single image is called a facial bunch graph (FBG). Once the
system has plotted graphs for different pose of face in training set, graphs for new
test images need not be generated separately as they can be simply drawn auto-
matically by elastic graph matching technique, which helps in adjusting the existing
train image graphs elastically to match the test image characteristics.

The graphs are constructed like: At first fiducial points are marked on the given
image depending on the image profile. The number of points marked for use as
features in this project is 63 and these are numbered automatically for further use as
shown in Fig. 10. Then the relation between the points on the face is realized to
construct a general shape model or graph of the face which is shown as the red line
in Fig. 9. In the graphs shown below, the red line drawn on the face is actually the
geometric appearance when all the facial landmarks/points are connected. There are
63 such points that are detected and marked as shown in Fig. 11. Once these 63
points are marked on the given face image their coordinates are noted. But, only
optimal number of points are itself sufficient for classification. For the purpose, only
few important facial landmarks are taken into consideration like eye corner points,
mouth corner points, eyebrow corner points, and the tip of the nose. The distance
between these corner points is measured and these measurements are the extracted
features from the images, Likewise six feature distance values are taken as features.
The distance between any of these corner points are calculated using Euclidian
distance formula.
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7 Emotion Classifications

The classifier used for the proposed work is SVM classifiers. SVM classifier is a
nonprobabilistic linear classifier. Along with “kernel trick” it can even perform
non-linear classification efficiently. Mapping a problem into a space with a high or
large dimensions makes it more likely that the problem will become linearly sep-
arable. Classification involves the training of the SVM classifier based on the
extracted features from the training samples and then testing the classifier using test
samples. This task involves six emotions, i.e., it requires a multiclass SVM clas-
sifier. In SVM (choosing one-against-all approach), they are plotted as points in a
graph and decision boundaries between different classes are obtained. From the
whole database, 80% of the images are taken as training images and 20% of the

Fig. 10 Fiducial point graph model fitting

Fig. 9 Results for Harris corner detection
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images are taken as testing. These testing and training images are given to the
classifier. The features are first marked in feature space hence each sample is
represented by a point in the feature space. SVM classifier builds a decision
boundary between two classes in the feature space. Later, the new test data plotted
is classified depending upon its location among the boundaries of the graph. During
the training phase, the equation of the best decision boundary hyperplane is found.
The decision hyperplane is constructed by maximizing the margin between two
class feature points (Fig. 12).

8 Conclusion

The Gabor and fiducial points combine feature extraction-classification and make
the paper more efficient than its previous methods. Both Gabor and fiducial points
are promising techniques in texture feature and geometric feature, respectively.

Fig. 11 Fiducial point method results

Fig. 12 Best decision
boundary decision
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Thus, this high profile method improves the overall efficiency of the output. Also,
this paper can be implemented easily in numerous applications as they possess less
complexity in the processing phase making it simple for the classifier. The proposed
work produces accuracy of 87% after classification.
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