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Abstract With technological revolution, a huge amount of data is being collected
and as a consequence the need of mining knowledge from this data is triggered.
But, data in its raw form comprises of sensitive information and advances in data
mining techniques have increased the privacy breach. However, due to
socio-technical transformations, most countries have levied the guidelines and
policies for publishing certain data. As a result, a new area known as Privacy
Preserving Data Mining (PPDM) has emerged. The goal of PPDM is to extract
valuable information from data while retaining privacy of this data. The paper
focuses on exploring PPDM in different aspects, such as types of privacy, PPDM
scenarios and applications, methods of evaluating PPDM algorithms etc. Also, the
paper shows parametric analysis and comparison of different PPDM techniques.
The goal of this study is to facilitate better understanding of these PPDM techniques
and boost fruitful research in this direction.
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1 Introduction

Internet has brought a drastic change in today’s world. The Internet today is a
widespread information infrastructure presently allowing many people all over the
globe to communicate and better understand each other. Such information is stored
in huge databases. Knowledge discovery from such databases is the aim of data
mining and is attracting researchers vastly. This knowledge discovery has resulted
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in a remarkable increase in the disclosure of private information about individuals.
As a result, preserving privacy has become an active research area. Privacy
preservation implies that an access to the published data should not enable the
adversary to learn anything extra about any target victim as compared to having no
access to the database, even with the presence of any adversary’s background
knowledge obtained from other sources [1]. Thus, Privacy preserving data mining
(PPDM) deals with hiding sensitive information of individuals like names, age, zip
code etc. without compromising the usability of data [2, 3]. An efficient privacy
preserving data mining technique must ensure that any information disclosed
should not: (1) be traced to a specific individual, and, (2) form an intrusion.

1.1 Types of Privacy

Privacy is a valuable characteristic of a person. It is the fundamental right of every
human being and needs to be preserved. Following are the types of privacy [4]:

(a) Information Privacy: Entails the establishment of rules governing the gather-
ing and managing of private data such as credit information and medical
records.

(b) Bodily privacy: Concerns the fortification of people’s physical identity in
opposition to invasive procedures such as drug testing and cavity searches.

(c) Privacy of communications: Protections of messages, telephones, email and
other forms of communication.

(d) Territorial privacy: Involves the setting of confinement on infringing of the
domestic and other environments such as the place of work or civic space.

1.2 Different Scenarios in PPDM

With the advance of the information age, data gathering and data investigation have
exploded out both in magnitude and complications. Consequently, there arises a
need of data sharing amongst stakeholders. For sharing data in privacy preserving,
considering in broader aspect, following two different scenarios exist specifically in
PPDM [2]:

(a) Central Server Scenario: Firstly, data owner conceals the micro-data by
applying various PPDM techniques before publishing it to the data miner
which then performs different data mining tasks on such concealed data. In
this scenario, data owners/data miners are independent of managing privacy
issues. It is also referred as Data Publishing scenario.
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(b) Distributed Scenario: The data owners can also be the miners and get col-
lective outcomes on the amalgamation of their records. This is a situation
where the privacy is ensured on results of data mining. Distributed scenario
can further be classified into three following different models [3, 5]:

(1) Trust Third Party Model: In such kind of model, each and every party
gives the data to a trusted third party keeping blind faith on it. On the
other hand, this trusted third party carries out the computation and
conveys only the outcomes. However, any such reliable third party does
not exist, so this is a superlative model.

(2) Semi-honest Model: In the semi-honest model, every party pursue the
policy of the etiquette using its truthful put in, but may try to interpret
facts from the data interchange process.

(3) Malicious Model: In this sort of model, no restrictions are placed on any
of the contributors. As a consequence, any party is completely free to
treat in whatever way it wants. Thus, it becomes quite complicated to
conduct data mining under the malicious model.

2 Applications of Privacy Preserving Data Mining

Privacy-preserving data mining studies techniques for assembling the potentially
contradictory objectives with regard to human privileges and allowing applicable
organization to bring together and excavate it for massive data sets. This technique
has been consumed in plentiful application areas, some are listed below [6, 7]:

(a) Clinical Records: Registration of patients in clinics leads to collection of
enormous amount of clinical records. Such kinds of data are shared with the
scientific and government organizations for research and development. These
clinical records can be anonymized before publishing the records with other
firms so that privacy of an individual is preserved.

(b) Cyber Terrorism/Social Networking: Internet is very famous at the present
time for pleasing people with a variety of services related to different fields.
But, people are oblivious of the privacy issues. The published data in social
network can be anonymized such that it does not infer to any one individual.

(c) Homeland security applications: Some examples of such applications are as
follows: identity theft, credential validation problem, web camera surveillance,
video-surveillance, and watch list problem.

(d) Government and Financial companies: The government and financial com-
panies are required to publish the data to civilians. If such data is sanitized
then no one could reveal any identity and lead to self humiliation.
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(e) Business: Enormous data is generated by piling up data from daily shopping of
customers. Also, the retailers may share data with other retailers for mutual
benefit. In such cases, various anonymization methods can be applied on the
data to ensure the privacy of each individual.

(f) Surveillance: Raw samples gathered from surveillance may end up in the
hands of adversary. These adversaries could forecast the description of bio-
metric qualities of an individual stored in the database and takes benefit of the
existing feature. Privacy preserving algorithms can be adapted and deployed
on the databases storing raw data of each individual.

3 Evaluation of Privacy Preserving Data Mining
Algorithms

Privacy preserving data mining, the recognition of appropriate evaluation principles
and the development of related standards is an important aspect in the expansion
and evaluation of algorithms. It is thus vital to provide abusers with a set of metrics
which will facilitate them to select the most suitable privacy preserving technique
for the data at furnish; with respect to some specific consideration they are inter-
ested in optimizing. The chief list of evaluation parameters that are used for
evaluation of privacy preserving data mining algorithms are given below [3, 6]:

(a) Performance: Performance of PPDM algorithms is evaluated in terms of time
taken to preserve the private attributes.

(b) Data Utility: Data utility is basically a measure of information loss or loss in
the functionality of data in supplying the results, which could be created
without PPDM algorithms.

(c) Uncertainty level: It measures uncertainty with which the sensitive informa-
tion that has been concealed can still be forecasted.

(d) Resistance: It depicts the measure of acceptance shown by PPDM algorithm
against various data mining algorithms.

4 Related Work

4.1 Different Privacy Preserving Techniques

Varied forethoughts from an attacker could lead to an information disclosure of a
particular user. Therefore, one needs to limit this disclosure risks to an acceptable
level while maximizing data efficiency before releasing original data for research
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and analysis purposes. To limit such risks, modification of data is done by applying
variety of operations to the original stuff [8, 9]. They can broadly be classified into
three categories mainly: Anonymization, Randomization and Cryptography.

(a) Anonymization: Anonymization aims to make individual record impossible to
differentiate among a group of records by using following techniques:

(1) Generalization and Suppression: Replaces definite values from the original
data [10, 11].

(2) Anatomization and Permutation: De-associates the correlation between
attributes [1].

(3) Perturbation: Distorts the data by adding noise [12].
(4) Bucketization: Separates the SAs (Sensitive attributes) from the QIs

(Quasi-Identifiers) by arbitrarily permuting the SA values in each bucket
[13].

(5) Microaggregation: Unified approach consisting of partition and aggrega-
tion [14, 15].

(b) Randomization: Applied generally to provide estimates for data distributions
rather than single point estimates. It distorts values of each attribute in a
sample independently and doesn’t use information about other samples [16].

(c) Cryptography: Cryptographic techniques are ideally meant for multiparty
scenarios where most frequently used protocol is SMC (Secure Multiparty
Computation) which mainly constitutes secure sum, secure union, secure
intersection, etc. operations [17, 18].

4.2 Types of Attack Models

Privacy preserving data mining is a significant asset that any mining system must
satisfy. User’s data is considered to be effectively protected when an opponent
could not fruitfully recognize a particular user’s data through linkages between an
record owner to sensitive attribute in the published data. Thus, these linkage attacks
can be classified broadly into three types of attack models namely Record Linkage,
Attribute Linkage and Table Linkage [1, 19]. In all these three types of attacks or
linkage, it is assumed that opponent knows the QIs (Quasi-identifiers) of the victim.

(a) Record Linkage: If an opponent is capable to link a record holder to a record in
a published data table then such kind of privacy risk is known as record linkage.
It is assumed that the adversary can make out the victim’s record is in the
released table and tries to recognize the victim’s record from the table. To
prevent record linkage privacy models such as k-Anonymity, MultiR
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k-Anonymity, l-Diversity, (α, k)-Anonymity, (X, Y)-privacy, (c, t)-Isolation,
etc. can be used [1].

(b) Attribute Linkage: If an opponent is capable to link a record holder to a
sensitive attribute in a published data table then such kind of privacy risk is
known as attribute linkage. It is assumed that the adversary can make out the
victim’s record is in the released table and tries to recognize the victim’s
sensitive information from the table. To prevent attribute linkage privacy
models such as l-Diversity, Confidence Bounding, (α, k)-Anonymity, (X, Y)-
privacy, (k, e)-Anonymity, (ε, m)-Anonymity, Personalized Privacy,
t-closeness, etc. can be used [1].

(c) Table Linkage: If an opponent is capable to link a record holder to the pub-
lished data table then such kind of privacy risk is known as table linkage. In
this scenario, the attacker seeks to determine the occurrence or nonappearance
of the victim’s record in the released table. To prevent table linkage privacy
models such as δ-presence, ε-Differential privacy, (d, γ)-privacy and distri-
butional privacy can be used.

4.3 Data Mining Tasks

Privacy preserving [20] has been extensively studied by the Data Mining community
in recent years. Currently, the PPDM algorithms are mainly used on the functionality
of data mining such as Classification, Association and Clustering [21–23].

(a) Classification: Classification is the process of finding a set of model that
differentiates data classes such that the model can be used to predict the class
of objects whose class label is unknown. The common algorithms used for
Classification are Decision Tree, Bayesian classification, etc.

(b) Association Rule: It is a technique in data mining that recognizes the regu-
larities found in bulky amount of data. Such a technique may identify and
reveal hidden information that is private for an individual or organization. The
common approaches used for Association are a priori, FP-Growth etc.

(c) Clustering: Preserving the privacy of individuals when data are shared for
clustering is a complex problem. An important task is to protect the primary
data values without interpretation of the similarity between objects under
analysis in clustering functionality. The common algorithms used for Clus-
tering are Partitioning methods, Hierarchical methods, Grid methods etc.
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As a summary of the above details, Fig. 1 shows the generic view of privacy
preserving data mining.

Table 1 shows the comparative and parametric analysis of various privacy
preserving data mining techniques considering advantages and disadvantage of
each privacy model, possible attacks on the data and different data mining tasks.

In Table 1, the correct mark in attack models represent that the technique prevents
data from the particular attack and the correct mark in data mining task represents
that the functionality can be applied to perform the said data mining method.

Fig. 1 Generic view of privacy preserving data mining
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5 Conclusion and Future Work

With proliferation in data mining techniques, the privacy of the individuals or
organizations is being disclosed which has fuelled the field of privacy preserving
data mining. In this paper, a broad study on privacy preserving data mining has
been conducted with respect to various parameters. The field of PPDM mainly
considers information privacy and the paper highlights various scenarios and
applications that emphasize the importance of PPDM. Further, a tabular analysis
depicting the relation between privacy models, attack models and data mining tasks
is presented. Also, the merits and demerits of some of the popular PPDM tech-
niques have been described that would help beginners to carry out research con-
sidering different dimensions of PPDM. From the study, it has been concluded that
a single algorithm, in its naive form, is not efficient enough for effectively pro-
tecting data privacy since the process of preserving privacy leads to decrease in
accuracy of the final data mining result. Thus, the future work can be to attempt
applying variants of privacy models and their enhancements to improve the accu-
racy of data mining tasks while preventing the data from various attack models.
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