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Abstract. Intellectual Property (IP) data, such as patent documents, grows
inconceivably in recent years. Therefore, discovering valuable information from
those huge number of data becomes a challenge. This paper introduces a novel
patent recommendation system called HIM-PRS which is built on top of hier-
archical index based big data processing platform. HIM-PRS integrates with
linked data to provide an efficient patent recommendation service. Our result
shows that HIM-PRS is able to find more semantically similar patents than other
systems. Additionally, HIM-PRS launches query jobs at least 2 times faster than
original Hadoop MapReduce framework.
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1 Introduction

With rapid development of technologies, Intellectual Property (IP) plays a more and
more important role in our life. Because it represents the legal power for people to
protect their invisible treasure. Last year, more than 7500 patent disputes happened in
the U.S., and more than half of them are related with high technology [1]. However, an
intellectual property dispute will cost a various of long term lawsuits. For example,
Apple Inc. started to sue Samsung Electronics Co., Ltd. in the year of 2010. Finally,
various of lawsuits in more than 9 countries are involved in their IP war during the past
5 years [2].

There are a lot of reasons making those disputes so complicated, durable and
difficult. The most important reason is the rapidly increased number of patents cannot
be analyzed within a short time. In the year of 2000, only 175979 patents have been
granted by United States Patent and Trademark Office (USPTO). 4 years ago, the
number became 276788. During the past decade, more than 3 million patents has been
officially granted by USPTO [3].

Discovering meanings from those amount of data challenges more and more IT
companies. USPTO has opened all U.S. patent documents to public and provided a lot
of methods to access their database [4]. However, the query performance limits users.
From 2010, Google, the global internet information searching service provider,
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co-worked the USPTO to provide their bulk data for public access [5]. Google also
opened a patent searching service [6] for helping users to discovery IP information
easily.

Since such amount of patent document data has been opened, researchers apply
various of approaches to discovery treasures from them. Statistical patent analysis
approach [7] has been widely used for simply measuring and visualizing patents based
on technology catalog. Citation based patent analysis [8] approach is inspired by
information retrieval technology. It is able to present inner-relations of patents in
addition. Patent cluster analysis is another patent analysis approach. By utilizing cluster
analysis approach, patent documents can be organized as a theme map which describes
patents relationship simpler [9]. Furthermore, researchers are interested in utilizing
ontology technology to discovery knowledge from patent data [10].

However, there is still not a sufficient solution for analyzing patent big data based
on the semantic meaning of patents. In this paper, we will introduce our proposed
system, HIM-PRS, which is designed for analyzing patent bigdata semantically.

The rest of the paper is organized as follows: We first show the architecture of
HIM-PRS, and afterward, we describe the system working mechanism in Sect. 2. In
Sect. 3 we present the experimental results of our proposed system with analysis.
Finally, we give the conclusion.

2 HIM-PRS Architecture

In this section, we mainly focus on introducing the design of our proposed patent
recommendation system: HIM-PRS.

2.1 HIM: Hierarchical Index-Based MapReduce Framework

The fundamental of our proposed system is a bigdata storage and processing system
which is called HIM. HIM is inspired by Google’s MapReduce paper [11] and built on
top of the most widely used open source bigdata solution Hadoop [12].

The original Hadoop keeps data uploaded by users in separated blocks. However,
as time flies, people realized that the plain data storage structure is no longer sufficient
for big document analysis. Database technologies performance a good result for data
retrieval by using index. However, as the data grows, the index generation time and
size become unacceptably. Therefore, many researchers try to integrate the advantages
of both technologies, such as HadoopDB [13], HBase [14], Hive [15], Hadoop ++
[16] and BigTable [17]. Inspired by previous researchers’ work, we proposed a hier-
archical index-based patent data storing mechanism [18].

Based on the previous proposed mechanism, we built our hierarchical index-based
MapReduce framework for storing and processing patent documents.

Figure 1 shows the main concept of HIM. Since HIM is built on top of Hadoop,
there are 2 kind of servers are involved. A server works as a master node which
maintains the entire distributed system(DS) information. A master node is in charge of
creating, updating, deleting, backup and recovering the DFS Hyper Index. DFS Hyper
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Fig. 1. Concept view of hierarchical indexes in HIM

Index is a high level index which keeps the hot data index collected from Block Hyper
Index. Similar like Hadoop, real data are still stored in slave nodes organized in data
blocks. Data blocks in HIM organize original data in table structure and generate index
for each data table additionally. As a result, data blocks in HIM are dynamically
changed based on user requirement. Each slave node also maintains a block hyper
index which contains all hot data index collected from data index inner data blocks.

Integrating the hierarchical index based data storing mechanism with Hadoop’s
MapReduce data processing framework, our proposed HIM is able to do data analysis
works more efficiently than the original Hadoop.

2.2 HIM-PRS: HIM Based Patent Recommendation System

On top of HIM, we built a Patent recommendation system which is designed for high
speed patent searching and semantic patent recommendation. Instead of using 2 type of
servers, HIM-PRS requires an additional control server for handling the entire patent
analysis and service processing flow.

Our proposed system is designed to interact with a global scale knowledge base
provided by linked data project. Therefore, SPARQL is the default knowledge query
language used by HIM-PRS for communicating with remote knowledge node.

As Fig. 2 shows the HIM-PRS architecture. HIM-PRS control node maintains all
modules related with our patent services. To provide our service, firstly, Patent Feature
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Fig. 2. HIM-PRS architecture

Select Module and Patent Citation Extraction Module analyze patents and extract
necessary information such as patent feature words and citation data. Then, Patent Prior
Analysis Module will generate patent prior art graph based on patent citation infor-
mation. These 3 modules are pre-processing modules. Secondly, Recommendation
Module receives keywords from users and transfers those keywords to Semantic
Reasoning Module. The Semantic Reasoning Module first queries local knowledge
base via SPARQL, and if there is no result found, it directly requests to remote
knowledge base via the same SPARQL query.

3 Experimental Results and Analysis

In this section we will show a performance test of HIM and a patent recommendation
example. We utilize total 14 intel dual core machines for running our experiment.
Machines equipped with 2 GB memory work as HIM-PRS Control Node and HIM
Master Node respectively. And the rest machines work as slave nodes. All machines
are connected through a 100Mbit switch. Approximate 106 GB patent data which
includes 1328892 patent documents collected from Google bulk data have been
uploaded to our HIM-PRS before our experiments.

Figure 3 shows the query time of different block size. The blue line represents
query time of using non-indexed data block while the red line represents using indexed
date block. Obviously, as the data size growth, the query time for data in non-indexed
blocks increases linearly. In the other side, using indexed blocks the query time
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Fig. 3. Data query time for different block size

increases slightly. The non-indexed approach represents the original Hadoop solution.
Our proposed HIM approach performs a better data query performance than the
original Hadoop approach. Considering time for job preparation, jobs launching on top
of HIM perform at least 2 times faster than original Hadoop. On top of HIM testbed, we
built a HIM-PRS prototype. Currently we utilize WordNet [19] as our local knowledge
base and DBpedia [20] as our remote knowledge base. In our example, we try “cloud
computing” as our input key word.

Our proposed system utilizes a SPARQL query to query word “cloud” from local
knowledge base WordNet. Similarly, we query the word “computing” also. Combined
results of previous queries, we get a group of external keywords. Then, we send a query
about “cloud computer” to remote knowledge base which is provided by DBpedia
project through SPARQL. We get another group of semantic related words. By
combining both groups of words, we have our final keywords. Finally, we searching
patents which contain those keywords and ranking them based on our prior art analysis
result. Based on system patents 7225249 and patent 8341462. The first patent claims a
web based application which works under a PaaS pattern and the second patent claims
a cloud provisioning technology. Both them are related with cloud computing topic and
none of them shown in google patent searching page.

4 Conclusion

In this paper, we present a patent recommendation service system which is built on top
of a performance enhanced Hadoop platform: HIM. Our proposed system performs a
better patent data query performance. Meanwhile, our proposed system considers the
semantic meaning of input keywords for patent recommendation.

We compare our platform with original Hadoop platform and google patent
searching service. Our system shows a better data query performance than original
Hadoop. However, if the query word is not indexed, our query will still as same as
original Hadoop. In fact, if we build index for all data, the index size will be incredible.
Thus to balance the size of index and performance of querying data is a new challenge
for index based MapReduce platform and which is our future work.
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