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Abstract. Images captured in foggy weather conditions often suffer from bad
visibility. Therefore, in this paper, we propose an efficient and automatic method
to remove hazes from a single input image. Our method benefits much from an
exploration on the priori image geometry on the transmission function. This prior,
combined with an edge-preserving texture-smoothing filtering, is applied to esti-
mate the unknown transmission map. Next, the restored image is obtained by
taking the estimated transmission map and the atmospheric light into the image
degradation model to recover the scene radiance. The proposed method is
controlled by just a few parameters and can restore a high-quality haze-free image
with fine image details. The experimental results demonstrate that our method
shows competitive performance against other methods.
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1 Introduction

The images captured in hazy or foggy weather conditions often suffer from poor visi-
bility. The distant objects in the fog lose the contrasts and get blurred with their
surroundings, as illustrated in Fig. 1(a). This is because the reflected light from these
objects, before it reaches the camera, is attenuated in the air and further blended with
the atmospheric light scattered by some aerosols. Also for this reason, the colors of these
objects get faded and become much similar to the fog, the similarity of which depending
on the distances of them to the camera. As can be seen in Fig. 1(a), the image contrast
is reduced and the surface colors become faint. There are many circumstances that
effective dehazing algorithms are needed. In computer vision, most automatic systems
for surveillance, intelligent vehicles, object recognition, etc., assume that the input
images have clear visibility. However, this is not always true in bad weather.

Previous methods for haze removal mainly rely on additional depth information or
multiple observations of the same scene. Representative works include [1-4]. For
example, Schechner et al. [1] develop a method to reduce hazes by using two images
taken through a polarizer at different angles. Narasimhan et al. propose a physics-based
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Fig. 1. Image dehazing result by our method. (a) The foggy image. (b) The dehazing result by
our method. (c) The initial transmission map. (d) The refined transmission map. (Color figure
online)

scattering model [2, 3]. Using this model, the scene structure can be recovered from two
or more images with different weather. Kopf et al. [5] propose to remove haze from an
image by using the scene depth information directly accessible in the geo-referenced
digital terrain or city models. However, the multiple images or the user-interaction that
needed in these methods limit their applications.

Recently, some significant progresses have also been achieved [6—11] for a more
challenging single image dehazing problem. These progresses benefit much from the
insightful explorations on new image models and priors. For example, Fattal’s work [15]
was based on the assumption that the transmission and the surface shading are locally
uncorrelated. Under this assumption, Fattal estimated the albedo of the scene and then
inferred the medium transmission. This approach is physically sound and can produce
impressive results. However, the method fails when handling heavy haze images. Tan’s
work [13] was based on the observations that the clear-day images have higher contrast
compared with the input haze image and he removed the haze by maximizing the local
contrast of the restored image. The visual results are visually compelling but may not
physical valid. He et al. [8] proposed the dark channel prior to solve the single image
dehazing problem. The prior is based on the observation that most local patches in haze-
free outdoor images contain some pixels which have very low intensities in at least one
color channel. Using this prior, estimated transmission map and the value of atmospheric
light can be obtained. For a better purpose, soft matting is used for the estimated trans-
mission map. Combined with the haze image model, a good haze-free image can be
recovered by this approach. Tarel et al. [9] used a fast median filter to infer the atmos-
pheric veil, and further estimated the transmission map. However, the method is unable
to remove the fog between small objects, and the color of the scene objects is unnatural
for some situations. Kratz et al. [10] proposed a probabilistic model that fully leverages
natural statistics of both the albedo and depth of the scene. The key idea of the method
is to model the image with a factorial Markov random field in which the scene albedo
and depth are two statistically independent latent layers. Kristofor et al. [11] made an
investigation of the dehazing effects on image and video coding for surveillance systems.
They first proposed a method for single image, and then consider the dehazing effects
in compression.

From the above dehazing algorithms, we can deduce that single image dehazing is
essentially an under-constrained problem, and the general principle of solving such
problems is therefore to explore additional priors. Following this idea, we begin our
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study in this paper by deriving inherent priori image geometry for estimating the initial
scene transmission map, as show in Fig. 1(c). This constraint, combined with an edge-
preserving texture-smoothing filtering, is applied to recover the final unknown trans-
mission, as shown in Fig. 1(d). Experimental results show that our method can restore
a haze-free image of high quality with fine edge details. Figure 1(b) illustrates an
example of our dehazing result.

Our method mainly uses two techniques to remove image haze. The first is a priori
image on the scene transmission. This image prior, which has a clear geometric inter-
pretation, is proved to be effective to estimate initial transmission map. The second
technique is a new edge-preserving filtering that enables us to obtain the final transmis-
sion map. The filter helps in attenuating the image noises and enhancing some useful
image structures, such as jump edges and corners. Experimental results show that the
proposed algorithm can remove haze more thoroughly without producing any halo arti-
facts, and the color of the restored images appears natural in most cases for a variety of
real captured haze images.

2 Background

2.1 Atmospheric Scatting Model

The haze image model (also called image degradation model) consists of a direct attenu-
ation model and an air light model. The direct attenuation model describes the scene
radiance and its decay in the medium, while the air light results from previously scattered
light. The formation of a haze image model is as follows [8, 12]:

I(x) = ) (x) + (1 — 1(x)A 1)

where I(x) is the input foggy image, J(x) is the recovered scene radiance, A is the global
atmospheric light, and #(x) is the transmission map. The transmission function #(x)
(0 < t(x) < 1) is correlated with the scene depth. Let assume that the haze is homoge-
nous, the #(x) can this be written as:

H(x) = e P 2)

In (2), d(x) is the scene depth, and f is the medium extinction coefficient. Therefore,
the goal of image dehazing is to recover the scene radiance J(x) from the input image
I(x) according to Eq. (1). This requires us to estimate the transmission function #(x) and
the global atmospheric light A. As can be seen from Eq. (1), this problem is an ill-posed
problem since the number of unknowns is much greater than the number of available
equations. Thus, additional assumptions or priors need to be introduced to solve it. In
this paper, the priori image geometry and edge-preserving filtering are applied to obtain
our final transmission map #(x).
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2.2 Priori Image Geometry and Edge-Preserving Filtering

For priori image geometry, a pixel I(x) contaminated by fog will be “pushed” towards
the global atmospheric light A according to Eq. (1). Thus, we can reverse this process
and recover the clean pixel J(x) by a linear extrapolation from A to I(x). The appropriate
amount of extrapolation is given by [13]:

1 _ W -Al
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Consider that the scene radiance of a given image is always bounded, that is,
C,<Jx<C, xeQ 4)

where C, and C, are two constant vectors that are relevant to the given image. For any

X, a natural requirement is that the extrapolation of J(x) must be located in the radiance
cube bounded by C, and C;. The above requirement on J(x) imposes a boundary

constraint on #(x). Suppose that the global atmospheric light A is given. Thus, for each
X, we can compute the corresponding boundary constraint point J,(x). Then, a lower

bound of #(x) can be determined by using Egs. (3) and (4), leading to the following
boundary constraint on #(x):

0 < 1,00 <t <1 ®)

where #,(x) is the lower bound of #(x), given by

o A= F@ A - I
00 = mm{cénui’i) < A =Gy A C > 1} ©

where I, A, C; and C7 are the color channel of I, A, Cy and C,, respectively. In our
experiment, the boundary constraint map that used for obtaining out initial transmission

map is computed from Eq. (6) by setting the radiance bounds C, = (20, 20, 20)" and

C, = (300, 300, 300)".

In the proposed method, the above priori image geometry is used for estimating the
initial transmission map and an edge-preserving filtering method is performed over the
estimated initial transmission map to obtain a refined one. The reason why the filtering
process needs preserving edge is that the wrong edge of scene objects in transmission
map will cause halo artifacts in final restoration results. For the edge-preserving filtering,
the typical filters that can be used for removing the redundant details of the transmission
map are Gaussian filter, median filter and bilateral filter [14]. The Gaussian smoothing
operator is a 2-D convolution operator that is used to ‘blur’ images and remove detail
and noise. It uses a different kernel that represents the shape of a Gaussian ( ‘bell-shaped’)
hump to achieve this purpose. The main idea of median filtering is to run through all
pixels, replacing each pixel value with the median of neighboring pixel values. Bilateral
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filtering [15] is done by replacing the intensity value of a pixel by the average of the
values of other pixels weighted by their spatial distance and intensity similarity to the
original pixel. Specifically, the bilateral filter is defined a normalized convolution in
which the weighting for each pixel g is determined by the spatial distance from the center
pixel p, as well as it relative difference in intensity. Let I, be the intensity at pixel p and

I ’f be the filter value, the filter value can thus be written as [14]:
Y G, (lp = alhG,, (|1, 1| )1,

_ qeQ
3 G, (lp-alhG,, (|1, - 1))
qeQ

)

P

where the spatial and range weighting functions G,  and Gy are often Gaussian, and oy
and o, are the range and spatial variances, respectively. Median filter has strong smooth
ability but can blur edges, while bilateral filter with small range variance cannot achieve
enough smoothing on textured regions in the haze removal algorithm and that large range
variance will also blur edges. Therefore, in this paper, a edge-preserving texture-
smoothing filtering is adopted which can generate better results in transmission map
refined than existing filters. For the new edge-preserving filtering, the image intensities
are normalized such that /, € [0, 1]and o is normally chosen between [0, 1]. Let the
image width and height be w and &, we choose 6, = o - min(/, w), such that o is also
normally chosen between [0, 1]. Besides bilateral filter, we also use o, to represent the
spatial variance of Gaussian filter and the radius of median filter in this paper.

3 The Proposed Algorithm

3.1 The Algorithm Flowchart

The flowchart of the proposed method is depicted in Fig. 2. One can clearly see that the
proposed algorithm employs three steps in removing haze from a single image. The first
one involves computing the atmospheric light according to the three distinctive features
of the sky region. The second step involves the computing of the initial transmission
map with the priori image geometry and the edge-preserving filtering. The goal of this
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Fig. 2. Flowchart of the algorithm.
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step is to obtain the initial transmission map using the boundary constraint from radiance
cube and to smooth textured regions while preserving large scene depth discontinuities
using the edge-preserving filtering. Finally, with the estimated atmospheric light and the
refined transmission map, the scene radiance can be recovered according to the image
degradation model.

3.2 Atmospheric Light Estimation

Estimating atmospheric light A should be the first step to restore the hazy image. To
estimate A, the three distinctive features of sky region are considered here, which is
more robust than the “brightest pixel” method. The distinctive features of sky region
are: (i) bright minimal dark channel, (ii) flat intensity, and (iii) upper position. For the
first feature, the pixels that belong to the sky region should satisfy I;,(x) > T,, where
I,i,(x) is the dark channel and 7, is the 95 % of the maximum value of I,;,(x). For the
second feature, the pixels should satisfy the constraint Negge(x) < T}, where Negg(x) is
the edge ratio map and 7, is the flatness threshold. Due to the third feature, the sky region
can be determined by searching for the first connected component from top to bottom.
Thus, the atmospheric light A is estimated as the maximum value of the corresponding
region in the foggy image I(x).

3.3 Initial Transmission Map Estimation

The boundary constraint of #(x) provides a new geometric perspective to the famous dark
channel prior [8]. Let C, = 0 and suppose the global atmospheric light A is brighter than

any pixel in the haze image. One can directly compute #,(x) from Eq. (1) by assuming

the pixel-wise dark channel of J(x) to be zero. Similarly, assuming that the transmission
in a local image patch is constant, one can quickly derive the patch-wise transmission
7(x) in He et al.”s method [8] by applying a maximum filtering on #,(x), i.e.,

f(x) = max () (3

where w, is a local patch centered at x. It is worth noting that the boundary constraint is

more fundamental. In most cases, the optimal global atmospheric light is a little darker
than the brightest pixels in the image. Those brighter pixels often come from some light
sources in the scene, e.g., the bright sky or the headlights of cars. In these cases, the dark
channel prior will fail to those pixels, while the proposed boundary constraint still holds.
Note that the commonly used constant assumption on the transmission within a local
image patch is somewhat demanding. For this reason, the patch-wise transmission 7(x)
based on this assumption in [8] is often underestimated. Here, a more accurate patch-
wise transmission is adopted in the proposed method, which relaxes the above assump-
tion and allows the transmissions in a local patch to be slightly different. The new patch-
wise transmission is given as below:
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The above patch-wise transmission 7(x) can be conveniently computed by directly
applying a morphological closing on #,(x). Figure 3 illustrates a comparison of the

dehazing results by directly using the transmissions map derived from dark channel prior
and the boundary constraint map, respectively. One can observe that the estimated
transmission map from dark channel prior works not well since the dehazing result
contains some halo artifacts, as shown in Fig. 3(b). In comparison, the new patch-wise
transmission map derived from the boundary constraint map can produces fewer halo
artifacts, as shown in Fig. 3(c).

()] (e)

Fig. 3. Image dehazing by directly using the patch-wise transmissions from dark channel prior
and boundary constraint map, respectively. (a) Foggy image. (b) Dehazing result by dark channel
prior. (c) Dehazing result by boundary constraint. (d) Estimated transmission map from dark
channel. () Estimated transmission map from boundary constraint map.

3.4 Refined Transmission Map Estimation

After obtaining the initial transmission map, an edge-preserving filtering is used here to
refine the initial transmission map.

Specifically, given a gray-scale image / (if the input is multi-channel image, we
process each channel independently), we first detect the range of the image intensity
values, say [/, 1na:- Next, we sweep a family of planes at different image intensity
levels I, € [Iiyin>Imax) K =10, 1, ..., N — 1} across the image intensity range space.
The distance between neighboring planes is set to (Iax — Iyin)/(V — 1), where Nis a
constant. Smaller N results in larger quantization error while larger N increases the
running time. When N —+o0 or N = 256 for 8-bit grayscale images, the quantization
error is zero. Also, stronger smoothing usually requires smaller N. We define the distance
function of a voxel [I(x, y), x, y] on a plane with intensity level I, as the truncated
Euclidean distance between the voxel and the plane. The process can be written as:
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D(Ikﬁf,}’) = mln(llk - I(x’y)l’ n- |Imax - Imlnl) (10)

wheren € (0, 1]is a constant used to reject outliers and when 7 = 1, the distance function
is equal to their Euclidean distance. At each intensity plane, we obtain a 2D distance
map D(I}). A low pass filter F is then used to smoothen this distance map to suppress

noise:
D"(I,) = F(D(I,)) (1D

Then, the plane with minimum distance value at each pixel location [x, y] is located
by calculating

K(x,y) = argmin DF(,,x,
() k=(0.%...,N—1} (o .3) (12)

Let intensity levels i = I, y), i+ = Ige yy+1> i =1 g, y)—1- Assume that the smoothed
distance function D"(I, x, y) at each pixel location [x, y] is quadratic polynomial with
respect to the intensity value I, the intensity value corresponding to the minimum of the

distance function can be approximated using quadratic polynomial interpolation (curve
fitting):

DF(i+9x9y) - DF(LJ@)’)
Z(DF(I}»X’)’) + DF(i_, x, )= 2DF(io,x»)’))

IF(x,y) = i, (13)

In (13), I"(x, y) is the final filtered result of our framework at each pixel location
[x, y]. Apparently, any filter F can be integrated into this framework by using it to
smoothen the distance map D(J;) as shown in Eq. (11). Figure 4 presents the experimental
filtered results of our framework for a synthetic noisy image. In this experiment, the

(b)I nitial transmission

(d) Median filtering result (e) Bilateral filtering result (f) Our filtering result

Fig. 4. Filtered images obtained using different filtering methods.
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number of intensity planes N is set to 16 and # = 0.1. The parameter settings for low-
pass filters are oy = 0.05 and as for bilateral filter, 6x = 0.2. As can be seen in Fig. 4(f),
compared with other filtering methods, our refined transmission map maintains the sharp
intensity edges and greatly suppresses the noise inside each region.

3.5 Scene Radiance Recovery

Since, now, we already know the input haze image I(x), the final refined transmission
map #(x) and the global atmospheric light A, we can obtain the final haze removal image
J(x) according to the image degradation model, as shown in Eq. (1). The final dehazing
result J(x) is recovered by:

I = —D_A

B max(#(x), t,) 4

where #, is application-based and is used to adjust the haze remaining at only the farthest
reaches of the image. If the value of ¢, is too large, the result has only a slight haze
removal effect, and if the value is too small, the color of the haze removal result seems
over saturated. Experiments show that when £, is set between 0.1 and 0.5, we can get
visually pleasing results in most cases. An illustrative example is shown in Fig. 5. In the
figure, Fig. 5(a) shows the input hazy images, Fig. 5(b) shows the refined transmission
map estimated by using the proposed method, and Fig. 5(c) is our final haze removal
result obtained by using the refined transmission map.

(a) Original image (b) Estimated refined transmission  (c¢) Final haze removal result

Fig. 5. Image haze removal example.

4 Experimental Results

In order to verify the effectiveness and validity of the proposed image dehazing method,
two criteria have been considered: (i) qualitative comparison, and (ii) quantitative eval-
uation. In the experiments, all the dehazing results are obtained by executing MATLAB
R2008a on a PC with a 3.10-GHz Intel® CoreTM i5-2400 CPU.

4.1 Qualitative Comparison

Figure 6 illustrates some examples of our dehazing results and the recovered scene
transmission functions. As can be seen from the results, our method can recover rich
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Fig. 6. Image dehazing results by our method. Top: input haze images. Middle: the dehazing
results. Bottom: the recovered transmission functions. The recovered transmission gives an
estimation of the density map of hazes in the input image.

Fig. 7. Comparison with Tan’s work. Left: input image. Middle: Tan’s result. Right: our result.
(Color figure online)

details of images with vivid color information in the haze regions. One can clearly see
that the image contrast and detail are greatly improved compared with original foggy
images, especially in the distant region with dense fog. Besides, the transmission func-
tion also reflects the density of the hazes in the captured scene. From the Fig. 6, we can
see the estimated transmissions by our method are quite consistent with our intuitions.

We also compare our method with several state-of-the-art existing methods.
Figure 7 illustrates the comparisons of our method with Tan’s work [7]. Tan’s method
can augment the image details and greatly enhance the image visual effect. However,
the colors in the recovered images are often over saturated, since the method is not a
physically based approach and the transmission may thus be underestimated. For
example, one can clearly see that the color of traffic sign in Fig. 7 has changed to orange
after dehazing, while our results have no such problem. Moreover, some significant halo
artifacts usually appear around the recovered sharp edges (e.g., trees). The proposed
method can improve the visual effect of image structures in very dense haze regions
while restoring the natural colors, and the halo artifacts in our results are also smaller,
as shown in Fig. 7.
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In Fig. 8, we compare our approach with Fattal’s method [6]. Fattal’s method can
produce a visually pleasing result. However, the method is based on statistics and
requires sufficient color information and variance. When the haze is dense, the color
information that needed in Fattal’s method is not enough for the method to reliably
estimate the transmission. For example, the enhanced result obtained by Fattal’s method
in Fig. 8 still remains some fog in the region far away. In comparison, our results are
much visually pleasing, and the haze at the farthest reaches of the image can be largely
removed.

Fig. 8. Comparison with Fattal’s work. Left: input image. Middle: Fattal’s result. Right: our
result. (Color figure online)

Figure 9 shows the comparisons of our approach with Tarel et al.’s method [9]. Tarel
et al.’s method is a filtering based approach. They estimate the atmospheric veil by
applying a fast median filter to the minimum components of the observed image. The
main advantages of the method is its speed, while the weakness is the haze removal
results always contain some halo artifacts and the color seems not very natural. As shown
in Fig. 9, the color of the sky and maintain seem too dark. Compared with Tarel’s method,
the color of our method seems much more natural.

i 0 B

U
1 1 '

Fig.9. Comparison with Tarel’s work. Left: inputimage. Middle: Tarel’s result. Right: our result.
(Color figure online)

We also compare our method with He et al.’s work [8] in Fig. 10. As can be seen in
the figure, both methods produce comparable results in regions with heavy hazes (e.g.,
the distant buildings). However, in regions with many depth jumps (e.g., trees and
grasses at close range), our method performs better. The color in our haze removal result
also seems more vivid and colorful. Moreover, our method tends to generate a clearer
result of image details, as illustrated in Fig. 10. These benefits from the incorporation
of a filter bank into image dehazing. These filters can help to exploit and augment the
interesting image structures, e.g., jump edges and corners.
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Fig. 10. Comparison with He’s work. Left: input image. Middle: He’s result. Right: our result.
(Color figure online)

Figures 11 and 12 allow the comparison of our results with four state of the art
visibility restoration algorithms: Tan [7], Fattal [6], Tarel [9] and He [8]. One can clearly
see that all the dehazing methods can effectively remove the haze in both near and far
regions for the testing images. However, the results obtained with our algorithm seems
visually close to the result obtained by He, with better color fidelity and less halo artifacts
compared with Tan. However, we find, depending on the image, each algorithm is a
trade-off between color fidelity and contrast enhancement. Results on a variety of haze
or fog images show that the proposed method can achieve a better enhancement effect
in terms of both image color and the profile of the scene objects.

Fig. 11. Experimental results of various dehazing methods. First row: the input image and the
results obtained by Tan and Fattal, respectively. Second row: the results obtained by Tarel, He
and our method, respectively. (Color figure online)
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Fig. 12. Experimental results of various dehazing methods. First row: the input image and the
results obtained by Tan and Fattal, respectively. Second row: the results obtained by Tarel, He
and our method, respectively. (Color figure online)

4.2 Quantitative Evaluation

An assessment method dedicated to visibility restoration proposed in [16] is used here
to measure the dehazing effect. We first transform the color level image to the gray level
image, and use three indicators to compare the two gray level images: the input image
and the haze removal image. The visible edges in the image before and after restoration
are selected by a 5 % contrast threshold according to the meteorological visibility
distance proposed by the international commission of illumination (CIE). To implement
this definition of contrast between two adjacent regions, the method of visible edges
segmentation proposed in [17] has been used.

Once the map of visible edges is obtained, we can compute the rate e of edges newly
visible after restoration. Then, the mean 7 over these edges of the ratio of the gradient
norms after and before restoration is computed. This indicator 7 estimates the average
visibility enhancement obtained by the restoration algorithm. At last, the percentage of
pixels ¢ which becomes completely black or completely white after restoration is
computed. Since the assessment method is based on the definition of visibility distance,
the evaluation conclusion which complies with human vision characteristic can be
drawn.

These indicators e, 7 and ¢ are evaluated for Tan [7], Fattal [6], Tarel [9], He [8] and
our method on six images (see Table 1). For each method, the aim is to increase the
contrast without losing some visual information. Hence, good results are described by
high values of ¢ and 7 and low value of ¢. From Table 1, we deduce that depending on
the image, Tan’s algorithm generally has more visible edges than our method, Tarel’s,
Fattal’s and He’s algorithms. Besides, generally we can order the five algorithms in a
decreasing order with respect to average increase of contrast on visible edges: Tan, our
method, Fattal, Tarel and He algorithms. This confirms our observations on Figs. 7, 8,
9,10, 11 and 12. Table 1 also gives the percentages of pixels becoming completely black
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or white after restoration. Compared to others, the proposed algorithm generally gives
the smallest percentage.

Table 1. Comparison with the state of art haze removal algorithms using the three indicators

Indicator | e 7 o (%) e 7 o (%)
Method | Fig. 7 (600 x 400) Fig. 8 (512 x 384)

Tan 08907  [3.8688 18352 04917 [28549  [0.8638
Fattal 02198 22524 13604 | 03636 24407 | 0.1609
Tarel 0.6261 21354 |0 0.3959 19833 00131
He 0.5924 1.5202 14542 02857 13001 | 0.6646
Proposed | 0.8228 | 3.6069 12701 03940 25256 | 0.1355
Method | Fig. 9 (512 x 384) Fig. 10 (441 x 450)

Tan 01848  [20759 41573 02994 1.8604 | 43982
Fattal 0.0347 18669 145339 0.1168 1.6844 | 4.2095
Tarel 0.1588 1.2941 3.4831 0.1821 1.5841 3.8532
He 0.0191 11236 37001 |0.1670 11219 36338
Proposed | 0.1732 20296  |2.8948 | 0.2863 19610 | 2.6222
Method | Fig. 11 (576 x 768) Fig. 12 (1024 X 768)

Tan 0.0967 18269 104039 03035  [25443  [0.3222
Fattal 0.0735 13397 |0.5951 ~0.1088 | 1.8641  |0.1692
Tarel 0.0385 12273 01398 [-0.3539 | 1.7411 0.0786
He 0.0457 11854 02068 | —0.0173 | 1.6517 | 0.2358
Proposed | 0.0896 17556 100325 02713 [2.3574 | 0.0884

Computation time is also a very important criterion to evaluate algorithm perform-
ance. For an image of s, X s,, the fastest algorithm is Tarel’s method. The complexity
of Tarel’s algorithm is O(s,s,), which implies that the complexity is a linear function of
the number of input image pixels. Thus, only 2 s are needed to process an image of size
600 x 400. For He’s method, its time complexity is relatively high since the matting
Laplacian matrix L in the method is so huge that for an image of size s, X s,, the size of
Lis 5,5, X 5,5y, 50 20 s is needed to process a 600-by-400 pixels image. The computational
times of Fattal’s and Tan’s methods are even longer than He’s method. They take about
40 s and 5 to 7 min to process an image which is of size 600 x 400, respectively. Our
proposed method has a relatively faster speed, 17 s is needed to obtain a haze removal
image of the same size by using our method. This can be further improved by using a
GPU-based parallel algorithm.

5 Conclusion and Future Work

In this paper, we have proposed an efficient method to remove hazes from a single image.
Our method benefits much from an exploration on the priori image geometry on the
transmission function. This prior, together with an edge-preserving filtering, is applied
to recover the unknown transmission. Experimental results show that in comparison
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with the state-of-the-arts, our method can generate quite visually pleasing results with
finer image details and structures.

However, single image dehazing is not an easy task since it often suffers from the
problem of ambiguity between image color and depth. A clean pixel may have the same
color with a fog-contaminated pixel due to the effects of hazes. Therefore, without
sufficient priors, these pixels are difficult to be reliably recognized as fog-contaminated
or not fog-contaminated. This ambiguity revealing the unconstraint nature of single
image dehazing often leads to excessive or inadequate enhancements on the scene
objects. Therefore, in this paper a priori image geometry is adopted to estimate the
transmission map from the radiance cube of an image. Although the constraint imposes
amuch weak constraint on the dehazing process, it proves to be effective when combined
with the edge-preserving filtering to remove fog from most natural images. Another way
to address the ambiguity problem is to adopt more sound constraints or develop new
image priors. Therefore, in the future we intend to use the scene geometry or directly
incorporate the available depth information into the estimation of scene transmission.
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