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Preface

Manufacturing plays a major role in the development of the country. However, the
manufacturing industry is facing several challenges such as rapid product devel-
opment, flexibility, and low to medium volume, transportation, and low cost etc.
Many advanced and unconventional technologies, tools, and software are being
developed worldwide to enable solutions to these challenges. Manufacturing and
design of integrated circuits (ICs) comprises a large portion of research advances in
manufacturing because of the need for precise work. To enable exchange of ideas
on current trends in this area, the 1st International Conference on Nano-electronics,
Circuits & Communication Systems (NCCS-2015) was organized by the Indian
Society of VLSI Education (ISVE), Ranchi and the Institution of Electronics and
Telecommunication Engineers (IETE) Ranchi at Advanced Regional Telecom
Training Centre (ARTTC) near Jumar River Hazaribag Road Ranchi from 9 to 10th
May, 2015. Around 300 papers were received in total, the best of which are pre-
sented in this volume. For this selection, all papers were blind reviewed by three
expert reviewers and the presentation sessions were reviewed by a six-member
expert committee.

There are a total of 35 papers in this volume that cover the core themes of the
conference, i.e., design, simulation, verification, implementation and applications of
nano-electronics, circuits and communication systems. The paper by L. Rajesh et al.
describe user demand wireless network selection using game theory, with this
concept unwanted power radiation will be reduced. Ankur Saxena et al. demon-
strate his work on review on band notching techniques for ultra-wideband antenna.
Biswajit Ghosh et al. demonstrate his research work on comparing energy efficiency
of DF relay assisted cooperative and non-cooperative short-range wireless systems.
Abhishek Rawat et al. describe dual band octagonal shape microstrip patch antenna
at 5.70 and 8.0 GHz. Nabajyoti Mazumdar et al. explain distributed faulttolerant
multi-objective clustering algorithm for wireless sensor network. Abhishek Nag
et al. describe an autonomous power in clock getting technology in SRAM-based
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FPGA. C. Ranjith et al. explain a hardware implementation of evolvable embedded
system for combinational logic circuits using Vertex 6 FPGA. J. Dhurga Devi et al.
describe design of a third order self-bias adaptive band width PLL. Srinivasulu
Avireni et al. describe operational transconductance amplifier based sinusoidal
oscillator with grounded capacitors. Manas Ray et al. describe the evaluation of
wavelet based speech codec for VOIP applications. Trupa Sarkar et al. describe
leakage reduction by test pattern reordering. R.K. Mugelan et al. demonstrate the
performance enhancement of LTE HetNet using EVM based constellation combiner
ECC in warp. D.C. Diana et al. describe modified PSO based equalizer for channel
equalization. Abahan Sarkar et al. describe online counting of cigarette in packages
as an image processing approach. Jha Vijay Kumar et al. demonstrate fuzzy min—
max neural-based intrusion detection system. Amiya Sagar Das et al. describe
implementation of breadth first search for storage optimization in random storage
assignment of automated storage and retrieval system. Neeti Singh et al. describe
efficient algorithms for removal of high-density random value impulse noises in
images. Bhabani Shankar Das et al. explain prediction depth average velocity and
boundary shear distribution in a single-stage channel by lateral distribution method.
Kamalini Devi et al. describe the flow computation in symmetric compound
channels using conveyance estimation system. Sarika Tyagi et al. describe a 21 nW
CMOS operational amplifier for biomedical application. Pallavi Dutta et al.
describe performance analysis of three-phase induction motor using Simulink and
TMS320C6713. Abhishek Gandhar et al. describe effect of static synchronous
series compensator on power balancing in wind farms. Mohini Yadav et al. describe
reliability and energy benefit analysis of distribution system incorporating wind
turbine generator. A.K.P. Kovendan et al. describe present context of smart girds in
India: a survey. S. Sridevi et al. describe real-time simulation design for continuous
process industries. M. Rajendra Prasad et al. describe system level performance
analysis of embedded system for GSM application. S.M. Annapurna et al. describe
robotics research visibility in BRICS country as a scientometrics study.
A. Ravishankar Holla et al. describe characterization of TFT sensors for chemical
sensing applications. Anurag Kumar Paliwal et al. describe design of a
high-performance CMOS charge pump for phase-locked loop synthesizers. Adesh
Kumar et al. describe IC packaging with 3D IC tech. method. Akshat Chitransh
et al. describe analysis of a self-compensating, low-noise, low-power PLL circuit
@45 nm technology node. Krishan Kumar Singh et al. describe design of
comparator in sigma delta using 45 nm CMOS technology. Sudhanshu Kumar et al.
describe investigation of electrostatic actuation scheme for low-voltage MEMS
switch. Kumar Amit et al. describe evaluating the performance of dye-sensitized
solar cell with the various key components like electrodes, dyes and electrolytes.
Jitendra Yadav et al. describe modeling and simulation of the dynamic response of
a generic mechanical linkage for control application under the consideration of the
nonlinearities imposed by friction.



Preface vii

Authors and editors have taken utmost care in preparing this volume for pub-
lication, but there some errors that might have crept in despite our best efforts.
Readers are requested to provide their valuable feedbacks on the quality of pre-
sentation and alert us of any inadvertent errors or omissions. We expect that the
book will be welcomed by students as well as practicing engineers, researchers, and
professors.

Ranchi, India Vijay Nath
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Chapter 1

An Autonomous Power and Clock Gating
Technique in SRAM-Based FPGA

Abhishek Nag and Sambhu Nath Pradhan

1.1 Introduction

Dynamic power was given the utmost importance initially for power reduction schemes
in a FPGA; however, recent studies indicate the major impact of leakage power in the
total power dissipation [1]. Power gating has turned out to be a popular method of
leakage reduction in FPGA. All prior works in this field have used spice-based modeling
of the FPGA to carry out any transistor-level operation, as in [2, 3]. Most of these prior
works have been associated with the theoretical aspect of FPGA operations.

In [3], the authors have considered power-reducing techniques in a FPGA by
obtaining spice net list of the architectures and varying the various parameters asso-
ciated. Power gating has proven to be one of the most popular methods of reducing the
leakage power of a programmable device [4]. Configuration bits were mostly used in
earlier works involving power gating, to control the power. This is termed as statically
controlled power gating, as in [5, 6]. The concept of dynamically controlled power
gating was very recently introduced in programmable device such as in [7].

On the other hand, clock gating is an efficient technique of dynamic power
reduction, by stopping the activity of clock during inactive periods of the circuit, as
in [8—10]. Similar works in this field include the work done in [11, 12], considering
spice precharacterization level modeling of the FPGA. However, implementing the
power reduction operations in a circuit level will provide more insight into the
working of the programmable device and an elaborate analysis can be carried out.

A. Nag (X)) - S.N. Pradhan

Department of Electronics and Communication Engineering,
National Institute of Technology Agartala, Agartala, India
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2 A. Nag and S.N. Pradhan

In this work, an efficient and dynamic technique of power and clock gating is
introduced in a SRAM-based TILE prototype, designed and developed in
CADENCE tool, using a technology of 45 nm. Our TILE architecture is inspired
from the work done by authors in [13]. Correct simulation results have been
obtained for all the sub-blocks of the architecture. We have implemented a basic
FSM circuit in the TILE and introduced a fine level gating technique in the pro-
posed architecture. The simulation results indicate significant reduction of the total
power of the TILE prototype. An in-depth delay analysis is also obtained and
reported.

The following paper is presented as follows: Sect. 1.2 presents the basics of
power and clock gating techniques. The transistor-level design of the TILE pro-
totype is presented in Sect. 1.3. Section 1.4 deals with the proposed power and
clock gating logic implemented in the TILE prototype. The experimental results of
the power-gated FPGA are presented in Sect. 1.5 followed by conclusion in
Sect. 1.6.

1.2 Power and Clock Gating

In this section, we elaborate about the basics of the gating techniques being used in
our approach for power reduction of the TILE.

1.2.1 Power Gating

Power gating has proven to be one of the most effective methods of reducing
leakage power of a circuit [4]. Power gating techniques were initially introduced for
ASICs, which can now be implemented on programmable devices also. With the
growing need for programmable devices like FPGA, power dissipation stands as a
major concern. Consequently, power reduction techniques are gaining popularity.
The basic of power gating is to disable/enable the functionality of a circuit by a
sleep transistor or power switch. The voltage supply of a device is provided through
a PMOS transistor, called the sleep transistor. Thus, the circuit can be switched
“off” or “on” by switching the sleep transistor on or off. The gate input to sleep
transistor is called the sleep signal or activation signal, which decides the criteria of
when to turn the sleep transistor “on” or “off.” The function generating the acti-
vation signal is termed as activation function. The power gating basics is explained
in Fig. 1.1.

Power gating significantly reduces the overall leakage power of the circuit.
However, the extra PMOS transistor results in some resistance, which may affect
the performance of the circuit. By appropriately sizing the transistor, an acceptable
trade-off between power and performance can be obtained. Again, the excess area
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overhead will be minimal when the same transistor is used to power gate a large
portion of the circuit.

1.2.2 Clock Gating

Clock gating has turned out to be a popular technique of dynamic power reduction
in a sequential circuit [8]. The clock gating logic is to stop the activity of the clock,
when no useful computation is being performed by the circuit. In other words, when
a sequential circuit does result in any state transition, the clock is being disabled to
reduce the unnecessary power dissipated by the clock during idle states. The
activation signal for clock gating is kept low when the necessary clock gating
condition occurs, which is then AND gated with the global clock signal to obtain
the gated clock. By knowing the inputs and states of a circuit, activation signal can
be generated. The gated clock signal is then finally provided to a sequential block,
which needs to be gated. The basic idea of clock gating in a sequential circuit is
depicted in the following Fig. 1.2.

1.3 Transistor-Level Design

The FPGA prototype developed in this work is a SRAM-based TILE-oriented
FPGA. Static memory cells are the basic building blocks of the FPGA. The SRAM
cells are arranged throughout the entire FPGA architecture for providing configu-
ration. SRAM-based programming technology is the most popular approach for
FPGA due to its reprogrammable nature and use of standard CMOS process
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technology. This leads to increased integration, higher speed, and lower dynamic
power consumption.

FPGA, being a regular architecture, is divided into TILEs, where each TILE
compromises of logic element and routing resources. The basic building blocks of a
TILE-based FPGA in its highest level are logic element (LE), which consists of a
lookup table (LUT), flip-flop, and a multiplexer that chooses whether to forward the
output of the LUT or the flip-flop outside the LE. A k-LUT consists of a set of
multiplexers that can implement any function of k inputs by forwarding one of the
2 k configuration bits to the output of the LUT. LEs are interconnected with routing
resources, which are also configurable. Configuration of routing resources is
achieved using pass gates controlled by a routing configuration bits. The desired
configuration is stored in SRAM cells. One SRAM cell is required per pass gate,
while a k-LUT requires 2 k SRAM cells.

The routing resources include connection blocks (C) and switch blocks (S),
where the purpose of connection block is to interconnect the logic elements,
whereas the routing wires (running horizontally and vertically) are connected inside
the switch block. The FPGA developed in this work is based on the architecture
developed in [13]. The top view of a TILE-based FPGA architecture is shown in
Fig. 1.3 [13].

The structure of a TILE with the corresponding programming and routing
resources used in this work is shown in Fig. 1.4. The entire architectural description
of the internal structures is explained in [13].

1.3.1 Logic Element

The logic element is the computational block of an FPGA. This is where an arbi-
trary function can be applied to the input signals to produce a specific result.
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Fig. 1.3 Top view of FPGA architecture
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Fig. 1.4 Outline of a basic TILE structure

Figure 1.5 shows the top level view of the logic element. The logic element used in
this work consists of three sub-blocks: a 4 input LUT, a register, and a 2:1 MUX.

The LUT is used to create the result of the desired arbitrary function. LUTs are
chosen because at the time of fabrication of the FPGA, it is unknown what functions
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Fig. 1.5 Logic element >
schematic (LE) PROGRAM

LUT

the end user of the FPGA wants. LUT is the simplest way to provide the func-
tionality for allowing arbitrary function to be programmed. In this work, we use 4
input LUTs, and hence, each LUT needs 16 (24) SRAM cells (it is 24 because each
input can have two values [0 or 1], and there are 4 inputs). The SRAM cells are to
be programmed with the 16 possible results of the arbitrary functions. The inputs to
the LUT are provided through the select lines.

1.3.2 TILE

The design and simulation of the TILE architecture in Fig. 1.4 has been carried out
in CADENCE Virtuoso spectrum at 45 nm technology. Figure 1.6 shows the input
and output terminals of a single TILE.

The description and configuration of the various input and the output pins of the
TILE are presented in Table 1.1.

As mentioned earlier, using an array of rows and columns of the above TILE, an
entire FPGA architecture can now be established [13]. In our architecture, we have
not considered the impact of I/O blocks associated with FPGAs. Also, since our aim
is just to analyze the effectiveness of our proposed gating technique in the TILE, we
have not considered the resistive and capacitive effect after layout generation of the
TILE prototype. All these points are kept in considerations for future scope.
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Fig. 1.6 1/O terminals of a TILE
Table 1.1 Description of I/O terminals of a TILE
SL. no. | PIN name Description Direction
1 VDD Supply voltage Input
2 Clock DFF clock signal Input
3 BL, BLB Bit lines (program data) Input
4 WL Word line Input
5 Set, reset Set/reset signal of DFF Input
6 1_track(0,1), r_track(0,1), Routing tracks 1/0
b_track(0,1)
7 t_track(0,1), v_track(2,3), Routing tracks 1/0
h_track(2,3)
8 il, i2, i3, i4 LE inputs Input
9 Bottom_to_Input, Top_to_Input | Outputs from connection Output
block bottom
10 Right_to_Input, Left_to_input Output from connection block right | Output
11 VSS Ground terminal Input

1.4 Proposed Power and Clock Gating Technique

In order to carry out gating in the TILE, we have first implemented an arbitrary 4
input FSM circuit “EXCKT” in the TILE. A finite state machine (FSM) is an
abstract model of a system (physical, biological, mechanical, electronic, or soft-
ware). FSM is modeled as a useful abstraction for sequential circuits containing
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PRESENT STATE
NEXT STATE
COMBINATIONAL E 3
i BLOCK 59 o
PRIMARY gm OUTPUT
CLOCK [>—
Fig. 1.7 Block diagram of a FSM
Table 1.2 State table of a 4 input FSM circuit
12) I(1) 1(0) PS 0 NS
0 0 0 0 0 0
0 0 0 1 1 0
0 0 1 0 1 0
0 0 1 1 1 0
0 1 0 0 0 1
0 1 0 1 1 1
0 1 1 0 1 1
0 1 1 1 0 0
1 0 0 0 1 0
1 0 0 1 0 0
1 0 1 0 0 1
1 0 1 1 0 0
1 1 0 0 0 1
1 1 0 1 1 1
1 1 1 0 1 1
1 1 1 1 0 1

centralized “states” of operation. At each clock edge, combinational logic generates
outputs and next state as a function of inputs and present state. The block diagram
of a mealy FSM is shown in Fig. 1.7.

The description of an arbitrary FSM circuit “EXCKT” is presented in the fol-
lowing Table 1.2. Here, “PS” stands for present state and “NS” stands for next
state. The implementation of the FSM circuit in the FPGA is done by simple binary
coding technique, where all the output and next state bits are generated in an
individual TILE. Based on the description of the FSM circuit EXCKT in Table 1.2,
we require two TILEs to generate the output (O) and next state (NS). The
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>
¥oD PRESENT STATE (PS)
TILE NS REG
> NEXT STATE | A~
1[2:0] ™s)
TILEO REG—{>
s OUTPUT
>
CLOCK

Fig. 1.8 Implementation of EXCKT in FPGA

architecture of the TILEs implementing the FSM EXCKT is shown in the Fig. 1.8.
A register (REG) is being utilized in the architecture to generate the present state of
the FSM as FPGA has scope for inbuilt memory devices in their architecture. We
have developed the register using D-F/Fs, in the same 45 nm technology.

1.4.1 Method of Gating

The idea of gating the TILE is obtained from the logic used in [14]. The logic of
gating the circuit in [14] was used for reducing the dynamic power, by imple-
menting clock gating in ASICs. However, we have extended that approach in our
architecture for implementing concurrent clock and power gating, to achieve total
power reduction of a programmable TILE.

The basic logic behind gating the architecture is to stop the functionality of a
circuit when the present state and next state of the FSM become equal, referred to as
“self-loops.” During that instant, the TILE implementing the next state function is
no longer required to operate and compute. To avoid the functioning of the TILEs
during self-loops, the architecture is power gated, depending on the sleep signal
generated. The sleep signal, also referred to as the activation signal, is generated
from the knowledge of the present state and primary inputs of the circuit, and the
function generating the sleep signal is termed as activation function. The activation
signal becomes high when a self-loop occurs and restricts the power supply to the
TILE, through a PMOS (sleep transistor). The activation function is implemented as
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a combinational block which extracts information from the primary inputs and state
inputs of the circuit.

1, ifPS=NS

Activation signal =
& 0, else

(1.1)

Based on the state table presented in Table 1.2, the activation function
(F) generated for the FSM EXCKT is,

F = [~I1(0). ~I(1). ~PS] + [~ I(1). ~1(2). ~PS] + [I(1). ~I(2).PS]  (1.2)

Here “~" stands for NOT operation. Concurrently, with the power gating of the
TILE, the register (REG) clock signal in Fig. 1.8 is disabled during self-loops.
Disabling the activity of clocks during periods of inactivity (self-loops in this case)
results in significant dynamic power savings of the FPGA. The clock gating of the
registers is achieved by AND gating the global clock signal with the activation
signal. The clock gating condition called activation signal is so generated such that
it becomes low whenever a self-loop occurs. Thus, the gated clock signal will be
low during self-loops irrespective of the state of the global clock.

1.4.2 Power and Clock-Gated TILE

The TILE architecture displaying the concurrent power and clock gating is shown
in Fig. 1.9. The activation function is same for both clock gating and power gating.
The power gating is carried out through a PMOS transistor, where the activation
signal is fed as the gate input and the power supply to its drain input. Based on the
activation signal, the PMOS gets switched on and off, thus controlling the supply
voltage from entering the TILE. The activation signal becomes high, whenever a
self-loop appears and hence shuts down the pMOS transistor. On the other hand,
during clock gating, the activation signal should be low whenever a self-loop
appears. For this reason, we have used a NOT gate to generate the activation signal
for clock gating. The inverted activation signal is now passed through a AND gate,
whose other input is the clock signal. This generates the gated clock signal, which is
fed to the external register.

One important thing to note here is that the gating is being implemented only for
the TILE implementing the next state. The output TILE is not being gated. This is
because, in several FSMs, there may arrive a situation where even during self-loops
the output changes. The TILE architecture displaying the proposed gating logic in
the next state function of the FSM EXCKT is shown in the Fig. 1.9.

The proposed architecture has successfully resulted in the total power reduction
of the TILE with a minimal increase in delay. One of the limitations of our
approach is the excess area overhead due to the introduction of new circuit elements
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Fig. 1.9 Proposed power and clock gating in a TILE

for gating. However, by appropriately sizing the transistors in the activation
function circuit, a proper trade-off between area and power can be maintained.

1.5 Results

The power analysis and delay analysis of the TILE are presented in this section. The
simulation of the TILEs has been carried out in CADENCE tool, using a technology
of 45 nm and power supply (VDD) of 1 V. The simulation waveform of the TILEs
implementing the gated FSM circuit EXCKT is shown in the following Fig. 1.10.

The power, delay, and area analyses for both with power and clock gating
(PCG) and without power and clock gating (WPCG) for the circuit EXCKT are
shown in the Table 1.3.

Here, “k” is the width of a minimum width transistor and “A” stands for the
feature size of the concerned technology. The power results in Table 1.3 show a
reduction of approximately 19% of the total power dissipation of the TILEs after
gating. This number is, however, likely to increase as the number of self-loops in a
FSM increases. However, power and clock gating results in an increase in delay due
to the wake up time associated with the logic block for power supply adjustments as
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Fig. 1.10 Simulation waveform of gated EXCKT

A. Nag and S.N. Pradhan

Table 1.3 WPCG (without power and clock gating) and PCG (power and clock gating) results for

“EXCKT”
Power (uW) Delay (ps) Area (1?)

WPCG 17.81 187.9 1284 k

PCG 14.49 189.9 1332 k

well as for the introduction of new circuit elements. The increase in area after gating

is only 3.7%.

The proposed gating technique in our work works at a fine level of granularity,
considering power reduction of an individual TILE. Majority of the previous works
in this field considered coarse-level power reduction, shutting down the activity of
some portion of the FPGA at a time. Power reduction in individual TILE level can
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also result in significant power savings of a practical FPGA, which consists of
several thousands of TILEs.

1.6 Conclusion

In this work, an efficient and autonomous power and clock gating technique is
being proposed and analyzed in a transistor-level TILE architecture, designed and
developed in CADENCE tool, using a technology of 45 nm. FPGA, being a regular
architecture, is divided into TILEs, where each TILE compromises of a logic ele-
ment and routing resources. Using an array of rows and columns of the TILEs, an
entire FPGA architecture can be established. The prototype designed in this work
results in correct functionality and resembles the working principle of an actual
TILE. The gating logic implemented in this work is based on the knowledge of
self-loops in a finite state machine and works at a fine level of granularity. The
results show a reduction of approximately 19% of the total power dissipation of the
TILE after implementing power and clock gating with a minimal increase in delay
and area. Our proposed gating method has proven to be effective and can be
generally implemented to any FSMs with sufficient self-loops. In an extension to
this work, we are focusing on introducing the proposed gating logic in a larger
module consisting of multiple TILEs.
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Chapter 2

A Hardware Implementation of Evolvable
Embedded System for Combinational
Logic Circuits Using Virtex 6 FPGA

C. Ranjith and S.P. Joy Vasantha Rani

2.1 Introduction

The traditional method of designing digital systems was in the form of schematic or
programming by hardware description languages (HDL). The above two methods
require an in-depth analysis of the system under design. The manual design through
schematic or programming can be sometimes complex and may lead to monotonous
solutions. Another, novel method of circuit design is by evolvable hardware,
wherein the circuits is evolved automatically based on some optimisation algorithm.
The mode of digital design is now getting due importance from the research
community and the industry. Research in this field received a boom with major chip
industries innovating novel tools and chips for the application and testing of
“evolvable” circuits.

Evolvable hardware (EHW) was a term coined by Hugo De Garis in the year
1992 for circuits which could configure its own hardware structure dynamically
depending on the changes in the environment or on design parameters [1]. This
capability of configuring the hardware was achieved by employing efficient search
algorithms, like genetic algorithms (GA) [2, 3]. Evolvable systems for digital
domain are mainly designed using field programmable gate array (FPGA) chips.
FPGA-based EHW can be classified based on the evaluation of the solutions. The
first method is recognized as extrinsic evolution, where the development of circuits
uses a simulation approach of determining the best evaluation; such solutions are
then implemented in the device. The second approach is intrinsic evolution, where
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Fig. 2.1 Basic structure of EHW

each candidate solution is physically tested on the hardware device. The latter offers
better accuracy and operation of self-evolved circuits [4]. The basic concept of the
combination of GAs with FPGA in EHW is with regard that the configuration bit
strings to the FPGA is chromosomes of the GA. The fitness function is designed,
such that the GA can autonomously find the best hardware for the design to be
implemented in the FPGA. Figure 2.1 depicts a simple example of the EHW
concept [5]. In conventional works on EHW, the GA operations were conducted in
computer or workstations, which would make the system robust and slow. In recent
works, the GA operation is performed on the same FPGA chip either by hardware
or by software in a dedicated core.

This paper describes the implementation of the evolvable embedded system
which uses the evolutionary algorithm to dynamically modify some of the system
components or parameters in order to adapt to the changing environment [2]. The
use of a soft processor (MicroBlaze) for computing the optimal search algorithm
(GA) and hardware architecture for evolution are integrated in a single FPGA,
therefore termed evolvable embedded system. An evolvable embedded system
architecture of combinational circuits using the intrinsic mode of evolution is dis-
cussed. The hardware was changed based on the fitness evaluation of the GA. The
evolvable embedded hardware architecture was implemented on Virtex 6
(XC6VLX240T-1FFG1156) ML605 Evaluation Kit. Combinational circuits with 8
inputs and outputs could be evolved in this architecture with GA results displayed
onto a PC. A 2-bit adder and multiplier circuits were evolved as an example using
this architecture.

The paper is organized as follows: Section 2.2 describes the structure of EHW
system, with Sect. 2.3 giving a complete view of the modeled system and its
design. Section 2.4 describes the specifications and implementation process.
Section 2.5 analyses the results, and final conclusion of the paper is discussed in
brief.
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2.2 Structure of Evolvable Embedded System

The architecture of the EHW uses the concept of the virtual reconfigurable archi-
tecture (VRA) [6]. A hardware description of the architecture was layered over the
reconfigurable chip, to implement the evolutionary structure. The GA program was
fused in the MicroBlaze soft processor where the computed fitness measure was
displayed on the PC through a configured UART peripheral. The complete structure
is as shown in Fig. 2.2.

2.2.1 Study of VRA

VRA is modeled in HDL and is taken as a second reconfigurable layer on the
FPGA. The primary advantage of this concept is to provide a simple and efficient
mode of intrinsic evolution [6]. Figure 2.3 shows the VRA structure implemented
for the design of evolvable combinational circuits. An array of HDL-defined,
configurable cells are arranged in rows and columns, where each cell’s input is
connected to the outputs of the two previous columns with the exception of the
first-array column which is connected to the inputs and its invert as shown in
Fig. 2.3. The number of rows and columns selected depends on the complexity of
the problem. Configuration bits from the GA provide the connectivity and logic
based on the 16-bit input combinations to the cell. The outputs are checked for
problem logic (truth table conditions) to determine the fitness criteria. The VRA
approach is widely employed in the implementation of EHW systems as the con-
figuration bit formats of the FPGA are company proprietary. The VRA concept is
similar to the Cartesian genetic programming (CGP) and provides other benefits,
including (1) array of configuration cells directly connected to the hardware of the
GA in the same FPGA, making the communication faster; (2) the VRA is modeled
as an HDL source code which makes it easier to modify and synthesize in other

Virtex 6 FPGA
MicroBlaze
(GA)

L

S

i

VRA UART :
(IP core) 1
1

1

PC

Fig. 2.2 Structure of evolvable embedded system
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Fig. 2.3 An 8 X 5 VRA structure

target platforms; and (3) The VRA architecture modeled can be utilized for similar
set of problem definitions.

2.2.2 Genetic Algorithm Flow

In this paper, we make use of a simple GA to search for the best solution [7]. The
algorithm runs on the principle of population size of individuals (candidate) solu-
tions to the optimization problem. These individuals consist of a string (chromo-
somes) of genes (genotype). The genotype is encoded to produce the configuration
set (phenotype). The operations of GA include selection, reproduction, crossover,
and mutation on the individuals to get a better solution [3]. The initial step is to
prepare a chromosome format for the given problem, the length of which corre-
sponds to the total number of decision variables in the search. Each of these
chromosomes is passed on their fitness probability and the best fit chromosomes are
selected. The best chromosome strings from the pool of populations undergoes
genetic operations like crossover, mutation, and selection. New populations are
generated at each iteration and checked for their fitness to produce new solutions.
The cycle repeats till an optimized and best solution is found. The complete flow
diagram of GA process is shown in Fig. 2.4.
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2.2.3 Reconfigurable FPGA Chip

The evolvable embedded architecture is implemented on a ML605 Evaluation
board with Virtex 6 FPGA. The Virtex-6 family is built on a 40-nm process for high
computational electronic systems. This series of FPGAs have integrated features
that include DSP blocks, PCI-Express controllers, Ethernet MAC blocks, and
high-speed transceivers [8]. The use of Virtex 6 FPGA was mandatory due to
simple and flexible implementation of a 32-bit soft core MicroBlaze processor [9].
This processor computes the GA, therefore faster evaluation time can be achieved.
The main advantage is that the complete EHW process can be implemented on a
single chip, thereby making area efficient and flexible.
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2.3 Evolvable Embedded System Design

This section gives an overall view of the complete evolvable embedded system
design. The VRA architecture of combinational circuits is modeled and coded by a
hardware description language. The architecture of the VRA is modeled as shown
in Fig. 2.5. The heart of the architecture unit is named as configuration cell, con-
sisting of three 16:1 multiplexers and an 8 X 1 bit RAM. This unit offers logical
function and interconnectivity for the system under design. Three multiplexers are
used to select the inputs to the lookup table (LUT), which are driven from one of
the set of sixteen inputs. The configuration cell is driven by 20 configuration bits
(3 * 4 select lines of MUX + 8 selectable lines to RAM). The configuration cells
are interconnected in ‘m’ rows and ‘n’ columns to form a Cell Array. A simple
interconnection principle is followed where each cell input is connected to the
output of the two columns, except for the first cell array column, which are con-
nected by the inputs and its invert. This interconnection principle simplifies the
cell-to-cell routing. For the design, an 8 X 5 cell array was selected, with a prospect
of evolving simple combinational circuits with a maximum of 8§ inputs and outputs.
Here, a 400 configuration bits (40 cells * 20 configuration bits) were required to
perform the complete logical functions and interconnection between cells. The
configuration bits are provided by the GA taking the fitness function criteria.
A reconfigurable hardware is tested using a hardware setup of simple logical gates
to check the functionality of the design.

The major advantage of performing fitness evaluations in hardware was that
multiple evaluations in parallel could be achieved easily. In this design, we have
combined 8 cell arrays into a single block. The block contains extra circuitry to help
determine the fitness of an individual. Figure 2.6 shows one such cell array with the
additional circuits to perform a fitness evaluation. The RAM is used to store the

Fig. 2.5 Architecture of the Circuit Logic
cell Connectivity Function

16 l\|
dIn S 16:1

|
16:1 | 8x1
& Elﬂ ] — dOut
16:1
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+4 +4 4 +.8

20 bit Configuration Register
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truth table of the target circuit (in this case, a 2-bit adder/multiplier). The output bits
of the cell array after configuration bit selection are compared with the correct
values of the 8-bit RAM outputs, using XNOR gate (last 3 bits are the truth table
entries of Cout, SO, S1 for a 2-bit adder), and final values are masked by keeping
one input of AND gate to high depending on the number of outputs of the evolved
circuit. Match outputs are obtained (O1, O2, O3) as shown for a 2-bit adder circuit.
Here, O1, 02, O3 symbolizes Cout, SO, S1 of a two-input adder. The same could be
employed for a 2-bit multiplier where 4 outputs are valid, so the last 4 AND gates
input are held high.

The evolutionary system was developed using Xilinx Platform Studio
(XPS) tool. An embedded system with both hardware and software elements was
created in the EDK (Embedded Development Kit) and SDK (Software
Development Kit), respectively; a 32-bit MicroBlaze soft core processor (for per-
forming the GA) with a clock frequency of 50 MHz and an 8-cell array VRA core
structure (for evaluating candidate solutions). The system also includes a configured
serial UART (universal asynchronous receiver/transmitter) to send GA computa-
tions to the PC. The cell array VRA block was imported as an IP core (intellectual
property) and integrated as a peripheral to the Microblaze processor. The IP core
was plugged into the processor bus using the generated macros in situ with an
interface program [9]. The system netlist (ngc files) and bitstream (bit files) are
generated from the EDK. The C program for the GA optimization was hand-coded,
encoding the inputs and outputs of the cell array. The input and output cell array
configuration for a 2-bit adder and 2-bit multiplier is as shown Fig. 2.7a, b. The GA
parameters such as crossover rate, mutation rate, and number of selections are
assigned by trial and error. The evaluation is based upon minimum iterations to
converge to a better fit for the optimization of the circuit. The program calls for
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additional header files, to hold parameters required to communicate the application
program with the devices to the embedded system. This application program creates
an executable and linkable format file (elf file) for the program to be realized by the
FPGA. This file along with the bit file is integrated to be programmed into the
FPGA (ML605) through a JTAG cable.

2.4 Implementation

The VRA architecture was coded in VHDL and synthesized in Xilinx ISE Design
Suite 14.6. An inbuilt MicroBlaze soft processor having 32 bit, Reduced Instruction
Set Computer (RISC) architecture is utilized for modeling the system [9]. The
MicroBlaze processor with its peripherals for the design include UART (for
communication with PC), 4 seven-segment LEDs, push buttons for inputs and reset
options, realized from XPS 14.6 EDK platform tool. The peripherals are linked to
the processor via the processor local bus (PLB). The synthesized VRA module files
are exported to realize as a user IP core. This IP core is connected to the processor
via the PLB. The generated macros are modified to interconnect the user IP core to
the PLB bus. The complete embedded processor structure with its peripherals
realized as block schematic is presented in Fig. 2.8. The microprocessor hardware
specification file (mhs file) and peripheral analysis order file (pao file) has to be
updated to include the changes accommodated by the addition of new IP core,
along with the creation of black box definition file (bbd file). Once the following
peripherals are connected, new netlist files (system.ngc) and bit files (system.bit) are
generated.

The hardware system created in EDK is exported to SDK tool to develop the GA
program to operate in association with the hardware. A simple GA program with
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Fig. 2.8 MicroBlaze processor with peripheral interconnections (viewed through XPS tool)

optimization for the evolution of circuits is coded in C language. The GA program
is developed with the following subroutines:

(1)

(i)

(iif)

The truth table of the target circuit to be stored in the 256 X 8 bit RAM.
Here, 2-bit adder/multiplier truth tables are initially stored occupying the first
16 locations of the RAM, whereas the rest is default taken to be nil.
Configure the input and output registers of the cell array with the bit placing
as shown in Fig. 2.7a, b. For a 2-bit adder, the first 5 bits of the input register
represent the 2-bit input, and a carry (Cin, AO, A1, BO, B1), whereas the first
3 bits of output register represent the outputs (CO, SO, S1) of the 2-bit adder
circuit. Similar logic holds for a 2-bit multiplier, having of 4 inputs (A0, Al,
BO, and B1) and generating 4 outputs (PO, P1, P2, and P3).

A simple GA program to find a best fit configuration is to be applied to the
cell. The fitness function is the truth table of the 2-bit adder/multiplier circuit.
The fitness function can be calculated as:

fitness = 2/, where i = inputs of the system (2.1)

From the criteria, the fitness of the 2-bit adder circuit is summed to 96 (sum of
the fitness of CO, SO, S1), and that of 2-bit multiplier to be 64. The GA program is
developed and tested for the following parameters:
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No. of iterations: 500

Population size: 128 with 16 sets of population for each cell array (8 cell arrays in
parallel)

Crossover rate: 55%

Mutation rate: 0.1%

Selection method: Tournament selection.

The GA program communicates with the devices of the embedded system
through the header files provided by the vendor. Two header files, namely xpa-
rameters.h and xgpio.h, holding parameters for the communication are added to the
application program. The .elf file (software) from the SDK and the system.bit file
(hardware) from the EDK are combined to the Virtex 6 FPGA
(XC6VLX240T-1FFG1156). The combinations of these two files integrate to form
download.bit. This bit files are used to program the FPGA through the JTAG cable.

2.5 Results

The results are monitored on a PC connected through the UART peripheral. The
results display the GA program evaluating the fitness calculations for a 2-bit
adder/multiplier circuits. The program is terminated once the fitness is evaluated
and displays the number of generations and configurations for each cell array as
shown in Fig. 2.9a, b for 2-bit adder and multiplier, respectively. From the results,
it can be analyzed that a 2-bit adder was evolved over 88 generations, and 135
generations were required to evolve a 2-bit multiplier. The number of generations
differs with the number of inputs and outputs of the system. The experiments were
repeated for different values of crossover rate, mutation rate, and selection criteria.

Optimized results were obtained for crossover rate = 55%, mutation rate =
0.1%, and tournament selection of 5 individuals at a time. The hardware inter-
connections could be analyzed from the configurations of the individual cells. The
complete floor plan of the evolvable embedded system for the combinational circuit
using the VRA concept is shown in Fig. 2.10 using the PlanAhead tool. From the
figure, it can be seen that around 40% of the implemented chip area were occupied
by the MicroBlaze processor and its peripherals and the rest, by the VRA IP core.
From the total chip area, around 6% of LUTs, 4% IOBs and 3% of registers were
used from the available resources as tabulated in Table 2.1. The timing criteria were
met with an implementation time of 17.063 ns (maximum frequency of
58.606 MHz).
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Fig. 2.10 Complete floor plan of the evolvable embedded system

2.6 Conclusions

The concept of the evolvable embedded systems is introduced through this paper
which could provide automation of complex circuits like filters, fault tolerance
circuits, and adaptive circuits. The complete evolvable hardware process can be
conceptualized in a single FPGA, in which evaluation and evolution are performed
in parallel in the same FPGA. The MicroBlaze soft processor is used for the
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Table 2.1 Total resource utilization of Virtex 6 (XC6VLX240T-1FFG1156) for evolvable
embedded system structure

Description Available Used Utilization (%)
No. of slice registers 301,440 8413 3
No. of slice LUTs 150,720 8496 6
No. of bounded I0Bs 600 22 4
No. of RAMB36El 416 16 4
No. of RAMBI18EL1 832 1
No. of DSP48E1 768 3 1

computation of genetic algorithm and communication link between the PC and
FPGA system. Optimized utilization of FPGA resources was created by selecting
optional peripherals for the CPU. The computation of the GA program in the
processor has speeded up the evaluation process compared to the conventional use
of evaluating through the PC. The evaluation time could still be accelerated up by
programming the FPGA through a Compact Flash card rather than a JTAG cable.
Here, the bitstreams are stored on a Compact Flash and interconnected to the
processor using the SysACE peripheral.

Here, an evolvable embedded system was implemented on Virtex 6
(XC6VLX240T-1FFG1156) ML605 evaluation kit. The GA performed 88 and 135
generations, to evaluate the fitness of the 2-bit adder and multiplier circuits,
respectively. The optimized generations were obtained after a manually varying the
GA parameters. The system evolved through this process give novel or optimized
systems. The advantage of this architecture is that any combinational circuit whose
inputs and outputs not exceeding 8 bits could be evolved from the same architec-
tural model. The GA program can also be programmed to adaptively change the
parameters so as to optimize the number of generations effectively. This could solve
the problem of manually varying the GA parameters for optimization. Memetic
algorithm (MA) is another optimization algorithm which could be employed in the
evolutionary process to obtain faster and better convergence [10]. This optimization
process is still under research, but able optimize circuits with large number of inputs
or circuits which require large search space.
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Chapter 3
Evaluation of Wavelet-Based Speech
Codecs for VoIP Applications

Manas Ray and Mahesh Chandra

3.1 Introduction

Voice over Internet Protocol (VoIP) is a pioneer technology in the modern com-
munication world that allows delivery of voice calls over packet-switched network
like broadband Internet connectivity. This technology utilizes the existing data
communication infrastructure to deliver the voice packets. The current challenges
faced by VoIP includes relatively high bandwidth requirement, traffic congestion
leading to propagation delay, network delay variations, and excessive delay [1]. To
minimize these limitations of VoIP, an efficient speech compression technique is
desired. The speech signal is required to be compressed so as to conserve the
precious resource of bandwidth.

In the recent years, wavelet transforms and its applications are being extensively
studied in the field of signal processing. Wavelet transform provides excellent
resolution in frequency as well as in time domain [2]. The wavelet transform
represents the signal with very high precision and limited storage requirements [3].
The wavelet is defined as limited waveform having zero average value. It is finite in
nature. The multi-resolution capability of the wavelet provides us with dilate and
translate versions of the wavelet [4]. The resolution of the analysis is determined by
the scaling function, and the analysis is performed by the mother wavelet function
Y(k) [3]. Wavelet transform is calculated by the convolution of original signal s
(k) and the mother wavelet function W(k) as defined as follows [5]:
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(3.1)

where s(k) is the original signal, ‘m’ is the scaling factor, ‘n’ is the translation
parameter, and W(k) is the mother wavelet. The wavelet function is given by

\va,lz\/iﬁqf(k — ”) (3.2)

The discrete version of the continuous wavelet transform (CWT) with dyadic
grid parameters of translation n = p and the scale m = 2/ and the mother wavelet is
defined by

¥(x) = 2/2¥(2/x — p) (3.3)
Similarly, the scaling function is defined as follows:

p(x) = 2p(2/x — p) (3.4)

The original function f{x) can be obtained from the scaling and the wavelet
functions from the [6]:

o0

=3 ot S ¥, (3.5)

p=—00 p=—

where C, are the average coefficients, and d;, are detail coefficients.

3.2 Various Wavelet Families

In this paper, we evaluate the following wavelet families Haar, Daubechies,
Discrete approximation of Meyer wavelet (dmey) and Coiflets. Each of these
wavelet families is defined as follows:

(a) Haar Wavelet (Haar)

Haar wavelet is the simplest possible wavelet [7]. For a signal represented by 2
values, the wavelet transform recursively provides the difference and forwards the
sum to the next level, resulting in 2" — 1 differences and one total summation. It is
not continuous. The wavelet function W(x) is defined as follows
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1 0<r<}
P(x)=4q -1 <1<l (3.6)
0  Otherwise
The scaling function is defined as follows
I, 0<r<1
O(x) = {0, Otherwise (3.7)

(b) Daubechies Wavelet

Daubechies wavelets are orthogonal wavelets, having largest number of van-
ishing moments for some support and are commonly used for the analysis of a
signal. Here, the scaling and the wavelet functions are not defined [8]. The number
of coefficients generated is defined by the index N of the coefficients, and the
number of vanishing moments is N/2 [3].

(c) Discrete Approximation of Meyer Wavelet (dmey)

The discrete format of the Meyer wavelet function is defined as follows

Go(€”)y2) @20 + 4KTT) (3.8)

Given the basis function ‘®@’, DTFT techniques are employed to obtain the scale
coefficients [9].

(d) Coiflet Wavelet

Coiflets are wavelets having scaling functions with vanishing moments. The
wavelet is near symmetric and has N/3 vanishing moments, and scaling function has
N/3 — 1 vanishing moments [3]. If the taps N = 6p, then 2p number of vanishing
moment conditions are imposed on wavelet function and 2p — 1 on scaling func-
tion and the remaining on normality and orthogonality conditions.

Thus, the conditions imposed are as follows [10]:

[ p(k)dk = 1 (3.9)
| (k) b(k — Ddk = b0, (3.10)
JK"P(k)dk =0 forn=0,1,2,...2p — 1 (3.11)

[K'$p(k)dk =0 forn=0,1,2,..2p— 1 (3.12)
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3.3 Speech Signal Processing Using Wavelet Transform

The speech signal processing or compression by wavelet transform is performed by
choosing a particular wavelet function. The speech quality requirements of the
codec govern the selection of the wavelet function for the analysis. The objective of
the processing is to maximize the signal quality and minimize reconstructed error
variance [11]. Wavelets decompose a signal into components of different frequency
bands called as resolution. The signal compression is achieved by reconstructing
the signal by considering a limited set of approximation coefficients and some detail
coefficients. This is done by the process of thresholding, wherein coefficients falling
below a threshold value are ignored and made equal to zero [11]. The signal is
reconstructed by performing inverse wavelet transform using the coefficient values
which are above the threshold values. Generally, 5-level decomposition is adequate
for speech signals [12]. Figure 3.1 [13] shows the process of the speech signal
processing for the purpose of compression using the wavelet transform technique.

3.4 Performance Evaluation Parameters

The speech codecs based on the above-defined families of wavelets are imple-
mented in MATLAB for the simulation purpose. The acceptability of the perfor-
mance of the wavelet-based speech codec for VoIP application is gauged by the
subjective testing of mean opinion score (MOS), wherein the original signal and
re-constructed signal are presented to a user, who then provide a performance rating
between 1 and 5, where 5 is excellent grade [14]. Further, the performance eval-
uation of the wavelet-based codec is carried out by objective testing of the speech
samples. The tests were carried out by comparing the performance in terms of
compression ratio (CR), SNR, NRMSE [12, 13], and retained signal energy (RSE).
The expressions of these parameters are given below.

_ Lengthof (o(k)) (3.13)
Length of (p(k)) '
where
o(k) is the input signal
p(k) is the re-constructed signals, respectively
a2
SNR = 10log, (6_§,> (3.14)

where 2 and 62 are mean square of the input signal and the mean square difference
between the input and re-constructed signal, respectively.
Normalized root mean square error (NRMSE) is given by
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Fig. 3.1 Speech compression

using DWT
Speech Signal

Wavelet Decomposition

Thresholding & Truncation of Co-efficients

Encoding of Coefficients

}

Compressed Speech
Signal

where

o(n) 1is the original input signal,
p(n) s the signal, re-constructed and
po(n) is the mean of the original signal.

Retained signal energy (RSE) [15] is defined as follows
2
RSE (%) = M x 100 (3.16)
()l

where

llo(m)|| is the original signal norm
|lp(n)|| is the norm of the re-constructed signal.
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Table 3.1 Details of sample

’ Sample no. Language Speaker
Zir;fgffjn‘tlsed in the 1 Hindi Male
2 Hindi Male
3 English Male
4 English Female
5 Hindi Female
6 Hindi Female
3.5 Results

Discrete wavelet transform-based codec is simulated in MATLAB based on the
speech compression principle adopted in wavelet transforms. The test sentences as
presented in Table 3.1 are iterated against each of the set of 4 different wavelet
families, viz. Haar, Daubechies, dmey, and Coiflet wavelets.

The speech signal is decomposed into 5-level approximation and detail coeffi-
cients. A global threshold value is used for the decomposition of signal. The quality
of the signal was measured based on MOS, SNR, RSE, and compression ratio.

The results are shown in the following figures. Figure 3.2 shows the comparison
of the wavelets in terms of the MOS, Fig. 3.3 compares the wavelets in terms of the
compression ratio, Fig. 3.4 compares the wavelets in terms of SNR, and Fig. 3.5
shows the comparison in terms of the RSE %.
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Fig. 3.5 Comparison of Comparision of Retained Signal Energy (%)
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It can be seen from the above that dmey wavelets provide excellent results in
terms of % energy retention and compression ratio, followed by Daubechies family.
Further wavelets of Daubechies family provide better degree of performance in
terms of the MOS and SNR of the signal.

3.6 Conclusions

Wavelet-based speech coding, in general, offers a good degree of compression of
the speech signal, whose magnitude can be varied easily. The Haar wavelet
transform is the straight forward and fastest transform to be used for speech
compression. However, due to its discontinuity, it is not advantageous for the
simulation of speech signals. Daubechies wavelet has shown its superiority over
other families of wavelet for speech compression in terms of all parameters such as
% compression and SNR value and hence extensively used in various speech
processing applications. Further, it can be inferred from the above that the average
MOS of wavelet-based speech codec is in the range of 3.9-4.5, which is near toll
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quality; hence, they compare well with the currently deployed speech codec in the
VoIP applications. The results further reveal that the performance of codec under
study remains unaffected with change in language or speakers.
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Chapter 4
User Demand Wireless Network Selection
Using Game Theory

L. Rajesh, K. Boopathy Bagan and B. Ramesh

4.1 Introduction

In the current generation and future generation, the usage of the Internet for various
applications increases, which in turn increases the data traffic. To provide a con-
tinuous connection to the users, different operators started to implement radio
access technology in the overlapping coverage area of different radio access net-
works such as WLAN, WiMAX, and UMTS. So that user can get better seamless
connectivity and QoS for various applications and the operators can increase their
revenue. These radio access networks differ in the available bandwidth, operating
cost, coverage area, and capacity. The main challenge is to provide seamless
connectivity for various multimedia applications with the highest quality of service
to the user and to select the best radio access network available in a heterogeneous
network environment. The access network selection algorithm helps to select best
available network based on a utility function score calculated with energy, quality,
and cost which are considered as the main parameter. In order to ensure a profit for
both the user and network, a repeated game theory is used in which the user—
network interaction is considered. The wireless networks considered here are
WLAN and WiMAX. WLAN provides good throughput, and more reliability
provides a throughput of 54 Mbps. WiMAX provides a higher coverage area,
provides mobility support, and achieves data rate of 1 Gbps for stationary user and
100 Mbps for mobile user. In this paper, a decentralized network selection method
is used; that is, the decision criteria are mainly user preference. The user preference
decision criteria are mainly based on the energy conservation needs, cost, and the
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service quality expectations of the user. The user preference plays an important role
in the network selection decision by giving certain weight for each decision criteria.
Game theory is a mathematical tool used to evaluate the competitive situations
which imply the interaction of rational decision makers with mutual and possibly
conflicting interests.

For network selection mechanism, different methods have been proposed by the
researchers. The existing solutions are divided as multiattribute decision-making
(MADM) methods and game theory-based network selections. Wang et al. [1]
proposed SAW method in which the network selection score function is defined as
the sum of the weighted normalization of the parameters considered. One of the
main drawbacks of the SAW method is a low value of the parameter that can
outweigh the high value of another parameter. Bakmaz et al. [2] proposes a TOPSIS
method for network selection algorithm, in which the networks are ranked on the
basis of the values close to the solution of TOPSIS method. Song et al. [3] proposed
a mathematical technique-based network selection, such as AHP and GRA [4].
AHP calculates the relative weight of each parameter considered, and GRA is used
to rank the networks. Game theory is modeled as cooperative game theory and
noncooperative game theory. Most of the related works model the network selec-
tion problem as noncooperative game theory. In this paper, we model the network
selection problem as a cooperative game theory.

The organization of the paper is as follows. Sect. 4.2 presents about game theory
and network selection. Section 4.3 presents about proposed access network selec-
tion algorithm and the game theory for user—network interaction. Section 4.4 pre-
sents about the simulation results and their discussions. Section 4.5 presents about
the conclusion of the proposed work and future work.

4.2 Game Theory and Network Selection

Game theory is a mathematical tool used to evaluate the competitive situations
which imply the interaction of rational decision makers with mutual and possibly
conflicting interests. Nowadays, game theory is applied in various areas such as
economics, politics, and engineering. Game theory is used in wireless environment
such as wireless sensor networks [5] and cognitive radio networks [6]. Game theory
is also used as a tool for studying and modeling and analyzing the interactions
between individuals using various strategies. It is also used in wireless environ-
ments to study about the resource allocation problems, dynamic pricing problems
[7-9], and distributed power control [10, 11] problems. Charilas et al. [12] describe
about the survey on the various game theory applications in wireless networks
categorizing the applications of each layer in OSI layer.

The main components of game theory are the set of players, the set of actions,
and the set of payoffs. The players try to maximize their payoffs by using various
strategies and utilize actions depending upon the available information at that
moment. Each player chooses different strategies available to maximize their
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payoff. The combination of the best strategy for each player is known as equilib-
rium. The utility is defined as the payoff that each player gets from the strategies
used by them.

The game theory components can be mapped with network selection as shown in
Table 4.1. The players in the game are mobile users or networks. The strategies
chosen by the players to maximize their payoffs are available bandwidth and
subscription plan. The payoffs can be calculated using the utility function based on
various decision criteria such as monetary cost, energy conservation, and network
load. The game can be modeled to use for maximizing or minimizing different
resources such as bandwidth and power.

There are two types of game theoretic approaches: a) cooperative approaches, in
which both the players have the same strategy and cooperate each other to maxi-
mize their payoff, b) noncooperative game theory in which each player selects his
own strategies. Game theoretic approach for network selection is shown in
Table 4.2.

Khan et al. [13] proposed the network selection problem as a noncooperative
auction game, in which the game components are bidders, sellers, and auctioneer. The
winning bid is computed as such, and it will maximize their utility. Charilas et al. [14]
propose a congestion avoidance control mechanism, which models the game as a
noncooperative two player game. Antoniou et al. [15] proposed the user network
interaction as a cooperative repeated game where the users have four strategies.

4.3 Proposed Work

Due to a large increase in the Internet data, the mobile operators are facing a large
increase in the data traffic. The increase in the quality of the video content had
created a challenge for the network operators to provide a seamless connectivity for
multimedia applications to the end users with the required quality level utilizing the
available network resources. The challenge is to provide a seamless connectivity
for multimedia applications in a heterogeneous wireless network environment.

Table 4.1 Mapping of game components to network selection

Game Network selection environment correspondent

component

Players The agents who are playing the game:
User and/or networks

Strategies Available/requested bandwidth, subscription plan, offered prices, and
available APs

Payoffs The motivation players represented by profit and estimated using utility
functions based on various parameters: monetary cost, quality, network load,
and QoS

Resources The resources for which the players involved in the game are competing:

bandwidth and power
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Table 4.2 Game theoretic approaches for network selection

Players Game theoretic | Objective
Interaction approach
Users versus users Noncooperative | User competes against each other seeking to
maximize their own utility
Cooperative Users cooperate in order to obtain mutual advantage
Networks versus Noncooperative | Users compete against networks, each seeking to
users maximize their own utility. On the one side, the

users try to maximize their cost-benefit performance.
On the other side, networks aim to maximize the
profit for the provided services

Cooperative Both sides cooperate in order to achieve mutual
satisfaction
Networks versus Noncooperative | Networks compete against each other seeking to
networks maximize their individual revenues
Cooperative Networks cooperate in order to achieve global

welfare maximization

The access network selection mechanism proposed will calculate the utility score
for each network and select the network, which is having the highest score, that is,
the targeted network. The access network selection algorithm considers user pref-
erence and application requirements. The radio access networks considered are
WLAN and WiMAX networks. The proposed algorithm helps the user to select the
best network available in a heterogeneous wireless network environment in
Fig. 4.1.

Pool of available
wireless networks

Access network selection
method

A 4

Monitoring User and

( Select the best network ] Network

A

No If User or Yes
network
defects

Fig. 4.1 Flowchart of the proposed algorithm



4 User Demand Wireless Network Selection Using Game Theory 43

The user preference plays an important role in the network selection decision.
The decision making considered in access network selection algorithm mainly
depends on three criteria: quality, energy, and cost. The user can specify his
preference by giving importance to the each criterion. For example, if the user is
concerned about strict budget, then he can give more weightage to the criteria cost.
If the user is more concerned about the energy consumption of the device, then the
user can give more importance to criteria energy; if the user is more quality ori-
ented, then he can give more weight to the criteria cost.

The access network selection score can be calculated using the multiplicative
exponential weighted [MEW] method. The score depends on three criteria mainly:
energy consumption, multimedia stream quality, and monetary cost. The criteria
can be divided into two classes: (1) the smaller the better, the smaller values of the
criteria are considered to better than the higher values (e.g., cost and energy) and
(2) the larger the better, the larger values of the criteria are considered to be better
than the smaller values. The criteria should be scaled because each criterion value
will be in different range and different units. The scaling process will help to make
the values within the range [0,1] and make it comparable. Each criterion is scaled
with the help of using utility functions.

Ui =uy - uzlviq Uy (4.1)
where Uj is the utility function score for each RAN;, where u,, uq, and u. are the
utility function of energy, quality in terms of receiving bandwidth, and monetary
cost for the RAN; respectively. w, and wq represent the weights for each criterion
based on the importance of each criterion in the decision algorithm such that
We + Wq + W = 1. The utility function score has values in [0,1] interval unit. Each
utility is described as follows.

4.3.1 Energy Utility

The energy utility u. follows the “smaller the better” principle, that is, the smaller
the value of energy consumption, the larger the value for u. and for high value of
energy consumption, u, has smaller value. It has value in [0,1] interval and has no
unit. The estimated energy for the real-time application is calculated using Eq. (4.2)
(161,

E; = t(r; +Th; - rq) (4.2)
where E; is the energy consumption (joule) for the radio access network “i”, “¢’
represents the transaction time of the application in seconds, r; is the mobile device
energy consumption per unit time in watts, Th; is the available throughput in kbps
for the radio access network “i”, and ry is the energy consumption rate for
data/received stream (joules/kb). The transaction time can be predicted from the
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multimedia application duration. r4 and r, will be specified by the device
manufacturer.

1, E < Emin
Ue(E) = § 7% Emin < = E < Ema (4.3)
otherwise

)

where E,;, is the minimum energy consumption (joule), E,,.x is the maximum
energy consumption (joule), and E is the energy consumption of the current net-
work (joule). E,;, and E,.x can be calculated for Th,,;, (minimum throughput) and
Thyax (maximum throughput), respectively. The energy consumed is calculated
using Eq. (4.2).

4.3.2  Quality Utility

In this, a zone-based sigmoid quality utility function is defined. The quality utility is
based on the minimum throughput (Th,,;,) required to maintain the multimedia
service at the minimum acceptable quality (any values below this threshold will
result in an unacceptable quality level, that is, zero utility), the required throughput
(Thyeq) is to ensure high-quality level for multimedia services, and maximum
throughput (Th,,,x) human cannot distinguish well the quality level above this
threshold values. The quality utility function can be computed as follows:

0, Th <Thp;,
—oTh?
Ug(Th) = { 1 - 7™, Thpn < = Th<Thua (4.4)
1 otherwise

3

where « and f are two parameters which determine the shape of the utility function
(no unit). Th is the average predicted throughput for each RAN. Th,,;, and Thy,ax
are the minimum and maximum throughput, respectively. The quality utility has the
values in [0,1] interval and has no unit in Fig. 4.2.

4.3.3 Cost Utility

The cost utility [17, 18] also follows the “smaller the better” principle. This means
that for small values of the monetary cost, the cost utility has high value, and for
large values of monetary cost, the cost utility has low values. Cost utility is cal-
culated as follows:
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Fig. 4.2 Sigmoid quality function
1; C<Cmin
Ue(C) = § g2, Crin < = C<Cinax (4.5)
otherwise

where C is the monetary cost for the current network, Ci;, is the minimum cost that
the user is willing to pay, and C,,,x is the maximum cost that the user can afford to
pay. The cost utility has value in [0,1] interval and has no unit.

4.3.4 Ranking Methods

Each ranking method will assign a score to each network and for each quality level.
The network that has the highest score for a certain quality level will be selected as
the target network. The simple additive weighting [SAW] method uses additive
operation and is computed as follows:

SAW; = we - U +Wq - Ugi +We - Uci (46)

The multiplicative exponential weighted [MEW] method uses multiplicative
operations and can be computed as follows:
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MEW; = ug - g - ugye (4.7)

The Gray relational analysis [GRA] method makes use of the best reference
network parameters in order to describe the similarity between each candidate
network. It is calculated as follows:

1
GRA; =

(4.8)

U —ub|+1

+we - q

We - |Me1 —u2|—|—we - uq _”3

where ule’, ug, u? are the values of the best reference networks.
The Technique for Order Preference by Similarity to Ideal Solution [TOPSIS]
method orders the network based on the best and worst reference networks score

which are calculated as follows:

Dw,i

TOPSIS; = —————
Dy + Dy ;

(4.9)

Dy, ; and Dy ; are the Euclidean distance from the worst and best, respectively,
reference values, and their values are given by the following,

2
DW@—\/WE(uel—u;V)zw% (s =) +w2 - (wa =) (4.10)

2
Dy = \/wg(uel - u2)2+wg . (uql — ug) +w?- (ucl - u'g)z (4.11)

where Uey, Ugw, and u.,, are the reference values of the worst network.

Game theory is formulated as a Prisoner’s dilemma game in which the user and
network cooperate each other in order to achieve Nash equilibrium; if the equi-
librium is achieved, the current network is selected. The game can be modeled as
follows:

Players: The players in the game are users and networks.

Strategies: For a Prisoner’s dilemma game, two types of strategies are defined
for each player.

The user strategies are as follows:

(a) Cooperate: The user accepts the networks offer and stay.
(b) Defect: The user decides to leave the network if the network does not offer
minimum requested QoS.

The network strategies are as follows:

(a) Cooperate: The network accepts to maintain the QoS at the required level of the
user.
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Table 4.3 User network User Network
ff tabl
payolt table Cooperate Defect
Cooperate (B1,B2) (D1,A2)
Defect (A1,D2) (C1,C2)
Payoff (player 1, player 2)

(b) Defect: The network does not fulfill the QoS requirements of the user and
selfishly trying to increase its revenue by adding more number of users in
Table 4.3.

Observing the payoff table, it can be found that the user gets the highest payoff
when the network cooperates and the user defects (A1); that is, the user decides to
leave the network or network accepts users’ demand. D1 is the user payoff, when
the user cooperates but the network defects. B1 is the user payoff when both user
and network cooperate. B2 is the network payoff when both user and network
cooperate. D2 is the payoff of the network, when network cooperates and user
defects. A2 is the network payoff, when the user cooperates, but the network
defects. C1 is the user payoff, when both user and network defect, and C2 is the
payoff of the network when both user and network defect.

4.4 Results and Discussions

These four ranking methods, namely SAW, MEW, GRA, and TOPSIS, are used to
evaluate the score value for each RANs such as WLAN and WiMAX using
MATLAB, for five quality levels with corresponding user weight for quality utility.
The quality levels for multimedia service such as video considered are
QLI = 120 kbps, QL2 =240 kbps, QL3 =480 kbps, QL4 = 960 kbps, and
QLS = 1920 kbps. The user weights for each quality levels are 0.2, 0.4, 0.6, 0.8,
and 1.0, respectively. Using each ranking method, the score value for WLAN and
WiMAX is calculated, in which network has the highest score value for a particular
video quality and user demands are considered as target network.

(1) MEW method

The score is calculated using Eq. (4.7) mentioned in the MEW method. As
shown in Figs. 4.3 and 4.4, the score is calculated for each quality level and with
corresponding quality weight for each network. Quality level in which network has
the highest score is selected as the target network.

(2) SAW method

As in MEW method and in SAW method also, we calculate the score for each
network using Eq. (4.6) already mentioned for the corresponding quality level of
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the multimedia service and the targeted network is selected. From Figs. 4.5 and 4.6,
we can conclude that for QL1, the score is less compared to QLS5, and for both the
network, it shows that user is provided at a high value for the quality weight for
high quality. Figures 4.5 and 4.6 show the SAW method analysis for WLAN and
WiMAX networks, respectively.

(3) GRA method

Gray relational analysis takes a reference value for a best network. Here, the
highest values for all the weights of the best reference are considered as 1. GRA
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methods compare both the networks with the best reference network. The results for
WLAN and WiMAX are shown in Figs. 4.7 and 4.8.

(4) TOPSIS method

In TOPSIS method, the score is calculated using the values taken from the
Euclidean distance from both the best and worst reference networks. Here, the
weights for the best reference networks are taken as 1, and the weights for the worst
reference networks are taken as 0. The TOPSIS method analysis of WLAN and
WiMAX networks is shown in Figs. 4.9 and 4.10.
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Fig. 4.7 GRA analysis of
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Fig. 4.8 GRA analysis of
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Table 4.4 shows that when the user and network cooperate, both of them get an
equal payoff of 3 each. When user cooperates and network defects means user will
get a payoff of only 1 and network will get a payoff of 4. If the user defects and the
network cooperates then the user will get a payoff of 4 and the network will get a
payoff of 1. When both the network and user defect means they will get a less
payoff of 2 each. The process is continued till the Nash equilibrium is reached.
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Table 4.4 User/network

e User/networks Cooperate Defect
payo Cooperate (3,3) 1.4
Defect “4,1) (2,2)

4.5 Conclusion and Future Work

In this paper, a network selection algorithm is used to calculate the score for the
available radio access networks like WLAN and WiMAX. Four ranking methods of
MADM are considered: MEW, SAW, GRA, and TOPSIS. Among the four
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methods, MEW is the most appropriate method for network selection, and it shows
the clear score value for WLAN and WiMAX. The network selection is modeled as
a Prisoner’s dilemma game, and the best network is selected when it reaches Nash
equilibrium.

In future, a repeated Prisoner’s dilemma game theory method is used to choose a

better network for user demand.
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Chapter 5
Leakage Reduction by Test
Pattern Reordering

Shrabanti Chakraborty, Trupa Sarkar and Sambhu Nath Pradhan

5.1 Introduction

With the improvement in semiconductor manufacturing technology, hundreds of
millions of transistor are now placed in a single VLSI device. As the scaling
continues to rise, the complication of testing each transistor increases. So testing has
become the most time-consuming and important step in the development process of
VLSI circuits. In addition, the diminishing feature size and speedy growth of the
portable electronic products have made power minimization an important issue
during testing to extend battery life and to increase reliability.

However, power consumption during test mode is generally higher than during
normal functional mode of the circuit [1]. The main reason behind this is the
negligible correlation between consecutive test patterns applied to the circuit under
test (CUT) which increases the switching activity of internal nodes [2]. Parallel
testing generally employed for SOCs to reduce the test application time also
increases test power. The activation of additional DFT circuitry during test mode
also enhances power dissipation. As the heat produced in a circuit during opera-
tional mode is almost proportional to the test power dissipation [3], it can cause
irreversible structural damage to the circuit [4]. Moreover, excessive power supply
noise and voltage drop can inaccurately change some logic states of internal nodes
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which result in the failure of some good dies, thus leading to unnecessary loss of
yield [5]. Increased test power requires expensive packaging and cooling techniques
to dissipate the excessive power which crosses the final product cost and area
constraint of circuit [6].

Power dissipation in the CMOS circuits is mainly divided into two components
—dynamic and static. Dynamic power dissipation is caused by switching of logic
levels at a particular node. Static power dissipation occurs when circuits are in
steady state that means when the inputs are not changing. Leakage power is the
main component of static power. Although dynamic power is the main source of
power dissipation, however, as the technology progresses towards the deep sub-
micron regime, leakage power dominates over dynamic power. So minimizing
leakage power is the primary concern in most circuit designs and testing.

So far, it is considered that leakage power depends only on the current input
pattern applied to the circuit. But runtime leakage power [7] is a function of both
the previous and present input patterns applied to the circuit [8]. With the change of
test application time, this leakage power dependence on previous and present input
patterns also changes. So, leakage power is dependent on the order of test patterns
to be applied in the circuit. In this paper, a method has been proposed to reorder the
applied test vectors so that the transition density between the consecutive test
vectors is minimized which further decreases the leakage power. Here, only the
sequence of test patterns are changed which will not affect the fault coverage.
A genetic algorithm (GA)-based approach has been used to reorder the test patterns.

This paper is organized as follows. Section 5.2 deals with the previous work.
Section 5.3 details proposed algorithm. Section 5.4 gives an insight to the calcu-
lation of runtime leakage power. Section 5.5 enumerates the experimental results.

5.2 Related Work

Badereddine et al. [9] proposed a technique in which the don’t care bits of test
cubes are assigned in such a manner so that the number of bit transitions in con-
secutive test patterns is minimized which also lowers scan cell transitions. An
approach based on GA is used to fill the test cubes to minimize both dynamic power
and leakage power. In addition to this, the newly generated test patterns are reor-
dered again to decrease the dynamic power.

Sharifi et al. [10] presented a new method which uses multiplexers at scan cell
outputs to suppress some transitions in scan chains without affecting the normal
mode circuit operation. Multiplexers are generally used to apply any desired values
to pseudo-inputs while scanning the test patterns in the scan chain of the circuit. To
reduce both dynamic power and leakage power, a suitable order of test patterns is
applied to the controlled inputs (primary inputs and multiplexed inputs) during scan
mode. This ordered test pattern also blocks the transitions which are sourced from
non-multiplexed pseudo-inputs. Test time, fault coverage and operating frequency
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of the circuit remain unaffected by this method. No additional control signal and
routing overhead are needed.

Kumar et al. [11] studied that if the specific bits which are generated by ATPG
tool and which are a part of the deterministic set of test vectors are identified first,
they will detect the targeted fault models. The remaining bits are used as don’t care
(X) bits to transform the original vector to a power-aware vector. The knowledge of
fault propagation path and fault activation path is also utilized here. PSO (particle
swarm optimization)-based approach is used for vector reordering which uses
travelling salesman problem (TSP) concept. This proposed technique reduces both
runtime leakage power and dynamic power without any change in fault coverage.

5.3 Proposed Algorithm

In this GA-based approach, input test patterns are referred to as chromosomes. To
evaluate the fitness of chromosomes, first the cumulative leakage power is calcu-
lated which is generated when a sequence of specific ordered test patterns are
applied to the circuit input. The proposed algorithm contains three operators which
are briefly described below:

5.3.1 Direct Copy

To avoid an inferior solution, 20% of the best test patterns are copied to the next
generation without any modification.

5.3.2 Crossover

Generally, fittest chromosomes are crossed to generate new offspring. For the
selection of the fittest test patterns which are to be crossed, a number between 0 and
1 is taken. The number is generated randomly. Now, if the number is greater than or
equal to 0.5, then the test patterns are randomly chosen from the 20% best test
patterns. If it is less than 0.5, they are selected from rest of the 80% test patterns.
Then, one crossover point is selected randomly at each of the test patterns. The first
offspring test pattern will take the characteristics of first parent up to the selected
crossover point, and it will take the characteristics of second parent after crossover
point. The process will be reversed for second offspring test pattern. This step is
repeated for 60% of the test patterns.
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5.3.3 Mutation

Mutation is used to introduce distinctiveness of chromosomes between generations.
Here, first, a parent test pattern is selected randomly. This random selection pro-
cedure is same as that of crossover. Each bit of the selected test pattern is switched,
that is, 1 is replaced by 0 and O is replaced by 1. Then, it is examined whether this
newly created test pattern already exists or not. Mutation is performed for 20% of
test patterns.

The flow chart of proposed algorithm is given below (Fig. 5.1):

Here, the best solution is ordered test patterns which will generate minimum
cumulative leakage power when applied to a particular circuit. The proposed GA is
given below:

Step 1. Initialization

Generate an initial population of n test patterns.

generation_no=0;

Step 2. Evaluation

Calculate the fitness function of initial population produced in initialization step.
Step 3. Crossover

A pair of parent test patterns is randomly selected from current population.
Crossover is done at a randomly chosen point to form two new test patterns. Repeat
this process for 60% of n test patterns.

Step 4. Mutation

Mutate a test pattern at each bit position and generate a new test pattern. Repeat this
process for 20% of n test patterns.

Step 5. New population generation

Place the 80% newly generated test patterns and 20% original test patterns in a new
population.

generation_no=generation_no+1;

Calculate the fitness function of new population.

Step 6. loopl

while generation_no<max_gen

for each generation repeat step 3, 4, 5 and 6

end for

end while

Step 7. loop2

while generation_no<max_gen

for each generation

if(fitness function of present generation<fitness function of previous generation)
select the present generation as best solution

else select the previous generation as best solution

end if else

end for

end while
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Fig. 5.1 Flow chart of
proposed algorithm
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5.4 Calculation of Runtime Leakage Power

Kennedy et al. [12] suggested a technique to calculate runtime leakage power. The
switching power depends on input patterns, and the short-circuit power is a function of
both rise time and fall time. These two facts are used to calculate the runtime leakage
power. It is considered that two vectors, 00 followed by 01, are applied to a 2-input
NAND gate (Fig. 5.2) and the total energy (E) consumed by the NAND gate is
measured. Then, the same two patterns are again applied, but the time period is
doubled. The total energy (E,v) is calculated again. The sequence of input patterns
and rise time are kept constant in both the cases. So, switching power and short-circuit
power do not change. The only variable quantity is the leakage power. The energy
difference (E,. — E) is divided by the difference in time period, and the runtime
leakage power consumed by the NAND gate when 00 is applied followed by 01 is
obtained. Similarly, the leakage power for all possible combinations of input pattern is
calculated, and a lookup table (LUT) is prepared. The block level representation of the
proposed method is shown in Fig 5.3.

The runtime leakage power of 2-input NAND gate is shown in Tables 5.1 and
5.2 that represents the runtime leakage power for 2-input NOR gate for all the
possible combinations of input pattern. The tables have been prepared for a supply
voltage (Vpp) of 1 V. The leakage power also changes with time period of simu-
lation. So, leakage power is also calculated for different time periods. Here, leakage
power for three different time periods (10, 20 and 40 ns) is considered.

Fig. 5.2 2-input NAND gate +VDD
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Fig. 5.3 Block diagram of

proposed method

Table 5.1 Runtime leakage power for 2-input NAND gate
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Mapped benchmark
circuit

Look up leakage
table for 2 input
NAND and NOR
and NOT gate at
different time period
after applying GA

Input test pattem
obtained from
ATALANTA tool

b

A 4

2800
2750
2700
2650

g 2600
= 2550
2500

h 4

Programming block to
compute leakage power
without ordering of test
pattem and then again
compute leakage power
using ordered test pattemn

after ordering of 200 test patterns for c432

|

2450

Cumulativ e leakage power (in

20 40

Time (in ns)

100 200

Previous pattern Current pattern 10 ns (in nW) 20 ns (in nW) 40 ns (in nW)
00 01 0.54 0.002636 0.1296
00 10 2.059 1.102 0.5846
00 11 65.26 63.57 63.29

01 00 0.006477 0.00541 0.004932
01 10 54.32 51.52 50.10

01 11 81.84 79.09 78.16

10 00 0.003301 0.003087 0.003033
10 01 45.27 46.63 47.51

10 11 73.23 71.01 70.45

11 00 68.59 65.72 64.55

11 01 80.40 78.33 77.78

11 10 78.37 73.78 71.91
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Table 5.2 Runtime leakage power for 2-input NOR gate

Previous pattern Current pattern 10 ns (in nW) 20 ns (in nW) 40 ns (in nW)
00 01 80.94 78.40 77.60

00 10 80.39 75.50 73.38

00 11 70.80 68.02 66.84

01 00 79.58 77.69 77.15

01 10 49.87 46.69 45.07

01 11 0.006478 0.00522 0.004673
10 00 72.77 71.31 71.18

10 01 39.15 40.88 42

10 11 0.002972 0.002818 0.002779
11 00 65.57 64.86 65.68

11 01 0.6356 0.004057 0.2007
11 10 1.773 0.009718 0.5243

5.5 Experimental Result

A test pattern set with maximum fault coverage is generated using the tool
ATALANTA. Here, ISCAS’85 benchmark circuits are used for experimentation
purpose. First, the benchmark circuits are technology mapped into a library which
contains 2-input NAND gate, 2-input NOR gate and NOT gate. Runtime leakage
power is calculated in ‘Cadence Virtuoso Analog Design Environment’ in 45 nm
technology using supply voltage (Vpp) of 1 V. The proposed method is simulated
in C language. The cumulative leakage power is calculated first for unordered test
patterns and then for ordered test patterns after applying GA for different time
periods. To address the input dependency problem more clearly, the cumulative
leakage power for 100 test patterns and then for 200 test patterns is calculated
separately.

Figure 5.4 shows the graphical representation of cumulative leakage power (in
nW) for c432 circuit after reordering of 100 test patterns at different time periods.

Fig. 5.4 Graphical
representation of cumulative
leakage power for c432 after
ordering of 100 test patterns at
different time periods
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From this, it can be said that as time period approaches 200 ns, the decrease in
cumulative leakage power is not that much compared to the leakage power at 40 ns.

In Table 5.3, there are 5 columns for five different time periods—10, 20, 40, 100
and 200 ns. Except the first column, the remaining columns have two sub-columns.
The first sub-column shows the cumulative leakage power without ordering of test
patterns, and the second one shows the same for ordering of 100 test patterns after
application of GA.

Similarly, in Table 5.5, the first sub-column details the cumulative leakage
power without ordering of test patterns and the second one shows the same for
ordering of 200 test patterns after application of GA.

Tables 5.4 and 5.6 show cumulative leakage power savings at different time
periods for ordered 100 test patterns and for ordered 200 test patterns, respectively.
The last column shows the average leakage power savings for different circuits
where the average is taken over five different time periods (10, 20, 40, 100 and
200 ns).

Table 5.7 shows the cumulative leakage power savings in percentage after
ordering of 100 test patterns where five different columns are for five different time
periods. The cumulative leakage power savings is maximum for c432 at 10 and
40 ns which is 79.07%. The leakage power savings is almost 43.6% for c880,
35.6% for c1355 and 22.7% for c1908 circuit.

Table 5.8 shows the cumulative leakage power savings in percentage after
ordering of 200 test patterns where five different columns show the data for five
time periods. The cumulative leakage power savings is maximum for c432 at 10 ns
which is 64.18%. The leakage power savings are almost 45.6% for c¢880, 28.5% for
c1355 and 22% for c1908 circuit.

Following are the observations that can be made from the calculated results:

1. From the Tables 5.3 and 5.5, it is evident that the cumulative leakage power is
maximum for unordered test patterns and it decreases with optimized order of
test patterns.

2. As leakage power changes with simulation time period, test application time is
also considered as a variable in calculation of runtime leakage power.

3. For all the benchmark circuits, it can be seen that the leakage power is maximum
at 10 ns and it decreases with increase in time period.

4. Itis clear from the Tables 5.4 and 5.6 that for a large time period, the cumulative
leakage power for ordered test sequence becomes almost constant.

5. From the Tables 5.7 and 5.8, it can be commented that the improvement in
leakage power in c432 is maximum which is almost 79% for 100 test patterns
and almost 64% for 200 test patterns.
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Table 5.6 Cumulative leakage power and average leakage power savings after ordering of 200

test patterns at different time periods

Cumulative leakage power (in nW) Average leakage power
savings in different time period savings (in nW)
Circuit | 10 ns 20 ns 40 ns 100 ns 200 ns
(in nW) | (in nW) | (in nW) | (in nW) | (in nW)
C432 4964.92 | 4698.81 | 4591.04 | 4542.38 | 4530.09 | 4665.45
C1908 | 9782.24 | 9517.73 | 9425.62 | 9382 9370.31 | 9495.58
C880 | 88437.89 |84878.06 |83554.43 |82865.91 |82689.15 |84485.09
C1355 |77702.31 |76603.03 |75983.73 | 75883.67 | 75800.50 |76394.65

Table 5.7 Cumulative leakage power savings (in %) after ordering of 100 test patterns at different

time periods

Circuit 10 ns (in %) 20 ns (in %) 40 ns (in %) 100 ns (in %) 200 ns (in %)
C432 79.07 78.97 79.07 78.88 78.87
C880 43.65 43.67 43.87 43.66 43.69
C1355 35.87 35.71 35.69 35.69 35.69
C1908 22.87 22.71 22.59 22.52 22.86

Table 5.8 Cumulative leakage power savings (in %) after ordering of 200 test patterns at different

time periods

Circuit 10 ns (in %) 20 ns (in %) 40 ns (in %) 100 ns (in %) 200 ns (in %)
C432 64.18 63.89 63.75 63.68 63.66

C880 45.64 45.64 45.62 45.61 45.61

C1355 28.48 28.51 28.51 28.49 28.5

C1908 22.12 22.06 22 21.97 21.96

5.6 Conclusion

In this paper, an approach based on GA has been proposed for reordering of test
patterns to reduce runtime leakage power dissipation. We have seen that for two
consecutive test patterns, if the correlation of the corresponding bits is maximum,
then runtime leakage power reduces. Runtime leakage power also changes with
different time period of simulation. With increasing time period, the leakage power
decreases, and for a large time period, it becomes almost constant.
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Chapter 6
Review on Band-Notching Techniques
for Ultrawideband Antenna

Ankur Saxena and R.P.S. Gangwar

6.1 Introduction

The ultrawideband (UWB) technology utilizes low power over a short distance
besides achieving high bandwidth (3.1-10.6 GHz) in wireless communication
[1, 2]. UWB has been finding applications in diverse fields from communication to
medical research. The UWB system transmits a bulk of data over a wide bandwidth
but for a short distance. The UWB technology can carry signals across the various
obstacles such as doors or walls which tend to reflect signals for limited band-
widths. UWB coexists with other users and achieves large data for distance of
230 feet.
UWB technology has mainly two types of applications.

(i) In radar applications, the signal detects the objects which may be behind the
wall. The signal penetrates the near surfaces but reflects from far surfaces.

(i) The second type of application involves voice and data transmission. The
digital signals having low power may carry information at a high data rate in a
defined range.

A system having a bandwidth larger than 500 MHz is categorized under ultra-
wideband. UWB antenna comprises of wider bandwidth, omnidirectional radiation
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pattern, and good impulse response having very less distortion. The Federal
Communications Commission (FCC) [3] designated the range from 3.1 to
10.6 GHz frequency band for UWB systems. The challenges to design a UWB
antenna include compact size, constant gain, and constant group delay over the
operating range. The wide operating bandwidth provided by a UWB antenna cre-
ates a possibility for problem of interference with other bands such as WiMAX
(3.3-3.88 GHz), WLAN (4.96-6.23 GHz), and ITU (7.9-8.7 GHz). A remedy for
this problem would be to design UWB antennas using various band-notching
techniques with objective to minimize the interference.

6.2 Design of Band Notch

The values of the width and length of the microstrip patch antenna have been given
by Balanis [4].
For operating frequency, the width of microstrip patch is calculated by

c 2
W=— 6.1
2f, Ve +1 (61)
and the actual length of the patch
L= ! 2AL (6.2)
2f 1 \/Erett /100 '

where ¢ denotes the velocity of light, f, denotes the resonant frequency, and &, is
effective dielectric constant of the substrate.

The notch frequency [5] for the band-notched region may be calculated for the
length, L, of the patch

c

ﬁlotch - r\/g (63)

6.3 Band-Notching Techniques

In the past few years, researchers have been implementing various techniques to
create notches in the ultrawide frequency bandwidth. This section reviews the
techniques and tabulates the achieved results of various antenna parameters.
Broadly, the techniques have been categorized as follows:
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Defected ground structure (DGS),
Slot-loading effects,
Split ring resonator (SRR).

6.3.1 Defected Ground Structure (DGS)

Defected ground structure may be seen as a structure made of unit cells which may
be repeated in one, two, or three dimensions in the ground. These unit cells may be
periodic or non-periodic in nature. These structures interrupt the flow of current and
change the distribution of current in the conducting ground plane which leads to
changes in line capacitance and inductance of a transmission line. Any defect
removed from the ground surface of microstrip may change and increase the
effective capacitance and inductance.
DGS may be preferred [6] due to the following reasons:

(i) The circuit area is effectively reduced without periodic structures. The reason
is that only a few DGS structures have the same distinctive features as that of
periodic structure like the stop-band characteristic.

(i) Various designs of DGS have been investigated. The common among them
are concentric ring, circle, ellipse, dumbbells, and U- and V-shaped slots.
Each shape may be represented as an equivalent circuit consisting of
inductance and capacitance. The equivalent circuit for DGS is easy to cal-
culate, and its fabrication is also simple.

(iii) DGS requires small circuit sizes for performing slow-wave effect. On
comparing DGS with electronic band gap (EBG) structure, the design and
implementation of DGS has become easier in addition to higher accuracy.

An inverted fork-shaped cut in the ground plane [7] leads to increase in the
current path. This excites another resonance. An inverted U-ring strip has been used
in the conducting patch to create notches in the impedance bandwidth. Two
I-shaped structures [8] are designed on both the sides of the microstrip feed line to
achieve wide impedance bandwidth. A G-shaped slot defected ground structure and
a pair of I'-shaped structures in the conducting patch provides dual band notch
characteristics. A pair of hook-shaped slots [9] has been introduced to achieve the
notch at 5.5 GHz. A slot that is rectangular in shape [10] has been removed in the
ground plane. This affects the lower frequency band and improves the impedance
matching. To enhance the impedance bandwidth [11], the ground plane has been
modified to a symmetrical sawtooth shape by cutting trapezoid-shaped slots on its
top edge. A novel fractal triangular monopole microstrip antenna with a truncated
notched ground [12] has been proposed. With a truncated notched ground, a better
input impedance matching over a wide frequency range has been achieved.
A comparison of band-notched antennas designed using defective ground technique
is shown in Table 6.1.
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Table 6.1 Comparison of designed antenna using defective ground technique

Reference | Size BW (GHz) | Frequency bands- Antenna Simulation
antenna (mmz) notched (GHz) gain (dBi) tool
[7] 12 X 18 3.02-13.86 |3.38-4.31 3-5 HFSS
5.1-5.95
[8] 20 X 18 2.8-11.8 33-3.8 2.5-5.5 HFSS
5.1-6
[9] 24 X 32 |2.8-11 3.3-37 1.54 HFSS
5-6
[10] 40 X 30 3.1-9.65 324 35 CST
Microwave
studio
[11] 30 X 25 3.1-17 3.26-3.68 0.54 HFSS
5.1-5.89
[12] 324 x 27 |2.5-11 3.3-3.7 2-5 HFSS
5.15-5.825

6.3.2 Slot-Loading Effects

The loading of radiating patch with narrow slot affects [13] the resonance, input
impedance, and bandwidth. The slots may be made in two ways:

(a) On microstrip patch antenna

The slot corresponding to desired wave length along the radiating surface of
microstrip patch antenna is created that increases the length of current path which in
turn decreases the efficiency and bandwidth.

(b) In ground plane

The slot length may be varied around the axis of the resonating length of
rectangular patch. The fundamental resonant length shifts to lower frequency side
with the increase in slot length. This indicates the size reduction of antenna.

In [14], by creating and varying the slots within the microstrip feed line, a
band-notched UWB antenna has been achieved. The antenna has been designed to
cover 3.1-10.6 GHz and provide 3 band notches, thus reducing the interference
problem. In [15], a dual band notch characteristic has been achieved. Partial annular
slot provides one notch, and semicircular slot in circle-shaped ring patch gives
second slot. In [16], an inverted U-ring strip in the conducting patch has been used
to create dual band notch characteristic. An inverted fork-shaped slot in ground
plane produces an additional resonance. In an open slot antenna [17], two sym-
metrical slits have been used to obtain band notching. Ultrawideband has been
achieved by using stepped strip. A comparison of band-notched antennas designed
using slot-loading technique is presented in Table 6.2.
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Table 6.2 Comparison of designed antenna using slot-loading technique

Reference | Size BW (GHz) | Frequency bands- Antenna Simulation
antenna (mm?) notched (GHz) gain (dBi) tool
[14] 27 X 30.5 |3.1-10.6 3.36-3.88 3-5 Not
4.96-6.23 mentioned
7.9-8.7
[15] 24 X 26 2.79-11 3.3-3.8 2.9 IE3D
5.1-6
[16] 12 X 18 3.02-13.86 |3.38-4.31 3-5 HFSS
5.1-5.95
[17] 26.5 X 12 |2.95-12 5.1-6 2-5 CST
Microwave
Studio
[18] 30 x 30 3-11 5.3-5.7 2-5.9 HFSS
[19] 50 X 50 2.72-12 4.9-6 4-6 HFSS
[20] 30 X 10.5 |3.1-11 4.95-5.98 2-8 HFSS
[21] 25 X 26 2.9-14.5 5-5.86 2.1-43 CST
Microwave
Studio

The antenna [18] having circular shape and defective ground structure has been
implemented. Three C-shaped slots are cut in the radiating structure. The antenna
[19] has a stub which is elliptical in shape. The band notch is created by cutting
H-shaped slot in the stub. An octagonal patch [20] is implemented with two
L-shaped slots in the ground plane. A triangle-shaped patch with staircase [21] has
been proposed to achieve broad bandwidth. A U-shaped slot provides the frequency
notch in the WLAN range.

6.3.3 Split Ring Resonators (SRRs)

A split ring resonator consists of two concentric rings. The rings are metallic in
nature and are cut on the substrate. SRRs are capable of producing electromagnetic
oscillations besides having small electrical length. Composite material is used for
preparing split ring resonators. The response of each SRR to EM field is unique.
Three types of UWB antenna [22] that consists of planar circular patch and multiple
etched slots on the patch are proposed. SRRs have been coupled to feed line. By
inserting [23] three resonating structures, namely curl slot, open stub, and C-shaped
structure, three band notch characteristics have been achieved. The proposed [24]
antenna has been implemented using an ellipse which has an opening. Two res-
onating structures are cut to create band notches. One is located on the conducting
patch and other on the back of the substrate. The two resonating structures are



74 A. Saxena and R.P.S. Gangwar

Table 6.3 Comparison of designed antennas using split ring resonators

Reference | Size BW (GHz) | Frequency bands- Antenna Simulation

antenna (mm?) notched (GHz) gain (dBi) tool

[22] 54 X 47 2.1-105 2.23-2.45 2-5.9 CST
3.26-3.48 Microwave
5.54-5.88 Studio

[22] 78 X 47 1.89-9.8 2.24-2.52 2-5 CST
3.78-4.03 Microwave
5.94-6.4 Studio

[22] 68 X 47 1.85-10.4 2.25-2.52 2-6 CST
3.53-3.77 Microwave
5.96-6.3 Studio

[23] 48 X 60 1.7-11 23-2.8 2-5 HFSS
3.1-3.9
5.6-6.1

[24] 21 X 24 3-11 3.4-4 1-4 HESS
5-59

[25] 43.5 X 39 |3.05-11.7 3.3-3.7 2.1-5.9 EM simulation
52-54 software
5.7-6

[26] 35 X 40 2.5-10.9 33-3.6 2.1-8 HESS
5.15-5.825

[27] 34 x 32 3.1-10.6 33-3.7 1-5 EM simulation
5.15-5.82 software
8.02-8.4

[28] 30 X 29 2.9-12 5.2-5.95 34 1IE3D

connected using metallic holes. A comparison of band-notched antennas designed
using split ring resonators’ technique is given in Table 6.3.

Two spiral-shaped loop resonators [25] have been combined with the conducting
patch to achieve the first notched band for the WiMAX system. Also, microstrip
resonators in the ground produce the second and third notched bands. The antenna
[26] has been implemented using a circle-shaped monopole patch and a U-shaped
aperture on the ground surface. A rainbow-shaped resonant structure is joined on
the aperture plane. A complementary split ring resonator (CSRR) is removed from
the monopole. This provides two notched bands. The CSRR- and SRR-loaded
UWB antenna [27] with triband notching has been demonstrated. Triband capa-
bility has been achieved with only SRR and CSRRs introduced at different loca-
tions with respect to patch and on the ground surface of the antenna. With this,
additional space has not been required. A frequency-notched UWB microstrip slot
antenna [28] with a ring resonator of square shape that is fixed firmly in the tuning
stub has been proposed. By uniting square ring resonator and slot antenna’s tuning
stub, a high and sharp band rejection characteristic of more than —20 dB has been
achieved.
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6.4 Simulations of Band-Notching Technique

The proposed antenna [1] has been designed, and the simulation results have been
reproduced using HFSS [29]. The antenna’s conducting patch has an arc shape and
has a defected ground structure. The modification in ground structure consists of
two bevel slots on upper edge and two semicircle slots on the bottom edge.
Figure 6.1 shows the geometry of antenna of the reference design. The arc-shaped
edge of the radiation patch has a half-ellipse. The major axis of ellipse is 8 mm and
has an axial ratio of 1.5. The S-parameter and group delay for the antenna under
reference are shown in Figs. 6.2 and 6.3, respectively. The radiation pattern along
with gain is shown in Fig. 6.4. A pair of T-shaped stub has been designed inside the
elliptic slot to achieve the frequency notch corresponding to WLAN band.

The coplanar-fed monopole antenna [2] is reproduced using HFSS [29]. The
ground plane has been slotted to provide additional current path. Figure 6.5 shows
the geometry of antenna of the reference design. The S-parameter and group delay
for the antenna under reference are shown in Figs. 6.6 and 6.7, respectively. The
radiation pattern plus gain is shown in Fig. 6.8. The slots in ground plane change
the inductance and capacitance of input impedance to produce WLAN frequency
notch.

In Table 6.4, merits and demerits of band-notching techniques have been
summarized [30-33].

el

'] 20 40 {mm)

Fig. 6.1 Geometry of antenna
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Table 6.4 Merits and demerits of band-notching techniques

Merits

Demerits

Defective
ground
structure

1. Size reduction

2. Easy to design and fabricate

3. The stop band is wide and
deeper

1. Increase radiation
2. Reduction in gain

Slot-loading
effects

1. Easy to design
2. Better control of notch band

1. One slot provides one notch band

Split ring
resonators

1. Multiple notch bands possible
2. Mutual coupling between cells

1. Q factor may need to be compromised
for high band notch characteristic

6.5 Conclusion

In this paper, different band-notching techniques for ultrawideband antenna have
been reviewed briefly. The bandwidth of the notched band directly depends on the
longitudinal length of the slot, and the shape of the slot has no effect. Each res-
onator design corresponds to one frequency notch in an antenna. Moreover, a
designer may incorporate more than one technique in a single design to achieve
band notches. Two antennas under reference [1, 2] have been implemented.
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Chapter 7
Real-Time Simulation Design
for Continuous Process Industries

S. Sridevi and P. Sakthivel

7.1 Introduction

Simulation software is a key for both analysis and training. The end result depends
on the capacity of the process engineer to integrate the tools’ capabilities with his
personal domain skills. Today, steady-state simulation is commonly available. Our
objective is to enhance customized modelling and dynamic simulation features.
Also, conducting training in real-time environment has many challenges related to
variable production capacities, constant technology upgrades, and complex equip-
ment designs. The objective of this paper was to build generic process simulation
software, enabling trainees to perform all operations in a risk-free environment in
configurable pseudo-real-time simulation workbench.

7.2 Literature Survey and Related Work

In recent years, different frameworks and tools have been developed and used to
facilitate process modelling and simulation objectives, such as MATLAB,
Modelica, modelling languages, and Aspen. Table 7.1 briefly compares the same
[1-3].

These tools have strengths in individual areas more like a tool box, data-driven
analytical systems. They are not complete in all aspects to depict intelligent
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Table 7.1 Tool, advantages, and constraints

Tool Advantages Constraints
MATLAB Tools/scripts for simulation Expert KB systems, qualitative
modelling

Modelica Discrete equations based More of a language; lacking mature UI
cross-domain modelling features/frameworks

UML/SRML | Standardized and widely used Lacking integrated environment for

systems and generic simulation systems

LISP/CLIPS Good in engineering Not suitable for optimization constraints
modelling of systems resolution

Commercial: Scalable/configurable/generic Cost involved/customization/

Aspen+/ features/libraries Convergence issues, non-integrated

Unisim, etc. platform, weak Ul

problems with knowledge-based approach and lack mature development environ-
ment to design end-to-end simulation systems.

The need is insisted on the process data to be analyzed and presented to reflect
the critical underlying trends and process events supporting the operators to get
trained on process dynamics [4]. This paper aims at integrating the positive char-
acteristics of such systems and designing the generic and comprehensive process
simulation environment [5].

7.3 Simulation Software Architecture

The proposed system consists of trainer and trainee processes (Fig. 7.1).

™ Trainer Station

Simulation Systems

Architecture

Microsoft SQL
Database Server

Web User

RealTime Trainee Stations

Fig. 7.1 Architecture of simulator
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7.3.1 Trainer Console

Typical simulation softwares to train the production plant operators consists of a
trainer station where server applications run and are connected to a set of trainee
stations in a closed network or through internet. IDE such as visual studio (VC++)
suits the system-level programming. The trainer system has database server
installed capable of storing pseudo-real-time transactions (storing snapshot of
thousands of variable values every second and their retrieval). RDBMS like SQL
server/Oracle and other real-time DBs found to be capable of addressing the needs
of data capturing and history data storage/retrieval for trends and replay.

The trainee stations are registered first in the trainer for dynamically accessing
the processes running in the trainees from server through remote named pipes IPC
method. Trainer also has list of plant sections/profiles (plant scenarios) that can be
loaded to a specific trainee related to the training session.

Trainer station also has features to introduce disturbances during a particular
point of training session to check how it is handled by the operator. It can be a
simple change to a digital signal (stop of induction fan), or a continuously ramping
disturbance of a process variable.

Trainer system also has recording/replay features of how an operator executed
the control of the specific processes and grading systems to evaluate the trainees
based on a predefined set of rules like output produced, emissions control, equip-
ment trips, critical alarms encountered, and consistency trends.

7.3.2 Trainee Stations

Each of the trainee stations has a set of components as shown in Fig. 7.2 and
connected to the trainer data server through remote data connections. The trainee
can also be from a remote location, as a web client to trainer’s web server. This
usually requires high bandwidth internet connection for seamless operations.

All these processes can be remotely started/stopped by the trainer through named
pipe communication, and specific profiles can be loaded to a trainee. A trainer also
can save a snapshot of a user scenario and load the same at a later point of time to
same or different users.

The system also should have a set of predefined/prebuilt scenarios like
start-up/steady state of a section of a grinding mill or a burning kiln. It can also be
profiles of how new or old plants of different production capacity will behave for
specific loads. All of these can be achieved by storing a specific process rules
profile dump with all the process variables stored as a snapshot in the database,
which can be loaded to the data server.
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Fig. 7.2 Components of a process simulator

7.4 Simulation System Components

A phased approach is to be planned for design and construction of the below
comprehensive generic process simulator components. These components enable
users to configure controls/rules at design time and fine tune/simulate at runtime.

Figure 7.2 shows the typical modules in a trainee station. These enables the
subject matter expert to model the process in design mode, which once tuned can be
simulated at runmode.

Process Rules Editors: An interface for the domain expert to configure rules
required for simulating various scenarios of a production system. The rules are built
using prebuilt library functions ranging from simple “if-then” statements to PID
controller, math functions, and fuzzy/neural blocks.

Knowledge Base [KB] Server: To hold different profiles of rule bases config-
ured. This can be simple conditional rules to complex fuzzy, neural, and MPC
blocks whose input/outputs are integrated by the simulation rules/strategies. KB
profiles are stored as text file serialization of defined structures which can be
updated/retrieved by different components.

The process knowledge base comprises computational blocks that can be inde-
pendently built as required by a process. The knowledge base is typically made up of a
number of rules in a control engine. Also the easy-to-use editors envisioned in fol-
lowing sections are to be built for the configuration of different types of blocks.

User can configure all of these blocks by specific editors, and these are grouped to
form a profile, which is saved in flat files. All such combination of rules and blocks for a
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specific section of the plant (say burning operations of a 900 TPD modern plant) can be
grouped and serve as a prebuilt knowledge base for plugging into required scenarios.

The knowledge base server is the running process that loads the specific profiles
(rules/fuzzy/neural blocks saved in files with related data loaded from data server)
at runtime and acts like a server to other components: read (engine/UI) and write
(editor/UI) information at runtime (refer Fig. 7.2).

Process logic group’s hierarchy is shown above, where the rules in turn call the
special control blocks, during execution. Each of these sections can be sequenced,
delayed, or disabled at runtime by specific functions provided by knowledge base
Server.

Rule Engine: To interpret and execute semantics and process, the rules strategy
is written to produce the required output ensuring continuous simulation at preset
speed. Once the process rules are built and loaded by the knowledgebase process at
runtime, the rule engine executes them by interpreting each line of the rule. As the
model of process logic is based on if and then with the help of control blocks
described below, the engine requires no complex compilation capabilities apart
from fetching the current values of variables from data server and assigning them to
the logic in knowledge base server.

The whole logic of the currently loaded profile in the defined sequence/delays
(refer Fig. 7.3) is executed every second by a separate thread in engine, which is the
heart of the simulation process for the logics to get executed and enable the user see
the changes in process variables in the user interface.

In real world, the process variables managed by data server has to be refreshed
each second by a communication driver connected to PLC/SCADA (programmable
logic controllers/supervisory control and data acquisition system) systems, so that
these rules get actual values. But in simulated environment, the pattern of the
variables value changes to be generated by the rules we write with dependency,

’:( Master Control  Nov 02 12:32:23
¥4 Kiln Control Nov0810:12:13 —————— Rule BlockRunning

—ri Tracking Feed Change Nov 08 10:23:33

Rule Block Stopped
—44 Quality Contol Nov 03 11:22:23
—P:( 5th Stage Temp Control Nov 04 10:11:23
1 Hood Draught Control Nov 05 12:33:22
.( KHD Speed Control Nov 05 01:32:33

@ fKHD Spead Chage Fuzzy Block
cKiln Error Control Linier control module

_’:1 Grate Strokes Nov 03 11:22:11
—}:{ Fan Flow SP  Nov 04 11:34:53— Rule Chang time stamp

Fig. 7.3 Rules hierarchy in a knowledgebase server
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Fig. 7.4 Replay function and control restoration

sequencing, delays, ramps/PID functions, to model scenarios and react to user
control actions and set points.

User interface [UI]: The Ul should act in design and execution mode differ-
ently. During design, we configure operational diagrams using controls from tool
box and write simulation logic. At runtime, the UI mimics a SCADA-like screens
(Fig. 7.5), controls for trainee to observe process variable changes/alarms/trends/
process interlocks and enter set points.

Data Server: To hold number of plant parameters/variables to simulate real-time
environment and act like a soft PLC, to hold real-time data of different types. This
data structure for each profile is persisted on files and loaded accordingly. All other
processes access the current value of variables through IPC.

Database: To store the history of high-volume simulated data and render
trends/alarms/replay of steps, etc. for each profile.

Knowledge Base Serialization and Execution: The primary task of any sim-
ulate package is to have a configurable process knowledge/scenarios builder
(Fig. 7.7), which manipulates the process variables to replicate different process
conditions like plant start-up, and reaching steady state and shutdown. Our aim was
to build a framework/architecture which can be used to model process knowledge
with the help of building blocks such as process rules block, fuzzy/neural, MPC
blocks, and correlation blocks.

Replay features: As every process/internal variable is recorded in database per
second, the trainer can explain the trainee by choosing a specific period of operation
of the trainee and replaying it by fetching the past process variable values and
loading it to data server module. User can stop this replay at a particular event/stage
and take manual control to bring the process back to stability (Fig. 7.4).
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7.4.1 Communication Methods

All of these components listed above are running as separate processes in each of
the trainee systems. These processes interface with each of these processes or
exchange data with them using a concept called IPC (interprocess communication)

Different IPC mechanisms like shared memory, pipes, message queues, and
memory mapped files are commonly used and we propose “named pipes” here. It is
a two-way data exchange system, where the data is read or written back by one data
element or structure. The pipes communication can also be implemented between 2
running processes and threads either in same or different computers, and the latter is
called “remote named pipes.” The server application in trainer interfaces/exchanges
data with each of the trainee processes using this mechanism.

Typically pipes are created in C/C++ like CreateNamedPipe (\\<server_-
name_or_ip\\pipe\\ <Pipename>). A client process connects to a server named pipe
by using CreateFile function, with read or write attributes.

As all the components in Fig. 7.2 run as separate processes (.exe), there should
be a master spawning process that initiates these components and also watches their
running status, so that it reinitiates the instance/connections in case of failover at
runtime.

7.4.2 Simulation Interface

User views the different sections of a plant in simulation in an interface which
mimics a control room system.

Design mode: An interface to be provided for the process engineer to build these
diagrams by drag and drop of different ActiveX controls which can be chosen from
tool box.

An ActiveX control helps to show animations and based on component object
model (COM) and supports different OLE functions. There will be a control box
with different ActiveX control elements like placing an image file, a motor with
changing colors based on a status, a variable display text box for data monitoring,
or to display a simple flow diagram as a configurable control as in Fig. 7.5, which
when used in different combinations depict different scenarios. The control attri-
butes (position, states, mapped variable, etc.) of each control configured are seri-
alized in standard structures. In design mode, visual simulation to be provided for
tuning individual blocks for specific range of inputs is developed.

Runmode/simulation: Controls placed in a MFC ActiveX container shall be
executing their functions as set in attributes.

The mimics display is implemented by ActiveX container which gives an
environment to host and run ActiveX controls. The container framework provides
support for event handling, in-proc server (dll) implementation of embedded objects
and multiple events handling during execution of the controls.
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S.No D Variable Type | Attribute | Length |Trending Description
1l 35 ElecEarArray Internal |Integer array 4 No Array to store electronic Ear values
2 44 [N-MotarKWArray |Internal |Float array 120  |No
3 56 RetrunFeedAvg |[Internal |Float 1 Yes
4 57 VRMIDFanRun Internal |Integer 1 No

Fig. 7.6 Sample list of configured variables and attributes

The ActiveX controls are packaged in an.ocx file, which has to be registered in
windows system registry (using regsvr32). COM creates a ClasssID which is a
unique GUID for each control. Different versions of a same control can be main-
tained. The container loads the control using LoadLibrary (dll name) and uses a
GetProcAddress function to get the DIl entry point.

7.5 Process Model Design and Execution

7.5.1 Data Server and Variables

A simulation UI is based out of thousands of variables, which have mapping to
process variables and those used for internal calculations. User defines/updates
these variables (system maintains unique ids). The system supports different types
like int, float, arrays, and digital (Boolean) variables (Fig. 7.6).
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Arrays are often used to collect the process variable trend over a period of time
and to take the average for smoothening, change in error, and PID functions. These
configured variables are created at runtime and maintained by data server block
which is used as real-time server for the data sharing across modules.

7.5.2 Process Rule Configuration

A rule editor is an interface given to process engineer to sequence various rules
based on the components available.

Executable statements (rules) are put together in logically related groups to form
process rule blocks. These act as a supervisory layer over fuzzy blocks, correlation
graphs, or other sub-logics. Control objectives are defined in different rules, and
these can be executed collectively or on priorities as required by the process.

A rule block is typically made up of a number of steps with no restriction on the
number of steps within a rule. Each step groups a set of actions to be taken,
conditionally or otherwise. If the step is conditional, then it contains a decision part
and an action part.

Each of these parts is made up of blocks. In the conditional part, the blocks are
separated by connectors “And”/“Or.” Non-conditional steps contain only actions.
Thus, all steps contain actions. A step can contain multiple actions. The rule is built
through the addition of steps to it. Steps are built block by block.

Each block represents certain operations (with associated function is referred in
Math library) like conditional checks, calculations, block executions, and so on.
The functions in a step are written by selecting the parameters required by it. These
parameters can be variables or other computational blocks (Fig. 7.7).

Fig. 7.7 Sample rules block with different parameters
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These rule blocks linked in a hierarchy as shown in Fig. 7.3 act as a decision tree
and decide the functioning of the framework through arithmetic and logical func-
tions. Different tasks like time delay between steps, ordering, enabling a step or
deactivating it are defined in the rules setup. Process logic block provides different
primitive functions, which carry out the suggested action. Prebuilt functions such as
“Run” enables a strategy to execute a fuzzy block, correlation table, or other logical
blocks.

To communicate the actions to an external module, a function like “Send”
function is provided. Process logic block support a number of decisions making,
reasoning, and arithmetic functions using predefined libraries (dll). The rule engine
parses the semantics by classifying tokens/positions in defined syntax, interprets
natural text patterns, and initiates appropriate action [6].

7.5.3 Computational Block Library

The math block caters to all the typical mathematical calculation needs. This math
block provides additional functions like derivative and sliding average. A library of
standard functions is provided for building process rules, which the user can use to
write simple if..then..else statements to complex event sequencing logics.

Different functions are available to the user in if and then cases like comparison
(equal, >, <, etc.), mathematical (add, multiply, etc.), logarithmic, PID-based, etc.;
each function takes predefined set of inputs and gives the output which can be
assigned in a variable. These functions are packaged in a C/C++ dll, which can be
loaded at runtime by rule engine. The process rule editor has features to plug-in
these math functions as building blocks and is loaded by rule engine dynamically at
runtime.

7.5.4 Predictive Control Blocks

Apart from the math library, the simulator logic can be built by advanced control
blocks with specific UI and tuned model, which can be loaded in process rules as
one block by providing input/outputs. The below section describes few of them in
detail (Fig. 7.8).

7.5.5 Fuzzy Blocks Configuration

Complex process loops where multiple input parameters have an effect on one or
more output parameters are best modeled using fuzzy logic. The fuzzy editor
facilitates the building of fuzzy logic blocks for control. Any number of fuzzy
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Fig. 7.9 Sample fuzzy block simulation for inputs

blocks can be built, and the first step in configuring a fuzzy block is to define the
input and output parameters. For each parameter, user can define membership sets,
range, shape, and count of members (Fig. 7.9).

Rules for each fuzzy logic block are framed, and the entire block is built as per
the knowledge elicitation of the process experts. The process rules validate all
inputs and outputs of a block before controlling the process.

Fuzzy logic configurator provides the power to perform heuristic modeling. The
input and output fuzzification/de-fuzzification can be achieved through a group of
membership functions. The associated fuzzy rules help to simulate the linguistic
terms like “slightly higher than.”

Linear Correlation modelling: Represents the statistical relationship between 2
random variables. Here, a simple single input, single output from the process
system is required; the user does not have to go in for fuzzy calculations. Instead,
the lookup kind of matrix block can be used. This block is configured using a
graphical editor where the relationships between an independent and a dependent
variable are drawn.
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7.5.6 Neural Network (NN) prediction

NN adds adaptability and self-tuning to the knowledge base. This block can be used
to change the parameters of the shell itself depending on the environment in which
it operates.

Training phase of the neural network (training can be built on simple back
propagation algorithm/supervised learning) results in adapting to the relationship
between input/output parameters through repeated process of adjusting weights.
Once the network is trained and fine tuned for sample inputs-output set, this pre-
diction block, when looped to the simulation model, predicts the output every
second based on the current input parameter variations. Based on the error that we
receive from the input parameters are adjusted to achieve the desired output [7]. The
algorithm is written in a dll, which can be called in process rule block. NN con-
figurator used to set all training attributes for each problem.

7.5.7 Model Predictive Control (MPC) Blocks

MPC works well to achieve nonlinear MIMO objectives. MPC are useful to control
where standard PID delays and inverse responses fail to take control. This works on
receding horizon principle to work on historic data of control actions and predict set
of MV in target horizon [8]. The dynamic model of the system is used to find the
impact of future actions of the MV on the output. The moves of the MV in future
horizon are decided by how the predicted error is minimized within the operating
range.

7.5.8 Real-Time Tuning and Validation of Simulation Block

Simulation deign has a system identification and continuous learning phases to fit
the model to process dynamics.

The tuned model when looped as a predictor block responds to input changes,
and the predicted output is fed to the optimizer module to decide steps required to
transmit the control action back to closed process loop, as depicted in Fig. 7.10.

To tune these control blocks, to a specific control objective, they have to be
plugged into a real-time system for continuous model learning. To model the
process behavior, the past history data of inputs and outputs are collected, validated,
and used to train the neural network or nonlinear MPC blocks offline. Fig. 7.11
summarizes the proposed model for simulation blocks tuning.

Once tuned with multiple parameters, we leverage optimal prediction output of
neural/ MPC/PLS (partial least square) modules with required data validation and
suitable training/prediction algorithms like backpropagation for neural and receding
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with online training

horizon method for MPC. These algorithms are parameterized to customize for
tuning the modelling and control aspects of the model to suit specific needs [9].
To maintain desired set point of the output variable (CV), the error and the

direction change of error are
determining the desired proce

given to a typical fuzzy membership functions for
ss variable changes. A control strategy component

which integrates the calling of these model blocks with if-then-else statements is
built over process variables and constraints. The communication interface fetches
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Table 7.2 Sample training file format/data collected from a grinding unit

Manipulated variable Control variable
Input-1 Input-2 Input-3 Input-4 Output-1

Feed (TPH) Pressure Airflow Inlet-temperature (C) Fineness (sz/ 2)
144.52 301.83 95.92 59.69 3214

145.72 302.79 102.44 61.58 3090

145.97 254.48 101.67 60.58 3351

the process values to these strategies in real time, and the rule engine executes these
strategies every second to integrate the system’s input/outputs and transmit the
suggested control actions by the model to plant automation systems.

The fine-tuned simulation block is capable of predicting the manipulated vari-
able (MV) through MPC and the control variable (CV) in NN and MPC. These
blocks generate the range of simulated I/O variables to represent a closed loop
nonlinear dynamics of the system under control. The objective is to predict a CV
outcome each second that is otherwise measureable at higher intervals physically
and taking continuous proactive changes on inputs to get desired output.

For example, predicting fineness of a material ground (output) is based on input
parameters like grinding pressure, moisture, temperature, and load on the grinding
table.

The impact of each input parameter on the output is analyzed by principal
component analysis (PCA), and the most influential input parameters are fed to the
training model [10]. Sample training file format/data collected from a grinding unit
is given in Table 7.2.

7.5.9 Training the Prediction Network

Soft computing models such as neural/MPC enhances nonlinear statistical, proba-
bilistic data and act as adaptive optimization tools for learning, predicting, and
classifying new patterns based on historical data [11]. The input and output set is
given to the neural network to enable supervised learning in back propagation
algorithm. Once the model is trained, the final weights are saved in weights file.
Similarly, the MPC training stores the resultant coefficients.

7.5.10 Result Analysis

The simulation model is tested for controlling a material grinding unit with all the
UI designed with variables positioned appropriately and required rules/fuzzy/NN
blocks configured. Getting the simulated value of single output variable (fineness)
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is described here. For NN training, we get optimal results for the parameters such as
5 hidden layers with 6 nodes each and momentum of 0.2 in a 1000 epoch cycles
with a sigmoidal activation function resulted in optimal outputs for the problem
chosen. The trained model (optimized weights and coefficients) could predict the
output with the simulated inputs and without the guiding output. By linking the
trained model [weights/coefficients optimized for near-zero errors] to a control
engine program, prediction process can be triggered for each second.

To make the control more proactive and to predict like real time, the random
functions generate the MV (input) in preset ranges, every second, and feed to the
model. The output from neural/MPC predictions are compared and averaged. The
output is fed to senmsitivity analysis with major influencing input variables to
compare whether the predicted output has any major variance, to ensure the results
are in the range. The validated output flows through the optimizer which is a control
strategy/fuzzy block.

The difference between the predicted output and the set point are derived (error).
To minimize the error (objective function), rule strategies/fuzzy blocks are con-
figured to suggest input parameter changes (MV) and transmitted to field. Based on
this, the inputs like mill feed rates, grinding pressure, airflow, and separator settings
are adjusted to maintain constant specific target/set point (CV).

As a closed loop control system, the output error (set point-predicted) drives the
input changes direction and magnitude for reaching process stability. If the pre-
diction range is moving away from control objectives constantly, offline model
training is triggered based on more recent plant data, to get tuned to correct process
dynamics. With the simulated fineness values changing on Ul trainee takes
appropriate control on MV and brings the CV near to set point. The trainer could
record/replay control action taken by different trainees and introduce disturbances
and share evaluation reports of critical parameters controlled with trend.

7.6 Conclusion and Future Research

The concept and design considerations of building comprehensive, indigenous
simulator suitable for process training, is elaborated in this paper. As less research
has gone into the area, this cost-effective solution shall be helpful for process
industries.

The industry or domain agnostic simulation is aimed through designing process
profile set with expandable function libraries and controller blocks. Also the system
is scalable to configure and execute multiple profiles and scenarios, which are
uniquely combination of knowledge, data, and controls, which addresses the
training needs of different operational sections/conditions.

This prototype helps to achieve enhanced productivity, safety, and quality
resulting in financial benefits and reduce equipment trips/shutdowns/material
wastage, etc. These simulators have potential usage in educational institutions to
display the functioning of sections of plant and reactions.
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Testing simulation model for grinding section of cement plant with sufficient

data collection is done to test the process rules’knowledge with the help of the
domain expert.

The overview of generic simulator components and their interactions discussed

has good research potential in each of the sections elaborated, to be developed into
a fully operational and cost-effective process simulator, having varied usage.
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Chapter 8

Performance Enhancement of LTE HetNet
Using EVM-Based Constellation
Combiner (ECC) in WARP

R.K. Mugelan, M. Anusiya and M.A. Bhagyaveni

8.1 Introduction

Long-term evolution (LTE) allows users to operate in a new and wider spectrum
and complements 3G networks with a flat IP-based architecture, lower latency, and
higher data rates [1]. For the service implementation and network design of LTE,
the heterogeneous network or “HetNet” architecture is the preferred architecture. In
basic terms, HetNets have three major components: the Macro, or “traditional,”
base station; a dense network of small cells (pico and femto) that delivers band-
width, particularly in dense traffic areas. LTE-based heterogeneous networks are
about improving the spectral efficiency per unit area. The network energy efficiency
(EE) considers the energy consumed by the base station (BS) and also the capacity
and coverage of the network. LTE-femtocells that are known as ‘home evolved
node base station (HeNB)’ have low-cost, low-power cellular network access points
that use cable broadband connections, residential DSL, or optical fibers to connect
standard mobile devices to a mobile operator’s network [2].

In [3], to get better data coverage and indoor voice, the data access points which
are less expensive alternatives are installed by home users. Femtorelays has been
discussed in [4], for improving the transmission reliability of femtocell users and
possibly, also macro-cell users. In [5], a larger indoor environment is setup using
femtorelays instead of femtocells, which performs well at both low interference and
high interference. In [6], the two most popular relaying techniques are
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amplify-and-forward (AF) relaying and decode-and-forward (DF) relaying which
are discussed with linear combining techniques. The authors in [7] proposed and
analyzed selection combining (SC) at the destination for differential
amplify-and-forward (D-AF) relaying over slow Rayleigh-fading channels. In [8],
the EVM is being calculated from receiver constellation diagram which can be used
to assess the quality of digitally modulated signal. Since there exists direct rela-
tionship between BER and EVM, it is better to calculate EVM, because EVM is an
equivalent performance metric of BER which can be calculated by symbol level
instead of bit level, which saves considerable time and complexity in the receiver.

In this paper, EVM-based constellation combiner (ECC) is used to evaluate the
performance of the LTE HetNet. The proposed work has been done in wireless
research test bed called wireless open-access research platform (WARP) [9].
WARP provides a scalable and configurable platform to implement wireless
communication algorithms for educational and research purposes in a real-time
scenario.

The rest of the paper is organized as follows. In Section 8.2, the LTE HetNet
system and transceiver design are discussed. In Sect. 8.3, experimental setup of the
LTE HetNet in WARP is explained. Performance evaluation of EVM-based con-
stellation combiner (ECC) technique is presented in Sect. 8.4, and conclusion and
future work are given in Sects. 8.5 and 8.6.

8.2 LTE HetNet Network
8.2.1 System Model

Consider a LTE HetNet system model as shown in Fig. 8.1. The transmission of
data from eNodeB (EB) to user equipment (UE) is organized in two time slots. In
the first time slot, the eNodeB transmits the data to both the HeNodeB (HEB) and
the user equipment (UE) (bold lines in Fig. 8.1). In the second time slot, the HEB
retransmits a version of received source signal by amplifying them with a factor
called amplification factor to the UE (dotted lines in Fig. 8.1).

The received signals r,,, and r;;, at the destination and the relay, respectively,
can be written as follows [9]:

Tbu = TBHb,ux+ Npu (81)
o = TeHppx +npp (8.2)

where T is the transmitted power at the EB, x is the transmitted information
symbol, and n;, and n; ), are the additive noises. In Eqs.(8.1) and (8.2), H, and
Hy, are the channel coefficients from the EB to UE and HEB links, respectively.

In the second time slot, the HEB amplifies the received signal from EB with an
amplification factor a and retransmits the revised version of the received signal to
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the UE with the transmitted power Ty. The received signal at the UE in the second
time slot is specified in (8.3) as follows:

Vo = VIgTy
, \/ T3|hb,h|2+No

PR ) (8.4)

TB|hb,h’2+N0

HyyHypx+n,., (8.3)

My = — e Hr My + (8.5)

\/ B|hb,h|2 +No

After receiving the transmitted data from both the direct link and the relay link,
the UE will undergo the proposed combining technique called EVM-based con-
stellation combiner (ECC) to get a better QoS using both the links, which is
explained below.

VTh
T,

8.2.2 Transceiver Chain

In this section, the detailed flow of the transceiver chain used in EB, HEB, and UE
integrated with WARP test bed for single HEB network has been explained with
respect to the flowchart as shown in Fig. 8.2.
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8.2.2.1 Transmitter

After setting the experimental parameters as given in Table 8.1, the preamble
sequences are generated. The short training sequence is chosen as follows:
(STS-f) = 64 samples and (STS-t) = 16 samples, which is repeated 30 times giving
480 samples followed by the long training sequence (LTS) = 64 samples repeating
2.5 times giving 160 samples. Altogether, we get the entire preamble sequence of
length 640 samples (LTS + STS). The transmitting data sequence is being gener-
ated randomly with respect to Nogpy number of symbols and Npara number of
data symbols.

The data bits inserted from the source are mapped using 16-QAM modulation
technique and converted from serial to parallel through S-P convertor. The pilot
tones are defined as [1 1 —1 1], and the pilot subcarriers are [8 22 44 58]. Then,
these pilot tones are inserted and repeated for every Noppm-

The 64-point IFFT is applied to the code word C = [¢o ¢y ... ... ce3] generated to
convert it to time domain. IFFT output at nth time interval (n = 0, 1, ... 63) is given
by Egs. (8.6), (8.7), and (8.8):

1 63 J2nkn
X, = —che o (8.6)
8 k=0
In matrix form,
[x0x1 ...... x63]T: DH [CoCl ...... 663]T (87)
[xx) .. ... xg3]T: (D" @ D)[clc]. . .... cGTJT (8.8)

The 64 X 64 matrix DY realizes the IFFT operation. Hence, D is a FFT matrix.
After converting the code word into time domain to avoid inter-symbol inter-
ference, a guard interval vector (cyclic prefix) of length 16 denoted as

Table 8.1 Experimental Parameters Values
parameters Number of OFDM Symbols 180
Modulation order 16 (16-QAM)
Number of sub-carriers 64
Cyclic prefix length 16
FFT offset 4
LTS correlation threshold 0.8
Transmitter RF gain mode [12] High
Transmitter power (dBm) [12] —18.5to -9
Automatic gain control Enabled
Number of EB, HEB, and UE One




104 R.K. Mugelan et al.

Xe=[x_16%_15...... x1] is added in front of the code word X = [xpx; ...... Xg3] SO
that OFDM symbol X' = [X, X].

After IFFT processing and cyclic prefix addition, parallel streams are converted
into serial time-domain samples using multiplexer and transmitted through air using
multiple carrier frequencies. The data to be transmitted have to be padded with
zeros in order to match the buffer size of the WARP kit. The buffer size of each
radio board is 32768 bits.

The data to be transmitted are given as an input to WARP kit which will be
time-domain samples with real and imaginary parts in the first time slot. In the case
of the second time slot, the data to be transmitted are multiplied with an amplifi-
cation factor a. These data to be transmitted are stored separately on I & Q buffer.
The stored data are converted into analog waveforms using a DAC. Two analog
waveforms are generated separately from real-valued samples obtained from I & Q.
Here, fiam = foux- The baseband signal is upconverted to RF carrier frequency. Then,
finally, the modulated signal is amplified using RF amplifier and transmitted using
2.4/5 GHz Omni Antenna.

8.2.2.2 Receiver

In the receiver end, the RF signal is received by an Omni Antenna, which will be
amplified using power amplifier to increase its signal strength and then downcon-
verted into baseband frequency. The incoming signal is correlated with inphase and
quadrature-phase carrier separately to recover inphase and quadrature-phase base-
band components separately. Further, the analog waveform is converted into digital
samples using ADC. The sampling frequency of ADC is equal to buffer clock
frequency. Inphase and quadrature-phase samples are obtained from separate ADC.
After conversion, the samples are stored in a buffer. As the samples are not passed
through the FFT block, the samples are in time domain. So received time-domain
LTS (long training sequence) samples are correlated with received vector samples.

LTS = 64 Samples.

The time-domain OFDM waveform involves repeated block of [LTS STS (short
training sequence) payload]. As LTS is transmitted twice while performing corre-
lation, it gives two peaks and autocorrelation gives a peak in the middle. The
difference between the two peaks gives timing information about one OFDM
symbol because the number of samples in LTS and OFDM symbol is equal.

In a communication system, CFO refers to the difference in carrier frequency at
transmitter and receiver. This offset is termed as CFO. The input carrier frequency
at the receiver can vary due to Doppler effect caused by relative motion between Tx
and Rx. The frequency offset value is determined using Eq. (8.9):
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r(t) = x(t)e*a! (8.9)

Given that short preamble is periodic with §, = 0.8 us, Eq. (8.9) is written as
(8.10)

r(t — 1) = x(1)e>al1=90) (8.10)

At the receiver, both x(¢) and r(¢) are known.
Calculating the angle at both sides of Eq. (8.10), we get the frequency offset as
in (8.11):

y(r = o1)y* (1)

A — —
/ 21t

(8.11)
The LTS samples that are not CFO-corrected are extracted. After estimating the
carrier frequency offset value, each sample is corrected with the offset value.
To reduce the computation complexity, zero-forcing technique is used for esti-

mating the channel. For a perfect CSI, the ZF detection weight matrix W is given by
the pseudo-inverse of the channel matrix H, as in (8.12):

W= (H"H)'H" (8.12)

At the receiver, the guard interval is removed and the 64 output samples are
gathered from the received signal which gives the expression (8.13)
T T TT_HTT T .T 1T T T 71T 813
[rort ... re] = Hgxl x5 Xixg. x|+ [ngnl. ... nilt (8.13)
where H, is 128 X 158 (64n, X n(64 + 16 — 1)) matrix representing the channel

seen by the OFDM symbol.
Eq. (8.13) is rewritten as (8.14):

[rgrlT ...... r6T3} T_ H,, [xg. . .xgﬁ r + [ngnlr ...... né} T (8.14)

where H,, is a block-wise circulant matrix of size 128 X 128. As a result, its SVD
decomposition He, = (D ® L)Dey(D ® ) is such that D, is a block diagonal
matrix whose blocks are obtained by a block-wise FFT. The full information about
the channel is accounted for in D, and the eigenvectors of H., are independent of
the channel matrix H. So Eq. (8.14) is depicted as (8.15):

[rorf .. res] = (D" @ L)Dey . . .cés] [t [ngn{...... ngs| ! (8.15)

Applying a 64-FFT operation to the received vector, we finally obtain Eq. (8.16)
as follows:
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R=r = VEHycr +m = XH +N (8.16)
The ZF symbol vector estimate, X , is given in (8.17):

X = WR = (H"H)"'H"X + (H"H)'HN
1

B (8.17)
=X+ (H"H) "H'N

That is, ZF detection attempts to eliminate the inter-stream interference.

Given the estimate H of H, ZF detection estimates the symbol transmitted
through the kth antenna by mapping the kth element of the two-dimensional vector
into the closest modulation constellation symbol by using (8.18):

-~

oy ~T1—1 ~ ~r~1—1
WR = [HHH] +HHX+[HHH} BHN (8.18)

8.2.3 EVM-based Constellation Combiner (ECC)

After receiving the symbols, error vector magnitude is found to assess the quality of
received signal. Error vector magnitude is the vector difference between transmitted
signal (ideal symbol) and received signal (measured symbol). EVM helps in
identifying the sources of signal degradation, i.e., phase noise, I-Q imbalance,
amplitude nonlinearity, and filter distortion. Error vector magnitude [10] is math-
ematically expressed as Eqs. (8.19) and (8.20).

%Zgﬂ(el()

EVM = (8.19)
N k=1 U + OF)

ex = (Ig — I)* + (Qx — Qi) (8.20)
where
I, and Q; are ideal values (transmitted symbols)
I, and @ are received symbols
I is the inphase measurement of the kth symbol in the burst
Ox is the quadrature-phase measurement of the kth symbol in the burst
N is the input vector length

The EVM is calculated for the symbols that are received in direct link (EB to
UE) and in relay link (HEB to UE) with data-aided estimation. The minimum of the
Euclidean distance is calculated for each symbol received in both the links, and a
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Fig. 8.3 Effect of ECC

new version of the constellation is obtained with an optimal EVM as shown in
Fig. 8.3.
ECC can be mathematically depicted as in Egs. (8.21) and (8.22):

N
ﬁZK:l (EECC)

EVMEgcc =
& k=1 (I + 0F)

(8.21)

erce = min (I — [)* + (Qx — Q)" (U — R + (0 — QP (822)

where I}, and Qf are the inphase- and quadrature-phase-received symbols from the
HEB to UE (relay) link. 12 and Q% are the inphase- and quadrature-phase-received
symbols from the EB to UE (direct) link.

8.3 Experimental Setup

8.3.1 Wireless Open-Access Research Platform

The WARP platform shown in Fig. 8.4 was designed at Rice University and is used
by a number of academic and industrial research laboratory for clean state protocol
implementation of the MAC and PHY [9]. A WARPV3 kit usually contains two RF
radio boards (RF-A and RF-B) that are suitable for SISO transmission, and each RF
board can be configured as either transmitter or receiver. Two more RF boards
(RF-C and RF-D) can be added via FMC (FPGA Mezzanine Connector) for MIMO
transmission. MIMO-capable radio is capable of operating in 2.4/5 GHz frequency
ranges and can support wideband applications. Multiple WARP boards can be
connected to the same computer via Ethernet switch.



108 R.K. Mugelan et al.

Fig. 8.4 WARP SDR kit

8.4 Performance Evaluation of ECC

After depicting the combined received symbols from both the direct link (EB to
UE) and the relay link (HEB to UE) using ECC, the revised symbols are demapped.
The performance of LTE HetNet with ECC and without ECC is evaluated using the
BER, EVM, and SNR parameters.

The relationship between EVM, SNR, and BER is given by Eqgs. (8.23), (8.24),
and (8.25):

1 1
Nol? 117
EVM ~ |—| ~ |—— 8.23
=)~ [l 823
SNR ~ ——— 8.24
EVM? (8.24)
2(1 -1 3log, L 2
BER ~ 2 L)Q 0% . (8.25)
log, L L2 — 1 | EVMgy log, M

where N, denotes the noise power, E; is the energy per symbol, and L is the number
of levels in each dimension of the M-ary modulation system [10].

The LTE HetNet system is tested for various transmission powers. Here, both
the EB and the HEB have same transmitting power. There is a relation between
BER and Pz [11] which is given by Eq. (8.26):

(b/2)—
 (2/3)NONiB(M — 1)(Genhen + Geuhea)In (2 1% g )

Pr = 8.26
’ (Gehheh + Ghuhhu)Geuheu + Gehhgh Ghuhhu ( )
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where Ny, Ny, and B are the receiver noise power, the thermal noise power spectral
density, and the signal bandwidth. hxy and Gy are the channel fading power gain
and the path loss for the X-Y link, X, Y € {e, h, u}, respectively.

Table 8.1 gives the experimental setup parameters for the proposed incremental
ratio combining.

Figure 8.5 shows the BER variation with respect to the increase in the trans-
mission power of both the EB and the HEB.

While transmitting with —18.5 to —15.5 dBm, (EB-HEB) and (HEB-UE) links
give an acceptable QoS, while (EB-UE) link could not produce an acceptable BER.
By using ECC, the operator can provide a better QoS to user. When operating
above —15.5 dBm, it can be seen that there is a gradual decrease in the (HEB-UE)
link performance and gradual increase in the (EB-UE) link performance.
Considering at —12.5 dBm of transmission power, the (EB-UE) link gives a better
performance compared to (HEB-UE) link. But with the ECC, the operator can able
to achieve an incredible QoS compared to both the links. Transmitting above
—11.5 dBm, there is degradation of (EB-HEB) link.

Figure 8.6a, b shows the relation between EVM and SNR with respect to the
increase in the transmission power of both the EB and the HEB, respectively.

The above result portrays that the EVM decreases with an increase in the
transmission power for the direct (EB-MS) link. From Figs. 8.5 and 8.6, it is
evident that by using ECC technique, the operator can offer a better QoS to the user
with low SNR or high EVM while operating in the range of —18.5 to —15.5 dBm.
With the experimental setup as mentioned in Table 8.1, operating at —12.5 dBm,
the operator can provide an acceptable QoS with very low SNR by using ECC.

BER Vs Transmlt POW'ET

| WEE to HEB

10e-inf| W EE to UE
L HEB to UE
| e
o 10e-5-
L
M 10e-4;
10e-3|
10e-1}
A |

-185 -1?.5
Transmlt Power (dBm)

Fig. 8.5 BER performance metrics for various transmission powers
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Fig. 8.6 EVM and SNR performance metrics for various transmission powers

8.5 Conclusion

This paper aims to evaluate the performance of LTE HetNets using ECC technique.
The real-time results with one eNodeB, one HeNodeB, and one user equipment are
obtained under with and without ECCs. The results prove that LTE HetNet with
ECC provides 49, 58, and 35% improvement in BER, EVM, and capacity,
respectively.

8.6 Future Work

The future work will be extending the proposed technique in a multiple relaying
system with different retransmission modes and analyzing its performance.
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Chapter 9
Performance Analysis of 3-Phase

Induction Motor: Through Simulation
in SIMULINK and TMS320C6713

Nutan Lata Nath, Pallavi Dutta, Shilpi Kumari and Urjaswit Lal

Symbols

Vs, Vps and Vg Three-phase stator voltages

Q Supply frequency

Vis, 145 and Vi, iye Direct and quadrature axis components of the stator
voltage/current vector Vg and i

iqv Direct and quadrature axis components of rotor
voltage/current vector V, and i,

Vdra idr and Vqr’

Ly Stator leakage inductance

Li; Rotor leakage inductance

L, Magnetizing inductance

W Rotor speed

J Moment of Inertia of rotor and load
T Load Torque

9.1 Introduction

In current scenario, it is evident from literature that the demand for a more com-
prehensive and uniform model for analysis of induction motor is prevalent. The
modelling of induction motor gives us proper insights into the behavior of a healthy
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motor. This paper focuses on the implementation of the induction motor model in
platforms like MATLAB/SIMULINK and TMS320C6713 DSP kit. The results
from these platforms are compiled and compared with each other.

Behavior of the healthy induction motor in transient state can be studied very
well using the TMS320C6713 DSP Kit which allows a very fast analysis of signals
generated using the virtual model.

For steady state analysis of Induction motor characteristics, a MATLAB/
SIMULINK model was developed using the same mathematical equations. Again,
various characteristics of the Induction motor were obtained.

9.2 Literature Review

The simulation of induction motor requires in-depth analysis of the mathematical
model of the motor [1]. Among various softwares and platforms used for the
modelling of an induction motor, MATLAB/SIMULINK presents itself as a strong
tool where transient state and steady state behavior can be studied [2]. There have
been several approaches to the development of mathematical model for the motor
[1, 3, 4]. Modelling using two axis Voltage transformation is one of them [4]. The
two-axis model for induction motor has been derived using state space equations
[5]. The modelling of three-phase induction motor in MATLAB/SIMULINK
environment using this mathematical model for the dynamic d—q voltage transform
has also been developed in [6]. TMS320C6713 DSP starter kit is a very powerful
tool for signal analysis [7]. Simulation of 3-phase induction motor using
TMS320C6713 DSK has not been done previously and is a novel methodology to
study the transient behavior of healthy induction motor.

9.3 Mathematical Model of Induction Motor

The three phase equations of the induction motor are converted to the two axis
format. The d—q axis model of induction motor is the preferred mode of study of the
dynamic performance of the motor as its reliability and accuracy has been well
proven [5]. The conversion is obtained with the given equation:

Vd _% _% Vax
sl —(2/3 Vi 9.1
e =emly G5 7 0.1

Vas = |V sin(Qt)
Vis = | V| sin(Qt — 27/3) (9.2)
Ves = |V sin(Qz 4 27/3)



9 Performance Analysis of 3-Phase Induction Motor ... 115

where |V| is the amplitude of terminal voltage, Vs, Vi,V denote the three phase
stator voltages and Q is the supply frequency.
Applying KVL to the motor circuit, we get:

di
L—=V—-iR 9.3
dr ' (:3)

Writing as a state space equation,
i=Ai+By (9.4)
where, A= —L 'Rand B=L"".
The stator inductance Lg is the sum of the stator leakage inductance and mag-

netizing inductance. Similarly, the rotor inductance L, is the sum of the rotor
leakage inductance and magnetizing inductance.

Ly = L+ Ly, (9.5a)
L=Ly+Ln (9.5b)

The d—q components of the stator and rotor current and voltage are given in the
following vector:

= [idx iqs Lar iqr ]T (9621)
V= [de Vgs Vdar  Vgr ]T (96b)

Equation of the induction motor in the d—q axis frame is given by [4]:

igs Ly, 0 L, O Vs
lgs | / 0 L 0 Ly y Vs
| ) 0 L0 Var
iy 0 L, 0 L Vor

R, 0 0 0 7 [

o . Rs 0 ) O e 0
0 5 WLy R; 5oLy ar
— L oLy 0 —foLe R igr

Of the various reference frames, the synchronously rotating reference frame is
preferred since it gives constant steady state variables that do not exhibit sinusoidal
variation with time. The d—q axes in this frame of reference rotate at the syn-
chronous speed [5].
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To simulate the induction motor and obtain transient as well as steady state
nature of the currents, speed and torque the rotor d—q axis voltages were assigned a
value of zero considering the rotor terminals to be short circuited.

Le.

Vdr:()

Vgr =0

The initial value of rotor speed , is assigned zero taking into consideration the
fact that the motor is at standstill initially. This is assumed in order to obtain the
transient behavior of the induction motor.

Figures 9.1 and 9.2 show the equivalent g-axis and d-axis dynamic model of
induction motor respectively. @ is the synchronous speed of motor and w; is the
rotor speed. Hence, (@ — w;) is the slip. 44 and A, are the direct-axis stator and
rotor flux and 4,4, and 4, are the quadrature-axis stator and rotor flux respectively.

The torque equation of the Induction motor in the d—q axis frame is given by [4]:

3\ PLy, ,., . . .
T = <§> — (iasiqs — iarigr) (9.8)

The rotor speed w, is obtained by the following equation:

t

W, = / T_JTLdf (9.9)

=0

where

J  Moment of Inertia of rotor and load
Tr. Load Torque.

The viscous friction is neglected to obtain the above equation [4].
The induction motor model was developed using Eqgs. (9.1-9.9).
The SIMULINK model developed is shown in Fig. 9.3.

5 LI? (0) S wr}‘adr R,. +

+ = - +
‘_

L i

Fig. 9.1 g-axis model of induction motor
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Fig. 9.3 Proposed SIMULINK model of induction motor

9.4 Results

9.4.1 Simulation Results

The specifications of wye connected Squirrel cage type induction motor chosen for
simulation are:

Number of phases: 3,
Number of poles: 2,
Power rating: 3 HP,
Supply voltage: 380 V,
Supply frequency: 50 Hz.

The parameters of the motor that have been taken are same as those in [4]:

Stator resistance = 3.5 Q

Rotor resistance = 3.16 Q

Stator leakage inductance = 6.90732 mH
Magnetizing inductance = 0.26674 H
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Rotor leakage inductance = 6.81183 mH
Moment of Inertia = 0.4 kg m?
Load Torque = 11.9 N m.

The Induction motor was simulated on MATLAB/SIMULINK as well as
TMS320C6713 DSK.

The results obtained from the SIMULINK model are shown in Figs. 9.4 and 9.5.

Figures 9.4 and 9.5 show the d—g components of stator current. The direct and
quadrature axes components of stator current are displaced by 90°. Figure 9.4
shows the transient as well as the steady state nature of stator current. Figure 9.5
shows the steady state portion of stator current.

Figures 9.6 and 9.7 show the d—g components of rotor current. The direct and
quadrature axes components of rotor current are displaced by 90°. Figure 9.6 shows
the transient as well as the steady state nature of rotor current. Figure 9.7 shows the
steady state portion of rotor current. The magnitude of rotor current is less than
stator current.

The peak values of current for transient state were observed as follows:

Iy =1, =50.1 A
Ip=1,=476A

Similarly the peak values of current for steady state were observed as follows:

Iy =1, =555A
Iy =1, =349 A

I ———

]

Current-—->

{

]

green: d-axk component
blue: q-axis component

| | 1 1 | 1 | | 1
7 T 7 A 3 ]

Fig. 9.4 1, and I,: d—g components of stator current
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Fig. 9.6 1, and I,,: d—q components of rotor current

Figure 9.8 shows that the speed of healthy induction motor increases almost
linearly in the transient state and attains a constant value at steady state.

Figure 9.9 shows that the torque of healthy induction motor decreases almost
linearly in the transient state and attains a constant value at steady state.

Figure 9.10 shows the torque-speed characteristics of healthy induction motor
obtained from the SIMULINK model.

The nature of torque initially was observed to be oscillatory and the peak value
was 142 N'm and the steady state value was equal to load torque value of
11.9 N m. The steady state speed was observed to be 152.3 rad/s.
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Fig. 9.7 Steady state portion of d—g components of rotor current

Current—>

Time--->

Fig. 9.8 Speed curve of induction motor

9.4.2 Graphical Results Obtained from TMS320C6713 DSK

Figure 9.11 shows the d—g components of rotor current. The direct and quadrature
axes components of rotor current are displaced by 90°. This shows the transient
state of rotor current.

Figure 9.12 shows the d—g components of stator current. The direct and
quadrature axes components of stator current are displaced by 90°. This shows the
transient state of stator current.
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Fig. 9.9 Torque curve of induction motor

XY Phn

Torque—>
:
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Speed—>

Fig. 9.10 Torque-speed characteristic of induction motor

Figure 9.13 shows the d—g components of supply voltage. The direct and
quadrature axes components of the supply voltage are displaced by 90° to each
other.

The torque curve of induction motor in the transient state is displayed in
Fig. 9.14.
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Fig. 9.12 d—q components of stator current

The value of maximum torque obtained is 82.4 N m.
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Fig. 9.14 Torque curve of healthy induction motor

9.5 Discussion

The results of stator current, rotor current, speed and torque obtained from the
SIMULINK model of the induction motor that we developed were found to be
similar to the expected waveforms as seen from the papers [1, 4, 6, 8]. The stator
current, rotor current and torque developed by the motor take 1.6 s to reach steady
state values prior to which they exhibit transient behavior.
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The same model was simulated in TMS320C6713 DSP starter kit [7] in order to
study the transient state of the various signals and the waveforms recorded were in
coherence with the previously obtained results. It was observed that the transient
torque of induction motor is oscillatory in nature that dies down to the value of load
torque during steady state.

9.6 Conclusion

The healthy induction motor was modelled in SIMULINK and implemented using
TMS320C6713. The stator current, rotor, current, torque and speed curves were
obtained as a function of time. The results obtained from the two processes were
similar, thus, verifying the results of the other. The output from SIMULINK model
was that of the transient as well as steady state.

The signals obtained from the simulation of induction motor can be used to
analyze its performance using various signal processing techniques like FFT, STFT,
Wavelet etc. Variations made in the parameters can help in the study of abnor-
malities in the motor.
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Chapter 10

A Distributed Fault-Tolerant
Multi-objective Clustering Algorithm
for Wireless Sensor Networks

Nabajyoti Mazumdar and Hari Om

10.1 Introduction

Wireless Sensor Networks (WSNs) have gained considerable research interest in
last few years. They are applicable for a wide range of applications such as envi-
ronment monitoring, surveillance, and vehicular tracking [1]. A WSN consists of a
large number of sensor nodes, each having capability of sensing, computing, and
communicating. Sensor nodes are however equipped with limited powered batteries
and also have limited processor power and low bandwidth communication chan-
nels. Among all these constraints, the energy of sensors accounts for maximum
constricting since it disturbs the network lifetime. Therefore, energy-efficient
communication techniques are particularly desired for WSNs. In the recent years,
clustering has become a very effective energy preservation mechanism in which
sensor nodes are grouped to form clusters, each cluster has a controller, called
Cluster head (CH), and a set of cluster members (CMs). Thus, the CMs of a cluster
sense the data in the monitoring environment and send to their respective CHs. CHs
have more load as they have to aggregate the packets received from their CMs and
send the aggregated packets to the base station (BS), which is situated far from the
network. Since the CHs spend more energy as compared to other nodes, i.e.,
non-CHs, they die earlier. In [2-5], some special nodes, called gateway nodes,
which are equipped with extra energy and larger communication range, have been
used. The gateway nodes perform the functionality of CHs; however, these gateway
nodes are also equipped with non-replaceable limited power batteries. So, energy of
gateway nodes must also be conserved for extensive runs of network. In rest of the
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paper, we will use gateway nodes and CHs interchangeably. The gateway and
sensor nodes are deployed randomly in the target area. After deployment of sensor
nodes, cluster formation begins in which each sensor node decides which CH in its
communication range to join among the several candidate CHs. A sensor node
selects a CH from a set of possible CHs based on some metric. If the selection of
CH is based on the single objective optimization technique, then it may lead to a
bad choice for the overall network. For example, if the nearest CH is selected but
that CH is further away from the base station as compared to other candidate CHs,
then that CH may not be the best choice due to the fact that it has to communicate at
a greater distance. Consider Fig. 10.1 in which the sensor node S; receives
CH-ADV-MSG messages from three gateways G, G,, and G3. If the node S;
selects CH based on single parameter like residual energy, then the G, will be
selected as CH; however, it is farthest from the base station as compared to G, and
G3. Similarly, if selection is done based on the shortest distance from the base
station, then G, will be selected, but G, has minimum residual energy. Therefore,
each node must consider multiple parameters while selecting its CH. This evidence
forms the base of our work in this paper. Moreover, the sensor nodes are prone to
failure due to energy depletion, environment hazards, etc. The death of nodes will
certainly affect the performance of WSNs. Furthermore, if a gateway node G; dies,
the corresponding CMs become inactive, although they have sufficient residual

B
S

Res_engy=4
D sink=10

Res_engy=6
Gateway G, D sink=15

Res_engy=8
D sink=20

Fig. 10.1 Illustration of CH selection based single parameter
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energies with them. So, some recovery mechanism should be incorporated to
overcome such faults. Hence, the fault tolerance is also very important for long run
of WSNs.

In this paper, we propose a distributed fault-tolerant multi-objective clustering
algorithm (DFMCA) for WSNs. The motivation behind this algorithm is to max-
imize the network lifetime by considering various objectives, such as distance
between node and CH, distance of CH from base station, and the residual energy of
the CH. We also propose a distributed fault-tolerant algorithm in case of sudden
death of the CHs.

The remaining part of this paper is structured as follows. In Sect. 10.2 the related
works are reviewed. In Sect. 10.3, we describe the network model, and in
Sect. 10.4, we present our proposed algorithm. In Sect. 10.5, the simulation results
of our algorithm are given, followed by conclusion in Sect. 10.6.

10.2 Related Work

In last decade and so, several works have been done on WSNss, especially related to
clustering [3-5]. The Low-Energy Adaptive Clustering Hierarchy (LEACH) pro-
tocol [6] is a well-known distributed clustering algorithm in which nodes elect
themselves as CH based on some probability. Though the LEACH provides sig-
nificant energy saving and prolongs the network lifetime, it does not ensure the
selected CHs to be evenly positioned in the network. The Power-Efficient Gathering
in Sensor Information Systems (PEGASIS) [7], Hybrid Energy-Efficient Distributed
(HEED) protocol [8], Threshold-sensitive Energy-Efficient sensor Network (TEEN)
[9], etc. are improved algorithms of LEACH. In these algorithms, CH selection is
done based on different parameters, such as residual energy of the node [8] and
distance [10]. All these algorithms elect the CHs from the homogeneous sensor
nodes; as a result, the CH nodes will deplete quickly their energy due to higher
energy consumption, which affects network lifetime.

In order to solve the problem of homogeneous WSNs, many efficient clustering
algorithms have been introduced for heterogeneous WSNs [2-5]. In these algo-
rithms, some higher energy sensor nodes are used along with traditional sensor
nodes, where the higher energy sensor nodes act as cluster heads and low-energy
sensor nodes as CMs. The main challenge for clustering algorithms in heteroge-
neous WSNs is to balance the network load by assigning proper CH to a sensor
node. Most of the algorithms use single parameter such as energy of a CH, distance
from the CH to optimize the selection of CH. Pratyay and Jana [5] have proposed a
distributed clustering algorithm in which the nodes join their CH based on the
residual energy. However, selection of CHs based on a single parameter may not
give optimal results for the overall network. Furthermore, none of these algorithms
address fault tolerance in WSNs. In [11], Gupta et al. discuss a fault-tolerant
technique in which the sensor nodes can recover from the faulty CHs in runtime. It
considers two CHs in each cluster: one primary and one secondary. All the CMs are
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connected with the primary CH. In case of failure of the primary CH, the CMs will
join the secondary CH. However, as the gateway nodes are deployed randomly,
such scenario is not practically feasible.

10.3 Network Model: Basic Assumptions
and Terminologies

We make the following assumptions for the network:

(i) The network consists of two types of nodes: sensor nodes and gateway
nodes.

(i) The nodes are deployed randomly in network and are stationary after
deployment.

(iii) The gateway nodes are less energy constraint.

(iv) A sensor node can join only one gateway node/CH within the communi-
cating range of sensor node.

(v) The base station is situated outside the target area and has no energy
constraint.

(vi) The wireless link is symmetric and bidirectional.

Following are the terminologies that help in presenting and understanding our
proposed algorithm:

S={S51,9 ... 8,}, S;is a sensor node: Set of sensor nodes

G = {Gy, G, ... G,}, G; is a gateway node: Set of gateway nodes

Dist(i, j): distance between the nodes S; and S

Dg;ni (i, sink): distance of node S; from the base station/Sink

Energy,.s(i): residual energy of node S;

R,: sensing range of node S;

Neighbor(S;) = {S;:Dist(S;, S;) < Rq}: set of neighbors of node S;
Cand_CH(S;) = {G;: Dist(S;, G;) < Ry}: set of candidate CHs within sensing
radius of sensor node S;

Based on the connectivity of the sensor nodes to gateway nodes, the sensor
nodes can be divided into the following sets: connected nodes and their sets,
unconnected nodes and their sets, and agent nodes and their sets.

(a) Connected nodes and connected sets: A connected node is that node which has
at least one gateway node within its sensing radius. The connected set (CONj)
is the collection of all connected sensor nodes in the network. A sensor node S;
is an element of CONy, iff YG;3{G; : Dist(S;, G;) <R}.

(b) Unconnected nodes and unconnected sets: An unconnected node is that node
which does not have any gateway node within its sensing radius. The uncon-
nected set (UNCONy,) is the collection of unconnected sensor nodes in the
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network. A sensor node §; is an element of UNCON,, iff
VG;2{G; : Dist(S;, Gj) <R}

(c) Agent nodes and agent sets: An agent node for an unconnected node S; is the
connected nodes within its sensing radius. The agent set AGNT,, of an
unconnected sensor S; is the set of all agent nodes of S;. A sensor node S; is an
element of the agent set of §;, i.e., (AGNT(S))) iff §; € CONge; & Dist(S;,
S) < R,

10.4 Proposed DFMCA Algorithm

Working of the DFMCA algorithm may be divided into two phases: the cluster
setup phase followed by the steady phase. In the cluster setup phase, all sensor
nodes select their CHs among different possible choices of CHs/gateways and then
form clusters. The cluster setup phase is followed by the steady phase in which the
CMs send their packets to their respective CHs during their specified time slot.
A time slot is assigned to each CM by their CH using time-division multiplexing
access (TDMA). The CH aggregates the received packets and sends them to the
base station. The steady phase runs for a fixed number of rounds. After that, the
cluster setup phase is executed again. The cluster setup and steady phase are
repeated till the nodes in the WSN are alive. During the steady phase, if any
gateway node/CH dies, then the fault-tolerant algorithm is executed to recover from
the fault.

10.4.1 Cluster Setup Phase

In cluster setup phase, the following types of control messages are used:

(a) CH advertisement message (CH_ADV_MSG): Each gateway node broadcasts
this message within sensor communication range (R,) to advertise its status.
This message holds sensor node’s ID, its residual energy, and its distance from
the base station. This information is used by the sensor nodes to calculate the
cost value of the gateway node.

(b) Cluster join message (CH_JOIN_MSG): A sensor node sends this message to
the gateway node, which is selected as CH based on the cost value by that
sensor. This message contains the sensor node’s ID.

(c) HELP message (HELP): A senor node S;, S; € UNCON,, broadcasts this
message to find an agent node for relaying packets to a gateway. This message
contains the sensor node’s ID.
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(d) Acknowledgment message (ACK): A senor node §;, S; € CONg, sends this
message if it receives any HELP message. This message contains the sensor
node’s ID, its residual energy, and the distance from its CH.

In cluster setup phase, each gateway node broadcasts a CH_ADV_MSG within
sensor’s communication radius (R;). Upon receiving this message, a sensor node S;
becomes a member of CON,. If the sensor node §; is within the communication
range of multiple gateways, it will receive multiple CH_ADV_MSG from those
gateway nodes. The node S; computes the cost value for each candidate CH to
select the best CH among these gateways. The calculation of cost value depends on
multiple parameters. Our algorithm helps a node in selecting its CH among the
multiple gateways based on the multiple parameters using a multi-objective opti-
mization technique.

On the other hand, if a sensor node S; does not receive any CH_ADV_MSG
message for a certain period of time, it declares itself as a member of UNCON,.
The members of the UNCONy,, are not covered by any gateway nodes due to
random deployment of the nodes. So these nodes broadcast a HELP message within
their communication radius to establish a path to some gateway node. If a sensor
node S; receives the HELP message from some node S; such that §; € CONg, then
the node S; replies an ACK message to the node S;. Upon replying such ACK
message, the node S; becomes an element of AGNTj, of the node S;. Now, for the
sensor node S;, S; € UNCON,, if AGNT(S;) # 0, then the node S; selects one of
the members from the AGNT, (S;) to relay its packet to a gateway node. The
selection of agent node is based on a cost value. Thus, an unconnected sensor node
is assigned to a gateway node via multi-hop communication.

A. Cost value calculation

The important steps in this process are the element matrix, normalize matrix, and
cost matrix calculations, and these matrices are discussed as follows:

(i) Element matrix:

It is a p X g matrix, where ‘p’ is the number of candidate nodes and ‘g’ is
number of parameters, which are important for decision. Each element e¢;; repre-
sents the j™ parameter for the i™ candidate. It is given as follows:

€1 €12 . . €ig

€1 €22 N N
EM =

épl €2 - - Epg

(i) Normalized matrix:

The element matrix is transformed into the normalized matrix as follows. Each
element of the normalized matrix #;;, lies between O and 1, where 0 means the
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worst and 1 means the best value choice. The elements of the normalized matrix are
calculated as follows:
e — W
= (22
bj — Wj

where w; = worst value of ¢;; and b; = best value of ¢;;, k =1,2,...,p.
Thus, the normalized matrix NM is given as follows:

I’ll‘l n1’2 . . ni‘q

ny 1 n» . . nz_’q
NM =

1 Mp2 - . Tpg

(iii) Cost Matrix/Vector:

The cost matrix is indeed a vector that is calculated by multiplying the nor-
malized matrix with a weight matrix (vector), and it is given as follows:

C1 w1
ni nip N
2 npy My . . Nag w2
ny 1 ny,o . . n
Ps Ps P:q
Cp Wp

The maximum value of the cost vector indicates the best choice. The sensor node
S;, ¥S; € CONg, can calculate its cost matrix/vector to select the best gateway node
as its CH based on the local information only. After the CH has been selected, the
sensor S; sends the CH_JOIN_MSG message to the selected CH to inform about its
membership in the cluster. So, all sensor nodes S;, VS; € CONgy, join their
respective CHs to form clusters.

Now, the sensors S;S; € UNCONgy, join CHs via multi-hop communication.
The sensor S; selects a CH agent from the set AGNTy((S;) to relay its packet to the
gateway. To select the best CH agent S, it forms the element matrix by using
residual energy of agent nodes, distance of S; from the agent nodes, and distance of
the agent nodes from their respective CHs, as its critical parameters. From the
element matrix, the node S; calculates the cost matrix and then selects the best CH
agent to establish a link with gateway node. In this way, all sensor nodes become
members of a cluster in the network. The DFMCA method is given in algorithmic
form as follows:



132 N. Mazumdar and H. Om

Algorithm: DFMCA Clustering: Input:

Set of gateway nodes G = {Gy,G,...G,,}
Set of sensor nodes S = {S1,8,...5,}

Output:

An assignment S — G

. For each gateway node G; € G

Broadcast a CH_ADV_MSG message to announce its existence in network.
End //for

. For each sensor node S;

If S; receives CH_ADV_MSG from gateway Gy then
Cand_CH (S;)= Cand_CH (S;) UGy // S; becomes a member of CONy,; set
Else
UNCON,,; =UNCON,; US; // S; becomes member of UNCON,;.
End
End //for

. For each sensor S;, (S; € CONy,)

3.1. Construct element matrix (EM) for CH selection using gateway’s residual
energy, distance of gateway from sink and distance of sensor S; from
gateway.

3.2. Calculate normalized matrix, NM from element matrix EM.

3.3. Calculate cost matric/vector C from normalized matrix NM.

3.4. Select gateway node corresponding to maximum value in cost matrix C as
CH for node S;.

End //for

For each sensor S;,S; € UNCON,,

4.1. Broadcast HELP message.

4.2. While Sjis receiving reply from Si, Sy € CONj,,

AGNT_CH (S;) = AGNT_CH(S;) USy // Sk become a member of
AGNT_CH (S;) set.
End //while.

4.3. S; Constructs element matrix for agent CH selection from AGNT_CH (S;)
set using residual energy, distance of agent CH from its CH and distance
of agent CH from ;.

4.4. Calculate normalized matrix from element matrix EM.

4.5. Calculate cost matrix/vector C from normalize matrix NM.

4.6. Select candidate node as agent CH for node Sicorresponding to maximum
value in C. // SjisassignedtosomegatewayviaagentCH

4.7. CONg; = CONgy USj& UNCON,y; = UNCON; — S;. /) Sibecomes a
member of CONy,

End //for
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In our algorithm, for each sensor node S; the rows of the element matrix for CH
selection represent the gateways within the communication radius of the sensor ;.
The j™ element of each row represents a parameter critical for CH selection. The
critical parameters for CH selection are gateway node’s energy, distance of gateway
from the base station, and distance of the sensor node from the gateway node. All
the sensor nodes which have received the CH_ADV_MSG message can construct
their element matrix independently.

10.4.2 Steady Phase

After the completion of cluster formation phase, the steady phase begins in which
the CHs set up a TDMA schedule for their CMs to transmit their packets to the CH
without collision. The CHs aggregate the received packets to reduce the redundancy
and send the aggregated packets to the base station directly. This completes one
round of the network operation. The steady phase runs for a fixed number of rounds
before the cluster setup phase is executed again. During the steady phase, if a CH
dies, all its CMs run the fault-tolerant algorithm to recover from the fault.

10.4.3 Fault tolerance

The faulty CH can be detected by its CMs if they do not receive any acknowl-
edgment from their CH for their sent packets. Once the fault has been detected, its
CMs S;,VS; € CONg, check their CONg(S;) after removing the faulty CH. If
CONie(S;) # 0, then S; selects CH using its cost matrix, as discussed earlier. On
the other hand, if CONg(S;) = ), the S; declares itself as a member of UNCONe,.
The unconnected sensors joins a CH via multi-hop routing using agent nodes as
discussed in cluster formation phase.

Algorithm: Fault-tolerance:
1. For each Sensor S; in faulty cluster set

CON;((S;) = CON,(S;) — Gy // Update its CONy,; by removing faulty gateway
G
End /ffor

2. For each sensor S;in faulty cluster set

IfCONreI(Si) 7£ 0 then

Select CH of S; // the best gateway for CH based on cost matrix calculated in
clustering.

Else VS; (CON(S;,) = 0)

UNCON;,, =UNCON;,, U S;
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3. For each sensor S; (S;€ UNCONy,;)
3.1 Broadcast HELP message.

While S; is receiving reply from Si, S € CONyy

AGNT_CH (S;) = AGNT_CH(S;) US// Sk become a member of AGNT_CH
(S;) set.

End //while.

3.2 S;Constructs element matrix for agent CH selection from AGNT_CH( S;)
set using residual energy, distance of agent CH from its CH and
distance of agent CH from ;.

3.3 Calculate normalized matrix from element matrix EM.

3.4 Calculate cost matrix/vector C from normalize matrix NM.

3.5 Select candidate node as agent CH for node S;corresponding to
maximum value in C.

// SiisassignedtosomegatewayviaagentCH

3.6 CONy; = CONy; US;& UNCON;,; = UNCONq,; — S;. // S; becomes a
member of CONy,;,
End //for

10.5 Simulation Results

For performance evaluation, we test our proposed algorithm and compare it with the
load-balanced clustering algorithm (LBCA) [10] and the fault-tolerant clustering
algorithm (FTCA) [11]. We use the following parameters for performance evalu-
ation: network lifetime and energy conservation. In our experiments, we have
computed the network lifetime in terms of rounds when the first gateway node
becomes dead (FGND). The energy conservation is defined as the average
remaining energy of the sensor nodes in network. The simulations have been
carried out using Dev C++ and MATLAB. The parameters with their typical values
used in our simulations are given in Table 10.1.

We have computed network lifetime in terms of the number of gateway nodes
alive with respect to the number of rounds as shown in Fig. 10.2. Here, we have
initially considered 35 gateway nodes. It is evident from Fig. 10.2 that our DEFMCA
outperforms both the LBCA [10] and FTCA [11].

We have also computed the network lifetime in terms of number of rounds when
the first gateway node becomes dead (FGND), as shown in Fig. 10.3, for different
number of gateway nodes, i.e., 30, 35, 40, 45, and 50. Our DFMCA method
performs better than both the LBCA [10] and FTCA [11], for different number of
gateway nodes.

We have also evaluated our DFMCA in terms of average remaining energy of
the sensors in network as shown in Fig. 10.4. As evident from Fig. 10.4, our
algorithm conserves more energy of sensor nodes as compared to the LBCA [10]
and FTCA [11].
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Table 10.1 Parameters and
their values

Fig. 10.2 Network lifetime
of various algorithms
(G =35)

Fig. 10.3 Network lifetime
(FGND)

135

Parameter name Notation Value

Target area A 100 x 100 m?
Sink location S (50, 0)

No. of sensors N 350

No. of gateways G 30-50

Initial sensor energy E.os 0.021]

Initial gateway energy Eres o 0.1J

Tx range r 10 m

Control packet size C, 100

Data packet size D, 500

Free space (&) & 10 pJ/m?/bit
Multi-path fading (&, Emp 0.0013 pJ/bit/m*
Tx or Rx electronics Oy OF Oy 50 nJ/m?/bit

3% y

Number of alive gateway nodes
3

" [—FTCa
. |—1BCA
——DMFCA

Rounds

1500

B FTCA
[CTILBCA
[__IDFMCA

400
350
300+
250
200

Rounds

35

40

45

50

Number of gateway nodes
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0.02

Fig. 10.4 Average residual

——FTCA
energy of sensor nodes

0.016 F-rremrense S : DMFCA

D014 Fr
002k

Avg. remaining energy of sensor node

10.6 Conclusion

In this paper, we have discussed a distributed fault-tolerant clustering algorithm
(DEMCA) for WSNs in which the sensor nodes consider multiple parameters for
selecting their CHs. We have also introduced a fault-tolerant algorithm to recover
from a faulty cluster head. The simulation results show that our algorithm performs
better than both the LBCA and the FTCA methods. In future work, we will extend
this work for multi-hop routing, based on the modified DFMCA.
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Chapter 11

Comparing Energy Efficiency

of DF Relay-Assisted Cooperative
and Noncooperative Short-Range
Wireless Systems

Biswajit Ghosh, Aniruddha Chandra and Ashis Kumar Mal

11.1 Introduction

Minimizing the energy consumption over short-range data transfer has become the
prime concern for dense wireless sensor networks. Optimizing the transmission
energy is one of the major procedures for energy-efficient communication tech-
niques. It was investigated in [1] that the transmit power consumption is much
significant compared to the power consumption of the RF circuits, when the nodes’
distance are far away from each other.

Cooperative techniques are one of the important candidates to reduce the
required transmit energy in WSNs. This is acquired by cooperation among the
nodes. The channel fading has a significant outcome on the consistency of energy
consumption and data transmission in cellular network. Cooperation among the
relay nodes helps in mitigating the effects of channel fading. In destination node,
the same message received through direct path is buffered and consequently
combined with the relayed paths message. Different cooperative schemes have been
developed for improved energy efficiency of different communication schemes. The
authors in [1, 2] discussed on energy efficiency of MIMO and cooperative MIMO
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techniques in wireless networks. The authors [2] compared the performance of the
switch and stay combining (SSC) and maximum ratio combining (MRC) based on
the transmit antenna selection (TAS) at the receiver, whereas we focus on com-
paring the performance of selection combing (SC) and maximum ratio combining
(MRC). The related literature [3] discussed about the significance of cooperative
transmission compared to without cooperative schemes in WSNs. They suggested
that cooperative transmission technique is also more energy-efficient for small
transmission range, but they did not investigate the effect of relay placement. Some
other literature [4] investigate the energy efficiency of relay for different locations of
relay, modulation level, and packet size. They consider the transmit power is fixed
for cooperation and without cooperation scheme. The authors conclude that for
short-distance direct transmission is more energy-efficient compared to cooperation.
In [5], the authors suggested that transmit power of cooperative and noncooperative
scheme can be minimized by establishing an acceptable limit for the packet loss.
The authors [6] worked with decode and forward (DF) relay which is based on
parallel coding and prepared a finite SNR analysis for the collaborative scheme
based on maximum ratio combing (MRC), but did not investigated with other
combing schemes. In [7, 8] energy-efficient relay placements were considered. The
authors [7] investigate energy efficiency for multi-hop relayed communication
among end nodes, instead of that our analysis is based on single relay (dual hop)
case only.

In this paper, we extend our earlier model [9] by comparing the noncooperative
scheme with cooperative schemes when operating over a Rayleigh fading channel
and using M-ary quadrature amplitude modulation (MQAM), and try to figure out
the best one in terms of energy efficiency. We also investigate effective relay
placement regions and how different design parameters such as spectral efficiency
(R), path loss (n), and distance (d) affect the placement region (Fig. 11.1).

The rest of this paper is organized as follows: Section 11.2 presents the energy
consumption models. In Sect. 11.3, numerical results are discussed. Finally,
Sect. 11.4 concludes the paper.

11.2 Energy Consumption Modeling

For a short-range wireless transmission, we can express the total power con-
sumption as

PC:PPA+PTX+PRX (111)

where Pp, indicates power consumption by the power amplifier (PA) at transmitter
(TX), while power for the rest of transmitter blocks is given by Pryx, and Prx
denotes the power consumption circuit components at receiver (RX). For detailed
expressions of Prx and Prx, the readers are referred to [10, 11].

As per the notational conventions in [1], we may write Ppa as
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Fig. 11.1 Variation in energy consumption with relay position (dsg) for cooperative and
noncooperative schemes

= (E_,/T]) X term,;i X Eb X 2Rb
where term;; = (47/ X)zdl’.’leNf /G. In the term specified, 1 is the drain efficiency of
the PA and & is the peak-to-average power ratio (PAPR) which for MQAM may be
written as & = 3[(v/M — 1)/(vVM +1)] and Pr,; is the transmitted power. The
parameters d, n, A, M;, N and G denote distance between source and destination,
path loss exponent, carrier wavelength (A = c/f.; ¢ = speed of light in free space,
f. = carrier frequency), link margin, noise figure, and combined TX-RX antenna
gains, respectively.

The received signal at each transmission time slot can be expressed as

Yi =V EbRbhiijrn,;j (113)

where i € {S,R} and j € {R, D}, h;; represents the fading parameter of the channel,
x represents signal to be transmitted, and n;; is the noise vector. For a Rayleigh
fading channel, the probability density function (PDF) of the received instantaneous
signal-to-noise ratio (SNR) is given by Goldsmith [12]

() =iexp<—l> (11.4)
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where v; is the average SNR.
From (11.4), it is easy to show that the outage probability for single hop
transmission in Rayleigh fading channel with threshold f is given by

00:l—exp<—yﬁ> (11.5)
i

An outage arises at the receiver end when the received SNR falls below a
threshold f (which permit error free decoding). This threshold is defined from
Shannon’s Capacity Theorem [12]

=28 —1 (11.6)

where L is number of hops, and R is the spectral efficiency.

The total energy consumption takes into account of the energy consumed by the
PA, the consumption by the rest of the TX and RX circuitry, and the bit rate
(R, = B X R; B is the bandwidth). Thus, the total energy consumption per bit on
any link is given by

Ppajj + Prx + Prx
By = L2 (11.7)
D

where Ppy j; is the power consumption by the power amplifier in the i—j link.

11.2.1 Noncooperative Scheme

When the destination receives the signal only via relay and ignores any direct signal
available from source, outage occurs either if there is an outage in the S-R link or
there is no outage in the S-R link but it occurs in the R-D link. If we express the
outage probability along S-R link by Ogg and in the R-D link as Ogp, for similar
fading scenarios in both the links, i.e., Osg = Orp = Orelay, the end-to-end outage
probability along the entire relayed path is given by

Og = Osg + (1 — Osr)Orp

— 2
= 20xelay + Orelay (11.8)

“ofr-eo(- )]+ [r-ew ()]

whereas Orelay = 1 — exp(—f/7) as derived from (11.5) and the average SNR per
link, ¥ = —f/In(1 — Og) is set to achieve a target outage probability Og. The
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corresponding bit energy Ej, gelay at the receiver is simply Ej relay = 7z X No, where
Ny is the one-sided noise power spectral density.

It may be noted that Oyjay also represents the percentage of time when energy
consumption does not contribute to successful transmission. To transmit one bit
through the relayed path, the energy consumption is

Ppa SR Relay + Prx + 2Prx
Ebt,Relay = Orelay Ry

Ppa SR Relay + P Relay + 2Prx + 2P,
+ (1 - Orelay)( PA,SR Relay PA’RIDQ:C ay X RX

(11.9)

where Ppa jjrelay = (§/MN)PjRelay and P jjRelay = 2RpEp Relay * term;.

Finally, considering that the average number of retransmissions required is
1/(1 — Og) to compensate for outage, the average energy consumption for every
successful bit transmission is given by

Ebt,RAsuc = - (1110)

11.2.2 Cooperation Through SC

In selection combining, all the various paths are active at the same time and the one
with the highest SNR is being considered as the combined output. So for the
combined output, outage occurs when the path with the highest SNR is in outage or
in other words when all the paths present are in outage at the same time (since if the
path with the highest SNR has SNR value less than the outage threshold, then for all
the other paths it will be automatically less than the threshold). However, for energy
consumption calculation, the energy consumption in all the paths has to be taken
into account since all the paths are active at any point of time.
The end-to-end outage probability for the SC scheme can be written as

O = (054 (1 — O05)05) % Oy

= [l_exp<_%>r+l+exp<—%) (11.11)

In order to find the minimal transmit power required by the SC cooperative
scheme, for a target total outage probability Oy, we find the average SNR which is
denoted by v, to find the bit energy, Ey, s« = V4. X Np, at the receiver.

To transmit one bit through the relayed path energy consumption is given by
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Epsc = O, (P PA.SR,s¢ +RPTX + 2PRX>
b
P P 2P 43P (11.12)
+(1- 0s)< PA,SR,sc T+ I’PARD sc TX Rx)
Ry,
where 05 =1- GXP(—[;/\_/SC), PPA,ij,SC = (E-J/n)Ptlch and

Pijjsc = 2RpEp 5 * termy;. Considering the average number of retransmissions
required to be 1/(1 — Oy), the average energy consumption for successful trans-
mission is

Epysc
1 -0

Eht,SC_suC = ( 11. 13)

11.2.3 Cooperation Through MRC

MRC may also be used to combine the signals obtained over relayed path and direct
path. The MRC scheme is a complex scheme and is based on desirable combining
of all the accessible paths at the receiver. The SNR of the individual paths may be
under the threshold value of SNR, but the combined SNR of different paths might
be above it.

In our case, there are only two branches: one is the relayed path and the other
one is the direct path. For MRC, the combined SNR present at the output is
equivalent to the summation of the entire individual branch SNRs.

We consider the following two cases: first, when there is outage in the S-R link,
and second, when there is no outage in the S-R link. When there is outage in the S-
R link then due to the adaptive nature of the relay, the relay will not transmit
anything to the destination. This results in only one path to be active, and hence the
combined SNR will be same as that of the SNR of the direct path, i.e., Yyrce = ¥p
where v, represents the SNR along the direct path. Combined output depends on
the SNR of the direct path so it will be in outage when the direct path is in outage.
The joint probability of outage in the S-R link and the outage of the combined
output is given by

pa = Osg X Ogp = O,

1.14
Slorew <_ Yl\fRC) e <_ Yiic) o

When there is no outage in the S-R link, then both the relayed path and the direct
path will be active, and hence the combined SNR will be the summation of the
SNRs of both the paths, i.e., Yyre = Yo + Yrp Where Yrp is the SNR along the R-
D link. As the relay is adaptive, we do not consider end-to-end SNR.
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Now the outage of the combined output is calculated as

Pr{ymrc <B,} = Pr{vro <B, — volvp}
ﬁu

— / Pr{vrp < B, — Yo }f (vp)dvp (11.15)

0

o))

where f§, = 22k 1. The limits of the integration are taken from 0 to B, since if yp,
becomes greater than f3,,, then the summation of y;, and ygp can never be less than

P
The total end-to-end outage probability for maximal ratio combining is be given
by

Omrc:pA+pB
L _ P _2
=1 Zexp( T’Mkc)+exp< 7MRC> (11.16)
(1o s BT ()
YMRC YMRC TMRC

where Yyre i the average SNR for maximum ratio combining and

e (e ] o) o

Similar to SC, for a target total outage probability O, we can find the average
SNR which is denoted by 7. to find the bit energy E,. required at the receiver.
Also, the energy consumption for single bit transmission will be

Epme = Omne (PPA,SR,MRC ‘|R'PTX + ZPRX)
b (11.18)
Ppa sr MRC + Ppa RDMRC + 2PT1x + 3PRX
+ (1 — Ome)
Ry
where Ome = 1 — exp(—f/Ymre) Ppajimre = (§/M)PrjiMre and

Py jimrc = 2Ry Ep Mmre * termy;. Finally, the average energy consumption per bit for
successful transmission with MRC is

E
EpuMre_we =Ty (11.19)
mrc
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11.3 Results and Discussions

In this section, we compare the energy consumption for one successful bit trans-
mission following noncooperative (without combining), SC, and MRC schemes.
The figures which given here are simulated by MATLAB simulator. The relay node
is assumed to be situated on a straight line joining the source node and the desti-
nation node. From Figs. 11.2, 11.3, 11.4, 11.5, 11.6, 11.7, and 11.8, the relay
potion is in midpoint between source and destination. We assume that the target
total outage probabilities are same (0.05) for all cooperative and noncooperative
schemes. The system parameters [3, 10] are, Prx = 97.6 mW, Prx = 112.4 mW,
n=23,d=50m, M =4, and R = 2 b/s/Hz, unless otherwise specified.

Figure 11.1 shows the variation in energy consumption with all these three
schemes plotted against the distance of the relay from the source. The energy
efficiency with SC is better than MRC when the path loss coefficient is low
(n = 2.3). Also, from the implementation point of view, an MRC combiner
increases complexity of the receiver at the destination.

Further, we observed that the optimum positions of relay for all these three
schemes are close to the midpoint of the S-D joining line.

11.3.1 Effect of S-D distance

In this subsection, we compare the energy consumption when the relay is placed at
exactly midpoint of the S-D path. As shown in Fig. 11.2, the noncooperative
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scheme is more energy-efficient compared to SC scheme and MRC scheme, when
S-D distance is less than 15 and 21 m, respectively. Thus, we conclude that for
short distances, noncooperative scheme is a better choice than the cooperative
schemes.

11.3.2 Effect of Target Outage (0,)

Comparing Figs. 11.3 and 11.4, one may find that for increased target outage
values, the distance range where noncooperative scheme outperforms the com-
bining schemes increases.

11.3.3 Effect of Path loss coefficient (n)

Figures 11.5 and 11.6 depict that for high path loss exponents (greater than 2.8),
combining schemes perform better than the without-combining scheme. We also
observe from Fig. 11.6 that the without-combining strategy exhibits better energy
efficiency when the distance of S-D path is less than 15 m.

11.3.4 Effect of Spectral Efficiency (R)

In Figs. 11.7 and 11.8, we observed that for higher spectral efficiencies in com-
bining schemes turn out be more energy-efficient than the without-combining
scheme. Particularly, for lower values of the spectral efficiency, there exists a
significant range of S-D distance. Referring to Fig. 11.7, the noncooperative
scheme is more energy-efficient than SC scheme and MRC scheme, at the time
while SD distance is 34 and 46 m, respectively.

11.4 Conclusion

In this paper, we have considered a three-node short-range wireless transmission
model, out of which one of the nodes is a relay. The source station transmits to the
destination through the relay. The relay is assumed to operate in adaptive DF mode,
and cooperative communication at destination may be realized to reduce the energy
wasted in transmission. We considered two diversity schemes, SC and MRC, and
provided the respective calculations for outage probabilities and energy con-
sumptions. We conclude from results that the energy consumption with cooperation
is lesser, but the energy efficiency is observed only after a certain transmission
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range. We also conclude that at lower spectral efficiencies, the energy required for
transmission without combining is significantly lower than complex combining
methods in short-range communications.
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Chapter 12
Modified PSO-Based Equalizers
for Channel Equalization

D.C. Diana and S.P. Joy Vasantha Rani

12.1 Introduction

Adaptive equalization [1] plays an important role in the high-speed digital trans-
mission to remove and recover the problem of inter-symbol interference (ISI). The
adaptive algorithms [2] such as steepest descent, least mean square (LMS), recur-
sive least square (RLS), affine projection algorithm (APA), and their variants [3]
reported in literature have the chance of getting trapped in local minima [4—6] while
optimizing the equalizer weights. The performance of these algorithms further
degraded in nonlinear channel conditions [6]. To overcome these problems, dif-
ferent derivative-free optimization algorithms are proposed, whereas PSO is one
among them. For solving optimization algorithms, PSO is proven as an efficient
method and was applied successfully in the area of adaptive equalization [6]. PSO
stays as one of the best algorithms for channel equalization in the recent years
[5-7]. And also it provides minimum mean square error (MSE) compared to genetic
algorithms used in the channel equalization [6].

From the first introduction of PSO [8], several variants [9-16] are proposed.
The inertia weight parameter ‘w’ is the first modification found in literature which
plays a major role in convergence and improves the simulation time. Initially, Shi
and Eberhart introduced inertia weight [10]. In their work, a range of constant
w values are used and found that PSO shows a weak exploration for large
w values, i.e., w > 1.2, and it tends to trap in local optima with w < 0.8. When
w is in the range [0.8, 1.2], PSO shows the global optimum in least average
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number of iterations. A random value is selected to track the optima in [11], as
given in Eq. (1.1).

rand()
2

w=0.5+ (12.1)

where rand() is a random value between [0, 1].

Time-varying inertia weight is a common approach used in PSO, which deter-
mines the inertia weight based on the current and total iteration. Time-decreasing
inertia weight methods are used in literature to improve the convergence rate.
A linearly decreasing inertia weight has been used for adaptive equalization in [6],
based on the update law:

wa = [(wi —wp)(m—n)/(m—1)] +ws (12.2)

where w; is the initial weight, w, the is maximum weight, ‘m’ is the maximum
iteration value, and ‘n’ is the current iteration index. A nonlinear decreasing inertia
weight is proposed by Chatterjee and Siarry [12] based on the equation:

wa = [(wi = wy) (m —n)"/(m — 1)"] +wy (12.3)
where np is the nonlinear modulation index. With different values of np, inertia

weight gives different variations from w; to wg
Feng et al. [13, 14] proposed another modification as given in Eq. (1.4).

wa = [(wi —wy)(m —n)/m| +wy 2 (12.4)

where z = 4z(1 — z). Initially, z is the random value between (0, 1).
Lei et al. [15] choose a fuzzy complement function as inertia weight defined by
Eq. (1.5).

(12.5)

where f is n/m and s is greater than —1.
The other nonlinear approach [16] is given as:

0.3

w— (%) “ (12.6)

Zheng et al. [17] proposed an increasing inertia weight. Similarly, Jiao et al. [18]
proposed another nonlinear increasing inertia weight as in Eq. (1.7),

W = Winitial X U (12.7)
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Here wipia 1 usually between [0, 1] and u is [1.0001, 1.005]. As per [18], u is
set as 1.0002.

This paper analyzes the above existing modifications and proposes novel
time-varying inertia weight methods for adaptive equalization with minimum mean
square error. The following section describes the methodology used in adaptive
equalization. Section 12.3 explains the structure and training of the equalizer filter
using PSO. Section 12.4 discusses the results.

12.2 Methodology

Figure 12.1 depicts a basic block diagram used in adaptive equalization [1].

The equalizer input is the convolution sum of the random input Bernoulli
sequence {x(n)} = £1 (with zero mean and variance 1) and channel model. The
channel output is added with the random additive white Gaussian noise (AWGN).
The noise sequence has zero mean and variance 0.001.

Initially, the channel model is assumed as a linear channel [2] with three paths as
given in Eq. (12.8).

n=3[1+cos(F(n—-2)], n=123 (12.8)
. =0 otherwise

The factor W controls the amount of distortion. The effect of amplitude distortion is
analyzed and given in Table 12.3. The effect of nonlinearities generated in the
transmitter is modeled as three different nonlinear equations in (12.9), (12.10), and
(12.11). The nonlinearity is introduced by relating output y(n) and input x(n) as in [19],

Channel 1:y(n) = tanh(x(n)) (12.9)

DELAY

\

ADAPTIVE

v
RatDOM EQUALIZER
NUMBER S| CHANNEL |,
GENERATOR - @> 9(9
A T
RANDOM
NOISE

GENERATOR
B

Fig. 12.1 Block diagram of digital communication system
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Channel 2: y(n) = x(n) +0.2x*(n) — 0.1x°(n) (12.10)
Channel 3: y(n) = x(n) +0.2x*(n) — 0.1x* (n) + 0.5 cos(nx(n)) (12.11)

The nonlinear effect is introduced in the input x(72) and it is denoted as y(n). The
channel output is represented as

r(n) = daisiorted (1) + Vi

Here dgisorea(2) 1s the distorted version of the desired signal. The distortion is
introduced by applying the input signal through any one of the nonlinear equations
(Egs. (12.9), (12.10), and (12.11)) and then convolved with the linear channel in
Eq. (12.8).

ddistoriea(n) = y(n) * hy,

The signal can be distorted by bandwidth limitation, multipath effect, and the
nonlinearities introduced in the transmitter. v, is the noise component modeled as
white Gaussian noise with variance o2.

The error e(n) is calculated as

e(n) = d(n) —r(n)
The adaptive algorithm updates the equalizer weights iteratively to minimize

¢*(n). Since €°(n) is positive and gives the instantaneous power, selected as cost
(fitness) function.

12.3 System model

The system model [1] used for equalization is the simple linear transversal equalizer
as in Fig. 12.2 and decision feedback equalizer shown in Fig. 12.3.

12.3.1 Linear Transversal Equalizer (LTE)

In this type of structure, the present and old received samples r(r—kT) are appropriately
weighted by the coefficients ¢, and added to generate the output. The weights are
trained to optimum value using adaptive algorithms. The output Z; becomes

Zi =% cqr(t—qT) (12.12)
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12.3.2 Decision Feedback Equalizer (DFE)

This type of nonlinear equalizer uses a forward and feedback filter. The forward and
feedback filter outputs are summed to find the output of the equalizer. The forward
filter output is sent back via the feedback filter. The ISI is canceled by deducting
past symbol values from the equalizer output. The output of DFE is calculated as in
Eq. (12.13)

N—1 m
Zi=> cgr(t—qT)+ > biXem (12.13)
q=0 i=1

12.3.3 Basic PSO

PSO [8] starts by initializing particles in the random search space and then con-
siders the social and cognitive behavior of the particles. The candidate solutions
called ‘particle’ move around the n-dimensional search space with a velocity, which
is adjusted based on its own experience and its neighbors’ experiences. The own
experience of a particle is denoted as Py.g; all the particles’ experience is denoted as
Gpest- A new Gy 1S generated in each update process, making other particles to fly
toward Gyes. The new velocity and position are calculated as:

Vi(t+1) = wx Vi(t) + acy * rand; * (Ppest — X;) + acy * rand; * (Gpest — X;)
(12.14)

Cl(l+1) :Cl(f)+‘/l(t+1) (1215)

where ac; and ac; are positive constants, called as cognitive and social acceleration
coefficients, respectively. The two random functions rand; and rand, are in the
interval [0, 1]. V«(#) and c(¢) are velocity and position of particle i, respectively, in
rth iteration. Location of the best solution (best tap weights) for particle i is Py and
Ghes represents the best solution among all particles. In Eq. (12.14), w is the inertia
weight, which controls the local search and global search.

12.3.4 Training by PSO

The PSO-based equalizer [6] is optimized the tap weights based on the following
steps:



12 Modified PSO-Based Equalizers for Channel Equalization 159

For LTE:

e T number of tap weights is assigned for equalizer.

e ‘ws’ samples of data are passed from channel output (distorted signal) to
equalizer which generates ws numbers of estimated samples.

e Error is estimated by comparing delayed version of each input sample with
equalizer output

e The mean square error function of each particle P is

K
D 91‘2

MSE(P) = <=1

¢ Fitness value MSE (P) is minimized using PSO-based optimization.

e If the MSE of a particle is less than its previous value, then term it as current
local best value and its corresponding weight values as Ppeg

e The minimum of MSE of all particles in every iteration is taken as global best
value.

o If the global best value is better than the previous one, select the corresponding
tap weights to Gpegt.

e Calculated the change in position (Tap weights) of each particle using
Eq. (12.14)

e Moved each particle (Tap weights) ¢, in Eq. (12.12) to new position by
Eq. (12.14).

e Repeated the above steps for the number of iterations specified or stopped when
the algorithm converges to an optimum value with least MSE value.

For DFE:

e The coefficients are initialized randomly for forward and feedback filter.

e In the first iteration, only forward filter is active and after calculating the error,
the output of the forward filter is fed back through feedback filter.

e The mean square error is calculated by subtracting the output of forward and
feedback filters.

e The forward and feedback filter coefficients ¢, and b; in Eq. (12.13) are updated
based on Egs. (12.14) and (12.15).

12.3.5 Proposed Strategies

In PSO, higher values of inertia weight enhance global search while smaller values
improve local search. Generally, the inertia weight decreases linearly from 1 to O
over the entire iterations. The inertia value is high at first, which allows all particles
to move freely in the search space during the initial steps, while it decreases over
time in the later steps. The later search requires a low inertia value to gradually shift
the search from global search to local search. The speed of convergence and
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Fig. 12.4 Proposed inertia weight strategies

minimum MSE is improved when the inertia weight is suddenly changed from high
to low after a particular iteration. Hence, the inertia weight is updated in three
different ways as given in Egs. (12.16), (12.17), and (12.18).

iwg =1 (12.16)
.y ifn<N
iwn = {n/Z s (12.17)
) NI ifn<N
= 12.1
e { n/2 ifn>N (12.18)

Figure 12.4 shows that, the inertia weight iw; decreases linearly from 1 to O,
whereas in the case of iw, and iw; the inertia weight decreases linearly until
N iteration after that there is a sudden reduction in inertia weight. The common
factor used in all time-varying inertia weight algorithms is # = (m—n)/m, where
m denotes maximum iteration and n denotes current iteration. This factor 7 changes
linearly from 1 to 0. If Eq. (12.14) is modified with a decreasing control function, it
gives an effective time-varying inertia weight strategy as shown in Eqs. (12.17) and
(12.18). The term N in Eqs. (12.17) and (12.18) is the intermediate iteration value
used to reduce the inertia weight suddenly after Nth iteration. This reduction pro-
duces optimum performance compared to existing inertia weight-modified methods
in terms of convergence speed and MSE.
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Fig. 12.5 Performance of proposed and other time-varying strategies in linear channel for LTE

12.4 Simulation Results

The simulations are performed in MATLAB 7.7 version. The parameters are set as
amplitude distortion W = 2.9 which gives an eigenvalue spread 6, particle size
P =40, input window size ws = 20, the acceleration coefficients ac; = 1 and
acy = 1, tap weights T =7, and the initial and final inertia weights w; = 0.9 and
wy = 0.3, respectively. The term np used in Eq. (12.3) is taken as 0.7 and Wipjgia in
Eq. (12.7) is selected as 0.5. The parameters considered above are minimum values
to minimize the computational complexity in the algorithm. If the parameter values
such as P, ws, ac, and ac, are increased, it can improve the performance and the
same is analyzed in Sect. 4.1.

The PSO variants considered are PSO-LDIW [9], PSO-Chatterjee [17],
PSO-Feng [18, 19], PSO-Lei, PSO-Zheng and PSO-Jiao. The proposed techniques,
PSO with time-varying inertia weights, PSO-TVW, PSO-TVW1, PSO-TVW2, and
PSO-TVW3 based on Egs. (12.14), (12.15), and (12.16), are compared with the
above variants in Fig. 12.5. Among all it is seen that the PSO variant PSO-LDIW
and PSO-Chatterjee gives the best MSE value with convergence in 80th iteration.
PSO variant PSO-LDIW is compared with proposed techniques in Table 12.1.
Figure 12.6 depicts the convergence and MSE analysis of the proposed algorithms
for LTE structure. The proposed PSO-TVW3-based algorithm converges fast with
minimum MSE value.

Table 12.1 gives the comparison and effect of different channels using least
mean square (LMS) algorithm, PSO-LDIW [9], PSO-TVW2, and PSO-TVW3 for
LTE and DFE structures. From Table 12.1 and Figs. 12.5 to 12.6, it is shown that
the proposed modifications outperform the other existing modifications based on
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Fig. 12.6 Proposed PSO enhancements in linear channel for LTE

convergence and MSE. The PSO-TVW3 algorithm shows the best performance in
all channel conditions. The LTE and DFE structures give approximately same MSE
value, but differ in convergence rate which is shown in Table 12.1.

12.4.1 Sensitivity Analysis

The simulation-based sensitivity analysis is carried out to select optimum param-
eters in the algorithm. The parameter’s values and choices have high impact on the
efficiency of the method, and few others have less or no effect. The analysis is done
with respect to six key parameters, namely the intermediate iteration value N, data
window size ws, acceleration constants ac; and ac,, the population size P, number
of tap weights 7, and distortion factor W. The effect of the basic PSO parameters
swarm size or number of particles, window size, number of tap weights and
acceleration coefficients are analyzed in [6]. The same is analyzed for PSO-TVW3
and is given in Table 12.2.

Table 12.2 Effect of PSO parameters on PSO-TVW3

Population P Tap weights T Window size WS Acceleration coefficients
c; and ¢,

P MSE in dB T MSE in dB WS MSE in dB c; 2 MSE in dB

10 |-52 5 |-53 20 |—65 1 1 —65

20 |64 7 |—65 200 |—-68 1 2 —58

40 |70 9 |70 500 |—69 2 1 —56

60 |—72 13 |74 100 |—=70 2 2 —63
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On average, an increase in the number of particles will always provide faster
convergence. In contrast, the computational complexity can increase linearly with
increase in population size. In Table 12.2, population size of 40 gives better con-
vergence. So a problem-dependent minimum population size is good for better
performance.

Setting the acceleration coefficients to a minimum value slows down the con-
vergence speed. The local search and global search are best when the summation of
acceleration coefficients becomes ac; + ac, <4 in adaptive equalization. The
acceleration coefficients greater than 1 also seem to give the best performance. For
equal value of acceleration constants, the algorithm reaches its minimum in least
number of iterations. The MSE calculated on each iteration is the average of the
MSE over the window; a large window size increases the complexity per iteration
and time consumption. In Table 12.2, window size does not make any greater
changes in the MSE value. If the window size is small, the complexity can be
reduced.

The tap weights are problem dependent. As given in Table 12.2, the increase in
tap weights above a certain limit does not make much difference in MSE value, but
it may increase the complexity. Figure 12.7 shows the analysis for different inter-
mediate iteration N for PSO-TVW?2. Table 12.3 compares the convergence rate and
MSE for PSO-TVW2 and PSO-TVW3 with reference to N. An increase in the value
of N increases the number of iterations required for convergence. Decreasing
N value degrades the MSE performance. N value between 30 and 40 exhibits
minimum MSE with faster convergence.

Table 12.4 explains the effect of amplitude distortion parameter W in linear
channel. The MSE is computed with different amplitude distortion that leads to

-10
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Fig. 12.7 Effect of different intermediate iteration value N on PSO-TVW2
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Table 12.3 Comparison of convergence rate with different intermediate iteration value N

Intermediate Convergence rate MSE in dB for MSE in dB for
iteration N (iterations) PSO-TVW2 PSO-TVW3
10 30 —24 -28

20 40 —45 —63

30 45 -52 —65

40 50 —58 —67

50 60 -52 —65

60 70 -56 —64

Table 12.4 Effect of amplitude distortion W on PSO-TVW?2 for LTE and DFE

SNR LTE DFE

indB | por For For For For For
wW=317 w=3.1 wW=29 wW=37 w=3.1 W=29
MSE indB |MSE in dB |MSE in dB |MSE in dB |MSE in dB | MSE in dB

5 -17 —-18 20 -17 —18 -19

10 —24 —26 =27 -29 =27 =25

15 =25 =27 =33 =32 =30 -32

20 —27 —35 —40 -35 —37 -37

25 -33 —44 -53 —38 —45 =53

30 —37 -61 —67 —46 -62 -67

different eigenvalue spread. Increase in amplitude distortion degrades the MSE
performance. The performance degradation is not severe in proposed PSO-based
algorithms compared to existing algorithms.

12.5 Conclusion

In this work, two new strategies are proposed to update in PSO algorithm for
adaptive equalization. The results are discussed in linear and nonlinear channels for
LTE and DFE structures. The proposed time-varying PSO algorithms, PSO-TVW2
and PSO-TVW3, show better performance than the existing algorithms in linear and
nonlinear channels. Also it shows performance better for LTE and DFE structures.
The PSO-TVW3 algorithm outperforms other modifications based on convergence
and MSE. The sensitivity analysis is done to find the optimum parameter values.
The performance is degraded for severe amplitude distortions in linear channel.
The DFE structure delays the convergence but it performs well in severe amplitude
distortion conditions.
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Chapter 13
Investigation of Electrostatic Actuation
Scheme for Low Voltage MEMS Switch

Sudhanshu Kumar, Neela Chattoraj, Manish K. Sinha
and Niharika Danu

13.1 Introduction

Micro actuators are essential components in micro electro mechanical system
(MEMS) for producing physical movement at the micro and nanometer level. The
micro actuators are based on several actuation principles such as electrostatic
actuation [1], electromagnetic actuation [2], Piezoelectric actuation [3] and thermal
actuation [4]. At micro level, surface area to volume ratio increases. Hence, surface
effect is dominating over volume effect; electrostatic force used for actuation
depends on surface area; therefore, complete investigation should be carried out for
explaining electrostatic actuation phenomenon at micro and nano level.

MEMS switch provided an alternative choice over semiconductor switch.
Simultaneously, it is operated at high actuation voltage, which makes it incom-
patible for microelectronic circuits. Therefore, most important designing task for
MEMS switch is to reduce actuation voltage (Vy.). The actuation voltage can be
reduced by choice of appropriate design and other parameters used for switching.
Their geometry as well as materials is used to determine the actuation voltage,
stiffness and lifetime of switch. In some cases, porous beam are preferred to reduce
stiffness of beam which finally results in high beam deflection and reduction of
residual stress [5]. Including this porous beam also help in removal of sacrificial
layer easily. Before actual fabrication, devices are simulated, modeled and analyzed
using simulation software to give a complete flow process of the design. For MEMS
devices, there are several FEA (Finite Elemental Analysis)-based software such as

S. Kumar - M.K. Sinha
Department of Physics, Birla Institute of Technology, Mesra, Ranchi 835215, India
e-mail: sudsuman2013 @gmail.com

N. Chattoraj (<)) - N. Danu

Department of Electronics and Communication Engineering, Birla Institute of Technology,
Mesra, Ranchi 835215, India

e-mail: nchattoraj@bitmesra.ac.in

© Springer Nature Singapore Pte Ltd. 2017 167
V. Nath (ed.), Proceedings of the International Conference on Nano-electronics,

Circuits & Communication Systems, Lecture Notes in Electrical Engineering 403,

DOI 10.1007/978-981-10-2999-8_13



168 S. Kumar et al.

COMSOL multiphysics, CoventorWare and ANSYS. In this paper, a low actuation
voltage MEMS switch is proposed and simulated. The overall switch structure is
designed for microelectronics circuits.

13.2 MEMS Switch Design Consideration

The layout of proposed design of electrostatic-based MEMS switch is shown in
Fig. 13.1. The upper plate of a cantilever beam having length 220 pm and width of
100 pm suspended over the anchor, lower plate consist of pull down electrode
which behaves as parallel plate capacitor. The tip of cantilever beam is designed in
such a way that with application of actuation voltage it short-circuits ‘signal in” and
‘signal out’ ports; hence provide normal switching action in electronic circuits
(Table 13.1).

The MEMS switch has been designed and investigated with the help few gov-
erning equations [6, 7]. Capacitance between upper plate and lower plate is given
by (13.1),

c== (13.1)

where, ¢ denotes the dielectric permittivity of the medium between upper and lower
plates, d represents the separation between plates, and A represents the area of
individual plate.

Fig. 13.1 Schematic diagram of proposed MEMS switch
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Table 13.1 Dimensions of different parts of MEMS switch

SI. No. Parts of MEMS switch Length (um) Width (um) Height (um)
1. Insulating substrate (lower plate) | 220 100 1
2 Anchor 50 100 3
3. Pull in electrode (actuation pad) 75 100 1
4. Cantilever beam 220 100 1
5 Hole Diameter = 2 um 2

Electrostatic potential energy developed with the application of applied voltage
(V) is given by (13.2),
Electrostatic potential energy,

U=-"— (13.2)

Electrostatic force experience by cantilever beam is the negative gradient of
potential energy (F = —VU), and it was found to be

_eAV?

e (13.3)

But cantilever beam remains in equilibrium state till spring force (Fy = kAd) is
equal to the electrostatic force experience by the cantilever beam. Mathematically, it
is represented as

| = |Fal (13.4)

Solving, Eq. (13.4) followed by differentiating obtained potential difference with
cantilever tip deflection, pull in voltage is obtained to be,

| 8kd?
Ver =\ —=—— 13.5
= 278()A ( )

13.3 Parametric Analysis

The performance variation of MEMS switch has been studied on the basis of
electrical parameter as well as mechanical parameter. A very basic design of
polysilicon-based MEMS switch, having length 220 um and width 100 pm as
shown in Fig. 13.2, is simulated and compared for different electromechanical
parameters.
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Fig. 13.2 A very basic design of cantilever-based MEMS switch

13.3.1 Effect of Position of Pull in Electrode

The variation in tip deflection of cantilever switch has been studied with change is
position of pull in electrode as shown is Fig. 13.3. It was found that with the
increase in separation of pull in electrode from anchor, tip deflection increases, and
it is graphically represented by Fig. 13.4.

(a)

Fig. 13.3 a, b Different positions (7) of pull in electrode
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13.3.2 Effect of Holes

In MEMS switch as shown in Fig. 13.1, small holes are defined in suspended
cantilever beam to reduce spring constant (stiffness/k) in order to improve beam
deflection. Holes also reduce the residual stress and spread it over a wide area
(Fig. 13.5b) rather than concentrated over a line (Fig. 13.5a).

Stress spread over large area improves lifetime of MEMS switch. Porous can-
tilever beam also helps in removing sacrificial layer by providing more area of
contact between etchant and sacrificial layer. Because of the fringing effect [5], the
capacitance between two plates of switch decreases and hence increases pull in
voltage, which is not desirable; to avoid it, holes are defined only a particular
portion of upper plate as shown in Fig. 13.1.

13.3.3 Effect of Actuation Voltage

13.3.3.1 Tip Deflection of Cantilever Beam

Electrostatic and mechanical forces are responsible for deflection of cantilever tip;
whenever electrostatic force (F) exceeds spring force (Faq), there is a net deflection
of cantilever tip from its equilibrium position and for a particular value of applied
DC voltage (normally two-third of separation between upper and lower plate)
MEMS switch turns ON. This particular voltage is known as pull in voltage as
given by Eq. (13.5). Figure (13.6) shows very clear graphical study of applied DC
voltage from 0 to 8 V. By applying DC voltage at different position through out the
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Fig. 13.5 a Top view of cantilever switch showing stress, b fop view of a porous cantilever
switch showing stress

length of the beam, deflection varies significantly, and it was maximum at tip and
near anchor which is shown in Fig. 13.6.

Figure 13.7 clearly represents short circuiting (ON state) of switch when actua-
tion voltage of 8 V is applied, it remains in ON state until actuation voltage is not
removed. With the removal of actuation voltage, cantilever restores its equilibrium
position (OFF state), this is because of mechanical restoring force (spring force/Faq)
acted on it.
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13.3.3.2 Capacitance Between Two Plates

The capacitance value of electrostatic micro actuator is correlated with actuation
voltage by relation given by (V o C). This relationship between applied voltage
and capacitance is derived from Egs. (13.1-13.3). A graph obtained in Fig. 13.8
from simulation result satisfied the capacitance and actuation voltage proportion-
ality relationship. Maximum value of capacitance (0.046 pF) is obtained for applied
DC voltage of 7 V.

With the increase in applied actuation voltage, the deflection of cantilever
increases which lead to decrease in value d (separation between upper and lower
plate of micro actuator). Clearly, from Eq. (13.1),

1
Cx— 13.6
x (136)
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i.e., enhanced value of cantilever tip deflection is due to increase in capacitance
value and vice versa, which is obtained by Fig. 13.9 as shown.

So, it was concluded from obtained result that with increase in actuation voltage,
the separation between two plates of capacitor decreases [8], i.e., cantilever tip
deflection increases which ultimately results in increase in capacitance value. The
simulation results obtained in Figs. 13.8 and 13.9 satisfied the same pattern.
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Table 13.2 Comparative analysis of the proposed switch
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SI. No. | Literature reviewed | Actuation voltage (V) | Capacitance | Material used Dimension (um)
1. Spasos et. al [9] 54.4 - - -

2. Vaibhav et al. [10] | 14.3 1.8 pF Niaro (Au-Ni) 325 x 180 x 20
3. Bansal et al. [11] 20 - Metal (not specified) | 300 x 150 x 2.5
4. Hu et al. [12] 13 - P-silicon 300 x 300 x 1.5
5. This work 8 0.046 pF P-silicon 220 x 100 x 6

13.4 Comparative Analysis

The designed switch is capable of operating at an actuation voltage of 8 V with a
dimension of (220 x 100 x 6) um. RF-MEMS switch by Spasos et al. [9]
describes RF-MEMS switch operated at 54.4 V. MEMS switch by Vaibhav et al.
[10] designed using Niaro (Au—Ni) was capable of operating at actuation voltage of
14.3 V, which is comparatively low but not suitable for microelectronic circuits.
Other than these, few other designs suggest actuation voltages of 20 V and 13 V for
their operation. The comparison of the designed switch with the previous work has
been shown below in Table 13.2.

Although this design does not operate in ultralow voltage range still with less
design complexity, actuation voltage of 8 V is low enough to be integrated in
microelectronic circuits.

13.5 Conclusion

The MEMS switch is designed and simulated for low voltage applications. Ideas
used for reduction of actuation voltage are decrease in separation between upper
plate and lower plate of MEMS switch, well-defined porous cantilever beam, proper
position of pull in electrode, and major consideration of industrially available
material (polysilicon) for low cost fabrication. The designed and simulated MEMS
switch with dimensions (220 pm x 100 um x 6 um) can be fabricated using
micromachining technique for industrial applications.

Acknowledgments The authors would like to thank Hemant Kumar and COMSOL India for their
software support, B. Pathak, Aks, Esha, and N. Poddar for discussions and BIT Mesra for
resources.
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Chapter 14
On Online Counting of Cigarette
in Packets—An Image Processing
Approach

Abahan Sarkar, Sourav Chakrabarty and B.K. Roy

14.1 Introduction

The fast-moving consumer goods (FMCG) industry is highly competitive. To
increase the growth, dynamic business tactics with flexible strategies are to be
incorporated which can be changed rapidly when new challenges are threatened.
Packaging and brand value play a key role in marketing to determine the future of a
product. It is the brand which carries faith and satisfaction among the consumers.
To live up to the expectations of their consumers, companies need to put their best
efforts to keep everything in place. They use automated machinery in every step of
production leading to higher productivity and uniformity of products. However, in
spite of careful production, some defects still creep in which may be in the form of
incorrect number of cigarettes per packet, incorrect barcode being printed on
packet, illegible or no labeling in the packets, etc.

Any of the aforesaid faults encountered after the product is delivered from the
production floor can put company’s reputation at stake. In the digital era of fast
computing, we can always come up with a solution provided the algorithm is best
chosen. Image processing on LabVIEW platform is such a powerful and reliable
tool which has the capability to accurately perform inspection of products moving
at very high speed and generating control decisions quickly cratering to industrial
requirements. It is very important for the producing enterprise to guarantee that
packaging bears the proper features since it plays a vital role for any product.

Counting objects is a simple task for small set of data. It becomes a challenging
task for a human and can lead to human errors when the number increases. Thus to
improve the precision of quantitative measurements, automating the process is very
much necessary. Contact method which may disturb and delay the process is used
for counting in most of the applications. In this chapter, an automated and
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non-contact method for counting the number of cigarettes in a cigarette box moving
on a conveyor is proposed. In many industries, the count is checked in bulk by
weighing the batch instead of checking each box. This may lead to decrease in
accuracy of count in individual boxes. In this regard, the proposed work helps the
industry by designing an automated counting system to check the count of the
product.

The proposed technique uses some high-resolution cameras, which acquire
pictures of cigarette packets at proper instants and process the images using
appropriate algorithms for defects if any. If a defect is encountered at any stage, that
particular packet will be dropped from the production line. Thus, product quality
control is fulfilled.

Various techniques related to automated product inspection are proposed by
many researchers in recent past. The domain of automated inspection for industrial
products is found to be populated mostly by vision-based applications. Speaking of
cigarette packet inspection in particular, Fang-xia et al. [1] proposed vision-based
inspection system for flaw detection in external packaging of cigarette packets. Cui
et al. [2] proposed a vision-based inspection system for cigarettes lying in open tin
containers which can detect incorrect number of cigarettes, improper placing, and
paper handle defects. Ping et al. [3] designed a capacitance-based technique for
detection of improper number of cigarette packets in containers utilizing
back-propagation neural networks. Park et al. [4, 5] used morphological image
processing operation for the identification of cigarette and paper spoon in tin
packages. Wenping et al. [6] proposed a method for fault detection utilizing
vision-based microcontroller. Sorting balance problem is introduced by Sun et al.
[7]. Xuguang et al. [8] proposed a self-owned intelligent sort instrument for
cigarette draw resistance. Use of capacitance-based inspection techniques can be
found in the works of Soleimani et al. [9] where they have used the concept of
electrical capacitance tomography (ECT) for crack detection in common dielectric
materials and White [10] for monitoring gas cavities in a packed cradle of solids.
Zhang et al. [11] proposed a corn moisture detection technique based on the rela-
tionship between the capacitance and the dielectric constant of corn. Xia et al. [12]
proposed capacitance-based pulverized coal concentration detection based on the
concept of dielectric variation. Malamus et al. [13] surveyed the applications and
state-of-the-art tools and techniques related to vision-based industrial inspection
systems. Kumar in his survey paper presented the inspection techniques for fabric
defect detection [14]. Applications related to quality inspection of thermal fuses
[15], pharmaceutical tablets [16], bearing seals [17], bulb filament [18], PCB [19],
bottle-printed labels [20], food products [21], and liquid level in bottles [22] are
also reported. Antonini et al. [23] discussed some of the main tools and techniques
employed in the area of automatic counting of objects in digital images. Semertzidis
et al. [24] proposed an automated method of counting feeder fish by processing the
video frames individually and independently utilizing image processing techniques.
Abahan et al. [25] present defect identification in labels on cigarette packets using
LabVIEW. Joze et al. [26] designed a color- and size-based automated visual
inspection system for missing or broken tablet detection. A machine vision apple
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sorting method is reported [27]. Automatic counting of cigarettes in cigarette
packets using LabVIEW is discussed [28]. Barcode detection and its implementa-
tion on chip are reported [29-33].

It is clear from the survey of reported work that although automated inspection is
in research trend these days, relatively less work has been done in the area of
automated product inspection for FMCG cigarette industry. In this chapter, an
image processing approach-based techniques on LabVIEW platform is designed for
the online counting of cigarettes present in a packet.

The chapter is organized as follows: Introduction to the research domain is
presented in Sect. 14.1; Sect. 14.3 discusses the associated problem. Section 14.4
deals with proposed solution. Results and Discussions are given in Sect. 14.5.
Finally, Sect. 14.6 concludes the chapter.

14.2 Experimental Setup

The setup process consists of a conveyor belt with Smart Camera NI-1744 [34] and
proximity sensor on which the cigarette packets are moving with a constant speed
as shown in Fig. 14.1.

Fig. 14.1 Experimental setup of the proposed technique
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The conveyor belt is operated at a speed of 0.6 m/s. The speed of the motor is
controlled by the user from the front panel window of the proposed LabVIEW [35—
39] program.

Automation in the production line is a very essential activity of a process
industry. The process of automation is also used in quality check of the produced
product, but quantitative measurement is also an essential and important activity.

14.3 Problem Description

Automation in production line is a very essential feature of the FMCG industry.
Automated techniques are extensively applied to check the quality of the finished
product. In this chapter, packets containing cigarettes moving through conveyor
belt need to be inspected for correct number of cigarettes. If a packet is found to
contain less number of cigarettes, an appropriate control decisions leading to fault
alarm are to be generated, so that the faulty packet can be removed from the
production line.

14.4 Solution Methodology

The proposed solution addresses the problem discussed in the previous section by
employing image processing techniques on LabVIEW platform. Vision Builder for
Automated Inspection software is configured for counting purpose. More than 200
real time pictures of different cigarette packets are considered to validate the pro-
posed scheme. The general method for object counting follows the following
framework (Fig. 14.2).

14.4.1 Image Acquisition

This step intends to capture images through the camera. The quality of image
depends on camera parameters, lighting conditions, size of objects, and distance
from which image is taken. In this work, real-world images of cigarette packets are
acquired with the help of a smart camera NI-1744 with exposure time 1.29 ms and
gain 144. In online testing, an image is acquired and simultaneously processes in
the smart camera itself before acquiring the next image. In this chapter, the camera
is triggered by a laser beam switch whenever a cigarette packet comes directly
under the field of view of the camera. For acquisition, NI Vision Acquisition
Express VI is used.
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Fig. 14.2 Generalized ] [
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14.4.2 Region of Interest (ROI)

ROI is that portion of an image which contains the desired information and the rest
portion of image is discarded to reduce the processing burden. Hence, ROI must
contain the object of interest in the image. Here, we use rectangular-type ROI. For
extracting ROI from the image, ROI Descriptor, IMAQ Select Rectangle, and
IMAQ Overlay rectangle are used.

14.4.3 Image Enhancement

Resultant image after image enhancement is more appropriate compared to original
for certain application. One or more features during this process are modified
depending on the application. These include basic gray-level transformations,
histogram modification, average, and median filtering. In this chapter, the following
steps are performed for image enhancement.

14.4.3.1 Filtering

Filtering is done with a suitable mask to make the desired features more prominent.
Smoothing, sharpening, and edge enhancement are the result of filtering. In this
work, we prefer canny edge detection for its low error rate, good localization, and
minimal response. Gaussian filter is used to filter out the available noise with kernel
size 5. It is given below:

12 4 2 1
L2408 a2
k=— |4 8 16 8 4
1001, 4 4 2

1 2 21
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Then we find the intensity gradient of the noise with a pair of convolution masks
x-gradient (Fy) and y-gradient (Fy).

AF = |(Z3+2Z6+Zy) — (Z1 + 224+ Z7)| + |—(Z1 + 222+ Z3) — (Z7 + 2723 + Zo)|

and direction,

F
0 = arctan (—X>
Fy

For filtering, IMAQ Canny Edge Detection VI is used in LabVIEW.

14.4.3.2 Thresholding

The threshold level is selected accordingly which gives the best detection under the
available lighting and camera aperture. We are looking for bright object with lower
threshold value 241. The threshold equation is given below:

gresult(x7 y) =1 ifforiginal (X, y) =241
=0 ifforiginal (X, y) <241

For thresholding, IMAQ Threshold VI is used in LabVIEW.

14.4.4 Morphological Operation

The morphological operations such as erosion and dilation are employed to ensure
no adjacent cigarette get counted as a single object during object counting. In this
work, we use erosion with structuring element 7 x 7.

Element =

e e
e N e
_——_ 0 O O =
—_ 0 O O O o -
—_——_ 0 O O = =
p—t et et (O e e
— e = = e =

For morphological operations, IMAQ Morphology VI is used in LabVIEW.
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14.4.5 Image Segmentation

Segmentation is used to divide an image into different regions. Each region has
same type of pixels. Union of all regions covers the entire image.

14.4.6 Object Counting

The images after passing through the above steps are ready for counting. In this
step, IMAQ Count Object VI is used on the corresponding images to count the
numbers of cigarettes using LabVIEW and NI Vision Assistant express VI and
Detect objects are used to detect the same using Vision Builder.

The block diagram of the proposed technique for counting the number of
cigarettes in a packet is shown in Figs. 14.3 and 14.4.

On completion of counting, the IMAQ Count Object VI and set inspection
Status matches the count with a predefined value which represents the ideal number
of cigarettes of a packet. A fault alarm is generated if the estimated number is not
matched with the predefined number. The flowchart of the proposed system is
shown in Fig. 14.5.

14.5 Results and Discussion

Online testing is done to count the number of cigarette using more than 200 online
images of the production line. Vision Builder consists of one custom overlay
indicator which displays the inspection status with number of cigarettes. One
numerical indicator is also used to display the number of cigarettes [34-39]. The
results of online testing are shown in Figs. 14.6, 14.7, 14.8, 14.9, and 14.10.

The testing data set of 200 images consist of 160 good images and 40 defective
images. The success of our algorithm can also be realized [2, 4] as follows in
Table 14.1.

The performance study of the proposed algorithm compared with existing
techniques is shown in Fig. 14.11, and it shows that our proposed algorithm pro-
vides better result with compare to the existing methods. High value of precision,
sensitivity, specificity, accuracy, and F1 measure designates that the proposed
method is proficient of detecting most of the defective cases as defective and most
of the good cases as good.
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Fig. 14.5 The flowchart of
the proposed scheme
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Results show that the proposed method is proficient of detecting most of the
defects in cigarette packets. The inspection system provides high sensitivity, and
specificity is shown in Table 14.1 and hence can be employed in
cigarette-packaging industry efficaciously.
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Fig. 14.10 Result using LabVIEW (10 cigarettes)

Table 14.1 Results of the proposed algorithm

Detected as Detected as good
defective cases cases
Defective 40 (true positive) 0 (false negative) Sensitivity = (40)/
cases (40) 40+0)=1
Good cases 4 (false positive) 156 (true Specificity = (156)/
(160) negative) 4 + 156) = 0.975
Fig. 14.11 Performance 1.2 T \
analysis of the proposed B Mira's Method [ Yue Cui Method [l Proposed Methad
algorithm 1 e e -
0.8 I3
0.6
0.4
0.2
Precision Specﬁcity Acca'acy Recall/ F1Measure

Sensitivity
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14.6 Conclusion

In this chapter, an image processing-based online cigarette-counting technique is
designed and implemented using LabVIEW and Vision Builder. The system
competently counts the number of cigarettes. It is clear from the experimental
results that the proposed technique has achieved the set objective satisfactorily and
motivates for real-world implementation. Modification and extension of the pro-
posed techniques can be easily implemented on similar FMCG products since the
complete processing is carried out on software. Also it motivates us to work with
real-time applications.
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Chapter 15
Fuzzy Min-Max Neural Network-Based
Intrusion Detection System

Azad Chandrashekhar and Jha Vijay Kumar

15.1 Introduction

Development in the field of communication technology, computer system and the
World Wide Web provides more and more benefits to the corporate and individual
users but also the development is misused by the some ill-intended social animal as
a medium for the crime, i.e., is the cybercrime. Today, cybercrime is the global
problem for the www development community, and it is increased day by day.
According to the security experts, the yearly losses due to the cybercrime is in
billons, but this is estimated, not the actual amount, and actual amount may be more
because nobody knows how many cybercrime cases are unreported [1]. The con-
cept behind the popularity of the www is the easy accessibility and the low cost of
the information processing and the less time consuming in the fast moving era.
Computer virus, malware, Trojan, unauthorized usage, theft of data and services,
DoS attack, etc. are the contributors to the cybercrime; due to these cyberworld
losses, the integrity, availability, and reliability of the data and services hosted on
the web. Therefore, the important www security methods used in the today’s
scenarios are access control, firewall, IDS, antivirus, authentication applications,
encryption mechanisms so that the cope of cybercrime are reduced [2] or to provide
cent percent security but today none of the systems provide cent percent security.
According to [3], 72% of the organizations use intrusion detection system as
security tool, so that they may escape from the cope of the cybercrimes. The main
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reasons behind the popularity of the intrusion detection system (IDS) are as follows:
(i) it may provide the security on host as well on the whole network; (ii) network
monitoring; and (iii) maintaining the consistency, availability, reliability, and the
integrity of the data and services hosted on the host or network. Intrusion detection
systems are the hardware or the software or both that provide security to the data
and the services on the host or on the network and also monitor the network
according to the defined policies [4]. If any violation of the security policies is
caught, then the system administrator is alerted. The unauthorized user can access
the computer resources through the web or from the inside the organizations. They
access the system by violating the established security rules. IDS are implemented
on the two fundamental concepts: the detection of the anomalous behaviors against
the known normal behavior which is called anomaly detection-based IDS, and
misuse detection by the known signatures of the system vulnerabilities that are
called misuse detection-based IDS [5]. IDS basically works on the following steps
to alert the system administrator on violation of security policies: (i) network traffic
monitoring, (i) abnormal traffic detection, and (iii) reporting to system adminis-
trator by raising alarm. Intrusion detection systems are divided into two categories,
according to the installation parameters: (i) host-based IDS (HIDS), and (ii) net-
work-based IDS(NIDS) [6, 7]. HIDS are installed on the single host to monitor the
host on which it resides. The NIDS are installed on a particular system like server to
monitor the entire network [8, 9]. The common functions of the NIDS and the
HIDS are the log monitoring and analysis, data and services security, raising alarm
to the administrator, and policy implementation [10, 11].

The development of the intrusion detection system includes the data collection,
data preprocessing (feature extraction, feature selection, outlier detection, etc.)
learning, intrusion detection, and report and response generation. All the compo-
nents of the IDS have their own significance, and the role in the intrusion detection
cannot be ignored. In today’s scenario, the IDS must be an adaptive system so that
the changing traffic pattern and the different types of the network vulnerabilities to
be caught in at host and the network level. The complete suite of the intrusion
detection system is a need for the automated system; it is due to the unbalanced data
distribution, high volume of the data, large numbers of the attributes, availability of
the noise, and the outliers. CERT [12] reports that the number of network attack
increases day by day, and also the amount of data on the internet increases expo-
nentially [13]. Attack on the network services not only gives financial loss, but also
violates the security rules of the individuals or the organizations. Today, there are
access control, malware protection, email security, firewalls, and IPS- and
IDS-related concepts, and devices that exist failed to provide 100% security to the
data and services hosted on the World Wide Web [4]. From the literature available
in the [4-7], it is clear that the field of the intrusion detection is gaining importance
as the size of the network log data increases exponentially day by day, and the
manual analysis is approximately impossible or might it will take so much time and
money. So there is a need of network intrusion detection system which can
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automatically extract useful information form large volume of the data which is
previously unknown; these features are available in the data mining or machine
learning [14, 15]. The data mining can do prediction, classification [16], clustering
[17], and association rule mining [18] between the data items. So the field of
intrusion detection system based on the data mining is the best encapsulation of the
technological framework to overcome the cope of the intrusion in the World Wide
Web.

15.2 Related Work

In [19], a hybrid IDS is proposed which is based on the RBF/Elman neural network,
and it has the capability to detect the both anomaly and the misuse type of the
intrusions. The RBF is used for the classification, and the Elman is used to restore
the memory of the past event. The IDS is trained and tested using the KDD Cup
dataset, and the results show that it has superior detection rate and low false alarm
rate. In [20], a fuzzy clustering and ANN-based intrusion detection is proposed. In
this, fuzzy clustering method is used to generate the training subsets, the different
ANN are learned on those subsets, and finally fuzzy aggregation module to
aggregate the results from the learned ANNs. The system is learned and evaluated
using the KDD Cup dataset. In [21], two ICLN- and SICLN-based intrusion
detection systems are proposed. ICLN is the unsupervised classification method,
and the SICLN is the supervised classification method. The experimental result of
the paper shows that the ICLN and the SICLN provide the superior performance,
and the SICLN gives better result than the traditional clustering methods. In [22],
artificial neural network is used for intrusion detection. They use feed forward
neural network and the back propagation network for the detection of unusual traffic
in computer network. The system is evaluated using the DARPA dataset, and the
result of the paper shows that the system provides the promising result. In this [23],
authors presented a multilevel hierarchal Kohenan net-based IDS. The system is
trained and evaluated using the randomly selected data instances from the KDD
Cup dataset. In [24], authors presented neural network-based intrusion detection
system for computer network monitoring. In this, they presented the network data
analysis, development of the feature selection method, and generation of the
learning dataset, and the system is trained using the error back propagation and
Levenberg—Marquardt neural network. In [25], authors use the asymmetric cost of
the false positive and negative error for the performance enhancement of the neural
network-based IDS. Their proposed method accomplishes security and system’s
performance.

In [26], NeC4.5 intrusion detection system is proposed, and the system uses the
ensembles of neural network for the training set generation, and the C4.5 classi-
fication is used for the final classification task. The result shows that the NeC4.5
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provides better results in comparison with the C4.5 and the ensembles of the neural
network. In [27], a light-weight intrusion detection system is proposed for anomaly
detection in the computer network. In this, authors worked on the data prepro-
cessing, feature selection, and the classification; for feature selection, they used
genetic algorithm, and for the classification, they used the Neurotree classifier. The
training set is first preprocessed using the ensembles of the neural network clas-
sifiers, and then the labeled new dataset is used for the final classification using the
Neurotree classifier. The result shows that the system provides the promising
performance as compared to the REP Tree, Naive Bayes, decision stump, random
forest, and the random tree.

In today’s scenario, the field of the intrusion detection attracted the researchers
from the last decade and not yet the systems developed who provide the cent
percent security. Neural network-based intrusion detection system in the literatures
like back propagation, and MLP, which takes multiple scanning of the training set
for the classification knowledge-based formation, lack of adaptability, high learning
time, lack of nonlinear separability. In this paper, a novel intrusion detection system
is proposed which has the capability of online adaption, nonlinear separability,
lesser learning time, and the single scanning of the learning dataset.

15.3 Materials and Method: Fuzzy Min-Max
Neural Network

Fuzzy min-max neural network (FMMNN) classification [28] is based on the
concept of the hyperbox fuzzy sets. The FMM neural network is a collection of the
N input vectors as an input to the neural network, B numbers of hyperbox as a
hidden layer, and the M class labeled as an output to the neural network. Each input
is connected to all the hyperboxes, and each hyperbox is connected to a particular
class label. A hyperbox represents a region in the n-dimensional pattern space that
contains pattern vectors those who have the full class membership value. The
hyperbox is defined by its min—max point and the hyperbox membership function.
The membership function gives a belongingness value to each hyperbox fuzzy set
corresponding to each input vector to which a pattern is associated with the
hyperbox. In this neural network, the learning is performed by a series of expansion
and contraction process, and the testing of the patterns is carried out by the finding
the membership value of each input pattern corresponding to each hyperbox fuzzy
sets. The membership value lies between 0 and 1,1 means the full class member-
ship, and the 0 means no membership.

The main motivation behind the selection of Fuzzy min-max neural network for
the intrusion detection are the online adaption, nonlinear separability, overlapping
classes handling capability, single scanning of the training set, less training time
requirement, easy verification and validation, hard and soft decision, less parameter
tuning requirements, etc.
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15.3.1 Fuzzy Set Hyperbox

A fuzzy set hyperbox represents a region in the n-dimensional pattern space. The
hyperbox is defined by its min point, max point and the membership function. The
hyperbox contained only those patterns which have the highest membership value
against the all hyperboxes. The hyperbox fuzzy set is defined in Eq. 15.1:

B; = {A,v;,w;,F(A,v;,w;)} VAer. (15.1)

Here, B; is the jth hyperbox, A is the n-dimensional input vector or pattern, v; is
the min point of the hyperbox B;, w; is the max point of the hyperbox B;, and
F(A, vj, w;) is the membership function of the hyperbox B;. Suppose
A(ay ,az, a3 ... a,) is an input pattern, then the min and the max points of hyperbox
B; are defined as in Egs. 15.2 and 15.3:

Vj = (Vj], ij, Vj3, .. ‘an)‘ (152)
wj = (wjl, Wiz, Wj3, ...wjn). (15.3)

Now from the above-defined hyperbox B;, we can conclude that the aggregate of
the hyperbox fuzzy set of the kth pattern class Cy is defined as the union of the
K hyperboxes that belong to the pattern class k and is defined in Eq. 15.4:

Ci = U;ckB,;. (15.4)

15.3.2 Membership Function

The membership function of the fuzzy hyperbox is used to measure the degree of
belongingness of input pattern to a hyperbox. The value of the membership function
of a hyperbox B, for the input pattern A; is lies between O and 1. When the
membership value is closer to 1, it means that the pattern is more contained in the
hyperbox; 1 represents the full membership. The membership function is the sum of
the two’s complement of the average of the min point violation and the average of
the max point violation. The membership function is defined in Eq. 15.5:

n

bi(Xn) = %Z [max (0, 1 — max (0, y min (1, x4, — wj)))
i=1

+max (0, 1 — max (0,7 min(1, vy — x)))]. (15.5)



196 A. Chandrashekhar and J. Vijay Kumar

Here, bj(A;) membership value of the input pattern A, corresponding to the
hyperbox b;. y is the sensitivity parameter that regulates the membership value, i.e.,
when the distance between hyperbox b; and the input pattern X increases, the
membership value decrease and vice versa.

Xn = (%1, X2 - . . Xmn), is the hth input pattern, v; = (vj1, vj2, Vj3...Vjn) is the
min point of the hyperbox b; and w; = (wjl, Wi, Wi3, .. .wjn) is the max point of
the hyperbox b;.

15.3.3 FMM-Based Learning Methodology for IDS

The hyperbox learning process is the combination of the three subprocess that are
expansion, overlap test, and the contraction process. The fundamental prerequisite
of the learning process is the dataset. The data is the ordered pair of the n attributes
and the one decision attribute or the class attribute. In the intrusion detection,
learning process first selects the input pattern along with the class label and finds the
appropriate hyperbox for the same class, and if the chosen hyperbox accommodates
the selected input pattern, then min and the max points of the hyperbox are
adjusted, otherwise create the new hyperbox and assign the corresponding min and
the max point. Due to expansion of the existing hyperboxes or the new hyperbox
creation, process may create the problem of overlapping with the existing hyper-
boxes. Overlapping is eliminated with the help of contraction process. The details
of the expansion, overlap test, and the contraction process are explained in the
subsequent sections.

15.3.3.1 Hyperbox Expansion Phase

The goal of the hyperbox expansion process is to assign the input pattern to the
already existing hyperboxes that have the highest degree of the membership value.
If the membership function cannot accommodate it, then create new hyperbox. The
size of the hyperbox depends on the 0, and its value lies between 0 and 1; both 0
and 1 are included. Let (x;, ¢;) be an ordered pair of the input pattern, x;, =
(Xn1, Xm2, - - . xnn) be the set of the n input attributes, ¢, be the class label of the input
pattern. The input pattern x; is included in the box b; if,

no Z Z (max (wj,-,xhi) — min(vﬁ,xhi)). (156)
i=1

l

If Eq. (15.6) is satisfied, then update the min and the max points of the fuzzy
hyperbox b;, which are given below in Eqs. (15.7) and (15.8); otherwise create,
assign, and label the hyperbox, and also assign the min and max points.
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pew min(v°1d xh,-> Vi=1,2,3...n. (15.7)

Ji Ji o

WV — max (W;ld;xhi) Vi = 1,2,3...n. (158)

Ji

15.3.3.2 Hyperbox Overlap Test Phase

The goal of the hyperbox overlap test phase is to finding out the overlap between
the hyperboxes that have the different classes. Suppose that the box B, is expanded
in the previous step and the box B,, is the box in the pattern space representing
another class. Therefore, testing the possible overlap between the B; and the B,, is
carried out by dimension-by-dimension comparison, and the index of the dimension
of the smallest overlap along any dimension is saved for contraction process.
If 6% — 6™ > 0. Then, A = i and 5°¢ = 5™V, Here, A is the dimensional index
where overlap exists; overlap test is carried out for all the dimensions. If the overlap
does not exist, then the minimum overlap is set to indicate the contraction is not
necessary, i.e., A = —1. The overlap between the hyperboxes is tested by the below
mention cases, initially 6°¢ = 1.

Case 1. Vi <Viki <Wji < Wy

0"" = min(wj; — vy, 5°ld)

Case 2. v; < Vi <Wig <Wji

new : old
0"" = min(wy; — vj;,0°°)

Case 3. Vii <Vki <Wgi <Wji

new : : old
0 = min (mm (Wki — Vjis Wi — Vki), 0 )

Case 4. v; < Vji <Wji <Wgi

new : : old
0" = min (mm (wj,- — Viiys Wi — Vji), 0 )
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15.3.3.3 Hyperbox Contraction Phase

The objective of the contraction process is to adjust the dimension of the hyper-
boxes so that the overlap between the boxes is eliminated. The contraction process
keeps in mind to minimally disturb the size of the hyperboxes. The contraction
process depends on the A, If A > 0, then Ath dimension is adjusted that will
minimally disturb the shape of the hyperboxes. The contraction process is covered
in the following below-mentioned cases.

Case 1. ViA <VikA <Wia <WiaA

old old
Jj kA 2
Case 2. VkA <VjA <WiA <WjA
old old
new __ _new __ (WkA + ViA )
Wia® = ViA = - 5

Case 3. (a) vja <via <wia <wja and (wga — vja) < (Wja — vika)

new __ _ old
Vj = WiA

Case 3. (b) vja <via <wia <wja and (wga — vja) > (Wja — vea)

new __ _old
Wj = ViA

Case 4. (a) vka <VjA <Wja <WiA and (WkA — VjA) < (W_,-A — VkA)

new __ old
WiA = ViA

Case 4. (b). va <VjA <WjA <WEA and (WkA — VJ'A) > (WjA — VkA)

new __ _ old
Vi = WiA
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15.4 Learning Algorithm for IDS

Input:  Training set, Testing set, 0(theta), y (sensitivity parameter), v, w;
Output: FMM neural Networks

Process:

Step 1. Start

Step 2. Load the dataset

Step 3. Specify the initial parameters O(theta), y and (sensitivity parameter).

Step 4. If the input pattern is the first input pattern in the learning process, then
assign the v; and wy;.

Step5. Fori=2ton

Step 5.1. [Hyperbox expansion] For the ith input pattern, identify a same class
hyperbox that can accommodate it according the membership function
given in Eq. 15.5 and the expansion criteria given on the Sect. 15.3.3.1.
If not, then create a new hyperbox and assign the min and max (v; and
wj;.) of the hyperbox and label the box.

Step 5.2. [Overlap Test] Check the overlap between the newly created and
expanded hyperbox according to the cases given in the Sect. 15.3.3.2
with existing. If any overlap, goto step 5.3 else go to step 5.4.

Step 5.3. [Contraction process] Eliminate the overlap by minimally adjusting the
dimensions of the hyperboxes according to the cases given in the
Sect. 15.3.3.3.

Step 5.4. Increment i.

Step 5.5. Stop if the criterion is matched, then goto step 6 else goto step 5.

Step 6. Stop

15.5 Results and Discussion

This section describes the result of the proposed fuzzy min-max Neural
Network-based intrusion detection system (FMM IDS) and also the comparison
with the other classifier-based systems. The FMM IDS is tested with the KDD Cup
dataset. The dataset contains wide variety of intrusion and normal data collected by
the DARPA. The KDD Cup 99 dataset provide both the training and the test
datasets. The training data include the two types of the network data: normal and
attack patterns. The attack pattern is of the different categories like DoS, U2R, R2L,
Probe and Normal. The test dataset of used which is the subset of the KDD Cup
dataset that includes some attacks that are not in the training set. The dataset
contains a total of 41 attributes and one class attribute or the decision attribute,
which describes the category of the traffic pattern whether it is normal or attack. In
this experiment, a total of 11850 instances are taken for experimentation, 7821
instances for training, and 4029 instances for testing the FMM IDS. The dataset is
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first preprocessed to remove the duplicate entries. Outlier and extreme values are
filter-based on interquartile ranges concept of WEKA [29]. The FMM-based IDS is
tested on sensitivity parameter y = 1 and on the following 0 values 0.03, 0.06, 0.12,
0.24, and 0.36; here, 0 is the size of the hyperbox.

In FMM-based intrusion detection system training data set is used to train the
system and testing dataset to test the system. For checking the effectiveness, the
classification accuracy and the classification error are taken as performance
parameters. Table 15.1 shows the results of FMM-based IDS on different 0 values
0.03, 0.06, 0.12, 0.24, and 0.36. FMM-based IDS is implemented in the Windows
8, 4 GB RAM, Core i5 processor and MATLAB 2014 environment. The system
gives best performance at 6 = 0.36. At 0 = 0.36, FMM-based IDS provides the
95.1770% accuracy and 4.8230% classification error. The system gives 94.4162%
accuracy and 5.5838% classification error at 0 = 0.12, which is the second best
result. Table 15.2 shows the comparison of the proposed system with the other
existing systems. The FMM-based system is compared with the MLP classifiers,
multilayer perceptron, RBF classifier, RBFN classifiers, SMO, voted perceptron,
naive Bayes, LibSVM, simple logistic regression, KDD Cup Winner and KDD Cup
Runner UP. The result of the MLP classifiers, multilayer perceptron, RBF classifier,
RBEN classifiers, SMO, voted perceptron, naive Bayes, LibSVM, simple logistic
regression are evaluated on WEKA with default values, and the results as shown in
Table [15.2] shows that the proposed system gives the best results.

Table 15.1 Result of FMM 0 Accuracy Error

DS 0.03 91.1168 08.8832
0.06 91.3706 08.6294
0.12 94.4162 05.5838
0.24 92.8934 07.1066
0.36 95.1770 04.8230

Table 15.2 Con.lpan'son of Methods Accuracy Error

f;itfo IDS with-othet "1 b lagsifier 89.5658 104342
Multilayer perceptron 93.5964 06.4036
RBF classifiers 90.3946 09.6054
RBEN classifiers 81.8069 18.1931
SMO 91.6356 08.3644
Voted perceptron 77.8605 22.1395
Naive Bayes 67.3616 32.6384
LibSvm 91.4867 08.5133
Simple logistic regression 91.5612 08.4388
KDD cup winner [30] 91.8000 08.2000
KDD cup runner up [31] 91.5000 08.5000
Proposed FMMNN IDS 95.1770 04.8230
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15.6 Conclusion

In this paper, a novel intrusion detection system has been proposed, which is based
on the fuzzy min max neural network. The main component of the fuzzy min-max
neural network is the fuzzy hyperbox to find the decision boundary between the
various overlapping classes. The proposed system has been the online adaption
facility, nonlinear separability. The most important property of the proposed system
is the lesser time requirement for the learning against the tradition neural network
like back propagation neural network, and Boltzmann neural network. The tradi-
tional network takes the multiple passes in learning process. The system is trained
and evaluated using KDD Cup 99 dataset. The proposed system provides superior
performance as compared to MLP classifiers, multilayer perceptron, RBF classifier,
RBFN classifiers, SMO, voted perceptron, naive Bayes, LibSVM, simple logistic
regression, KDD Cup Winner and KDD Cup Runner UP.
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Chapter 16

Effect of Static Synchronous Series
Compensator on Power Balancing in Wind
Farms

Abhishek Gandhar, Balwinder Singh and Rintu Khanna

16.1 Introduction

Even today, there are many locations in the world which are not connected with
grid because of cost and some other factors. Electrical energy can be provided to
these remote areas by isolated power systems, but this is not a cost-effective
solution; therefore, the cost of electricity can be made comparable to existing
system by using renewable sources such as wind and hydro depending upon the
sitting locations of available energy sources. However, the main hurdle in using
renewable energy sources for stand-alone power system applications is that the
availability of power has daily and seasonal patterns that may not match the load
demand. A group of induction generators of small ratings are used to generate
electric power for stand-alone operations [1]. Wind power is a sustainable and clean
method to generate electrical power. More than half of the people in the world use
wind power for electricity generation. It is clean, pollution-free, and cost-effective
solution of electric power generation [2]. But the biggest demerit of wind energy is
the continuous fluctuations in the wind speed, which affects the different parameters
of electrical power. Nowadays, wind power generation is increasing day by day, so
for controlling the power quality, some control mechanism is required for farms. In
recent years, flexible AC transmission systems (FACTS) are used because of their
ability to control almost every parameter of power systems. These FACTS devices
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have been investigated to achieve the best utilization of existing power systems [3—
5]

In this paper, an important FACTS controller SSSC has been incorporated with
test system to control the parameters of the system. In the present study, the wind
farm is analyzed for the quality of power generation property with and without
SSSC. A combination of two 1.5 MVA wind turbine generators is modeled as a
compensation methodology for the fault contingency. It is also clearly presented
that voltage profiles can also be enhanced with the application of SSSC in the
system.

In the proposed study the voltage profiles of connected loads are presented after
the insertion of SSSC in the test system. Software simulations have been carried out
in a very effective Simulink toolbox of MATLAB to study the effect of SSSC of the
voltage profile under different loading conditions. The present work has been
organized into the following sections:

1. Basic information of SSSC,

2. Test system,

3. Simulation results of test system, and
4. Conclusion.

16.2 Basic Configuration of SSSC

The SSSC is a static series synchronous controller and is very similar to a series
compensator. On the contrary, this controller has the same structure as that of
STATCOM. But in SSSC operation, the transformer is connected in series with the
supply line, while in the case of STATCOM, that coupling transformer is connected
in parallel with the line. The SSSC inserted a series voltage into the series com-
bination of line with a control over magnitude and direction. This sinusoidal voltage
is in synchronism with supply voltage [6, 7]. Then, the resultant output voltage is
having a phase difference of 90 with the line current, and it is also independent of
line current. It can be varied according to the requirement of the system. Thus, the
objective of the controller is to vary the system power by varying the imaginary part
of voltage drop. A fraction of inserted voltage that is in phase of line current is
responsible for the losses in the converter. The basic configuration of a SSSC is
shown in Fig. 16.1 [7-9].

Here, phase-locked loop (PLL) is an integral part of control block of SSSC
which matches with the +ve sequence current. The control of SSSC is shown in
Fig. 16.2. The yield of the phase-locked loop (angle = wf) is used to design the
direct-axis and quadrature-axis fractions of the three-phase voltages and currents
(nominated as Vg, V or Iy, 1,). The quantification block is evaluating the quadrature
part of alternating +ve components of voltages V; and V, (V4 and V,q) also the
direct-current voltage V4. AC and DC voltage controller which calculates the two
fractions of this voltage Vy_cony and Vy_.ony) demanded to get the needed DC
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voltage (Vgcrer) and the inserted voltage (Veer). The Vg voltage controller is helped
by another controller which designs the V.,,, voltage from the I4 calculations. The
effect of injected voltage is illustrated in Fig. 16.3. The governing equations are
given below:

2
p= YV sin(8s — 9,) = Y sino (16.1)
X, X,
ViV, gV
0= X, [1 —cos(ds — 9,)] = X—L(l —c0s9) (16.2)
0= (6—9,) (16.3)
|Vv‘ = |Vr| = |V| (164)
2 2
P, = 4 sind = Vix (16.5)
Xefr XL[ _x_ﬂ
2 V2
Q, = [1 —cosd] = < [1 — cos d] (16.6)
eff XL|: _X_Z:|

16.3 Model of Test System

Here, the test system shown in Fig. 16.6 consists of wind farm with 2 wind tur-
bines, each rated at 1.5 MW, and the wind turbines are connected in two groups
containing one wind turbine generator each; induction generator of Group 1 is
connected at bus “WT’, and induction generator of Group 2 connected at bus ‘D’ is
shown in Fig. 16.2. Three different loads L-1, L-2, and L-3 are connected with A
IEEE 4-bus system. The FACT controller SSSC has been implemented between
these sections connected at bus WT and bus D. Thus, the SSSC controller is
effectively controlling the different parameters of wind-powered distributed energy
resource. The particular for the design is presented in the Appendix. In this paper,
the investigations executed are based on the assumption that all the wind turbines in
the wind farm are identical and have the same operating condition. This combi-
nation is representing a wind power system. In this paper, the investigations are
executed on the assumption that the wind turbine is operating at a rated speed
(9 m/s). The controlled parameters are presented in the following section
(Figs. 16.4 and 16.5).
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16.4 Simulation Results with SSSC

207

The active power and reactive curves of two groups of wind systems, where each
group consists of six wind turbine induction generators connected with three loads
that are presented here. A significant amount of reactive power and active power is
required by wind generator of group ‘1°, whereas wind induction generator of group
2’ is having surplus active and reactive power. In reality, the fluctuation in the
wind velocity brings the changes in the requirement of reactive power. Therefore,
fixed capacitors are not capable of providing compensation to such dynamic
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Table 16.1 Voltage profile Sr. 1o, Loads VstaTcom (p-u.) Vsssc (p-u.)
incremental change 1 Load ‘1° 0.31 0.38

2 Load ‘2’ 0.30 0.38

3 Load 3’ 0.28 0.97

conditions. Then, this continual VAR demand in the system will be provided by a
dynamic controller SSSC, and the range of compensation can be from no load to
full load. Thus, a SSSC has been employed in between these two groups. It is
shown in Figs. 16.7, 16.8, 16.9, 16.10 and 16.11 that SSSC is balancing active nd
reactive VAR powers of the studied test system. The voltage profiles of three loads
‘1, 2 and 3’ are also presented. A comparative analysis on the basis of voltage
profile improvement at the time of induction of STATCOM and SSSC is also
presented in Table 16.1. The SSSC is inserted at ‘5’ s, and within no time, it
significantly increases the voltage profiles of these loads shown in Fig. 16.10 (load
‘1’ with green curve, load ‘2’ with red curve, and load ‘3’ with blue curve); thus,
SSSC is playing a pivotal role of controlling powers of given test system and is
proved as one of the most important and powerful FACT controllers of the family.

16.5 Conclusion

In this paper, the effective SSSC in improving the voltage profiles of different loads
is analyzed. In the presented study SSSC helps in balancing the active and reactive
VAR powers of the studied test system. It is clearly presented that SSSC helps in
the mitigation of the active and reactive power imbalance for the considered system.
So, here results clearly show the requirement of dynamic reactive power com-
pensation in such conditions, and it can be achieved by using the FACTS con-
trollers like SSSC.

Appendix A

See Tables 16.2, 16.3, 16.4, 16.5 and 16.6.

Table 16.2 Load data Load kW kKVA
1 10 1.0
2 03 1.0
3 03 -
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Table 16.3 Wind
turbine/generator data

Table 16.4 Pitch angle
regulator

Table 16.5 Series controller
data

Table 16.6 Injected voltage
regulator

References

A. Gandhar et al.

1 Stator resistance 0.004843 pu

2 Rotor resistance 0.004377 pu

3 Stator leakage reactance 0.01248 pu,

4 Rotor leakage reactance 0.0179 pu

5 Magnetizing reactance 6.77 pu

6 Inertia constant 5.04 s

7 Friction factor 0.01 pu

8 Pole pairs 03

9 Base wind speed 9 m/s

10 Mechanical o/p power 9 MW

Pitch angle regulator

1 Kp 05

2 Ki 25

3 Max pitch angle 45°

1 kVA 50 kVA

2 Voltage 480 V

3 Frequency 60 Hz

4 Max injected voltage 0.10 pu

5 Rse 0.16 pu

6 Xse 0.016 pu

7 Friction factor 0.01 pu

8 Pole pairs 03

9 Base wind speed 9 m/s

10 Mechanical o/p power 9 MW
Kpse 0.03

2 Kise 1.5
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Chapter 17
Characterisation of TFT Sensors
for Chemical Sensing Applications

A. Ravishankar Holla, Ananth Noorithaya and M. Uttarakumari

17.1 Introduction

The birth of flexible electronics took place due to its need in the space exploration
activities. Solar cells were required to support the space vehicles. Hence, flexible
solar cells were fabricated with silicon as the materials in them. Then, a necessity
arose to make them thin. This was to improve their efficiency. The solar cells
initially used in space crafts and satellites were not efficient. Later on, as more
research was carried out in the field, flexible solar cells were introduced [1]. As
more developments were made on this, flexible electronics became centred to the
use of thin-film transistors (TFT). They are being used in a variety of applications
which includes displays, sensors, and use-and-throw electronics [2]. TFTs are a
unique group of field-effect transistors manufactured by depositing thin films of
semiconducting materials, dielectric layers, and metallic contacts over a substrate
which is the supporting base. The commonly used substrate materials are glass,
plastic, etc. This is because in liquid crystal displays and flexible electronics, where
in TFT’s are primarily used, transparent substrates are usually preferred [3]. The
TFTs differ from the conventional transistor with respect to the semiconductor
material such as a silicon wafer typically is the substrate.
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The configurations of TFT are based on the positions of source—drain contacts
relative to the position of the gate:

1. Top-gate structure:

The top-gate structure is shown in Fig. 17.1. The gate material is deposited on the
substrate. This is followed by the deposition of the dielectric layer on top of the gate
deposited area. The organic or the active material is deposited next on the dielectric.
The source and drain contacts are then etched by masking process. In top contact
configuration, the charge injection is done vertical into the active layer, while the
current flows through the channel in a lateral direction.

2. Bottom-gate structure:

The bottom-gate configuration is shown in Fig. 17.1. The gate is first deposited on the
substrate. Next, the dielectric layer deposition is done, as in the previous configura-
tion. The source and drain contacts are formed next. The active layer is deposited at
last. So the source and drain contacts are partially concealed in this case. In this
configuration, the charge injection is from the side plane into the active layer [4].

The cross-sectional views of above views are also shown in Fig. 17.1. In
staggered configuration, the electrodes are placed over active layer. In coplanar, the
electrodes of the diffusion layer are in the same plane as that of the active layer. For
sensor applications, the use of the top contact structure is preferred because fab-
rication is a lot easier. Doping the organic layer under the contacts is used to
facilitate the charge injection.

17.2 Literature Survey

Most of the flexible electronics today is implemented using TFTs. They were first
manufactured by Brody et al. in 1968. In the last quarter century, there has been a
substantial amount of research carried out in this field of study. There have been

staggered coplanar __ gate material
-~ Insulator
——  SS— _drain
o | |
~——_glass
N substrate
L
- - J—L_I——\ . Amorphous
bottom- L | ™ silicon (active

\\ 3
~.gate material

Fig. 17.1 TFT structure configurations [4]
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new prospective materials found and tested. Also, there have been new techniques
of fabrication experimented. In the early 1980s, the manufacture of liquid crystal
display (LCD) was done using silicon in amorphous form. The advent of the
flexible displays began in the 1990s. Flexible polyimide substrates were used to
build the circuits containing TFT by Constant et al. in 1994. Since this work, many
research organisation and companies have demonstrated the use of flexible sub-
strates using various materials like a-Si:H (inorganic), zinc oxide, organic materials,
and hybrid organic/inorganic materials [1].

TFTs have been fabricated using hydrogenated amorphous silicon (a-Si:H) as a
main semiconductor material in the manufacture of displays. This is because it was
found that the hydrogen atoms were helpful in rendering a lot of defects and
dangling bonds as passive. This was mainly used for the manufacture of flat panel
displays in the industry. The photo current produced in a semiconductor under light
is of significance in the applications involving light such as photovoltaic devices.
The light absorption coefficient in the domain of visible wavelength is relatively
large for this material. This allows a massive recombination of electrons and holes
in the device resulting in photo signals [5-8]. The a-SiGe:H, an alloy of this
material, has a unique property of lowering the energy band gap, which enhances
the spectral response in terms of photo currents in the range of the IR wavelengths
[9, 10]. In a related work, the effects of photo illumination were analysed. This was
done using TFTs based on a-SiGe:H when they were used as photo sensors. The
generation rate of photo current was evaluated on the basis of the direction of
photon incidence in the TFT structure. From the results, a highly sensitive a-SiGe:H
TFT was implemented and was integrated to a touch-photo sensor in a display panel
application [11].

When we consider the inorganic materials, the hydrogenated amorphous silicon
is the forerunner in the industry. TFT which are manufactured by using this material
are the chief ingredients in the active matrix in the LCD display panels today.
These LCD panels are built using TFTs which have been fabricated at higher
temperatures. However, most flexible substrates are processed at low temperatures.
Therefore, this incompatibility has driven many companies and research groups to
progress in the use of a-Si:H TFT backplanes in flexible displays. Although there is
widespread use of a-Si:H in the industry, there are many devices in the market
which have been substituted by different materials. For instance, organic LEDs
(OLEDs) use organic materials instead of a-Si:H. The main drawback of using a-Si:
H in TFT is that the TFT experiences a threshold voltage shift (Vt). Electrical stress
is created due to continuous conduction of majority charge carriers in the active
layer. As a result of this, the threshold voltage of the TFTs increases with time, and
hence the current drive of it is reduced. In order to reduce the threshold, Vts, the
processing temperature has to be increased. Hence, there is a need to find out
suitable substrates which can withstand such high temperatures.

Polysilicon TFTs are fabricated at relatively higher temperatures using crys-
tallisation of a-Si:H material. The crystalline structure gives rise to increased
mobility. The threshold voltages of TFTs fabricated using polysilicon as active
material are found to be stable.
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TFT fabricated using amorphous In-Ga-Zn-O (a-IGZO) as active material has
proven to be suitable to be fabricated at low temperatures as a substitute for
silicon-based TFTs. Also, a-IGZO TFTs are transparent and show superior elec-
trical performance. These can also be fabricated on plastic substrates which makes
them a potential candidate for flexible electronic applications [11]. a-IGZO TFTs
have already been used for flat panel displays [12, 13], The I;; — V,, characteristics
are the basis for the analysis of use of any active material in a TFT. When the gate
bias is applied to the TFTs which use a-IGZO as active material, the characteristic
shifts in the positive direction and the sub-threshold slope becomes steep. When
light is irradiated onto the TFT, the characteristic shifts in the negative direction and
the sub-threshold slope becomes lesser. This is due to the fact that the oxygen in the
compound is responsible for generating flat trap states in the energy band gap [12].

The development of fabrication processes that use polymers for surface micro-
machining has increased the flexibility and capabilities for MEMS, especially in the
biomedical and microfluidic fields. However, one major drawback to typical
polymer MEMS processes is the lack of electrical signal conditioning or active
sensing capabilities. Polymer MEMS devices currently rely on external circuits for
signal conditioning during actuation or sensing, and typical processes can only
fabricate passive structures without any transduction capabilities. Although
embedded organic TFT circuits in polymer MEMS have been demonstrated [13],
the fabrication technique requires micro stereo lithography which does not scale
well for mass production when compared to the well-established amorphous silicon
TFT technology [14] currently used for flat panel displays.

TFTs can also be used as sensors. In a recent work, a combined pH and
impedance system was developed. There were related works which involved the
development of such systems using microcontrollers. However, these systems
required a lot of power. The use of TFTs served as an alternative [15]. This work
involves the use iridium oxide (IrO,)-thin films as an active material on a flexible
substrate. Silver was used for metallic contacts [16].

In most cases where the organic materials are used for fabricating the TFTs,
enhancement p-type organic devices were fabricated. The devices are operated in
accumulation mode. Therefore, they have a positive “threshold voltage”. An issue
concerning the widespread use of organic transistors is the amount of leakage
current that flows in the “off” state when a drain-to-source voltage exists. Rogers
et al.’s [17] work showed that “the bottom-contact devices have low ‘off’ currents
and better overall characteristics than the top contact devices”. According to this
observation, a fact in support of this is the use of pentacene in fabricating transistors
using organic materials consistently results in stable devices with high on/off cur-
rent ratio, these being bottom-contact types. After deposition, the substrate is
allowed to cool slowly. This is called annealing. It is another great technique used
to minimise the “off” currents in such devices. There has been a lot of work done to
ascertain the factors affecting the conductivity in transistors fabricated using organic
materials. In one such work, Vissenberg et al. [18] developed a field-effect mobility
model to explain the conductivity in transistors fabricated using amorphous organic
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materials. They showed that the electrical conductivity in such devices depends on
the molecular ordering in the morphology of the active layer.

Gas sensors were fabricated with metal-oxide-semiconducting (MOSs) materi-
als. These devices find their applications in detecting gas leakages in industry and
home. Gas sensors have been developed to detect ethanol, liquefied petroleum gas
(LPG), carbon monoxide, etc. [19].

17.3 Method of Implementation

SILVACO is a private company well known as a provider of electronic design
automation (EDA) software. It provides software for TCAD simulations. The EDA
software licensed by this company is known to be a great tool for process and
device simulation. It provides from semiconductor fabrication process simulation to
design automation solutions for various fabrication technologies like CMOS and
bipolar. The software when purchased fully as a suite becomes a virtual wafer
fabrication tool. It includes various tools like ATLAS, TONYPLOT,
TONYPLOT-3D, DECKBUILD, and DEVEDIT [20].

Athena is a tool provided by SILVACO which is used for two-dimensional sim-
ulation of a semiconductor device. It can also be used for numerical analysis. This tool
has a modular structure of operation. This tool is special in a way that it provides the
user to experience, through simulation, basic deposition and etching steps. It also
provides a coding solution to design a basic structure of a semiconductor device. The
doping concentration, the thickness of each region, and other critical attributes can be
specified as desired. This software can be used to simulate silicon processing steps.
This includes ion implantation, diffusion of dopants into the bulk material, and oxi-
dation to observe the changes and manipulations in the device’s physical parameters.
This software supports the simulation of a wide range of techniques such as deposi-
tion, etch and reflow which are used in modern IC technologies. This tool includes the
lithography simulation with advanced features like 2D aerial imaging, non-planar
photoresist exposure, and post exposure bake and development. One can use this
software for optimisation and analysis of different semiconducting structures.

While Athena is more concerned with the device construction and analysis,
ATLAS is a physically based device simulator which is used to analyse the elec-
trical characteristic of the device. This tool is so user-friendly and easy to use that
the bias conditions and other physical and electrical constraints can be well spec-
ified by the user itself. This process is achieved by approximation. The operation of
a device under consideration is mapped onto a two- or three-dimensional grid, with
a number of intersections called grid points. These grid points form nodes and loops
of an electrical circuit. The current and voltage equations are solved by continuous
iterative procedure. A set of Maxwell’s laws and differential equations is applied to
the grid to approximately mimic the transport of charge carriers. Therefore, we can
model the structure according to the DC, AC, or transient modes of operation
without having to set any extra configurations.



220 A.R. Holla et al.

Since the physical models are being simulated, they can be used to save the time
and cost overhead which otherwise would be invested to perform the experiments.
Moreover, there might be some attributes which would be tough to measure. For
instance, currents in the order of nanoamperes would be difficult to measure with all
the other second-order effects influencing it. The specifications are as follows:

Structure specification: MESH, REGION, ELECTRODE, DOPING

Numerical method specification: METHOD

Solution specification: LOG, SOLVE

Results specification: EXTRACT, TONYPLOT, OVERLAY

Material model specification: MATERIAL, MODEL

The following figure gives a brief overview of ATLAS input and output files.

The ATLAS tool takes inputs from Athena (works in DeckBuild runtime

environment) which creates structure files or from DevEdit which creates

command files. The structure file can be input to TonyPlot and TonyPlot 3D for

visualisation.

e ATLAS is called in the DeckBuild runtime environment to perform device
simulation on the structure created by Athena/DevEdit.

e [t provides runtime output (usually the parameters which are calculated using
Extract command) and after simulation in the form of log files and solution files.

e The values stored in log files and solution files can be used for visualisation

using TonyPlot tool.

The different approaches of the process of simulation are as given in Fig. 3.1.
The approach adopted in this project is to:

1. Design a structure of TFT using DevEdit/Deckbuild.

2. Simulate the saved structure with the defined active layer in ATLAS device
simulator.

3. View results of simulation in Tonyplot editor (Fig. 17.2).

The basic structure of a TFT was developed on the DevEdit tool as shown in
Fig. 17.3. The same was saved as a structure to be invoked by the other tools later.
The structure had the required active layer, source, gate and drain regions and their
respective contacts, all in appropriate dimensions for the design.

The structure thus created is invoked in the ATLAS simulator. The required
meshing is done. The active layer so defined is simulated for I; v/s V,, curve for a
pre-defined range of values of V,,. The active layer of the TFT is changed in the
TFT structure in DevEdit, invoked in the ATLAS simulator and simulated. The
output curves are observed and compared for different active materials [20].

Compounds that lack carbon and hydrogen atoms are organic compounds and
are found in biological systems. Traditionally, inorganic compounds are viewed as
being synthesised by the agency of geological systems. The materials used as active
layers in the simulation are as follows:
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1. SiGe

SiGe has an adjustable band gap. This makes it more versatile in terms of appli-
cations. This is also used for the manufacture of heterojunction bipolar transistors
due to its properties. Such transistors have relatively higher forward gain than the
conventional transistors.

2. Indium phosphide

Indium phosphide is a binary compound. It is a semiconducting material. Most of
the group’s III-V elements in the periodic table have a face-centred cubic crystal
structure. This facilitates high carrier mobility. Therefore, this material is usually
used in transistors which cater to high-frequency applications. This material has a
direct band gap which is suitable for optoelectronic applications.

3. Mercury telluride (HgTe)

Mercury telluride is a binary compound of mercury and tellurium. This is not
totally a semiconducting material. However, it is categorised under the II-VI cat-
egory of semiconductor materials. HgTe shows metal-like qualities and properties.

4. Gallium arsenide phosphide (GaAs;—_4Py)

Gallium arsenide phosphide is a semiconductor material, an alloy of gallium
arsenide and gallium phosphide. This is an example of a ternary compound pri-
marily used for LED applications. The proportion of the individual elements in the
compound may vary, depending upon the resultant band gap required for light
emission. Gallium arsenide phosphide is used in the manufacture of LEDs for
emission of red, orange, and yellow light.

5. PPV (Poly phenylene vinylene)

PPV is a polymer which can be processed into a crystalline thin film. This is used
exclusively for light-emitting and photovoltaic applications in the industry. It has a
small band gap. The advantage of using this material is that its physical as well as
chemical properties can be altered easily by introducing and replacing functional
groups in the polymer chain. So far, this has not been used for chemical sensing
applications, but is a potential candidate.

6. Pentacene

Among organic semiconductor materials, pentacene has been found to be having
one of the highest carrier mobilities. This is by the virtue of its high packing density
as compared to the other materials. Due to high intermolecular bonding, there are a
lot of cohesive forces between the molecules. Different heat treatments were used
based on thin-film studies and sought to optimise pentacene TFT performance on
printed electronic substrates. Pentacene is a polycyclic aromatic hydrocarbon. It has
five linearly fused benzene rings in its molecular structure. All the interatomic
bonds in this compound are conjugate in nature. This compound is found to be an
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organic semiconductor. Since it has five benzene rings in its molecular structure, it
is very rich in electrons. Pentacene is a linear acene in the family of acenes [21].

17.4 Results and Evaluation

The active layer is of primary concern for us. It should be so chosen that it provides
a change in its electrical properties when it comes in contact with ions. The different
parameters which decide the appropriate active layer are shown in Table 17.1.

Figures 17.4, 17.5, 17.6, 17.7, 17.8 and 17.9 show the simulation outputs cor-
responding to different materials.

The TFTs characteristics simulated with SiGe as active layer is shown in
Fig. 17.4. This shows a typical transistor curve for the I; — V,, characteristics.

The TFT characteristics simulated using indium phosphide as active layer as
shown in Fig. 17.5 show a skewed curve for the I; — V,, characteristics. This
characteristic is not suitable as there are sudden variations in current with respect to
specific voltages.

The TFT characteristics simulated using mercury telluride as active layer as
shown in Fig. 17.6. Since this active material typically shows metallic properties,
the current through the material reaches its maximum value and conducts in the
same manner irrespective of the voltage applied.

The TFT characteristics are simulated using gallium arsenic phosphide as active
layer as shown in Fig. 17.7. These I; — V,, characteristics are similar to that of
indium phosphide.

The TFT characteristics are simulated using PPV as active layer as shown in
Fig. 17.8. The 1; — V,, characteristics are appreciable. However, the skewed nature
of the characteristic might cause problems at the time of sensing.

Table 17.1 Electrical parameters of active layers

Eg Energy band gap at room temperature

Nc No. of majority carriers in conduction band per cc of volume of material
at room temperature

Nv No. of majority carriers in valence band per cc of volume of material at
room temperature

Mup Mobility of charge carriers in the p-region of transistor

Mun Mobility of charge carriers in the n-region of transistor

NTA and NTD Conduction and valence band edge intercept densities

WTA and WTD Characteristic decay energy
EGA and EGD Peak energy/peak distribution

SIGTAE and Electron capture cross section for the acceptor tail and corresponding
SIGGAE Gaussian states, respectively
SIGTAH and Hole capture cross sections for the acceptor tail and corresponding

SIGGAH Gaussian states, respectively
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Fig. 17.8 ATLAS simulation output with PPV as active layer
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Fig. 17.9 ATLAS simulation output with pentacene as active layer
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The TFT characteristics simulated using pentacene as active layer as shown in
Fig. 17.9. For the voltage range of 0-8 V, this material shows a good linear
response.

The chosen active layer must have a very high range of I, for a given range of
Ves (0=20 V in this case). Moreover, the curve should be linear enough so that the
sensitivity can be calibrated easily for corresponding values of V.

17.5 Conclusion and Future Scope

It is observed that pentacene (organic) and SiGe (inorganic), as active layers, are a
suitable choice for our applications. Pentacene shows good response for commonly
used input voltage range in most of the applications. The corresponding graphs are
linear for low applied voltages which increase their ability to select and sense the
presence of ions. They also operate at low values of I; which reduces power
consumption. This behaviour of pentacene and SiGe make them a practical can-
didate for hand-held real-time systems where power consumption is a major con-
straint. Moreover, these materials are also available in amorphous form which
makes it suitable for TFT fabrication processes.

The electrical parameters of pentacene and SiGe, like energy band gap, mobil-
ities, doping concentration and electron, and hole trap parameters have admissible
values for good sensing of the required metal ions. It can be concluded that since
fabrication methods of pentacene and SiGe are well established, a single or an array
of TFTs on flexible substrates with pentacene or SiGe as an active layer can be
made to sense the ions in different media, that is, gaseous, liquid, or suspensions.
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Chapter 18

Storage Optimization of Automated
Storage and Retrieval Systems Using
Breadth-First Search Algorithm

Amiya Sagar Das, Prashant Kumar Dwivedi, Amit Kumar Mondal,
Roushan Kumar, R. Manohar Reddy and Adesh Kumar

18.1 Introduction

Automated storage and retrieval systems (ASRS) have been in practice in the
industries since 1950s, particularly for warehouse management. Before the intro-
duction of ASRS to the industry, the inventory control and management were done
manually which led to accidents, slow execution time, and high labor cost. It was
introduced to tackle the above-mentioned problem of storing and retrieving raw
materials and saving the transportation time for the employees, thereby improving
the efficiency of the entire system.

ASRS offers the benefits of enhanced inventory control and economical uti-
lization of time, place, and equipment [1-3].

In recent times, the ASRS has been implemented in state-of-the-art applications
like automated car parking system, automated library management system, and
automated luggage storage system. The major parts which are constituted in an
ASRS are the racks, stacker cranes, input/output points (I/O’s), and aisles.
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Fig. 18.1 Types of ASRS

The racks are majorly made up of steel or aluminum to store the material or load.
The stacker cranes are automated machines which pick the material from the
input/output point (I/O) and place the load or material in the storage cell. The vacant
places among the racks where the stacker cranes can move are known as aisles. An
I/O post is a place where incoming materials are picked up for storage and retrieved
materials are dropped off. Pick points (if any) are places where single articles are
removed from a retrieved load beforehand the load is sent back into the system by
the human workers [4-6].

There are many types of ASRS that are used in the industry. The type depends
upon the purpose. The major types are shown in Fig. 18.1. In this paper, single-
deep stationary rack type of ASRS has been considered for analysis. The “single
deep” term means that each rack has the storage capacity of only one load to be
stored at a time. There are a few assumptions which were taken into consideration,
they were as follows:

(1) All racks are empty initially, i.e., when the system is used for the very first time
there is no load in the racks.

(2) All racks are equal in dimensions and are equidistance from each other, which
reduces the complexity of the system.

(3) Interleaving is ignored. All the sequences are considered to start from the I/O
and end at I/O. If a storage sequence is in run and a retrieval request is sent,
then the system completes the storage sequence first, returns to the I/O, and
then acknowledges its retrieval request.

(4) The system is independent of the retrieval time or the period of stay of the
material in the rack.

This paper is divided into two major parts: firstly, the ASRS in which the
algorithm is to be implemented is described along with the concept of virtual
sensing. After this, the implementation of the algorithm in the system is elucidated.
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18.2 Storage Assignment

There are many storage assignments which are being successfully implemented and
used in ASRS. The majorly used storage assignment policies are as follows [7-9]:

Dedicated storage assignment.

Random storage assignment.

Closet open location assignment.

Full turnover-based storage assignment.
Class-based storage assignment.

In Table 18.1, a brief description of all the storage assignments has been given
[4]. In this paper, the storage assignment which is taken into consideration is
random storage assignment.

18.3 Random Storage Assignment

In this storage assignment, the material is equally likely to be stored in any of the
rack. In actual practice, it is often approximated with open closet location assign-
ment. The open closet location rule states that, just before the storing of any
material in the rack is initiated, the system scans for the list of all the empty racks
and finds the closest one to the I/0. Then, the material is stored in the closest rack
regardless of the turnover or priority [7]. It is to be noticed that according to this
rule if a retrieval command and a storage command is done alternatively, then the
storing will occur at the same location again and again. It should also to be kept in
mind that any material stored is independent of the location it has been stored
before. It is also independent of the material that has this rule if a retrieval command
and a storage command is done alternatively, then the storing will occur at the same
location again and again.. It is also independent of the material that has been stored
in that same location. In real time, there are many applications to these types of the

Table 18.1 Types of storage assignments and their description

Type of storage Description

assignment

Dedicated storage Each product category is allotted to a fixed location. Every
assignment material has a specified storage rack

Random storage Every empty position in rack has equal probability of getting
assignment stored for an incoming material

Closet open location The first empty slot encountered is filled first

assignment

Full turnover-based Storage locations for loads are determined based on their demand
storage assignment frequency

Class-based storage Stores divide the materials on the basis of use and priority
assignment
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assignments. One of the major applications that have been implemented till now is
the automatic car parking system.

18.4 Virtual Sensor

Before going to the implementation of algorithm which will search the nearest empty
rack and guide the stacker crane to store the material, it is important to find out the status
(empty/filled) of the rack. Usually, array of sensors or limit switches are used to know
the status of the rack [ 10]. The array of sensors and limit switches make it disordered and
is less flexible, i.e., if the number of racks are increased, then it will need more sensors to
get the status of the rack. In some applications like image processing, a sensor at the end
effecter of the robot is attached to get the status [ 1 1] which makes them a costly affair. To
solve such problems, there is a solution called as a virtual sensor.

The virtual sensors are not actual sensors but the status of the racks is stored in
the memory of the controller. The concept is shown in Fig. 18.2. In the figure, “0”
signifies that the rack is empty and vice versa. All the racks are marked empty
initially. The basic concept behind it is that when the stacker crane visits a specific
rack with a specific coordinate; supposedly (1, 1) whose status is “0” for storage,
the status of that coordinate is changed and marked as “1” which means that the
rack is visited once. The controller is associated with a counter which makes the
count. When the stacker crane again visits the coordinate (1, 1) for retrieval, the
controller resets the counter to “0,” signifying that it is empty. While checking for
status of the rack if the status is found to be “1,” then the pointer moves to next
neighbor to check the status if it is empty or filled and so on. It is to be noted that
the change in status only takes place after the storage and retrieval sequence is
completed and after the carne reaches back to the I/O. This technique can be used in
any microcontroller, processor, or programmable logic controller (PLC) [12]. It is
also important that the actuators for the stacker crane should be chosen wisely, i.e.,
the steps of the crane can be controlled or it should have feedback which will notify
the controller about its position.

Fig. 18.2 Example of a rack

with various status G1) (32) (3,3)
0 1 1
(2,1) (2,2) (2,3)
1 0 0
(1, 1) (1,2) (1, 3)
0 1 0
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18.5 Breadth-First Search (BFS)

It is one of the basic and simple un-informed search techniques in graph theory.
Breadth-first search (BFS) expatiates on all the states, which are at one step away
from the beginning state, and then expatiates all states which are two steps from the
beginning state, then three steps, etc., until a goal node is reached [13-15]. As it
always expatiates on all nodes at a known depth beforehand expatiating any node at
a larger depth, the first solution route found by BFS will be the one of the smallest
spans. At certain times, BFS expatiates on all the nodes to a certain given depth to
find the goal node. In general, the algorithm can be explained with reference to
Fig. 18.3 as follows:

1. Form a queue with the root node at the initial position (a), check whether the
root node is the goal node.

2. If the root node or the first element is the goal node, then do nothing and come
out of the loop.

3. If the root node is not a goal node, then remove the root node from the queue,
and if there are any children nodes then put them in the queue.

4. If the goal node is found, return the node and announce success, if not then
return failure.

The general algorithm can be given as in Fig. 18.3:

Fig. 18.3 Tree which
denotes the state space to
explain the BFS algorithm

e
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18.6 Implementation of BFS in ASRS

The main reason to implement BFS in ASRS is to make it autonomous, so that it can
make decision on its own to decide on the location of storage of the material. The
proposed algorithm in this paper has been implemented using PLC and SCADA. The
software that is used for the purpose of simulation is Indraworks Engineering V7
which is actually based on the Codesys v2.3. The visualization tool in the software
serves as SCADA which is helpful in monitoring the algorithm in progress.

There are many searching algorithms which have been implemented in associ-
ation with ASRS which proposes to associate genetic algorithm (GA) with the
system. It provides the intelligence to remember the pattern and store the object in
the empty racks [16]. Although GA has its own advantages, BFS can also be
implemented. The BFS searches and provides the nearest empty rack to the con-
troller which then with the help of a crane stores the material. The BFS algorithm in
Algorithm 1 can be modified and implemented to get the desired output from
ASRS. The modified algorithm is given as Algorithm 2.

Algorithm 1: Generalized BFS

Algorithm BFS (graph, start, goal) / initialize the necessary
parameters
f
s
Queue (graph, start)
While (queue (graph) != Empty) // get into the loop
{

Node= dequeue (graph)
Print “node”
If (node == goal) break // check if the node
is goal node if true then break
For (I« (n-1)to 0) do
!

1
If (edge (node,i))
Enqueue (graph, i)

s

}

Return 0

i

The Algorithm 2 can be best explained through an example. Let us consider a
case where the total number of racks is 16 and the matrix is an order of 4 x 4 as
shown in Fig. 18.4. The I/O point is the starting position of the crane and as per the
algorithm, and the controller will start looking for empty racks from the coordinate
(1, 1). If the rack is empty, the searching will be terminated and the coordinates will
be returned to the controller specifying the rack (1, 1) is empty. If the position is
full, it will start searching the neighbor racks starting from (1, 2); if it is empty, then
it will return the coordinates or else it will move to the next neighbor i.e. (2, 2); if
this is also not empty, then it will move to the next neighbor, i.e. (2, 1). It will check
for its vacancy and will act accordingly. After all the neighbors of (1, 1) are stored,
the start node moves to (1, 2). As the (1, 2) is already filled, it will start checking its
neighbors, i.e. (1, 3), then (2, 3), then (2, 2), and it goes on. It switches to next row
when the boundary condition is reached.
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Fig. 18.4 Rack arrangement in order of 4 x 4 matrix
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As discussed before, the initial condition of all the racks is to be considered
empty. If suppose there is no retrieval request till all the racks are occupied, then the
path in which the crane stores the material can be known by the path tree. For the
above-mentioned example with 16 racks in total, the path tree can be derived as

shown in Fig. 18.5. The tree also denotes the state space of the algorithm.

Algorithm 2: Modified BFS for storage optimization in random assignment of

ASRS

If(ATi,j]==0) Then
Return [ i, j];
/lcheck for the neighbor position in
same row and next column
Else If (A[ij+1]==0)
Return [i,j+1];
/Icheck for the neighbor position
in next row and same column
Else If ( status [i+1,j]==0)
Return [i+1,j];
//check for the diagonal neighbor
Else If (A [i+1,j+1]==0)
Return [i+1,j+1];
End if
End for
End for
End

In [17] the author has compared the evolution program (GA) and simple
heuristic searching techniques like lower tier first heuristic and adjacent vacant cell
heuristic and has concluded that, although the GA has out run in many cases to the
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Fig. 18.5 Path of the storage of material according to algorithm

heuristic searching techniques but in case of adjacent vacant cell heuristics con-
sidering the latest vacant position gives results which are close to the evolution
program. The paper also concludes that the evolution program takes more space in
the memory of the controller, the reason being of its complexity. In contrast with it,
the heuristic searching techniques are simpler in approach and utilize less space for
searching. The BFS algorithm which is proposed in this paper takes care of both the
adjacent vacant cell as well as lower tier first heuristic which is the gravity-centered
priority too together, which makes its execution time less and faster.

A. Time Complexity of the Algorithm

The complexity of the algorithm decides the speed of its execution and scan
time. The complexity of the algorithm is calculated through the number of iteration
it does. The time complexity of the proposed algorithm, i.e. Algorithm 2 is the total
time required to find the empty slot and place object in the empty slot.

Let us consider a time complexity notation for the system as T(r, c), where the
number of rows is  and columns is c¢. So the expression for it can be given as:

T(r,c)=1t1+412 (18.1)

where #1 is the time taken for the identification of the position and 72 is time taken
to place the object in the position.
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Equation (18.1) can also be written as:
RS W (152)
=1 j=1 =1 j=1

Solving Eq. (18.2) further, we get

2( 2hy 1) (18.3)
=1 j=1

2( y (c— 1+1)> (18.4)
i=1

2¢ (Z 1) (18.5)

By further solving Eq. (18.5), we get
2c(r—1+1) (18.6)
Solving Eq. (18.6) finally, we get
2cr (18.7)

The constant term can be excluded and the final time complexity notation can be
expressed as:

O(c-r) (18.8)

18.7 Conclusion

As discussed, BFS searches the nearest neighbors and the returns the nearest empty
rack from the I/O point available, thus making the storage faster and optimized.
The BFS being a blind searching technique takes longer time to search, but for
application in ASRS which is associated with faster processors can reduce the
execution time. There are other heuristic searching algorithms which can also be
implemented in storage optimization of ASRS. The concept of virtual sensors is
very effective and can be implemented according to the need. It is very flexible and
can be associated with any searching algorithm for searching the empty racks for
ASRS. It can make the system cheaper and simple.
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