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Preface

Modern astronomy reveals an evolving Universe rife with transient sources, mostly
discovered—few predicted—in multi-wavelength observations. Our window of
observations now includes electromagnetic radiation, gravitational waves and
neutrinos. For the practicing astronomer, these are highly interdisciplinary devel-
opments that pose a novel challenge to be well-versed in astroparticle physics and
data analysis. In realizing the full discovery potential of these multimessenger
approaches, the latter increasingly involves high-performance supercomputing.

These lecture notes developed out of lectures on mathematical-physics in
astronomy to advanced undergraduate and beginning graduate students. They are
organized to be largely self-contained, starting from basic concepts and techniques
in the formulation of problems and methods of approximation commonly used in
computation and numerical analysis. This includes root finding, integration, signal
detection algorithms involving the Fourier transform and examples of numerical
integration of ordinary differential equations and some illustrative aspects of
modern computational implementation. In the applications, considerable emphasis
is put on fluid dynamical problems associated with accretion flows, as these are
responsible for a wealth of high energy emission phenomena in astronomy.

The topics chosen are largely aimed at phenomenological approaches, to capture
main features of interest by effective methods of approximation at a desired level of
accuracy and resolution. Formulated in terms of a system of algebraic, ordinary or
partial differential equations, this may be pursued by perturbation theory through
expansions in a small parameter or by direct numerical computation. Successful
application of these methods requires a robust understanding of asymptotic
behavior, errors and convergence. In some cases, the number of degrees of freedom
may be reduced, e.g., for the purpose of (numerical) continuation or to identify
secular behavior. For instance, secular evolution of orbital parameters may derive
from averaging over essentially periodic behavior on relatively short, orbital peri-
ods. When the original number of degrees of freedom is large, averaging over
dynamical time scales may lead to a formulation in terms of a system in approxi-
mately thermodynamic equilibrium subject to evolution on a secular time scale by a
regular or singular perturbation.
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In modern astrophysics and cosmology, gravitation is being probed across an
increasingly broad range of scales and more accurately so than ever before. These
observations probe weak gravitational interactions below what is encountered in
our solar system by many orders of magnitude. These observations hereby probe
(curved) spacetime at low energy scales that may reveal novel properties hitherto
unanticipated in the classical vacuum of Newtonian mechanics and Minkowski
spacetime. Dark energy and dark matter encountered on the scales of galaxies and
beyond, therefore, may be, in part, revealing our ignorance of the vacuum at the
lowest energy scales encountered in cosmology. In this context, our application of
Newtonian mechanics to globular clusters, galaxies and cosmology is an approxi-
mation assuming a classical vacuum, ignoring the potential for hidden low energy
scales emerging on cosmological scales. Given our ignorance of the latter, this
poses a challenge in the potential for unknown systematic deviations. If of quantum
mechanical origin, such deviations are often referred to as anomalies. While they
are small in traditional, macroscopic Newtonian experiments in the laboratory, they
same is not a given in the limit of arbitrarily weak gravitational interactions.

We hope this selection of introductory material is useful and kindles the reader’s
interest to become a creative member of modern astrophysics and cosmology.

This book would not have been possible without numerous in-class interactions
that largely shaped the choice of materials and method of presentation. The author
gratefully thanks the many students who participated in this development. Some of
this work is supported by the National Research Foundation of Korea under Grant
Nos. 2015R1D1A1A01059793 and 2016R1A5A1013277.

Seoul, Republic of Korea (South Korea) Maurice H.P.M. van Putten
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Part I
Preliminaries



Chapter 1
Complex Numbers

We begin with a review of complex numbers.1 Functions of a complex variable are at
the root of numerous methods and techniques of formulating and solving problems
in physics and engineering. Complex variables are an extension of the real numbers
R as follows.

The imaginary number

√−1 = i (1.1)

is introduced to solve the algebraic equation

1 + x2 = 0 (1.2)

by promoting the unknown x to a complex number z,

z = x + iy (1.3)

expressed in a real part x = Re z and an imaginary part y = Im z (Fig. 1.1).
The rules for handling complex numbers are a natural extension of the familiar

rules for multiplication and addition of real numbers inR. For two complex numbers
zk = xk + iyk (k = 1, 2), we shall have

z1 + z2 = x1 + x2 + i(y1 + y2),

z1z2 = (x1 + iy1)(x2 + iy2) ≡ x1x2 − y1y2 + i(x1y2 + x2y1).
(1.4)

1An excellent reference is [1], some of our examples are guided by this source.

© Springer Nature Singapore Pte Ltd. 2017
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4 1 Complex Numbers

Fig. 1.1 The complex plane C comprises the numbers z = x + iy with real part x = Re z along
the x-axis (the real numbers R) and imaginary part y = Im z along the y-axis (the imaginary num-
bers iR). In polar coordinates, z = reiθ = r(cos θ + i sin θ), where r = |z| denotes the modulus
θ denotes the argument. θ is determined up to multiples of 2π. The unit circle S1 is given by
|z| = √

x2 + y2 = 1. Multiplication of two complex numbers produces addition of their polar
angles, e.g., the argument of i z is θ + π

2 . The complex conjugate z̄ of z is defined by reflection
about the real axis, i.e., θ → −θ

We hereby preserve the familiar commutative and distributive laws

z1 + z2 = z2 + z1,
(z1 + z2) + z3 = z1 + (z2 + z3),
(z1z2)z3 = z1(z2z3),
z1(z2 + z3) = z1z2 + z1z3.

(1.5)

To illustrate, the product i z appears as a rotation over π
2 with magnification 1

(Fig. 1.1).
As points in the two-dimensional plane, complex numbers can be written also in

polar form

z = r (cos θ + i sin θ) , (1.6)

where r = |z| is the norm or modulus of z, defined by the distance to the origin, and
θ is the argument of z, given by the angle of the vector pointing to z relative to the
x-axis. Here, we adhere to the Euclidean norm of the two-dimensional plane,

|z| =
√
x2 + y2. (1.7)

On the unit circle, complex numbers reduce to

z = cos θ + i sin θ. (1.8)
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If zk are two elements of S1 with arguments θk (k = 1, 2), expanding

(cos θ1 + i sin θ1) (cos θ2 + i sin θ2) (1.9)

shows the addition of angles in multiplication:

z1z2 = cos (θ1 + θ2) + i sin (θ1 + θ2) . (1.10)

This result is reminiscent of addition of exponents in ex1ex2 = ex1+x2 in the calculus
of a functions of a real variable. Based on the defining properties of the exponential
function, the same extends to imaginary exponents,

eiθ1eiθ2 = ei(θ1+θ2) (1.11)

and the identity

1 = e2πki (kεZ). (1.12)

In C, therefore, 1 is covered by Z.
The above is made concise by Euler’s formula

eiθ = cos θ + i sin θ, (1.13)

where the exponential function on the left hand side is defined by the extension

ex =
∞∑

n=0

1

n! x
n → ez =

∞∑

n=0

1

n! z
n, (1.14)

that is well-defined for all zεC. By the triangle inequality induced by the Euclidean
norm (1.7),

|z1 + z2| ≤ |z1| + |z2| , (1.15)

we have
∣
∣
∣
∣
∣

N∑

n=0

1

n! z
n

∣
∣
∣
∣
∣
≤

∣
∣
∣
∣
∣

N∑

n=0

1

n!r
n

∣
∣
∣
∣
∣
= er < ∞ (1.16)

whenever |z| = r is finite. In passing to ez in (1.14), therefore, the extension (1.14)
is well-defined. (The radius of convergence of (1.14) remains infinite, Sect. 1.4.) For
z = iθ, the series (1.14) expressed in its real and imaginary parts readily recovers the
defining series expansions for cos θ and sin θ, here seen to be the projections onto
the real and, respectively, imaginary axis of complex numbers on S1.
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Special cases of Euler’s formula are

e0i = 1, e
π
2 i = i, eπi = −1, e

3
2 πi = −i, e2πi = 1, · · · (1.17)

Here, the dots refer refer to multiplicities in the argument by 2π. The third highlights
the intimate connection between the irrational numbers e and π, made famous in
Euler’s identity

eiπ + 1 = 0. (1.18)

This is a deep relation between the irrational constants e and π by the exponential
function (1.14), and important for the appearance of e and π in numerous branches
of mathematics, physics and finance. Computationally, (1.18) defines π given e, or
e given π, as may be seen by numerical root finding methods.

By Euler’s formula, we obtain complex numbers in polar form

z = reiθ, r = |z|, θ = arg z = Arg z + 2πk, (1.19)

where kεZ. Here, arg refers to the argument of z, the inclination of an arrow pointing
to z with respect to the real line, and Arg refers to the principle value, i.e.,

− π ≤ Arg z < π. (1.20)

In considering the product of two complex numbers, we have

|z1z2| = |z1||z2|,
arg z3 = arg z1z2 = arg z1 + arg z2.

(1.21)

In this notation, the product i z appears as a rotation over π
2 with magnification 1

since arg i = π
2 (mod 2π),2 i.e.:

arg (i z) = arg z + arg i = arg z + π

2
, |i z| = |i ||z| = |z|. (1.22)

Complex numbers satisfy all the properties you may expect to hold by inspection
of the complex plane with the Euclidean norm (1.7). Notably, we have the triangle
inequality

||z1| − |z2|| ≤ |z1 + z2| ≤ |z1| + |z2|, (1.23)

To see this, note that |z1| = |z1 + z2 − z2| ≤ |z2| + |z1 − z2|, whereby |z1| − |z2| ≤
|z1 − z2|. Since the right hand side is invariant under switching 1 and 2, (1.23)
follows.

2The notation mod 2π is often used to denote +2πk, k εZ.
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Complex numbers give a remarkably easy derivation of some non-trivial trigono-
metric identifies, that may express higher harmonics produced by nonlinearities.
Consider the de Moivre’s formula3

zn = rneinθ = rn(cos nθ + i sin nθ). (1.24)

For n = 2, we obtain familiar results by equating the real and imaginary parts of
(cos θ + i sin θ)2 = cos 2θ + i sin 2θ, giving

cos2 θ − sin2 θ = cos 2θ, 2 cos θ sin θ = sin 2θ, (1.25)

where the first can also be written as cos 2θ = 2 cos2 θ − 1 = 1 − 2 sin2 θ in view of
cos2 θ + sin2 θ = 1.4

Example 1.1 For n = 3, equating real and imaginary parts of (cos θ +
i sin θ)3 = cos3 θ + 3i cos2 θ sin θ − 3 cos θ sin2 θ − i sin3 θ obtains

cos 3θ = 4 cos3 θ − 3 cos θ, sin 3θ = 3 sin θ − 4 sin3 θ, (1.26)

where we used cos2 θ + sin2 θ = 1 once more. Identities such as these can be
useful in solving cubic equations.

1.1 Quotients of Complex Numbers

The quotient of two complex numbers

z3 = z1
z2

(1.27)

is well-defined provided that z2 �= 0. Since z1 = z2z3, arg z1 = arg z2 + arg z3, we
have

arg

(
z1
z2

)
= arg z1 − arg z2. (1.28)

Equivalently, we may write

z1
z2

= z1 z̄2
z2 z̄2

= Kz1 z̄2, (1.29)

3Abraham de Moivre (1667–1754).
4Generalized to all integers n ≥ 2 by Franciscus Viete (1540–1603).
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where K = |z2|−2 ε R. Since argK = 0 and arg z̄2 = −argz2, (1.29) gives

arg

(
z1
z2

)
= arg z1 − arg z2 (1.30)

once more. In fact, (1.29) shows explicitly

z1
z2

= (x1 + iy1)(x2 − iy2)

x22 + y2
2

= x1x2 + y1y2

x22 + y2
2

+ i
y1x2 − x1y2
x22 + y2

2

, (1.31)

whereby

tan

[
arg

(
z1
z2

)]
= y1x2 − x1y2

x1x2 + y1y2
. (1.32)

1.2 Roots of Complex Numbers

If n is a positive integer, then ξn = 1 defines n roots of 1. To see this, we recall the
multiplicity 2πk in the argument of 1 in (1.12):

ξn = 1 = e2πik : ξ = e
2πik
n (k ε Z) . (1.33)

The n-th root of unity, therefore, has n solutions on C (Fig. 1.2). The same can also
be seen from de Moivre’s formula (1.24),

ξ = |ξ|(cos θ + i sin θ) : ξn = |ξ|n(cos nθ + sin nθ). (1.34)

Equating real and imaginary parts, we have

|ξ|n cos nθ = 1, |ξ|n sin nθ = 0 : sin nθ = 0, cos nθ = 1, |ξ| = 1. (1.35)

Fig. 1.2 The square root

w = z
1
2 is a two-valued

function in the complex
plane, taking z = 1 into the
image {1,−1} and z = −1
into the image {i,−i}
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The solutions

nθ = 2πk (k ε Z) (1.36)

represent n distinct roots distributed uniformly over S1,

θn = 2π

n
k (k = 0, 1, 2 · · · n − 1). (1.37)

Example 1.2 [1]. The complex number z = x + iy and its conjugate z̄ = x −
iy are distinct whenever y �= 0. As variables, they are independent, i.e., (z, z̄)
have a one-to-one relation to the independent variables (x, y). This can be used
to describe the equation of a line in the complex plane in terms of (z, z̄), instead
of using (x, y). Let z0 �= 0, arg z0 = θ. Then

w = z0
z̄0
z̄ : argw = arg

(
z0
z̄0

)
+ arg z̄ = 2θ − φ, (1.38)

where we put arg z = φ, We also have |w| =
∣
∣
∣ z0z̄0

∣
∣
∣ |z̄| = |z|. The equation

z = w (1.39)

hereby defines a condition on the argument of z, given by φ = 2θ − φ, i.e., arg
z = θ: the straight line through the origin and z0.

1.3 Sequences and Euler’s Constant

Sequences of complex numbers {zn}∞n=0 may converge to a number z∗ in the complex
plane (Fig. 1.3). If so, we write

lim
n→∞ zn = z∗, (1.40)

meaning that for any ε > 0, there exists an integer N such that |zn − z∗| < ε for all
n > N . Colloquially, we say that the tail {zn}n>N of our sequence approaches L to
within arbitrarily small distances.

The mathematical background of convergence is given by Cauchy. We say that
{an}∞n=0 is a Cauchy sequence if for every ε > 0 there exists an N such that

|an − am | < ε (n,m > N ). (1.41)
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Fig. 1.3 A sequence {zn}∞k=0
is convergent to a complex
number z∗ if for any ε > 0,
there exists N > 0 such that
the tail {zn}n>N lies
completely in the ball
Bε(z∗) : |z − z∗| < ε around
z∗

We can think of a Cauchy sequence as an (infinite) set of points that increasingly
cluster closer and closer, as wemove further into the tail with increasing N (Fig. 1.3).

Every Cauchy sequence is bounded. If ε > 0, we may choose N such that (1.41)
holds. Next, we choose m > N , whereby

|an| ≤ |an − am | + |am | < ε + |am | (n > N ), (1.42)

showing that the tails cluster around am within a distance ε.
Bounded sequences need not converge, like an = (−1)n . Nevertheless, they con-

tain convergent sub-sequences, known as the Boltzano-Weierstrass theorem.Without
loss of generality, consider a sequence bounded in the unit interval I0 = [0, 1], i.e.,
0 ≤ an ≤ 1 for all n. We can think of I0 as the union of two halves,

I0 =
[
0,

1

2

] ⋃ [
1

2
, 1

]
. (1.43)

One of the two halves contains an infinite sub-sequence) {an}∞n=0, which we shall
refer to as I1:

α1 = 0if I1 =
[
0,

1

2

]
, α1 = 1 if I1 =

[
1

2
, 1

]
, (1.44)

where α1 labels the choice of left or right half of I0. Let us also choose n1 such that
an1εI1. Repeating, we obtain a sub-sequence {αn}∞n=1 with convergent sum

s = lim
k→∞ sk, sk = �k

n=1αn2
−n. (1.45)

A subsequence {ank }∞k=1 with ank εIk satisfies ank → s, since
∣
∣ank − s

∣
∣ ≤ 2−k . The

same argument can be seen to hold in C.
By the above, our Cauchy sequence {an}∞n=0 has a convergent subsequence, ank →

a as k → ∞ for some a ε C. Let ε > 0 and choose N such that (1.41) holds. Next,
choose M such that

∣
∣ank − a

∣
∣ < ε (k > M). Then
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|ak − a| ≤ ∣
∣ak − ank

∣
∣ + ∣

∣ank − a
∣
∣ < ε + ε = 2ε (1.46)

for all k > max(N , M). Since ε is arbitrary, ak → a as k → ∞, showing a is the
limit of {an}∞n=0, i.e., every Cauchy sequence in C converges to a limit.5

It can be shown that if a sequence converges to some z∗, then so do the algebraic
and geometric means

An = z1 + z2 + · · · + zn
n

→ z∗, Bn = (z1z2 . . . zn)
1
n → z∗ (1.47)

in the limit as n approaches infinity. (In the second, we assume zn �= 0 for all n.)

Example 1.3. Consider

zn = n

n − 1
. (1.48)

Evidently, zn → 1 in the limit as n approaches infinity. Their products satisfy

n = 2

1
× 3

2
× · · · × n − 1

n − 2
× n

n − 1
≡ z0 × z1 · · · × zn. (1.49)

Following (1.47), we have

lim
n→∞ n

1
n = lim

n→∞

(
n

n − 1

) 1
n

= lim
n→∞

(
1 + 1

n

) 1
n

= 1. (1.50)

The same can be seen following n
1
n = e

log n
n and the fact that n−1 log n → 0 as

n approaches infinity.

Example 1.4. Consider

zn =
(
1 + n

n

)n

=
(
1 + 1

n

)n

, (1.51)

satisfying

lim
n→∞ zn = lim

n→∞

(
1 + 1

n

)n

= e = 2.71 . . . . (1.52)

5We say that C is complete.
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Their products satisfy

[
2

1
×

(
3

2

)2
×

(
4

3

)3
× · · · ×

(
n

n − 1

)n−1
×

(
n + 1

n

)n
] 1

n

≡ (n + 1)

(
1

n!
) 1

n
. (1.53)

By (1.47), it follows that

lim
n→∞(n + 1)

(
1

n!
) 1

n

= lim
n→∞ zn = e. (1.54)

Taking the logaritm of both sides of (1.54), we have

log(n + 1) − 1

n
log n! 
 1 : log n! 
 n log n − n (1.55)

for large n. Up to next order, the result is known as Stirling’s formula

n! 
 √
2πn nne−n . (1.56)

An interesting example of a convergent sequence is

sn = 1 + 1

2
+ 1

3
+ · · · + 1

n
− log n, sn → γ, (1.57)

that converges to Euler’s constant γ = 0.5772 . . .. To see this, we note the following.

1. sn is a decreasing sequence, since

sn+1 = 1 + 1
2 + 1

3 + · · · + 1
n+1 − log(n + 1)

= [
1 + 1

2 + 1
3 + · · · + 1

n − log n
] + �n

= sn + �n,

(1.58)

where �n = 1
n+1 − [

log(n + 1) − log n
]
, satisfying

�n = 1
n

1+ 1
n

− log
(
1 + 1

n

)

= 1
n

[
1 − 1

n + O(n−2)
] − [

1
n − 1

2n2 + O(n−3)
]

= − 1
2n2 + O(n−3).

(1.59)

Combining (1.58–1.59), sn+1 < sn when n is sufficiently large.
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Fig. 1.4 The function
y(x) = 1/x and an
approximation of its integral
over 1 ≤ x ≤ 5 by a
majoring Riemann sum,
expressed by a block
function

2. sn is bounded below by zero, as may be seen as follows. As illustrated in Fig. 1.4,
recall that

1 + 1

2
+ 1

3
>

∫ 4

1

dx

x
, (1.60)

where the left hand side is a majoring Riemann sum to the integral on the right.
Therefore,

s ′
n = 1 + 1

2
+ 1

3
+ · · · + 1

n
−

∫ n+1

1

dx

x
> 0, (1.61)

and hence

sn > s ′
n > 0. (1.62)

Since amonotonically decreasing sequence bounded frombelow is convergent, sn →
γ for some γ. Numerical evaluation shows γ = 0.5772 . . ..

1.4 Power Series and Radius of Convergence

A power series with coefficients an is an object of the form

∞∑

n=0

anz
n. (1.63)
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This is meaningful, provided that it converges for some z �= 0 in the sense that the
partial sums

SN (z) =
N∑

n=0

anz
n (1.64)

converge (cf. Fig. 1.3).
If (1.64) converges for z0, then |anzn0 | approaches zero in the limit as n → ∞.

Hence, the anzn0 are bounded, say by A: |anzn0 | < A for all n ≥ 0. If z satisfies

|z| < |z0|, then r =
∣
∣
∣ z
z0

∣
∣
∣ < 1 and hence

∣
∣
∣
∣
∣

M∑

n=N

anz
n

∣
∣
∣
∣
∣
≤

M∑

n=N

|anzn| =
M∑

n=N

|anzn0 |
∣
∣
∣
∣
z

z0

∣
∣
∣
∣

n

≤ Ar N

1 − r
. (1.65)

The difference

SN (z) − SM(z) =
M∑

n=N

anz
n (1.66)

in the tail of SN (z) can therefore be made arbitrarily small by choice of sufficiently
large N ,6 whereby (1.64) exists. Likewise, if (1.64) is not convergent for z0, then it
is not convergent for any z satisfying |z| > |z0|. In (1.65), we may take M to infinity.
The result shows that

∑∞
n=N anzn is absolutely convergent in |z| < |z0|.

A powerful property of (1.64), therefore, is the existence of a radius of conver-
gence R, with convergence in a disk (|z| < R) and no convergence outside (|z| > R).
According to the above, convergence inside is absolute. Convergence on the circle
|z| = R depends on the detailed properties of the an , e.g., in the form of specific
bounds or gaps (many of the an being zero), that may lead to convergence on some
but not all points on |z| = R. This is an interesting topic, which falls outside the
scope of this introduction.

When the radius of convergence R is positive,

f (z) =
∞∑

n=0

anz
n (1.67)

defines a complex function within a disk of radius R about the origin. It constitutes
the Taylor series of f (z) about z = 0.

6By this property, we say that SN (z) is a Cauchy sequence.



1.4 Power Series and Radius of Convergence 15

Example 1.5. The radius of convergence of the Neumann series

1

1 − z
=

∞∑

n=0

zn (1.68)

is R = 1. This see this, take any z = x1 < 1 (0 < x1 < 1) and (1.68) is readily
seen to converge by elementary considerations. If x2 > 1, we have a series
xn2 whose elements do not convergence to zero, prohibiting their sum to con-
verge. Accordingly, we have absolute convergence for |z| ≤ x1 < 1 and no
convergence for |z| ≥ x2 > 1. Since 0 < x1 < 1 < x2 are arbitrary, R = 1.

Example 1.6.The radius of convergence of theNeumann series (1.68) becomes
more interesting in the context of

1

1 + x2
= 1 − x2 + x4 + · · · (1.69)

This Lorentzian distribution is perfectly smooth when viewed on x ε R. Why
does its Taylor series expansion have R = 1 about the origin? Following the
extension into the complex plane, x → z ε Z, the expansion in partial fractions

1

1 + z2
= 1

2i

(
1

z − i
− 1

z + i

)
(1.70)

shows two singularities at z = ±i at a distance R = |i | = 1 from the origin.
For a domain of convergence in the form of a disk around the origin, they spoil
convergence at the distance to the origin R = 1.

Example 1.7. The Taylor series expansion of the exponential function

ez =
∞∑

n=0

1

n! z
n, (1.71)

converges for all z ε Z. Functions satisfying this property are called entire. That
(1.71) has an infinite radius of convergence follows directly from (1.16), since
er is well-defined for all r . The latter can be seen explicitly by noting that n!
growsmuch faster than zn for n sufficiently large. By aforementioned Stirling’s
formula (1.56), we have for n > N > er , r = |z|,
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ρ = er

N
< 1 (1.72)

and

rn

1 · 2 · · · n <
(er
n

)n
<

(er
N

)n = ρn. (1.73)

The tails of the partial sums of (1.71) hereby satisfy

∣
∣
∣
∣
∣

∞∑

k=n

1

k! z
k

∣
∣
∣
∣
∣
<

∞∑

k=n

1

k! |z|
k <

∞∑

k=n

ρk = ρn

1 − ρ
, (1.74)

showing convergence to zero as n approaches infinity. By the same arguments
on the radius of convergence of (1.64), we see that (1.71) is absolutely con-
vergent. Since z was chosen arbitrarily, this property holds throughout the
complex plane, i.e., the exponential function (1.71) is entire.

A key property of power series is that they are unique: if the left and right hand
sides of

a0 + a1z + a2z
2 + · · · = b0 + b1z + b2z

2 + · · · (1.75)

define convergent series in some common domain of convergence, then an = bn for
all n. This can be slightly strengthened. It suffices for (1.75) to hold on an infinite
sequence zn with a finite accumulation point (a limit of a subsequence of zn), e.g.,
zn = 1/n with limit z = 0. Thus, a sufficient condition for obtaining a power series
in an is that (1.75) holds on such infinite number of points from some convergent
series.

Successive Taylor series may provide a means to continuation, going beyond the
domain of convergence of a single Taylor series expansion. Continuation along a
curve γ in the complex plane consists of calculating Taylor series about different
points zk on γ, where the series about zk+1 obtains from the series about zk proviso
|zk+1 − zk | is less than the radius of convergence Rk of the latter. This idea has broad
applications to numerical continuation, especially to nonlinear problems, e.g., strong
shocks in compressible magnetohydrodynamics. In some cases, the problem at hand
may be viewed as a continuation of a weakly nonlinear problem that is relatively
tractable, analytically or numerically. If so, let z denote a control parameter that
takes us from a relatively simple model with known solution(s) at z = 0 to the
original problem at z = 1. Let γ from z = 0 to z = 1 be a path of continuation,
taking us to solutions at z = 1 by successively calculating solutions at zk = k/N
(k = 0, 1, . . . , N − 1) for some suitable choice of N that ensures that a solution at
zk+1 obtains from the solution at zk . By way of example, solutions at zk+1 obtain by
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Newton iterations with an initial guess given by the solution at zk . Continuation may
be successful upon choosing N sufficiently large. Even so, uniqueness at z = 1 is
not guaranteed, as the result may depend on the choice of path. A further detailed
discussion on this topic falls outside the present scope, however.

1.5 Minkowski Spacetime

According to the Euler’s formula, the trigonometric functions cosine and sine are
linear combinations of the exponential function with imaginary exponent. The expo-
nential function being entire, we consider cosine and sine functions with imaginary
arguments, giving the hyperbolic cosine and hyperbolic sine

cosh z = 1

2

(
ez + e−z

)
, sinh z = 1

2

(
ez − e−z

)
, (1.76)

satisfying

cosh2 z − sinh2 z = 1. (1.77)

Their ratio is the hyperbolic tangent

tanh z = sinh z

cosh z
. (1.78)

These hyperbolic functions allow for a succinct description of the causal structure
inMinkowski spacetimebyparameterizingvelocity four-vectors ofmassive particles.
These tangents to their world-lines are within the light cones, described as follows.

Putting the velocity of light c equal to 1, Minkowski spacetime has a Lorentz
invariant causal structure described by light cones. In 1+1 space-time, this is
expressed by invariance of the signed distances defined by the Lorentz metric

ds2 = dt2 − dx2, (1.79)

associated with light-like and space-like separations ds2 > 0 and ds2 < 0, respec-
tively.

A light cone is along null-directions

ds2 = 0. (1.80)

Here, we use the sign convention (+−). The line-element (1.79) gives a signed
measure of spacetime intervals such that
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Fig. 1.5 Minkowski
diagram in 1+1, showing a
null-ray, the worldline of a
massive particle inside and
three worldlines with
different velocities. Particle
A is at rest in (t, x), whereas
B and C are moving

�x ′

�t ′
= �x

�t
= 1 (1.81)

in the transformation of spacetime intervals over light cones between frames K =
(t, x) and K ′ = (t ′, x ′). By (1.80), (1.81) is preserved when

dt2 − dx2 = (dt ′)2 − (dx ′)2. (1.82)

Massive particles move inside these light cones (Fig. 1.5). Their worldlines have
tangents described by velocity four-vectors

ub = (
ut , ux

) =
(
dt

dτ
,
dx

dτ

)
, (1.83)

where τ denotes their eigentime, i.e., the invariant length of their world-lines mea-
sured by the wrist watch of a comoving observer. According to (1.79),

1 =
(
ds

dτ

)2

=
(
dt

dτ

)2

−
(
dx

dτ

)2

. (1.84)

In light of (1.77), we define the contravariant and covariant tangents

ub = (cosh λ, sinh λ), ub = (cosh λ,− sinh λ) (1.85)

in terms of a rapidity λ, whereby (1.84) is identically satisfied:

ucuc = (ut )2 − (ux )2 = cosh2 λ − sinh2 λ ≡ 1. (1.86)
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While ub describes the tangent to a worldline, ub = (e, P) describes the energy and
momentumof a particle. Illustrative to the latter is the covariant gradient∂aφ = (ω, k)
of the phase φ = ωt − kx of a electromagnetic plane wave with angular velocity ω
and wave number k that, multiplied by Planck’s constant, define its unit of energy
and momentum.

The particle three-velocity

V ≡ dx

dt
= dx/dτ

dt/dτ
= ux

ut
= tanh λ. (1.87)

satisfies |V | < 1 since −1 < tanh x < 1. The time component ut of the velocity
four-vector is the Lorentz factor

ut = cosh λ = 1
√
1 − tanh2 λ

= 1√
1 − V 2

≡ �. (1.88)

Consider B with velocity four-vector ub = (cosh μ, sinh μ) and three-velocity
U = tanh μ in K = (t, x). In B’s frame K ′ = (t ′, x ′), a particle C has a velocity
four-vector vb′ = (cosh λ, sinh λ) with three-velocity V = tanh λ.

To determine C’s velocity four-vector vb = (coshα, sinhα) in K, we consider ub

of B to be a Lorentz boost by μ from rest in K, i.e.,

(
ut

ux

)
= �

(
1
0

)
(1.89)

with

� =
(
cosh μ sinh μ
sinh μ cosh μ

)
. (1.90)

Applying the same boost to C leaves invariant B’s observation of C’s velocity,
whereby7

(
vt

vx

)
= �

(
vt ′

vx ′

)
, (1.91)

thus taking λ into α = μ + λ. Consequently,

α = λ + μ : W = tanhα = U + V

1 +UV
(1.92)

is C’s three-velocity in the laboratory frame of A.
In 1+1Minkowski spacetime, therefore, three-velocities combine by linear super-

position of rapidities. The Galilean transformation is the non-relativistic limit

7More on matrices in Chap.3.

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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λ,μ << 1, satisfying

W 
 U + V . (1.93)

The Lorentz transformation (1.91) also derives by analytic continuation of rota-
tions on the unit circle S1, described by

eiφeiψ = eiγ : γ = φ + ψ. (1.94)

In matrix notion, this is expressed by a rotation of position vectors

(
cos γ
sin γ

)
=

(
cosφ − sin φ
sin φ cosφ

)(
cosψ
sinψ

)
, (1.95)

associated with the Euclidean line-element dx2 + dy2 of the two-dimensional plane.
Taking φ = iμ, ψ = iλ and γ = iα, (1.95) becomes

(
coshα
i sinhα

)
=

(
cosh μ −i sinh μ
i sinh μ cosh μ

) (
cosh λ
i sinh λ

)
, (1.96)

identical to (1.91) along with the hyperbolic metric dx2 + dy2 = −dt2 + dx2 by
(x, y) = (x, i t). In Minkowski spacetime, the Galilean transformation has become
rule of addition of hyperbolic angles.

1.5.1 Rindler Observers

According to (1.83) and (1.85), we are at liberty to consider trajectories with time-
dependent rapidity

λ(τ ) = aτ , (1.97)

where a constant a defines Rindler observers O with acceleration

ab = dub

dτ
, acac = a2. (1.98)

Their trajectories obtain as the integral of ub,

xb(τ ) = 1

a
(sinh λ, cosh λ) . (1.99)

Here, we use the convention xb(0) = (0, ξ), ξ = 1/a, i.e., the distance to the origin
ξ is given by the reciprocal of acceleration.
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In fact, at any point along the trajectory, xb is a spacelike separation to the origin,
normal to the trajectory with distance

(a) xcuc = 0, (b)
√
xcxc = 1

a
= ξ. (1.100)

Here, (a) can be seen by direct evaluation or by taking the time derivative of (b).
Consequently, O considers itself at constant distance to the light cone H with vertex
at the origin (Fig.1.6) and O can receive signals region IV but not from III or II.

Example 1.8.Consider the world-line of a particle at rest at a distance μξ from
the origin with 0 < μ < 1, shown in Fig. 1.6. According to (1.99), its intersec-
tion with the spacelike separationofO to the origin satisfiesλξ cosh(aτ ) = μξ,
i.e.,

λ = μ

cosh(aτ )
, (1.101)

giving rise to the curved trajectory with horizon distance μξ/ cosh(aτ ) shown
in the right panel of Fig. 1.6. While it appears with infinite coordinate length in
O’s coordinate system, it represents only the segment of finite (invariant) length

Fig. 1.6 (Left) The trajectory of a Rindler observer O at constant acceleration in Minkowski
spacetime. At any point along its trajectory, the separation to the origin is spacelike with constant
distance in the Minkowski line-element equal to the inverse of its acceleration. Show is further the
world-line of a particle at rest at an intermediate distance to the origin, that temporarily visits region
I. (Right) The same as observed in a comoving coordinate system of O, wherein it manifestly has a
constant distance to the event horizon H . ToO, the (curved) trajectory of the particle at rest appears
to visit region I eternally
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Fig. 1.7 Reflection of light
from an inertial observer at
the origin off a mirror at
contant acceleration gives a
reflection time t2 − t1
indicated by ray tracing
along null-directions

covering the particle’s visit in region I, in Minkowski coordinates yb = (t, x)
satisfying

yb = λxb = μ

a
(tanh(aτ ), 1) . (1.102)

The Minkowski time y0 = t is eigentime of the particle at rest. It has a corre-
sponding stretched time τ of O, satisying τ = a−1 tanh−1(at/μ), indicated by
the non-uniform distribution of markers along its world-line in O’s frame of
reference (Fig. 1.6).

Example 1.8.Consider the time delay in bouncing a signal off a movingmirror
at constant acceleration a (Fig. 1.7). Emitted at t1 from the world-line of an
inertial, zero-velocity observer at the origin, it bounces at (t, x) in Minkowski
coordinates, satisfying

(t1 + x, x) = a−1 (sinh(aτ ), cosh(aτ )) (1.103)

by (1.99). The delay time � = t2 − t1 upon return satisfies

a�t = μ + 1

μ
, μ = |at1| . (1.104)

A bounce at t = 0 gives the familiar result �t = 2ξ, ξ = 1/a.
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The above can be slightly extended, upon fixing the acceleration a and allowing
ξ to be free. This recovers (b) in (1.100) and (1.99) only for ξ = 1/a. The new set
of orthogonal Rindler coordinates (ξ, τ )

t = ξ sinh(aτ ), x = ξ cosh(aτ ) (1.105)

cover region I shown in Fig. 1.6 with line-element (1.79) transformed to

ds2 = ξ2dτ 2 − dξ2. (1.106)

A set of Rindler coordinates gives a chart of region I of Minkowski spacetime, as
defined by the light cone with vertex at the origin. That (1.106) is flat can be seen
directly by

(ξ, τ ) = (r, iϕ), (1.107)

taking it into the line-element ds2 = dr2 + r2dϕ2 of Euclidean space in polar coor-
dinates.

Example 1.9. Rindler charts are often used to model the local structure of
spacetime near the horizon of a black hole. A black hole ofmassM is described
by the Schwarzschild line-element in spherical coordinates (t, r, θ,ϕ)

ds2 = α2dt2 − dr2

α2
+ r2dθ2 + r2 sin θdϕ2 (1.108)

with horizon at radius r = 2M and redshift factor, measured by locally static
observers,

α ≡ eigentime

time-at-infinity
=

√

1 − 2M

r
. (1.109)

The redshift factor defines the energy-at-infinity of a test particle of unit rest-
mass, giving rise to the surface gravity

dα

ds
= αdα

dr
= M

r2

∣
∣
∣
∣
r=2M

= 1

4M
. (1.110)

Deredshifted to the eigentime τ , a locally static observer hereby experiences
a constant acceleration

a = α−1 M

r2

 1

4M

( x

2M

)−1/2
(1.111)
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at physical distance to the event horizon

ξ =
∫ 2M+x

2M

dr

α
= 4M

( x

2M

)1/2
. (1.112)

The local results (1.111–1.112) satisfy

aξ = 1 (1.113)

as in (b) of (1.100) of Rindler observers in Minkowski spacetime.

1.6 The Logarithm and Winding Number

The logarithm log z is defined as the inverse of ez . If w = ez , then

z = logw = log |w| + iargw. (1.114)

The logarithm is multivalued, since argw = Argw + 2πk, i.e.,

z = logw = log |w| + iArgw + 2πik (k ε Z). (1.115)

In particular, (1.12) shows

log 1 = 2πik (k ε Z). (1.116)

Example 1.10. Considerw on the unit circle,w = eiθ. In this event, logw =
i(θ + 2πk). The multiplicity 2πk in the argument has a topological inter-
pretation in k denoting the number of times the unit circle is traversed in
an identity map w → w by some function θ = θ(λ) on λ ε [0, 1] satisfying
θ(1) − θ(0) = 2πk, i.e.:

w(1) = w(0) : eiθ(1) = eiθ(0). (1.117)

Thus, k is referred to as the winding number of w(λ).

In Example 1.8, themultiplicity k is a winding number about origin. This suggests
a generalization to closed loops,more general than S1. Pickw ε C and letγ be a closed
curve from and to w (w is a base point of γ):
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γ : ξ = ξ(λ), ξ(0) = ξ(1) = w (λε[0, 1]). (1.118)

When γ does not pass through the origin, ξ(λ) �= 0 for all λε[0, 1]. Start at λ = 0
with a choice of the argument of w, e.g., the principle value

θ = Argw (1.119)

such that −π ≤ θ < π as in (1.20). We take (1.119) as an initial value forw(0) in a
(continuous) continuationw(λ), marching along γ tow(1). While |w(0)| = |w(1)|
is obvious, we encounter

�θ = 2πk (1.120)

as γ winds the origin k ε Z times.
When considering closed loops γ, therefore, the logarithm is a natural function

to calculate winding numbers in the complex plane.

1.7 Branch Cuts for log Z

With afinite radius of convergence R, the power series (1.67) defines functions that, as
will be discussed inmore detail in the next chapter, are analytic in |z| < R. By analytic
continuation, they hereby represent Taylor series expansions of functions possibly
extending into |z| ≥ R. As briefly alluded to earlier, continuation over extended paths
is not necessarily unique. Since Taylor series are unique, a Taylor series inevitably
picks out a particular branch.

To illustrate this, consider log(1 + x) as defined by the calculus of integration

f (x) = log(1 + x) =
∫ x

0

dx

1 + x
(1.121)

and the Neumann series (1.68), we have

log(1 + x) =
∫ x

0

(
1 − x + x2 + · · · ) dx = x − 1

2
x2 + 1

3
x3 + · · · (1.122)

The right hand side introduces a function f (z) by the power series

f (z) =
∞∑

n=0

(−1)n

n + 1
zn+1 (1.123)
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with radius of convergence 1. Since f (x) = log(1 + x) on −1 < x < 2, (1.121)
defines the Taylor series of log(1 + z) about z = 0, of f (x) with x extended to the
complex plane.

Consider a closed loop γ in the domain |z| < 1. Then γ1 = {1 + z | zεγ} is a loop
away from the origin: the winding number of γ1 around the origin is zero. It follows
that log(1 + z) is univalent on γ, after choosing a specific value of log(1 + z) for a
given z on γ.

Since arg w is undefined at the origin w = 0, the origin is a branch point for
logw. In many applications, we wish to work with univalent functions. (In calculus
of a real variable, a function commonly refers to a univalent map.) At the root is the
multivalued argument of complex numbers, i.e., (1.12) and (1.116), that represent
winding numbers of loops around the origin. The logarithm becomes univalent upon
building a restriction in the complex plane, permitting loops with zero winding num-
bers only.8 To this end, we cut the plane, by a branch cut connecting a branch point
to infinity. For log z, this branch point is the origin. The branch cut acts as a barrier,
across which no curve shall pass. Any closed curve not crossing the branch cut has
zero winding number around the origin. It fixes a univalent value of the logarithm,
after choosing a value of log z for a given z0εC\{0}.

With this in mind, we interpret f (z) in (1.121) as the branch of log(1 + z) in
the domain |z| < 1 with f (2) = log 2, distinct from other branches log 2 + 2πik
(k �= 0).A power series selects a univalent branch of a possibly multivalued function.

Example 1.11. Consider h(z) = (1 + z)s on |z| < 1 with possibly complex
valued s. With h(z) = es log(1+z), we write

h(z) = es(log |1+z|+iArg (1+z)+2πik) = |1 + z|s eisArg(1+z)e2πiks . (1.124)

With k ε Z, we see that h(z) is multivalued whenever e2πiks is not identically
equal to 1, i.e., when s is not integer. A univalent function obtains by fixing
h(1), e.g., h(1) = 0 corresponding to k = 0, and introducing a cut from the
branch point z = −1 to infinity. The associated Taylor series obtains as

h(z) = es f (z) = 1 + s f (z) + 1
2 (s f (z))

2 + · · ·

= 1 + s
(
z − 1

2 z
2 + · · · ) + 1

2 s
2
(
z − 1

2 z
2 + · · · )2 + · · ·

= 1 + sz + 1
2 s(s − 1)z2 + 1

6 s(s − 1)(s − 2)z3 + · · ·

(1.125)

8More accurately, a branch cut preserves univalence in extending a function to f (z) by analytic
continuation from a choice of w0 = f (z0) at z = z0. The branch cut defines a barrier for paths of
continuation, preventing closed loops around a branch point.
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1.8 Branch Cuts for z
1
p

With (1.12) and (1.116) in mind, the square root is the multivalued map

w = z
1
2 = (

elog |z|+2πik
) 1

2 = |z| 1
2 1

1
2 (k ε Z). (1.126)

In particular, we have

z = 1 : w ε {−1, 1}. (1.127)

As before, we select a univalent branch by fixing w for a choice of z, e.g., w = 1
for z = 1, corresponding to k = 0 in (1.126), together with a branch cut from the
origin to infinity (Fig. 1.8). Thus, a univalent square root obtains from a univalent
log z by a choice of corresponding branch cut.

Consider w = √
z2 − 1 = √

(z − 1)(z + 1). We have the pair of branch points
z = −1, 1 corresponding to 1 − z2 = 0. To obtain a univalent function, we cut the
complex plane such that (i) closed loops can wind around both but not one of them,
or (ii) no closed loops can wind around z = −1 or z = 1. For (i), each winding along
a loop γ enclosing both gives a phase change of 2 × 2π in z2 − 1 and hence a phase
chance of 2π in w, illustrated in Fig. 1.9.

The examples above serve to show that developing a Taylor series expansion
begins with a selection of a univalent branch, comprising a choice of f (z0) and
branch cuts of the complex plane associated with one or more branch points. For
instance, the quartic root of z = reiθ,

Fig. 1.8 a The square root w = z
1
2 maps circles around the origin into two half-circles corre-

sponding to a different branch associated with w(1) = 1 and w(1) = −1, respectively. To obtain
a univalent map with the property w(1) = 1, we cut the complex plane as shown. This univalent
map is discontinuous across the branch cut: the wiggly line from −∞ to the branch point z = 0. b
Similar arguments apply to the three univalent branches of w = z

1
3
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Fig. 1.9 a Branch cuts for a univalent function w = (z2 − 1)
1
2 , connecting the two branch points

z = −1, 1 or connecting each to infinity. For the first, �argw = 2π as z traverses along a contour
enclosing −1, 1. This branch is discontinuous across the branch cut [−1, 1] shown. For the second,
w is continuous around the origin. The first and second are automatically selected by the Taylor
series expansions ofw around infinity (defined as the Taylor series expansion ofw as a function of

1/z about z = 0) and, respectively, the origin. b Similar arguments apply to w = (z2 + 1)
1
2 with

branch points z = i,−i

w = z
1
4 = r

1
4

[
cos

(
θ

4

)
+ i sin

(
θ

4

)]
, (1.128)

has one branch point at z = 0 and four solution branches associated withw at z = 1:

w(1) = 1, i,−1, or − i. (1.129)

Next, consider [1]

f (z) = log

(

1 +
(
z + 1

z − 1

) 1
4

)

, f (−1) = 0. (1.130)

For a loop γ going around both z = −1, 1, the change in argument in the Möbius
transformation

ξ = z + 1

z − 1
(1.131)
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Table 1.1 Complex numbers

1. Complex numbers are invented to solve z2 + 1 = 0 by the imag-
inary numbers z = ±i, where i =

√−1. Complex numbers
z = x + iy are conveniently expressed by their real and imag-
inary parts x and, respectively, y or in polar form z = reiθ by
their norm |z| = r and argument θ, where θ is determined up to
a multiplicity of 2π. The latter gives Euler’s identity eiπ + 1 = 0.

2. ez with complex argument z is the extension of ex as a function of
x on the real line. Its inverse is the logarithm log z = log r+iargz,
where argz has multiplicity 2π. The n-th root of 1 = e2πik is the
set of points e2πik/n on S1 (k = 0, 1, 2, · · · n − 1).

3. log z has a branch point at the origin, where argz is not defined.
log z can be made univalent by introducing a branch cut in the
complex plane from z = 0 to infinity, restricting paths of contin-
uation to those with winding number zero about the origin.

4. A series {zn}∞
n=0 converges to z∗ if the tails {zn}M

n=N ⊂ Bε(z∗),
where N is sufficiently large for a ball of given size ε.

5. Power series
∑∞

n=0 anzn have a radius of convergence R, where R
may be zero, finite or infinite. Convergence is absolute in |z| < R
and divergent in |z| > R. On |z| = R, the sum may converge or
diverge. The exponential function

∑∞
n=0(1/n!)zn has R = ∞.

is zero. At z = 2, fix ξ
1
4 = 3

1
4 > 0 with a branch cut along the interval [−1, 1] con-

necting the two branch points. This gives a univalent branch of f (z)with f (−1) = 0.
It can easily be seen that the branch point ξ

1
4 = −1 of log(1 + ξ

1
4 ) is never encoun-

tered.
Table1.1 summarizes this discussion.

1.9 Exercises

1.1. Show by explicit evaluation that the real and imaginary part of ez with z = iθ in
(1.14) recover the Taylor series expressions for cos θ and sin θ.

1.2. Expand (1.26) in a Taylor series up to third order, and show that the expansions
on the left and right hand-side agree term by term.
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1.3. Find the radius of convergence of the following power series

(a)
∑ 1

n
zn, (b)

∑
zn, (c)

∑ 1

n! z
n, (d) x − 1

3! x
3 + 1

5! x
5 + · · · , (1.132)

where summations are over the integers n.

1.4. Find the singularities of the functions

(a)
1

1 + z2
, (b)

1

sin z
, (c)

1

z2
, (d) e

1
z . (1.133)

1.5. Identify the branch points and introduce suitable branch cuts in the complex
plane for the univalent functions:

• f (z) = √
1 + z, f (0) = 1

• f (z) = √
1 + z2, f (0) = 1

• f (z) = log z, f (1) = 0
• f (z) = z

1
3 , f (1) = 1

1.6. Extend the de Moivre formula for trigonometric functions to hyperbolic func-
tions.

1.7. Construct a sequence {xn}∞n=0 which converges to zero, while x2n/x2n+1 has no
limit.

1.8. Consider a series
∑∞

n=0 an that is absolutely convergent, i.e., the partial sums
∑N

n=0 |an| converge in the limit as N goes to infinity. Show that the order in which
the terms are summed is immaterial. [Hint: Show that

∑
A an is convergent for any

permutation A of N.]

1.9. Show that the alternating sequence 1 − 1
2 + 1

4 − 1
8 + · · · is convergent, but is

not absolutely convergent. What is the radius of convergence of
∑

2−nzn , summed
over n ≥ 0?

1.10. In Question 1.5, what happens to f (z) when we cross a branch cut?

1.11. Generalize (1.26) to hyperbolic functions, following θ → iθ. Show that any
cubic equation canbe transformed to either 4y3 ± 3y = x ory3 = x .Use the resulting
identifies to derive analytic solutions for 4y3 ± 3y = x for all x .

1.12. Show that the two convergence criteria (1.47) are equivalent. [Hint: Putwn =
log Bn .]
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1.13 Let sn be a decreasing sequence bounded below. Show that sn has a limit by
modifying the proof of boundedness of Cauchy sequences, or show that if snk is a
convergent subsequence, then any other subsequence snl is convergent with the same
limit.

1.14. Consider f (x) = tanh(x) (−∞ < x < ∞). Sketch the graph of f (x) and give
the Taylor series expansion of f (x) = tanh(x) about x = 0 to third order.

1.15. With the Minkowski metric

ηab =
(
1 0
0 −1

)
(1.134)

the Minkowski line-element (1.79) can be written as

ds2 = ηabdx
adxb, (1.135)

where summation over the indices a and b runs over (t, x). Consider the Lorentz
boosts

�a
b =

(
cosh λ sinh λ
sinh λ cosh λ

)
, � b

a =
(

cosh λ − sinh λ
− sinh λ cosh λ

)
. (1.136)

(a) Show that

� b
a = ηaa′ηbb′

�a′
b′ , (1.137)

where ηab is the inverse of ηab, i.e., ηabηbc = δca in terms of the Kronecker delta func-
tion δba = 0 (a �= b), δba = 1 (a = b). (b) Under a Lorentz boost, ηab transforms as

ηa′b′ = ηab�
a
a′ �

b
b′ . (1.138)

Show that ηa′b′ is again of the form (1.134). (c) Define

va = ηabv
b. (1.139)

Under a Lorentz boost, ub transforms as

ub = �b
a′ua

′
. (1.140)
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Show that the contraction

ucvc = utvt − uxvx (1.141)

is invariant under Lorentz boosts.9

1.16. Based on Fig. 1.6, argue that a Rindler observer attributes a constant surface
gravity a = 1/ξ to the event horizon H .

1.17. The contravariant vector ub represents a directional derivative in the invariant
expression uc∂cϕ, where ϕ = ϕ(t, x) is a scalar field. Let ϕ denote the total phase in
a wave eiϕ. Let ub denote the velocity four-vector of an observer. Then ω = uc∂cϕ
denotes the observed angular frequency. The energy and momentum of the wave
are (�ω, �k), where � is Planck’s constant and k denotes the wave number. In the
laboratory frame, observers have ut = (1, 0), whereby ω = ∂tϕ and k = ∂xϕ. Show
the invariant ∂c∂cϕ = 0 for a photon, i.e., amassless particle satisfying the dispersion
relation ω = ck, where c is the velocity of light.

1.18. Using (1.139), the contravariant four-momentum pb = mub of a particle of
mass m has a covariant four-momentum pa = mua . Following 1.12, E = pt is the
the energy of the particle measured in the laboratory frame in units with c = 1.
Derive

E = m
√
1 + sinh2 λ 
 m + 1

2
mV 2 (|λ| << 1). (1.142)

Show that the three-velocity satisfies

V = ux

ut
= dE

dP
, (1.143)

where P = m sinh λ. Plot the dispersion relations E(P) and ω(k) of a photon and
explain their common asymptotic behavior for large momenta. E0 = mc2 at P = 0
is the rest mass energy of the particle. If m is 1 g, how long can it power a laptop?

1.19. Consider a monochromatic point source emitting that flash of photons in all
directions. Show that this shell of photons is a spherical in any frame of reference.
Does the light have the same color in all directions? Show that the shape of a sphere
of matter at high Lorentz Lorentz factors is a pancake.

1.20. Factor (1.96) over the Lorentz factors �i of i = A, B,C ,

9In general relativity, Minkowski space describes the local causal structure in the tangent spaces
of four-dimensional spacetime manifolds with metric gab, which may be curved in the presence of
matter and fields. By general coordinate covariance, ucuc = gabuaub and ucvc = gabuavb are then
invariant with respect to arbitrary coordinate transformations.
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�A

(
1
W

)
= �B�C

(
1 U
U 1

)(
1
V

)
. (1.144)

Consider A emitting a particle to a mirror B moving towards A with Lorentz factor
�B . Compute the boost in Lorentz factor of the particle in A’s frame after bouncing
off the mirror back towards A. Compute the limit in case the particle is a photon.
[Hint. Transform the velocity four-vector of the particle to the frame of the mirror
and, after bouncing, back to the laboratory frame.]

1.21. For the hyperbolic functions cosh λ and sinh λ, establish identities equivalent
to (1.26). Give an exact solution to the cubic equation 4x3 + 2x + 2 = 0.

1.22. Given (1.131), show that ξ
1
4 never equals −1.

Reference

1. Carrier, G.F., Crook,M., and Pearson, C.E., 1983, Functions of a Complex Variable, Hod Books,
Ithaca, New York.



Chapter 2
Complex Function Theory

We next turn to functions of a complex variable, that are perhaps best known for solv-
ing integrals by contour deformation in the complex plane. It also provides a starting
point to special functions and linear transform methods, some to be introduced in
subsequent chapters. Complex functions also give a concise description of ideal-
ized two-dimensional fluids, in the approximation of incompressible and irrotational
flows. These developments derive from analyticity. If a function f (z) of a complex
variable z is differentiable at some z, we say that f (z) is analytic at z. Extended over
an open region in the complex plane, this property has broad implications.

2.1 Analytic Functions

Complex function theory considers maps w = f (z) given by functions

f (z) = u(x, y) + iv(x, y) (2.1)

from the complexplane to itself,wherewedecompose f (z) into its real and imaginary
parts u(x, y) and v(x, y), respectively. We define the complex conjugate z̄ = x − iy,
whereby

x = Re z = 1

2
(z + z) , y = Im z = 1

2i
(z − z) . (2.2)

Likewise, we have

u(x, y) = Re f (z) = 1
2

(
f (z) + f (z)

)
,

v(x, y) = Im f (z) = 1
2i

(
f (z) − f (z)

)
.

(2.3)

© Springer Nature Singapore Pte Ltd. 2017
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36 2 Complex Function Theory

Our focus will be on functions that are differentiable. We say that f (z) is differ-
entiable at z = z0 if the limit

f ′(z0) = lim
z→z0

f (z) − f (z0)

z − z0
(2.4)

exists. It means that the limit gives a unique finite answer, regardless of the way z0
is approached. Equivalently, we formulate (2.4) in terms of sequences {zn}∞n=0 with
zn → z0 in the limit as n approaches infinity, insisting that

lim
n→∞

f (zn) − f (z0)

zn − z0
(2.5)

exists for any such sequence approaching z0. Of particular interest are the two alterna-
tives of approaching z0 along the x and y directions, i.e., z = z0 + h and z = z0 + ih,
respectively. The limit (2.4) exists iff

A(h) = f (z0 + h) − f (z0)

h
, B(h) = f (z0 + ih) − f (z0)

ih
(2.6)

approach finite limits which are the same as h approaches zero. In the notation of
(2.1),

A0 ≡ lim
h→0

A(h), B0 ≡ lim
h→0

B(h) (2.7)

gives

A0 = ux (x0, y0) + ivx (x0, y0), B0 = vy(x0, y0) − iuy(x0, y0). (2.8)

where we used 1/ i = −i . Equating A0 = B0, we obtain the Cauchy-Riemann rela-
tions

ux = vy, uy = −vx (2.9)

at the point z = z0 in the complex plane.
If (2.9) holds true throughout some region (an open domain) D in the complex

plane, we say that f (z) is analytic in D. (Amore restricted focuswould be analyticity
along a curve.)

Example 2.1. Consider f (z) = z with u(x, y) = x and v(x, y) = y. The
Cauchy-Riemann relations (2.9) are satisfied by inspection, so f (z) is ana-
lytic for all z, i.e., f (z) is entire. For f (z) = z2, we have u(x, y) = x2 − y2

and v(x, y) = 2xy, and hence
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ux = 2x, vy = 2x, uy = −2y, vx = 2y. (2.10)

It follows that (2.9) holds for all z, i.e., also f (z) = z2 is entire. Summarizing,
we have

f (z) = z → f ′(z) = 1, f (z) = z2 → f ′(z) = 2z. (2.11)

The latter can also be seen from

f ′(z) = lim
ξ→z

ξ 2 − z2

ξ − z
= lim

ξ→z

(ξ − z)(ξ + z)

ξ − z
= 2z. (2.12)

Analyticity is a strong condition. Functions of a complex variable that are not
analytic are easily found. For instance, f (z) = zz̄ = x2 + y2 is not analytic. Since
f (z) is constant along circles concentric at the origin, its tangential derivative is zero,
while its normal derivative is 2|z|. The requirement that the derivative of f (z) be the
same irrespective of the direction is hereby not satisfied and the Cauchy-Riemann
relations (2.9) do not hold. Also, writing f (z) = u(x, y) + iv(x, y) into its real and
imaginary parts shows

�u(x, y) = 4, �v(x, y) = 0. (2.13)

Its real part is not harmonic, and hence f (z) is not analytic.
When functions f (z) and g(z) are analytic in a common domain, then the follow-

ing holds:

( f (z)g(z))′ = f ′(z)g(z) + f (z)g′(z),

( f (z)/g(z))′ = [
f ′(z)g(z) − f (z)g′(z)

]
/g(z)2

(2.14)

and if g(z) is analytic on a domain D and f (z) is analytic on the image D′ = g(D),
then

[ f (g(z))]′ = f ′(g(z))g′(z). (2.15)

These results may be seen as analytic continuations of existing identities on the real
line. By elementary considerations, we have

zn → nzn−1 (n ε Z),

eaz → aeaz (a, z ε C)

sin z, cos z, sinh z, cosh z → cos z, − sin z, cosh z, sinh z
arctan z → 1

1+z2 (z �= ±i).

(2.16)
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2.2 Cauchy’s Integral Formula

The strength of the condition of analyticity comes about mostly importantly in
Cauchy’s Theorem: if f (z) is analytic in a region D,1 then

∫

γ

f (z)dz = 0 (2.17)

for any closed contour γ in D.2 Here, the integral is defined according to

∫

γ

(u + iv)(dx + idy) =
∫

γ

(udx − vdy) + i
∫

γ

(vdx + udy). (2.18)

If, by analyticity, the Cauchy-Riemann relations (2.9) hold true throughout some
open domain containing γ , then by Green’s theorem

∫
γ
(udx − vdy) = − ∫

I (γ )
(uy + vx )dxdy = 0,∫

γ
(vdx + udy) = ∫

I (γ )
(ux − vy)dxdy = 0,

(2.19)

giving (2.17).
A fundamental proof of Cauchy’s Theorem is due to Goursat, assuming only

the existence of f ′(z), i.e., (2.9) with no a priori condition on continuity. Goursat’s
proof applies to regions D which are simply connected (no punctures or holes), as
illustrated in Figs. 2.1 and 2.2. In particular, the unit disk is simply connected, but
the unit disk with the origin removed is not.

As a consequence of (2.17), the integral

F(z) =
∫ z

z0

f (z)dz (2.20)

is a well-defined for z and z0 in D. Any two paths γ1,2 connecting them give rise to
a loop γ by following γ1 and traversing γ2 in reverse, so that by (2.17)

0 =
∫

γ

f (z)dz =
∫

γ1

f (z)dz −
∫

γ2

f (z)dz, (2.21)

whereby (2.20) is path independent. By the fundamental theorem of calculus,
F ′(z) = f (z), whereby (2.9) applies to F(z) = U (x, y) + iV (x, y).

1Here, D is an open subset of the complex plane which is simply connected.
2A closed contour γ divides the complex plane into a region I (γ ) within γ and an unbounded
region outside, according to the Jordan curve theorem.
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Fig. 2.1 a The unit disk |z| < 1 is a simply connected domain: any two points z0 and z can be
connected by a path γ1 within, and choosing another such path γ2 obtains a closed loop γ as shown,
whose interior I (γ ) lies within |z| < 1 also). b The punctured disk obtained by removing the origin
fails to have this property. The interior of the closed loop γ shown contains the origin, which is not
part of the punctured disk. The punctured disk is not simply connected

Fig. 2.2 a Simply connected domains such as the unit disk can be deformed by continuous defor-
mations. Preserving no self-intersecting boundaries, their boundaries remain simple contours. b
An annulus obtains by making a hole in the unit disk. Like the punctured disk, it is not simply
connected. The figure eight exemplifies a self-intersection curve, whose interior forms two disjoint
simply connected domains. There are no paths connecting points z0 in one and z in the other domain.
The figure eight is not a simple contour

Example 2.2. The function f (z) = 1/(z − a) is analytic everywhere in the
complex plane except at the isolated pole z = a. Let γ be a contour whose
interior I (γ ) does not contain a. The orientation of γ is taken to go around a
once in a counter clock-wise direction, as defined by tracking the change in



40 2 Complex Function Theory

Fig. 2.3 Contour integration
of 1/(z − a) as shown equals
1 or 0 if a is in or out of
I (γ ). The integral equals 1

2
if a is on γ , when taking the
principle value of the
integral, provided a is on a
smooth section of γ . If a is
located at a corner of γ , e.g.,
a polygon, the result is
α/(2π), where α denotes the
interior angle at that corner

argument of log(z − a) as z traverses γ from a point z0 ε γ back to itself. Then
f (z) is analytic everywhere in I (γ ). By (2.9), we have

1

2π i

∫

γ

f (z)dz = 0. (2.22)

Next, let a ε I (γ ), so that (2.9) does not apply. Specializing to a circleC : |z − a| =
ρ (with counter-clockwise orientation and winding number 1), we put z = a + ρeiθ ,
so that dz = iρeiθ dθ . As a result,

1

2π i

∫

γ

dz

z − a
= 1

2π i

∫ 2π

0
idθ = 1. (2.23)

The above generalizes to γ traversing a N times, by which

1

2π i

∫

γ

dz

z − a
= N (2.24)

measures the winding number of γ around z = a. For simple contours (no self-
crossing), (2.22) and (2.24) are summarized in Fig. 2.3.

For a more general γ , consider contour deformation following Fig. 2.4. Here, we
give γ a detour branching from z0εγ to the circleC : |z − a| = ρ, with ρ sufficiently
such thatC lies in I (γ ), and back to z0. A single path P connectingC with z0 may be
used twice (acting as a bridge), in going from z0 to C and back. The new contour 


consisting of γ , P andC circumvents the singularity z = a, whereby f (z) is analytic
in I (
). It follows that
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Fig. 2.4 a z A on a simple contour γ can be connected to a contour −C within via a bridge P
between z A and zB on −C . Here, −C refers to C with opposite orientation. The interior of this new
contour does not contain X shown. Integration of f (z) that is analytic in a domain containing γ ,
except possibly at X , then vanishes by Cauchy’s theorem. Since integration over the bridge forth and
back produces zero, the integral of f (z) over γ equals the integral of f (z) over C . This procedure is
exemplifies contour deformation. b The same applies to multiple isolated singularities. Integration
of f (z) over γ is then equivalent to the sum of the integrations of f (z) over contours around each
singularity individually. The result gives the residue theorem: the net result of integration is defined
by the coefficients Ai in Ai /(z − zi ) in the expansion of f (z) in partial fractions up to an arbitrary
function which is analytic throughout I (γ )

0 =
∫




f (z)dz =
∫

γ

f (z)dz −
∫

C
f (z)dz (2.25)

if we define the orientation of C also to be counter clock wise. Here, we used the fact
that integration over P forth and back between z0 and C produces zero. The result
is a deformation of γ into C :

1

2π i

∫

γ

f (z)dz = 1

2π i

∫

C
f (z)dz. (2.26)

The arguments from Example 2.2 give Cauchy’s integral formula

f (z) = 1

2π i

∫

γ

f (ξ)

ξ − z
dξ (2.27)

with the same conditions on γ as before. In fact, for f (z) analytic in D containing γ ,

f (ξ) = f (z) + ( f ′(z) + A(ξ, z))(ξ − z) (2.28)
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where A(ξ) → 0 as ξ → z, by the existence of the derivative of f (ξ) at ξ = z. The
result (2.27) obtains directly following a contour deformation of γ to a circle C with
radius ρ as above, when we let ρ approach zero.

By Cauchy’s integral formula, the n-th derivative satisfies

1

n! f (n)(z) = 1

2π i

∫

γ

f (ξ)

(ξ − z)n+1
dξ, (2.29)

showing that if f (z) is analytic, then f (z) is infinitely differentiable. An important
corollary is that analyticity of a function in a domain D implies the existence of a
power series with a finite radius of convergence. That is, f (z) has a Taylor series in
z about z0 ε D,

f (z) =
∞∑

n=0

an(z − z0)
n, (2.30)

where the an (that depend on the choice of z0) are defined by (2.29).

2.3 Evaluation of a Real Integral

As an application of the above, consider the integral

K =
∫ ∞

−∞
dx

1 + x2
= lim

R→∞ K R, K R =
∫ R

−R

dx

1 + x2
. (2.31)

First, we consider the analytic extension

f (x) = 1

1 + x2
→ f (z) = 1

1 + z2
(2.32)

by taking x into the complex plane. Here, we note the poles z = ±i and the associated
partial fraction expansion,

f (z) = A1

z − i
+ A2

z + i
= 1

2i

(
1

z − i
− 1

z + i

)
. (2.33)

Next, we consider a contour given by [−R, R] and the semi-circle C : z = Reiθ ,
0 ≤ θ ≤ π (Fig. 2.5). It encloses the singularity z = i but not z = −i . By (2.24) and
(2.22) (see also Fig. 2.3), we have

1

2π i

[∫ R

−R
f (x)dx +

∫

C
f (z)dz

]
= A1 = 1

2i
. (2.34)
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Fig. 2.5 Shown is a contour comprising [−R, R] and the semi-circle CR in the upper half plane
with counter clockwise orientation, to evaluate the integral A = ∫

dx/(1 + x2) over the real line in
terms of AR = ∫

dx/(1 + x2) over [−R, R], following an extension of x to complex values z and
taking R to infinity. As a function of z, f (z) = 1/(1 + z2) has two poles at z = i,−i . The contour
shown can be deformed to a circle around z = i , to give 2π i times the residue 1/(2i) of f (z) at
z = i , while the integral over CR approaches zero in the limit as R approaches infinity. As a result,
A = π

Here,

∣∣∣∣
∫

C
f (z)dz

∣∣∣∣ ≤
∫

C
| f (z)| |dz| ≤

∫ π

0

1

R2 − 1
Rdθ = O

(
1

R

)
. (2.35)

Taking R to infinity in (2.34) hereby gives

K = 2π i × 1

2i
= π. (2.36)

2.4 Residue Theorem

Consider contour integration of the function

f (z) = 1

z2(z − 1
2 )

(2.37)

in light of its isolated singularities at z1 = 0 and z2 = 1
2 . The singularity at z = 0

is of second order. and the singularity at z2 = 1
2 is a simple pole. Integration over

a contour around either one of them will pick up contributions according to their
residues according to either one of the following.
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1. By partial fractions, we have the expansion

f (z) = 1

z
× 1

z(z − 1
2 )

= 2

z
×

(
1

z − 1
2

− 1

z

)
= − 2

z2
− 4

z
+ 4

z − 1
2

(2.38)

2. In the disk D : |z| < 1
2 , we have, alternatively, the expansion

f (z) = 1

z2(z − 1
2 )

= − 2

z2
× 1

1 − 2z
= − 2

z2
[
1 + 2z + 4z2g(z)

]
, (2.39)

where g(z) = 1 + 2z + 4z2 + · · · is analytic in D. We thus have the Laurent
expansion

f (z) = 1

z2(z − 1
2 )

= − 2

z2
− 4

z
− 8g(z). (2.40)

3. We compute

lim
z→0

d

dz

[
z2 f (z)

] = −4. (2.41)

According to (1), integration of f (z) over an anti-clockwise contour γ gives

1

2π i

∫

γ

f (z)dz = −4, 4, 0 (2.42)

according to whether γ encloses (a) z1 = 0, (b) z2 = 1
2 or (c) both z = z1 and z = z2.

Here, we use the fact that (cf. Fig. 2.3)

1

2π i

∫

γ

dz

zn
= δn0, (2.43)

where δi j = 1 (i = j) and δi j = 0 (i �= j) denotes the Kronecker delta symbol and
γ is an anti-clock wise oriented contour around the origin (see Exercise 2.11).

According to (2–3), the result for (a) obtains by noting that the remainder 8u(z)
is analytic in D, which is immaterial by Cauchy’s theorem. Only the term A−1/z
matters in view of the identity (2.43). For a contour in D, it thereby follows that

1

2π i

∫

γ

f (z)dz = A−1 = −4. (2.44)
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The same arguments can be readily extended to functionswith a number of isolated
singularities (Fig. 2.4):

1

2π i

∫

γ

f (z)dz =
N∑

k=1

Resz=zk f (z) (2.45)

in terms of

Reszk f (z) = Ak, f (z) = Ak

z − zk
+ g(k)(z) (2.46)

where g(k)(z) denotes a remainder which is analytic within γ , except perhaps at
z = zm , m �= k.

To further illustrate Cauchy’s integral formula (2.27), we calculate the following
contour integrals. The first two are over C , given by a circle of radius ρ > 2 around
the origin, described by z = ρeiθ , 0 ≤ θ ≤ 2π .

Example 2.3. Consider the contour integral

I = 1

2π i

∫

C

f (z)

z2 + 2z + 2
dz = 1

2π i

∫

C

f (z)

(z − z0)(z − z1)
dz, (2.47)

where z0 = −1 + i and z1 = −1 − i denote the zeros of the polynomial
p(z) = z2 + 2z + 2. Proceeding by partial fractions, we have

I = 1

2π i

1

z0 − z1

∫

C
ez

[
1

z − z0
− 1

z − z1

]
dz. (2.48)

By Cauchy’s integral formula (2.27)

I = 1

2π i

1

2i

[∫

C

ez

z − z0
dz −

∫

C

ez

z − z1
dz

]
= e−1 1

2i
(ei − e−i ) = e−1 sin(1). (2.49)

Example 2.4. By (2.29), the integral

I = 1

2π i

∫

C

e2z

(z + 1)4
dz (2.50)
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is 1/3! times the third derivative of

g(w) = 1

2π i

∫

C

e2z

z − w
dz = e2w (2.51)

evaluated at w = −1. Therefore,

I = 1

6
g(3)(−1) = 4

3
e−2. (2.52)

Example 2.5. Let C1 denote the unit circle |z| = 1. By (2.27)

I =
∫

C1

ekz

z
dz = 2π i (2.53)

is readily evaluated. With dz = ieiθ dθ , the left hand side can be expanded in
real and imaginary parts

I =
∫ 2π

0
ek(cos θ+i sin θ)idθ = i

∫ 2π

0

[
ek cos θ (cos(k sin θ) + i sin(k sin θ))

]
dθ (2.54)

so that

∫ 2π

0
ek cos θ cos(k sin θ)dθ = 2π,

∫ 2π

0
ek cos θ sin(k sin θ)dθ = 0.(2.55)

These relations hold for all k.

Example 2.6. The Poisson integral

I =
∫

R

e−x2
cos(2bx)dx = e−b2√

π (2.56)

is an exact result, illustrating that a smooth function, here e−x2
, integrated

against the oscillatory function cos(2bx) goes to zero as the frequency k
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approaches infinity.3 To see this, we first consider the finite integral over the
finite interval � : − L ≤ x ≤ L ,

IL =
∫

�

e−x2
cos(2bx)dx = 1

2
e−b2

∫

�

[
e−(x−ib)2 + e−(x+ib)2

]
. (2.57)

To treat the integration of e−(x+ib)2 on the right hand side of (2.57), let 
L

denote the segment z = x + ib with x ε � and complete it to a clock-wise
oriented closed contour γ containing � as follows,

∫


L

e−z2dx − i
∫ L+ib

L
e−z2dy −

∫

�

e−x2
dx + i

∫ −L+ib

−L
e−z2dy = 0, (2.58)

where the sum vanishes since e−z2 is entire. On the sides at x = ±L of γ , we
have

∣∣∣e−(L±iy)2
∣∣∣ =

∣∣∣e−(L2−y2)e±2iyL
∣∣∣ = e−L2−y2 (2.59)

and so

∣∣∣∣
∫ L+ib

L
e−z2dz

∣∣∣∣ ≤
∫ L+ib

L
e−(L2−b2)dy ≤ beL2−b2 → 0 (2.60)

in the limit as L approaches infinity. Therefore,

lim
L→∞

∫


L

e−z2dx =
∫

R

e−x2
dx = √

π. (2.61)

Since (2.61) is independent of b, the result of integration of e−(x−ib)2 on the
right hand side of (2.57) will be the same, thus showing (2.56).

Example 2.7. Compute f ′(1) of

f (z) =
∫

|ξ |=3

ξ 2 + 2ξ + 2

ξ − z
dξ. (2.62)

By partial fractions, there exist constants A, B and C such that

3Known as the Riemann-Lebesgue theorem in Fourier transforms, see e.g., van Putten, M.H.P.M.,
1998, SIAM Rev., 40(2), 333.
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f ′(z) =
∫

|ξ |=3

[
A

(ξ − z)2
+ B

ξ − z
+ C

]
dξ = 2π i B(z). (2.63)

We can extract B from the numerator p = ξ 2 + 2ξ + 2 = C(ξ − z)2 + B(ξ −
z) + A in (2.62) as the residue

B = Resξ=z

[
ξ 2 + 2ξ + 2

(ξ − z)2

]
= lim

ξ→z
p′(ξ) = 2z + 2. (2.64)

Evaluated at z = 1, we conclude f ′(1) = 8π i.

2.5 Morera’s Theorem

Morera’s theorem4 states that given a continuous function f (z) in some domain D,
if

∫

C
f (z)dz = 0 (2.65)

for every closed curve C in D, then f (z) is analytic (holomorphic) in D. Morera’s
theorem is hereby a converse to Cauchy’s theorem of Sect. 2.2. It follows that

F(z) =
∫ z

z0

f (ξ)dξ (2.66)

is a well-defined primitive of f (z), independent of the path of integration from z0 to
z. Thus, F ′(z) = f (z) and hence F(z) is analytic in D. For complex functions, this
implies that F(z) is infinitely differentiable and in particular, F ′′(z) exists, showing
that f (z) is analytic in D.

Write f (z) = u + iv in its real and imaginary parts as before. If we assume that
u and v are differentiable, then

∫

C
f (z)dz =

∫

C
(u + iv)(dx + idy) =

∫

C
(udx − vdy) + i

∫

C
(udx + vdy).

(2.67)

implies by Green’s theorem as before in (2.19)

4Giacinto Morera 1856–1909.
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Fig. 2.6 Shown is an
oriented path γ formed out
of an outer contour C , a
counter-oriented inner
contour C ′ and a bridge I
that is traversed twice, from
C to C ′ over I+ and back
over I−. The inner contour
C ′ encircles a point w

∫

C
f (z)dz = −

∫

I (C)

(ux + vy)d A + i
∫

I (C)

(ux − vy)d A. (2.68)

Implied by (2.65) is that the Cauchy-Riemann relations hold

ux = vy, uy = −vx , (2.69)

previously derived as conditions for the derivative of f (z) to be the same regardless
of direction of differentiation,

d f (z)

dx
= ux + ivx ,

d f (z)

idy
= −iuy + vx . (2.70)

Let f (z) satisfy Morera’s condition (2.65) and consider

g(z) = f (z)

z − w
(2.71)

for some w in D. Then g(z) satisfies Morera’s condition (2.65) in the punctured
domain D′ withw removed.Consider integration over the contourγ shown inFig. 2.6

0 =
∫

g(z)dz =
∫

C
+

∫

I+
+

∫

C ′
+

∫

I−
=

∫

C
+

∫

C ′
, (2.72)

where −C ′ is the clockwise oriented curve obtained by reversing orientation of the
counter-clockwise oriented C ′, so that

∫

C
g(z)dz =

∫

−C ′
g(z)dz. (2.73)

Note that no specific shape of C or C ′ has been used; C can be deformed to any other
C ′ (with the same orientation), provided that in a continuous deformation the region
traced out enclosed betweenC andC ′ is within D′. AllowC ′ to become a small circle
aroundw, i.e., z − w = εeiθ . If f (z) is continuous atw, then f (z) = f (w) + η(z, w)

with η(z, w) approaching zero in the limit as z → w. By (2.73) and dz = ieiθ dθ , we
have
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∫

−C ′
g(z) =

∫ 2π

0

f (w + εeiθ )

εeiθ
ieiθ dθ = i

∫ 2π

0
f (w + εeiθ )dθ → 2π f (w) (2.74)

in the limit as ε → 0. Thus, (2.73) gives (2.27) once more. An immediate conse-
quence is that f (z) is infinitely times differentiable, and the n-th derivative of f (z)
satisfies (2.29). A continuous complex function satisfying Morera’s theorem is infi-
nitely times differentiable. Finally, consider the circle C : z − w = ρeiθ . A similar
calculation to (2.74) shows the Mean Value Theorem

f (w) = 1

2π

∫ 2π

0
f (w + ρeiθ )dθ. (2.75)

Viewed as a mean value over a boundary, it immediately follows that the real and
imaginary parts u and v of f (w) = u + iv are bounded by the extrema of u and v on
C . This so-called minmax theorem holds true for boundaries of arbitrary shape.

2.6 Liouville’s Theorem

If f (z) is entire and f (z) is bounded, i.e., f (z) ≤ M for all z ε C, then f (z) reduces to
a constant. This is Liouville’s theorem, and it follows readily from Cauchy’s integral
formula (2.27),

f ′(z) = 1

2π i

∫

C

f (ξ)

(ξ − z)2
dz (2.76)

where C is a simple closed contour whose interior contains z. We may choose C to
be a circle ξ − z = Reiθ of radius R. Taking the modulus gives

∣∣ f ′(z)
∣∣ ≤ 1

2π

∫

C

| f (ξ)|
R2

R dθ = M

R
. (2.77)

Since R was arbitrary, we may take it to infinity, and hence | f ′(z)| = 0. It follows
that f (z) is a constant.

Liouville’s theorem can be used to show that every polynomial

pn(z) = a0 + a1z + a2z2 + · · · anzn (an �= 0) (2.78)

of degree n has exactly n roots, pn(zi ) = 0, i = 1, 2, · · · , n, includingmultiplicities.
To see this, let

h(z) = 1

pn(z)
. (2.79)
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If pn(z) has no zeros anywhere in C, then h(z) is entire and reduces to a constant
by Liouville’s theorem. Then pn(z) = 1/h(z) is a constant, which contradicts our
assumption that an �= 0. It follows that pn(z) has at least one zero, say, z1. Next,
consider h1(z) = (z − z1)/pn(z). Repeating, we encounter additional zeros. This
procedure terminates when the constant hn(z) = an is reached, thus retrieving n
zeros.

As the examples show, we often encounter polynomials (2.78) with real coeffi-
cients. In this event, roots come in pairs of complex conjugates. If pn(z) = 0, then

0 = pn(z) = pn(z̄) (2.80)

so z̄ is also a root. If the root z is real, then this produces no new root, but if it is
complex, then conjugation produces a genuine second root.

2.7 Poisson Kernel

On a circle C of radius a, Cauchy’s integral formula for a function f (z) reduces to
an analytic extension of by a real kernel into the region in C . To see this, consider
z = reiθ inside of C and a point

z∗ = a2

z̄
(2.81)

symmetric with respect to C . Since z∗ is outside, we have

f (z) = 1

2π i

∫

C
f (ξ)

[
1

ξ − z
− 1

ξ − z∗

]
dξ. (2.82)

Since a2 = ξ ξ̄ , (2.82) reduces to

f (z) = 1

2π

∫ 2π

0
f
(
aeiα

) a2 − r2

a2 + r2 − 2ra cos(α − θ)
dα. (2.83)

Since the Poisson kernel (a2 − r2)/(a2 + r2 − 2ar cos(α − θ)) is real, (2.83)
defines analytic continuation of the real and imaginary parts of f (z) separately, i.e.,
giving analytic continations of harmonic functions on the disk. This result is closely
connected to the Fourier transform.5 To see this, specialize to a = 1 and let u(r, θ)

denote the real part of f (z) with Fourier coefficients

Cn = 1

2π

∫ 2π

0
u0(α)e−inαdα (nεZ) (2.84)

5More on this in Chap.6.

http://dx.doi.org/10.1007/978-981-10-2932-5_6
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of data u0(α) = u(a, α) on S1. Since u(r, θ) is real, C−n = C̄n , and hence

u(r, θ) = C0 +
∑
n≥1

rn
(
Cneinθ + C̄ne−inθ

)
(r ≤ 1) (2.85)

defines the harmonic extension of u0(α) into r ≤ 1. Using (2.84), we have

u(r, θ) = 1

2π

∫ 2π

0
u0(α)

[
1 +

∑
n≥1

(
rne−in(α−θ) + rnein(α−θ)

)]
dα. (2.86)

With
∑

n≥1 zn = z/(1 − z), z = re−i(α−θ), r < 1, the kernel in (2.86) evaluates to

1 + z

1 − z
+ z̄

1 − z̄
= 1 − zz̄

1 + zz̄ − z − z̄
= 1 − r2

1 + r2 − 2r cos(α − θ)
, (2.87)

thus recovering the Poisson kernel in (2.83).

2.8 Flux and Circulation

The equations of motion of fluids derive from conservation laws of mass, energy and
momentum. Solutions critically depend on the Reynolds number, a dimensionless
ratio of convective to diffusive momentum transport,6 due to randow walks of mole-
cules or atoms that make up the fluid. For large Reynolds numbers, flows are gener-
ally complex and inherently time-dependent, that rarely permit analytical solutions.
Even so, some key aspects of conservation of mass and momentum are amenable
to analytical solutions, particularly for solenoidal (incompressible) and irrotational
(vanishing vorticity) flows. In two dimensions, these properties are described by a
complex velocity potential

w(z) = φ(x, y) − iψ(x, y) (2.88)

representing a flow velocity

u = ui + vj = φx i + φyj, (2.89)

satisfying

ux + vy = 0, uy − vx = 0. (2.90)

6An excellent introduction to classical fluid dynamics is [1].
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by virtue of the Cauchy-Riemann relations (2.9) with a change in sign in v. The
power of complex function theory can hereby be introduced to describe this class of
two-dimensional flows.

Consider a smooth curve 
 connecting two points P and Q. We denote the unit
tangent vector by τ and the unit normal by n. In two dimensions, we can fix n
uniquely by defining it to be a rotation over −π/2 of τ . With this convention, n is
the outer normal for a simply positively connected curve, i.e.,

τ = τx i + τyj, n = τyi − τx j. (2.91)

Thus, the tangent and normal are related by a clockwise rotation over π/2,

n =
(

0 1
−1 0

)
τ . (2.92)

For a smooth flow, consider the path integrals

IA =
∫




u · n ds, IB =
∫




u · τ ds (2.93)

over a curve 
 from P to Q. In general, these two integrals are path dependent.
Consider two alternative paths 
1 and 
2 as shown in Fig. 2.7. Then 
1 as shown
followed by 
2 in the opposite direction produces a closed loop γ with positive
orientation. By Green’s theorem, we have

A = ∫
γ
u · n ds = ∫

I (γ )
(ux + vy)d A,

B = ∫
γ
u · τ ds = ∫

I (γ )
(vx − uy)d A,

(2.94)

where I (γ ) denotes the interior of γ . The first integral in (2.94) vanishes when the
flow is solenoidal, and the second vanishes when the flow is irrotational. If these
two conditions are satisfied, then the integrals (2.93) are path independent. They are
hereby well-defined as functions of P and Q without specifying the path connecting
them. Exceptionsmay still arise, when I (γ ) is not simply connected, e.g., when I (γ )

Fig. 2.7 Two paths 
1 and

2 from P to Q form a
closed loop γ . The loop γ is
positively oriented, when
formed buy traversing along

1 and traversing 
2 in the
opposite direction
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Fig. 2.8 In solenoidal and irrotational flows, streamlines are level curves of the stream function ψ ,
which are orthogonal to level curves of the flow potential φ. The separation between two streamlines
forms a duct of flux, that is conserved as measured across level curves of the flow potential at P − S
and Q − R. Circulation obtains from integration over γ , which vanishes for irrotational flow as
generated by a flow potential φ

is an annulus. In this event, the winding number of γ becomes relevant. We will not
consider these possibilities here.

For a flow in a simply connected region, we now consider the stream function and
the flow potential given by integration over a path from A to B,

ψ(B) = ψ(A) −
∫ B

A
u · n ds, ϕ(B) = ϕ(A) +

∫ B

A
u · τ ds. (2.95)

As illustrated in Fig. 2.8, ψ is constant along the streamlines of u. Consider a closed
loop γ as indicated. Integration of u · n over γ receives contributions from segments
Q − R and S − P only, and so

�ψ = [ψ]R
Q = [ψ]S

P . (2.96)

It expresses a conserved flux passing through a level curve of φ between P to S
as well as between Q to R, i.e., the flux between two streamlines ψ1 = ψ(Q) and
ψ2 = ψ(R). Integration of u · τ over γ expresses the circulation of the flow over γ .
It vanishes based on the assumption of irrotational flow. When the segments Q − R
and S − P are orthogonal (u · τ = 0) to the flow, integration receives contributions
from segments P − Q and R − P only, and so

�φ = [φ]Q
P = [φ]R

S (2.97)

measures the strength of the flow along the streamlines.
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With ψ and φ defined by (2.95) with (2.96), we have u = φx = ψy, v = φy =
−ψx , that is, the Cauchy-Riemann relations for the real and imaginary part of an
analytic function

w(z) = φ + iψ, w′(z) = u − iv, φ(z) = Rew(z), ψ(z) = Imw(z) (2.98)

as a function of z = x + iy.

2.9 Examples of Potential Flows

A uniform flow with unit velocity has a complex velocity potential

w(z) = z, (2.99)

whose streamlines of constantψ(x, y) = Imw(z) are parallel to the x-axis. A poten-
tial w(z) = e−iαz describes a uniform flow at an inclination angle α to the x-axis.

In a potential flow past a solid body, the surface of the body is a streamline, along
which ψ(x, y) = Imw(z) is constant. If the same flow is uniform at infinity, then
w(z) ∼ z at large z, perhaps up to a complex constant that defines the direction of
the flow. The potential

w(z) = z + 1

z
(2.100)

hereby describes a flow past a cylinder of unit radius, since w(z) = cos θ and hence
Imw(z) = 0 on z = eiθ . The potential (2.100) has two stagnation points at z = ±1,
where the velocity

w′(z) = z2 − 1

z2
(2.101)

vanishes. One can envision sliding the location of these stagnation points over the
cylinder, by modifying the zeros of w′(z) to, e.g., z1 = e−iα and z2 = ei(π+α), chang-
ing the numerator in (2.101) to

(z − z1)(z − z2) = z2 − 2i sin αz − 1. (2.102)

The associated velocity potential

w(z) = z + 1

z
+ 2i sin α ln z, (2.103)

where the logarithm adds ciruclation to the flow past a cylinder.
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The flow potentials

w1(z) = Q

2π
ln z, w2(z) = 


2π i
ln z (2.104)

describe point sources of flow with streamlines emanating radially from and, respec-
tively, concentric about the origin. The total flux and circulation integrals (2.93) over
S1 : z = eiθ give

∫

C
w′
1(z)(−idz) = Q,

∫

C
w′
2(z)dz = 
, (2.105)

where we used the correspondences nds = −idz and τ ds = dz. With 
 = −4π
sin α, the potential (2.103) obtains in standard form

w(z) = z + 1

z
+ 


2π i
ln z. (2.106)

As a map, ζ = z + 1/z in (2.101) is known as the Joukowski transformation.
This map is conformal (having non-zero derivative) away from z = ±1. It generates
Joukowski airfoil profiles as images of circles C with radius a > 1 that pass through
z = 1. These images of C are smooth except for a cusp at ζ(1) = 2, where the
map fails to be conformal. The cusp sets location of the corresponding stagnation
point on C , to fix circulation and to avoid flow separation and the shedding of
vorticies. Let w(z) denote a complex flow potential about a C , such as (2.103).
Then W (ζ ) ≡ w(z(ζ ))) is a flow potential past the Joukowski airfoil with velocity

W ′(ζ ) = w′(z)
(

dζ

dz

)−1

= z2w′(z)
z2 − 1

. (2.107)

Table2.1 summarizes this discussion.

2.10 Exercises

2.1. Show by explicit evaluation that the real and imaginary part of ez with z = iϕ
in the defining Taylor series of the exponential function recovers the Taylor series
expressions for cosϕ and sin ϕ.

2.2. Show that an analytic function f (z) is a conformal map whenever f ′(z) �= 0,
that is, if α is the angle between the tangents of two curves intersecting at z = z0,
then α is also the angle between the tangents to the images of these two curves under
f (z).
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Table 2.1 Complex function theory

1. Cauchy’s integral formula gives a representation of func-
tions f(z) analytic in some domain D according to f(z) =
(1/2πi)

∫
γ
f(ξ)/(ξ − z)dξ, where γ is a simple counterclockwise

oriented contour in D that encloses z ε D.

2. The winding number of a contour γ about z satisfies N =
(1/2πi)

∫
γ
dξ/(ξ − z) εZ. N = 0, 1/2 or 1 depending on whether,

respectively, z is outside, on or inside γ.

3. Contour integrals of f(z) are determined by residues of f(z) at
isolated singularities z = z0, given by the coefficient A−1 in ex-
pansion f(z) = · · · + A−1/(z − z0) + · · · .

4. Analytic functions describe the complex velocity potential w(z) =
φ+ iψ of irrotational solenoidal flows in two dimensions, whereby
w′(z) = u − iv. The real part φ is the velocity potential u = ∇φ
and the imaginary part ψ is the stream function.

5. Streamlines are level curves of ψ along which the gradient in φ
expresses the flow velocity.

2.3. Verify by explicit calculation that the Cauchy-Riemann relations for f (z) = zn

for the three cases n = 0, 1, 2.

2.4. Prove (2.16).

2.5. We say that f (z) is analytic at infinity if g(w) = f (1/w) is analytic at w = 0.
Consider

f (z) = 1

z2 + 1
. (2.108)

Show that f (z) is analytic at infinity. What is the radius of convergence of the Taylor
series of g(w)?

2.6. Obtain the Laurant series expansion of

f (z) = 1

(z2 + 1)(4 − z2)
(2.109)
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valid in the annulus 1 < |z| < 2.

2.7. Derive (2.43) by contour deformation to z = eiθ .

2.8. Calculate the integrals

(a)

∫

γ

dz

zn
, (b)

∫

γ

log(1 + z)dz (2.110)

where n is an integer and γ is a small loop around the origin.

2.9. Obtain the partial fractions of

(a)
1

z2 − 1
, (b)

2z

z2 + 1
, (c)

1

z2 + 1
, (d)

z − 2

z2 + z
. (2.111)

2.10. Obtain the partial fractions of

(a)
1

z2(z − 1
2 )(z

2 + 4)
(b)

1

zn(z + 1)
(n = 1, 2, 3) (2.112)

2.11. Obtain the integrals

(a)
∫ 3−2i

1+i
sin zdz, (b)

∫

γ

zndz (n ε N), (c)
∫

γ

log(1 + z)dz (2.113)

where γ is a contour in the unit disk.

2.12. Let γ be the unit circle |z| = 1 with counter clockwise orientation. Compute
the following complex integrals

1.
∫
γ

dz
(z−a)n for a = 0, 2 and n = 1, 2.

2.
∫
γ

dz
cosh2 z

3.
∫
γ

sin(π z2)
(z−1/2)(z−2) dz.

2.13. Obtain the integral

1

2π i

∫

γ

sin z

2z + i
(2.114)

where γ is a contour which encloses z = − 1
2i .

2.14. Find all the branch points, where the following function does not satisfy the
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Cauchy-Riemann relations:

f (z) = √
ez + 1. (2.115)

2.15. Prove the minmax theorem based on (2.75).

2.16. Consider the functions

f (z) = 2

z
+ 3 + 4z, g(z) = 1

z2
+ f (z) (2.116)

and the residues defined by the contour integrals

Resz=0 f (z) = 1

2π i

∫

γ

f (z)dz, Resz=0 g(z) = 1

2π

∫

γ

g(z)dz (2.117)

over a contour γ that encloses the origin z = 0. Show that

Resz=0 f (z) = lim
z→0

z f (z), Resz=0 g(z) = lim
z→0

d

dz

[
z2g(z)

]
. (2.118)

2.17. The Möbius transformation w(z) = (z − i)/(z + i) maps the real line onto the
unit circle. Cauchy’s integral formula on the unit circle hereby transforms to one on
the real line. Follow steps similar to those in deriving the Poisson kernel (2.83), now
with the point z∗ = z̄ symmetric with respect to the real line, to obtain

u(x, y) = y

π

∫ ∞

−∞
u0(x ′)

(x ′ − x)2 + y2
dx ′. (2.119)

2.18. Sketch the streamlines including the direction of flow of the following complex
velocity potentials

(a) w(z) = zk

(
k = 1

2
, 2, 3

)
, w(z) = 1

z
. (2.120)

(b) w(z) = 1

2π
ln(z2 − 1), w(z) = z + 1

2π
ln z. (2.121)

2.19. Sketch the field lines of the complex velocity potential of the dipole

w(z) = 1

2πε
[ln(z + ε) − ln(z − ε)] (2.122)

and determine the limit as ε approaches zero.
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2.20. Show that

f (z) = (1 + z)
1
z (2.123)

has a removable singularity at the origin by deriving a Taylor series expansion
f (z) = e�∞

m=0cm zm about z = 0. Note that the radius of convergence is 1 in view
of the singularity at z = −1. Match the behavior of f (z) as z approaches −1 from
the right to the Taylor series expansion to show that the (rational) coefficients cm

approach e−1(−1)m . [Hint. Use ez−1 log(1+z) = e1− 1
2 z+ 1

3 z2− 1
4 z3+···.]

2.21. Consider an asymptotically flat black hole spacetime. Viewed as an analytic
function of radius z ε C, the metric satisfies ηab + O(z−1), where ηab denotes the
Minkowski metric. Use Liouville’s theorem to argue that the metric must have at
least one singularity in C [2].
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Chapter 3
Vectors and Linear Algebra

3.1 Introduction

Linear algebra is the language describing systems in finite (or countably infinite)
dimensions, where dimension represents the number of variables at hand. This
appears naturally in systemswithmore than one degrees of freedomor in approximate
descriptions of complex systems in a discrete set of variables. Linear algebra also
gives the basic framework of quantum mechanics, describing observables in terms
of eigenvalues. In two and more dimensions, much of linear algebra is illustrated by
vectors and their linear transformations.

Angular momentum J is a vector that appears in numerous problems. Like energy
and linear momentum, total angular momentum is a conserved quantity. For freely
rotating rigid bodies, angular momentum is in proportion to angular velocity

� = �n. (3.1)

The length � denotes the rate of rotation and the direction denotes its orientation.
According to Mach’s principle, angular velocity is commonly defined relative to the
distant stars, where most of the mass is. For periodic motion with period P , the
angular velocity satisfies

� = 2π

P
. (3.2)

For motion at a separation r about to a given axis, the instantaneous velocity is a
tangent

v = dr
dt

= � × r. (3.3)

The associated linear momentum is the vector
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p = d

dt
mr = mv, (3.4)

when themassm is time-independent. The associated angularmomentumof a particle
with linear momentum p is

J = r × p. (3.5)

Thus, J is a vector formed out of r and p. Transformations of J follow the rules for
vectors, e.g., when considering translation or rotation of a coordinate system.

Maps in linear algebra are represented by n × m matrices, from a linear vector
space of dimension m to a linear vector space of dimension n. These vector spaces
are often over the real or complex numbers, e.g., Rn or Cn . As such, matrices are
comprised of row and column vectors of length m and, respectively, n. An n × m
matrix is said to be of dimension n × m.

Consider, for instance, a 2 × 2 matrix

C =
(
1 2
2 0

)
. (3.6)

Its rows r(i) and columns c(i) (i = 1, 2) can be schematically indicated as

C =
⎛
⎝

⎞
⎠ =

(
rT
1
rT
2

)
, C =

⎛
⎝

⎞
⎠ = (c1 c2) (3.7)

with

rT
1 = (1 2), rT

2 = (2 0), c1 =
(
1
2

)
, c2 =

(
2
0

)
, (3.8)

where we explicitly include the transpose T to denote row vectors according to

(
x
y

)T

= (x y). (3.9)

These 2 × 2matrices describe various transformations in the two-dimensional plane,
such as reflections, rotations and coordinate permutations. Key properties are eigen-
values and the associated eigenvectors, much of which depends on their determinants
and symmetry properties.
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3.2 Inner and Outer Products

Two linearly independent vectors a and b span a parallelogram. The projection of a
onto b defines the inner product (further Sect. 3.5) a · b = |a||b| cos θ with

cos θ = ∠(a,b) = a · b
|a||b| (3.10)

denoting the cosine of the angle between the two, where |a| refers to the length of
a satisfying |a| = √

a · a. Referenced to a Cartesian coordinate system with basis
vectors {i, j,k}, expressions obtain in component form, In three dimensions, we have

a = a1i + a2j + a3k, b = b1i + b2j + b3k (3.11)

and so

a · b = a1ba + a2b2 + a3b3. (3.12)

The outer product represents the area element, in area and orientation, of the paral-
lellogram, represented by the normal vector

(a2b3 − a3b2)i + (a3b1 − a1b3)j + (a1b2 − a2b1)k =
⎛
⎝a2b3 − a3b2

a3b1 − a1b3
a1b2 − a2b1

⎞
⎠ ,(3.13)

where we used the right handed rule in the direction of movement of a corkscrew
turned from a to b. Its length equals the area of the parallelogram

|a × b| = |a||b| sin θ. (3.14)

3.3 Angular Momentum Vector

In circular motion, angular momentum J is a vector with the same orientation as the
angular velocity �. By the vector identity

a × (b × c) = b(a · c) − c(a · b) (3.15)

between vectors a,b, c, circular motion gives the specific angular momentum (angu-
lar momentum per unit mass)

j = r × v = r × (� × r) = r2� = r2�n, (3.16)
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Fig. 3.1 Rotation in the
(x, y)-plane over an angle ϕ
obtains by multiplication by
a 2 × 2 matrix R(ϕ) of
vectors z = x ix + yiy . In the
complex plane, it
corresponds to multiplication
by eiϕ

since r · r = r2 and r · � = 0.With (3.4, 3.5), our model problem of circular motion,
therefore, implies

j = r2
2π

P
= 2

πr2

P
= 2

d A

dt
n, (3.17)

that is, j represents twice the rate-of-change of surface area traced out by the radius r
in the orbital motion. Based on (3.4–3.17), this is a geometrical identify, not restricted
to circular motion, familiar as Kepler’s third law in planetary motion.

3.3.1 Rotations

If z = reiθ, then

w = zeiϕ = rei(θ+ϕ) = r (cos(θ + ϕ) + i sin(θ + ϕ)) , (3.18)

as illustrated in Fig. 3.1. That is

w = reiθeiφ = r [cos θ cosφ − sin θ sin φ + i(sin θ cosφ + cos θ sin θ)] . (3.19)

Applied to the basic vectors {ix , iy}, we have

i′x = ix cos θ + iy sin θ, i′y = −ix sin θ + iy cos θ. (3.20)

Example 3.1. Consider a basis {i, j} rotating along with a point (x, y) over
the unit circle S1. That is, i points to (x, y) with local tangent j to S1 with
counter-clockwise orientation. Moving along S1 at constant angular velocity
ω, θ = ωt as a function time t and (3.20) implies
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di
dt

= ω [−i sin θ + j cos θ] ,
dj
dt

= ω [−i cos θ − j sin θ] , (3.21)

and so

di
dt

= ωj,
dj
dt

= −ωi. (3.22)

3.3.2 Angular Momentum and Mach’s Principle

Following (3.5) and (3.23), circular particle motion satisfies

J = I n, I = m�r2, (3.23)

where I denotes the moment of inertia about n.1 Evidently, (3.23) implies that J = 0
whenever � = 0 and visa-versa. In an astronomical context, we may follow Mach2

and define the angular velocity as the rate of change of angles measured relative to
the distant stars. Does (3.23) hold in general?

It turns out that angular momentum is sensitive tomatter in the universe anywhere.
While (3.23) holds true to great precision under ordinary circumstances when � is
defined relative to the distant stars, deviations appear in the proximity of massive
rotating bodies. This can be detected in tracking the orientation n of a freely sus-
pended gyroscope relative to a distant star. Recently, the NASA satellite Gravity
Probe B3 did just that, and measured an angular velocity in n at a minute rate of

ω = −39mas yr−1 = −6 × 10−16 rad s−1. (3.24)

It agreeswithin a 20%windowof uncertaintywith the frame-dragging angular veloc-
ity of space-time around the earth, induced by Earth’s angular momentum according
to the theory of general relativity. According to the exact solution of rotating black
holes in general relativity [3], (3.24) is the frame-dragging angular velocity at about
5 million Schwarzschild radii around a maximally spinning black hole with the same
angular as the Earth (and 27 times its mass).

Though small, (3.24) defines a key result in our views on the relation between
rotation and angular momentum, that comes out non-trivially in curved space-time
predicted by the theory of general relativity. In particular, it changes our perception

1Formally Inn , since I is generally a two-index tensor.
2Ernst Mach (1838–1916).
3Everitt et al. [1] a local measurement on the Riemann tensor. LAGEOS II detected frame dragging
in the orientation of polar orbits [2].
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Fig. 3.2 (Left) In flat space-time, the ballerina effect a correspondence between zero angular veloc-
ity� relative to the distant stars and zero angularmomentum J (Mach’s principle). (Right.) In curved
space-time, the ballerina effect is different. Here, J = (� − ω)I , where I denotes the moment of
inertia and ω is the frame-dragging angular velocity along the angular momentum JM of a massive
object nearby. As a result, � = ω for J = 0 and J < 0 when � = 0. Mach’s principle is to be
generalized include all matter, including massive objects in a local neighborhood

of the ballerina effect (Fig. 3.2). In reality, a ballerina standing stillwith respect to the
distant stars experiences a slight lifting of her arms up, due to her non-zero angular
momentum imparted by frame-dragging around Earth.4 In a twist to the original
formulation of Mach’s principle, she would experience co-rotation with an angular
velocity (3.24) for her arms to be down in a fully relaxed state.

Frame dragging (3.24) induced by the angular momentum of the Earth is man-
ifest also in energetic spin-spin interactions.5 In response, particles with angular
momentum Jp about the spin axis of the Earth experience a potential energy [4]

E = ωJp, (3.25)

that represents a line-integral of Papapetrou forces [5] mediated by ω. The energy
(3.25) is notoriously small for Jp of classical objects. However, for charged parti-
cles like electrons or protons in magnetic fields around black holes, E can be huge
and reach energies on the scale of Ultra High Energy Cosmic Rays (UHECRs).
Measurement of (3.25) around the Earth awaits future satellite experiments.

3.3.3 Energy and Torque

Angular momentum J = Jn can be changed by application of a torque, defined as

T = d

dt
J = n

d

dt
J + J

d

dt
n. (3.26)

4A related result affects her weight by Papapetrou forces [5], here expressed in Eq. (3.25).
5The complete set of frame dragging induced interactions is described by the Riemann tensor.
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The dimension of torque is energy, as follows from [J ]=g cm2 s−1 (mass times
rate of change of area). Because angular momentum is a vector, (3.26) shows the
appearance of a torque already when changing its orientation, even when keeping its
magnitude constant. In this case, (3.26) may be due to a rotation, i.e.,

�T = J (R − I ) n (3.27)

where R is a rotation matrix. (More on matrices in Sect. 3.5) For a rotation over an
angle ϕ about the x-axis, for example, we have (Sect. 3.4.2)

R =
⎛
⎝ 1 0 0
0 cosϕ − sinϕ
0 − sinϕ cosϕ

⎞
⎠ (3.28)

Feymnan [6] gives an illustrative set-up that can be performed using a bicycle wheel
attached freely to a rod. In this event, n is along the y-axis when the rod is initially
held horizontally. Attempting to rotate the rod along the x-axis in an effort to move
the wheel overhead is described by (3.27), see Fig. 3.3. By (3.28), it introduces a
component of �T along the z-axis. The person performing the rotation will experi-
ence a tendency to start rotating in the opposite direction to the angular momentum
of the wheel, by conservation of total angular momentum in all three dimensions (in
each of the three components x, y and z), i.e.,

Jwheel + Jperson = 0. (3.29)

Fig. 3.3 Changing the
orientation n of the angular
momentum of a spinning
wheel by a rotation
introduces a component in an
orthogonal direction, here
along the vertical direction.
Since angular momentum is
conserved, a corresponding
negative amount of angular
momentum along the vertical
direction is imparted by the
person holding the wheel.
The person will experience a
counter-torque along the
vertical axis
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Sincepower is a scalar of dimension energy s−1, the power delivered to or extracted
froma rotating object is given by the inner product of torque and angular velocity, i.e.,

P = � · T. (3.30)

For our circular motion, we have T = d
dt J = I d

dt �, and hence

P = d

dt

(
1

2
�2

)
(3.31)

It follows that the rotational energy in case of J = I� satisfies

Erot = 1

2
�2 I = 1

2
� · J. (3.32)

Although (3.32) applies to non-relativistic mechanics such as spinning tops, some-
what remarkably it gives a fairly good approximation also to the rotational energy
Erot = k � · J, k−1 = 2 cos2(λ/4), of a rotating black hole with non-dimensional
angular momentum sin λ, since

1

2
≤ k ≤ 0.5858. (3.33)

To exemplify angular momentum conservation, consider the problem of the
Moon’s migration, in absorbing angular momentum in the Earth’s spin due to a
gravitational tidal torque.

Example 3.2.Some4.52Gyr ago, theEarth’s spin period at birthwas P = 5.4h
before the Moon was born. The Earth’s normalized angular velocity

A0 =
(

�

�b

)
⊕

(3.34)

then (4.52 Gyr ago) was very similar to the same for Jupiter today, where

� = 2π

P
, �b =

√
G M

R3
(3.35)

denote the actual and, respectively, break-up angular velocity for a planet of
mass M and radius R, and G is Newton’s constant. Some data:

Earth: M⊕ = 5.97 × 1027 g, R⊕ = 6000 km, P⊕ = 24 h,

Jupiter: M � 320M⊕ , R � 11R⊕, P � 0.5P⊕.

(3.36)
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The above follows from the following.

• For the Earth’s �⊕,b and today’s value �⊕ = 2π/P⊕, we have

A1 =
(

�

�b

)
⊕

. (3.37)

• The change P⊕ to 5.4 h from 24 h today satisfies the scaling

(
�

�b

)
⊕

∝ P−1
⊕ . (3.38)

• Consequently, the spin angular velocity relative to break up at birth satisfies

A0 =
(
5.4 h

24 h

)−1

A1. (3.39)

that may be compared to the same ratio of Jupiter today.

With Newton’s constant G = 6.67 × 10−8 g−1 cm3 s−2 (recall that Gρ has
dimension angular velocity squared, i.e., s−2.), we have by explicit calculation

�⊕ = 7.27 × 10−5 rad s−1, �⊕,b = 1.36 × 10−3 rad s−1 (3.40)

and hence the ratio

A1 = 0.0536. (3.41)

By aforementioned scaling with P⊕, we have

A0 =
(
24 h

5.4 h

)
A1 = 4.44A0 � 0.2380 (3.42)

Repeating the above for Jupiter,

B1 =
(

�

�b

)
J

= 0.2185, (3.43)

that is, our A0 4.52 Gyr ago and Jupiter’s B1 today are very similar. As a
consequence, we expect the weather of the Earth at birth to be very similar
to that of Jupiter today, essentially a permanent storm by exceedingly large
Coriolis forces. Recall that Coriolis forces scale with �2⊕ ∝ P−2

⊕ . They were
initially some 20 times stronger than they are now. Thanks, in part, to spin
down by the Moon, we can enjoy today’s clement climate [7].
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3.3.4 Coriolis Forces

Conservation of angularmomentumgives rise to apparent forceswhenmoving things
around by external forces that leave the angular momentum invariant, as in the
absence of any frictional forces. The specific angular momentum in the presence
of an angular velocity ω is

j = ωσ2 : ω = j

σ2
, (3.44)

where σ denotes the distance to the axis of rotation. Moving a fluid element along
the radial direction changes ω, as when the ballerina moves stretched arms inwards,
according to δω = −2 jσ−3δσ. It comes with a change in azimuthal velocity δvϕ =
σδω seen in a corotating frame, satisfying

δvϕ = −2ωδσ. (3.45)

In vector form, (3.45) is

d

dt
vϕ = −2ω × vσ. (3.46)

This result is commonly expressed in terms of the Coriolis force

Fc = m
d

dt
vϕ = 2mv × ω (3.47)

Coriolis forces are particularly relevant when working in a rotating frame of
reference. In particular, all of us terrestrial inhabitants living with the rotating frame
fixed to Earth’s surface. Air moving to a different latitude is subject to (3.47), since it
changes the distance σ to the Earth’s axis of rotation, which is approximately polar.
Let � denote the absolute angular velocity of the Earth (relative to the distant stars),
and express the angular velocity of the air ω′ = ω − � relative to it, as measured
in this rotating frame. Since δω′ = δω, moving air from, say, in the direction of
the equator produces a retrograde azimuthal velocity (rotation at an angular velocity
ω < �). Moving it a constant angular velocity towards the equator produces a curved
trajectory in response to the (retrograde) constant Coriolis force (3.47). This may
give rise to large scale circulation patterns in combination with pressure gradients.
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Fig. 3.4 Precession of the
spinning top causes a
velocity ṅ in the orientation
n of the angular momentum,
such that dJ/dt = J ṅ
absorbs the torque due to the
gravitational force Fg

applied at its center of mass
CM. In the idealized
friction-free set-up, this
process involves no exchange
of energy or dissipation

3.3.5 Spinning Top

The motion of a spinning top tilted at at angle θ exemplifies the interaction of angu-
lar momentum as a vector with a torque, T, applied continuously by the Earth’s
gravitational force Fg as illustrated in Fig. 3.4. In general, we have the relations

T = d

dt
J = r × d

dt
p = r × Fg. (3.48)

For a top that spins with no friction, the magnitude of its angular momentum vector
is conserved. By (3.26, 3.27), the top precesses at an angular velocity �p about the
z-axis, �p = dφ/dt , satisfying

d

dt
J = J

d

dt
n = J�p × n = �p × J. (3.49)

By (3.48), T = �p J sin θ = r W sin θ, and hence the angular velocity of precession
about the vertical axis satisfies

�p J = r W, (3.50)

where W denotes the weight of the top and r the distance of its center of mass away
from its pivot on the table.

Example 3.3. Illustrative for some vector calculations is a more explicit calcu-
lation of the precession frequency (3.50). To this end, Fig. 3.5 shows a massive
ring of radius R spinning at an angular velocityω, whereby it attains an angular
momentum per unit mass J = ωR2. Suppose it is mounted to one end of a rod,
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Fig. 3.5 Shown is a ring of radius R rotating at an angular velocity ω about a horizontal axis of
length l, supported by a pivot that allow rotation at a precession angular velocity ωp about the
vertical axis. Upon translation of the center of mass (CM) to the origin of a spherical coordinate
system, mass elements on the ring move over the surface of a sphere of radius R, parameterized by
a poloidal and azimuthal angle θ and, respectively, ϕ, wherein dθ/dt = ω and dϕ/dt = ωp

that is suspended at a pivot at the other end. An approximately horizontal rod
hereby precesses with an angular velocity ωp about the vertical axis without
dropping to a vertical position, satisfying (3.49). This result is invariant under
linear translation of the CM. Precession is entirely due to the motion of mass-
elements about the ring’s CM, allowing us to place the CM at the origin of a
spherical coordinate system (r, θ,ϕ), as if the CM where placed at the pivot.
With ω = ωiz , the outer product ω × r is the rotational velocity vφ of the end
point of a vector r and that vφ = ωσ, where σ = b sin θ is the distance to the
axis of rotation. A mass element δm = (M/2π)δθ in the ring herein assumes
an angular momentum δJ = r × δp = δmr × v with position vector

r = b

⎛
⎝ sin θ cosϕ

sin θ sinϕ
cos θ

⎞
⎠ , ω = dθ

dt
, ωp = dϕ

dt
, (3.51)

and associated velocity v = dr/dt ,

v = b

⎛
⎝ cos θ cosϕ

cos θ sinϕ
− sin θ

⎞
⎠ω + b

⎛
⎝− sin θ sinϕ

sin θ cosϕ
0

⎞
⎠ωp, (3.52)

and acceleration a = dv/dt ,

a = −b

⎛
⎝ sin θ cosϕ

sin θ sinϕ
cos θ

⎞
⎠ω2 − b

⎛
⎝ sin θ cosϕ

sin θ sinϕ
0

⎞
⎠ω2

p (3.53)

+2b

⎛
⎝− cos θ sinϕ

cos θ cosϕ
0

⎞
⎠ωωp. (3.54)
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Its inertia introduces a torque

δT = dδJ
dt

= δm

(
d

dt
r × v + r × d

dt
v
)

= δmr × a (3.55)

that evaluates to

δT = δmb

⎛
⎝ω2

pr × iz + 2ωωpr ×
⎛
⎝− cos θ sinϕ

cos θ cosϕ
0

⎞
⎠
⎞
⎠ (3.56)

To finalize, we integrate (3.56) over all mass elements δm. Making use of
the following averages over the fast angle θ,

〈r × iz〉 = 1

2π

∫ 2π

0
r × izdθ = b

2π

∫ 2π

0

⎛
⎝ sin θ sinϕ

− sin θ cosϕ
0

⎞
⎠ dθ = 0 (3.57)

and

〈
r ×

⎛
⎝− cos θ sinϕ

cos θ cosϕ
0

⎞
⎠
〉

= 1

2π

∫ 2π

0
r ×

⎛
⎝− cos θ sinϕ

cos θ cosϕ
0

⎞
⎠ dθ = (3.58)

b

2π

∫ 2π

0

⎛
⎝− cos2 θ cosϕ

− cos2 θ sinϕ
2 sin θ cos θ

⎞
⎠ dθ = −b

2

⎛
⎝ cosϕ

sinϕ
0

⎞
⎠ , (3.59)

we arrive at a total inertial torque T = ∫ 2π
0 δT,

T = M

2π

∫ 2π

0
r × a dθ = Mb

⎛
⎝ω2

p 〈r × iz〉 + 2ωωp

〈
r ×

⎛
⎝− cos θ sinϕ

cos θ cosϕ
0

⎞
⎠
〉⎞
⎠ . (3.60)

With J = Iω expressed in the moment of inertia I = Mb2, the latter reduces
to T = ωωp Mb2 = ωp J , i.e., our vector identity (3.49).

In Fig. 3.5, if the bar holding the rotating wheel is initially suspended horizontally
at the pivot with zero angular momentum about the z-axis, then the onset of preces-
sion ωp—balancing inertial to gravitational torque gMσ—produces a finite angular
momentum Jz = Mσ2ωp about the z-axis (upwards, say), where σ = l cosα is the
arm length to the z-axis, nowat a dip angleα. Since the total angularmomentumabout
the z-axis remains zero, Jz = J sin θ (pointing downwards). Given ωp J = Mgσ, it
follows that (cf. Exercise 3.3)
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tanα = (ωp/�
)2

, (3.61)

where � = √
g/σ.

3.4 Elementary Transformations in the Plane

In the two-dimensional plane with Cartesian coordinates (x, y), transformations
describe a map

z = x ix + yiy → w = x ′ix + y′iy . (3.62)

When linear, such map is a matrix multiplication w = Cz,

z =
(

x
y

)
= x

(
1
0

)
+ y

(
0
1

)
(3.63)

with

Cz =
⎛
⎝

⎞
⎠ z =

(
rT
1 z
rT
2 z

)
(3.64)

and

rT = (a b) : rT z = ax + by. (3.65)

Equivalently, we have

Cz =
⎛
⎝

⎞
⎠{x

(
1
0

)
+ y

(
0
1

)}
= xc1 + yc2. (3.66)

These two views (3.64–3.66) explicitly bring about linearity in the row and column
vectors of C .

When working in the two-dimensional plane, we note that (3.62) is equivalent to
a map of complex numbers z = x + iy → w = x ′ + iy′, that is occasionally useful
when working with conformal transformations w = w(z) (w′(z) �= 0).

3.4.1 Reflection Matrix

Figure3.6 illustrates reflections in the two-dimensional plane about the x-axis, the
y-axis and through the origin, O = (0, 0). Reflection about the x-axis is described
by
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Fig. 3.6 Reflections in the
(x, y)-plane about the x-axis,
the y-axis and through the
origin, take z = (x, y) to,
respectively, w1 = (x,−y),
w2 = (−x, y) and w3 = −z.
Each transformation is
described by a 2 × 2 matrix
acting on the vector
z = x ix + yiy

z = x ix + yiy → w = x ix − yiy . (3.67)

The same transformation can be written as a matrix equation for the equations x ′ = x
and y′ = −y as follows

(
x ′
y′

)
=
(
1 0
0 −1

)(
x
y

)
. (3.68)

Reflection about the y-axis is described by

z = x ix + yiy → w = −x ix + yiy . (3.69)

The same transformation can be written as a matrix equation for x ′ = −x and y′ = y
as follows

(
x ′
y′

)
=
(−1 0

0 1

)(
x
y

)
. (3.70)

As mentioned above, (3.67–3.69) are equivalent to taking z εC into, respectively,

w1 = z̄ = x − iy, w2 = −z̄ = −x + iy. (3.71)

Reflection about the origin is described by

z = x ix + yiy → w = −x ix − yiy, w3 = −z, (3.72)

The same transformation can be written as a matrix equation for the equations x ′ =
−x and y′ = −y as follows

(
x ′
y′

)
=
(−1 0

0 −1

)(
x
y

)
. (3.73)
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The identity matrix is the defined by the transformation which leaves z the same,
i.e.,

I =
(
1 0
0 1

)
. (3.74)

3.4.2 Rotation Matrix

The above can be extended to continuous transformations such as rotations. The
rotationmatrix can be derived from themultiplication of complex numbers following
(3.18) and (3.62). With z = r cos θix + r sin θiy , we have

(
x ′
y′

)
= R(ϕ)

(
x
y

)
, (3.75)

in terms of the rotation matrix

R(ϕ) =
(
cosϕ − sinϕ
sinϕ cosϕ

)
. (3.76)

Evidently, it satisfies

detR = 1, R(−ϕ) = R−1(ϕ) = RT (ϕ), (3.77)

where R−1 refers to the inverse of R, RT refers to the transpose and

det

(
a11 a12

a21 a22

)
= a11a22 − a12a21 (3.78)

defines the determinant of a 2 × 2 matrix.
For what follows, we shall generalize (3.9) to matrices. For a square n × n matrix

A, the transpose obtains by interchanging the off-diagonal components ai j (i �= j)
about the principle diagonal containing the aii . Schematically, if L refers to the upper
diagonal elements and U refers to the lower diagonal elements, then

A =

⎛
⎜⎜⎝

a11 U
a22

· · ·
L ann

⎞
⎟⎟⎠→ AT =

⎛
⎜⎜⎝

a11 L
a22

· · ·
U ann

⎞
⎟⎟⎠ . (3.79)

The rotation matrix R(ϕ) in (3.76) is anti-symmetric in its off-diagonal elements,
i.e., U = −L . A square matrix is said to be anti-symmetric, if U = −L and the
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elements on the principle diagonal are zero. Since the diagonal elements in (3.76)
are non-zero, R(ϕ) is not an anti-symmetric matrix.

Example 3.4. A symmetric matrix, satisfying U = L as defined in (3.79), is
the Lorentz boost

�(μ) =
(
cosh μ sinh μ
sinh μ cosh μ

)
, (3.80)

that appears in the transformation of four-momenta inMalinowski space. Both
R(ϕ) and �(μ) have determinant one,

det R(ϕ) = cos2 ϕ + sin2 ϕ = 1, det�(μ) = cosh2 μ − sinh2 μ = 1. (3.81)

3.5 Matrix Algebra

Multiplication of two matrices A of dimension p × m and B of dimension m × q
produces a new matrix C = AB of dimension p × q. Each entry of C is the inner
product of a row from A and a column from B. Schematically, the product C of two
2 × 2 matrices is

C =
⎛
⎝

⎞
⎠
⎛
⎝

⎞
⎠ =

(
c11 c12
c21 c22

)
, (3.82)

upon considering A in terms of its rows and B in terms of its columns. The entries
of C satisfy

ci j = (ai1 ai2)

(
b1 j

b2 j

)
= ai1b1 j + ai2b2 j . (3.83)

The product D = B A of the same 2 × 2 matrices satisfies

D =
⎛
⎝

⎞
⎠
⎛
⎝

⎞
⎠ =

(
d11 d12
d21 d22

)
(3.84)

upon considering B in terms of its rows and A in terms of its columns, so that

di j = (bi1 bi2)

(
a j1

a j2

)
= bi1a1 j + bi2a2 j . (3.85)

It is easy to see that in general D �= C , i.e., matrix multiplication does not commute,
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[A, B] = AB − B A �= 0, (3.86)

where the notation [·, ·] refers to the commutator.

Example 3.3. To illustrate, consider the two matrices

A =
(
0 −1
1 0

)
, B =

(
0 1
1 0

)
. (3.87)

The commutation [A, B] then evaluates to
(
0 −1
1 0

)(
0 1
1 0

)
−
(
0 1
1 0

)(
0 −1
1 0

)
= 2

(−1 0
0 1

)
. (3.88)

3.6 Eigenvalue Problems

Eigenvalue problems are defined by the equation

Aa = λa, (3.89)

where a refers to an eigenvector associated with the eigenvalue λ. Equivalently, a is
in the null-space (is a right null-vector) of A − λI :

(A − λI ) a = 0. (3.90)

For (3.90) to have a non-trivial solution a, we must have

det (A − λI ) = 0. (3.91)

3.6.1 Eigenvalues of R(ϕ)

Let us explore (3.90, 3.91) for the rotation matrix R(ϕ),

0 = |R − λI | = (cosϕ − λ)2 + sin2 ϕ : λ± = cosϕ + i sinϕ = e±iϕ. (3.92)

The eigenvalues are S1. It is a consequence of the fact that rotation is unitary (see
Sect. 3.7). Also, the eigenvalues satisfy6

6The product of the eigenvalues equals the determinant of the matrix, as follows from, e.g., the
Jordan decomposition theorem. The same theorem shows that the trace of a matrix given by the
sum of the elements on the principle diagonal equals the sum of the eigenvalues.
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λ1λ2 = |R| = 1. (3.93)

The associated eigenvectors

a =
(

α1

α2

)
(3.94)

satisfy (3.90). To be definite, (3.90) defines two homogeneous equations in the two
unknown coefficients (α1,α2),

{
α1 cosϕ − α2 sinϕ − λα1 = 0,
α1 sinϕ + α2 cosϕ − λα2 = 0.

(3.95)

For the eigenvalues satisfying (3.93), these two equations are linearly dependent. It
suffices to take one of them, to solve for α1 and α2,

α1(cosϕ − λ) − α2 sinϕ = 0 : α1 = −iα2, α1 = iα2 (3.96)

for λ = eiϕ and, respectively, λ = e−iϕ. We thus arrive at the eigenvector-eigenvalue
pairs

{
eiϕ,

(
1
−i

)}
,

{
e−iϕ,

(
1
i

)}
. (3.97)

These two pairs are complex conjugates. This is no surprise since R(ϕ) is a real
matrix, whose determinant |R − λI | defines a quadratic polynomial in λ. With real
coefficients, its roots are either both real or a pair of complex conjugates.

3.6.2 Eigenvalues of a Real-Symmetric Matrix

The matrix

A =
(
2 1
1 0

)
(3.98)

is real-symmetric with eigenvalues-eigenvectors (λ±, x±)

{
1 + √

2,

(
1 + √

2
1

)}
,

{
1 − √

2,

(
1 − √

2
1

)}
. (3.99)

It is readily seen that x± are orthogonal:

xT
+x− = 0. (3.100)
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We can normalize the eigenvectors to

e+ = 1√
4 + 2

√
2

(
1 + √

2
1

)
, e− = 1√

4 − 2
√
2

(
1 − √

2
1

)
, (3.101)

so that (e+, e−) forms a new orthonormal basis set complementary to (i, j) along the
x- and y-axis. Hence, we have the general decompositions

x = x i + yj = ae+ + be+, (3.102)

where x = i · x and y = j · y. The coefficients a and b can be read off using multi-
plication by e±:

a = x i · e+ + y j · e+, b = x i · e− + y j · e−. (3.103)

Note that (3.89) defines the eigenvectors as invariant subspaces. We now arrive at a
new look at A as an operator on x in terms of multiplications by eigenvectors along
the directions given by the associated eigenvectors,

Ax = a λ+e+ + b λ−e−. (3.104)

3.6.3 Hermitian Matrices

Let † denote the Hermitian conjugate,7 defined as the complex conjugate of the
transpose of a matrix element, a column or row vector or a matrix. We define the
scalar product of two vectors a and b in an n-dimensional vector space by

a†b = ā1b1 + ā2b2 + · · · ānbn. (3.105)

Real-symmetric matrices generalize to complex valued matrices with the same
properties of having real eigenvalues and mutually orthogonal eigenvectors asso-
ciated with different eigenvalues according to (3.116) and, respectively, (3.119).
Following the steps of the previous section, these are the self-adjoint or Hermitian
matrices satisfying

H † = H, (3.106)

defined by transformation of the entries H †
i j = H̄ ji . Note that applying † twice is an

identity operation, i.e., (A†)† = A for any n × m matrix A. Hence, if H is an n × n
matrix, we have

7Also referred to as the Hermitian transpose or the conjugate transpose.
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H =

⎛
⎜⎜⎝

a11 L†

a22

· · ·
L ann

⎞
⎟⎟⎠ (3.107)

with real diagonal elements aii (i = 1, 2, · · · n).

Example 3.5. For instance, the rotation matrix R(iμ) with imaginary angle
ϕ = iμ,

H =
(

cosh μ −i sinh μ
i sinh μ cosh μ

)
, (3.108)

is Hermitian. Since |R(ϕ)| = 1 for all ϕ, we have |H | = 1 by analytic contin-
uation, which also follows by inspection,

|H | = cosh2 μ − sinh2 μ = 1. (3.109)

The eigenvalue-eigenvectors obtain by analytic continuation of (3.97), i.e.,

{
e−μ,

(
1
−i

)}
,

{
eμ,

(
1
i

)}
. (3.110)

According to (3.105), the scalar product between the two eigenvectors satisfies

(
1
−i

)† (
1
i

)
= (1 i)

(
1
i

)
= 1 + i2 = 0. (3.111)

This result of Example 3.5 is expected, since (3.117–3.119) continues to hold
upon replacing T by †, i.e.,

λ1 = λ2 or a
†
1a2 = 0. (3.112)

For a Hermitian matrix, the eigenvectors of distinct eigenvalues are mutually orthog-
onal, where orthogonality is defined according to the inner product (3.105).

Very similar properties of the eigenvalue problem (3.89) appear in the real-
symmetricmatrix�(μ) of (3.80). Again, wewill find that the eigenvalues are real and
distinct, whose accompanying eigenvectors are mutually orthogonal. These proper-
ties hold true for all real-symmetric matrices, as shown by the following.

Consider an eigenvalue-eigenvector pair (λ, a) to a Hermition matrix A. Then

a†Aa = λa†a. (3.113)
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Here, a†a is real, obtained from the summation of the squared norms of the entries
of a. For (3.94), for example, we have

a†a = α1α1 + α2α2 ≥ 0. (3.114)

The transpose of the left hand side of (3.113) satisfies

λa†a = a†Aa = (a†Aa
)T = aT AT ā = aT A†a = aT Aa = λaT a. (3.115)

and hence λa†a = λ a†a = λa†a. It follows that the eigenvalues of a Hermitian
matrix are real:

λ̄ = λ, (3.116)

since aT a ≡ a†a.
Following similar arguments, consider

Aa2 = λ2a : a†1 Aa2 = λ2a
†
1a2. (3.117)

For a Hermitian A, we have

(
a†1 Aa2

)† = a†2 A†a1 = a†2 Aa1 = λ1a
†
2a1. (3.118)

By (3.117, 3.118), we have λ2a
†
1a2 = λ1a

†
2a1. Since a

†
1a2 = a†2a1, it follows that

λ1 = λ2 or a
†
1a2 = 0. (3.119)

For a Hermitian matrix, the eigenvectors of distinct eigenvalues are mutually orthog-
onal.

Let us now turn to the example matrix �(μ) in (3.89). Its eigenvalues are defined
by (3.91) with A = �, that is,

0 = |� − λI | = (cosh μ − λ)2 − sinh2 μ, (3.120)

whereby

λ± = cosh μ + sinh μ =
{

eμ

e−μ . (3.121)

Similar to (3.92), we note

λ1λ2 = |�| = 1. (3.122)
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Fig. 3.7 The matrix � in
(3.80) is real-symmetric.
With two distinct
eigenvalues, its eigenvectors
are orthogonal. As shown, a
second eigenvector
a2 = ix − iy hereby follows
immediately from
orthogonality to the first
a1 = ix + iy

The equation for the eigenvectors (3.95) in terms of (α1,α2) are again a linearly
dependent system of equations when λ assumes one of the eigenvalues (3.121).
Considering the first of (3.95) with λ = eμ,

α1(cosh μ − eμ) + α2 sinh μ = 0 : α1 = α2, (3.123)

we obtain the eigenvalue-eigenvector pair

{
eμ,

(
1
1

)}
. (3.124)

According to (3.119), the eigenvector associatedwithλ = e−μ is orthogonal to that of
(3.124). Since we are working in two dimensions, the second eigenvalue-eigenvector
pair is therefore

{
e−μ,

(
1

−1

)}
(3.125)

as illustrated in Fig. 3.7. The same obtains by solving (3.123) with eμ replaced by
e−μ.

3.7 Unitary Matrices and Invariants

The reflections and rotations shown in Fig. 3.6 preserve norm and angles. If a and b
are two real vectors and a′ and b′ are their images, e.g.,

a′ = R(ϕ)a, b′ = R(ϕ)b (3.126)

then the inner product
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ρ = aTb (3.127)

is preserved, since

(a′)Tb′ = (R(ϕ)a)T R(ϕ)b = aT R(ϕ)T R(ϕ)b = aTb (3.128)

by the property of unitarity

R(ϕ)T R(ϕ) = R(−ϕ)R(ϕ) = I. (3.129)

In particular, |a′|2 = (a′)T a′ = |a|2 and, likewise, |b′|2 = |a|2, showing that their
norms are preserved. If θ and θ′ refer to the angle between (a,b) and, respectively,
(a′,b′), then

|a||b| cos θ′ = |a′||b′| cos θ′ = (a′)Tb′ = aTb = |a||b| cos θ, (3.130)

which shows that cos θ′ = cos θ. Since the norms and angles (between two vectors)
are invariant under rotations, we say that R(φ) is unitary, defined by the property
(3.129).

Generalized to complex valued matrices, we say that A is unitary if

A†A = I, (3.131)

by which A is norm and angle preserving following (3.126–3.130) with † replacing
T . In a unitary matrix, therefore, the columns and rows form orthonormal sets. This
is evident by inspection in the rotation matrix R(ϕ): its row

r1 = (cosϕ − sinϕ), r2 = (sinϕ cosϕ) (3.132)

and column vectors

c1 =
(
cosϕ
sinϕ

)
, c2 =

(− sinϕ
cosϕ

)
(3.133)

satisfy

rirT
j = δi j , cT

i c j = δi j , (3.134)

where δi j denotes the Kronecker delta symbol (δi j = 1 (i = j), δi j = 0 (i �= j)).
The eigenvalues of a unitary matrix (3.131) are on the unit circle, as follows from

a†a = a†A†Aa = (λa)†(λa) = |λ|2a†a, (3.135)

where a denotes an eigenvector of the eigenvalue λ.
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Fig. 3.8 Show are the
eigenvalues λ± = e±iϕ of
the rotation matrix R(ϕ) on
the unit circle S1. Since R
has a complete orthonormal
set of eigenvectors, it is
unitary. Shown are also
λ± = e±μ of �. Away from
S1, � is not unitary

The n × n unitary matrices are U (n). U (n) is a group in that (i) C = AB is in
U (n) for any A, B ε U (n), (ii) every A ε U (n) has an inverse A−1 ε U (n) and (hence)
(iii) U (n) contains the identity matrix I . (Specifically, AI = I A = A.) For any two
matrices A and B, we have

detAB = detA det B = detB A, (3.136)

that we state here without proof. (It may be seen from the fact that the determinant
equals the product of eigenvalues.) According to (3.131), unitary matrices hereby
satisfy

|detA| = 1. (3.137)

Elements of U (n) have a complete set of orthonormal eigenvectors with eigenvalues
on the unit circle (Fig. 3.8). The special unitary group SU (n) ⊂ U (n) have unit
determinant,

detA = 1, (3.138)

exemplified by the rotation matrices R(ϕ) in (3.129).
In contrast, Hermitian matrices have a complete set of orthonormal eigenvectors

with eigenvalues on the real axis. A matrix can be both unitary and Hermitian only
if its eigenvalues are ±1. Examples are n × n Householder matrices representing
reflections across the plane normal to u in Rn ,

H = I − 2uu†, u†u = 1. (3.139)
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3.8 Hermitian Structure of Minkowski Spacetime

A Hermitian n × n matrix A on C
n introduces a metric structure through an inner

product defined by their real eigenvalues λi ,

(a,b) = a† Ab =
n∑

i=1

λia†b. (3.140)

If all eigenvalues are positive, this metric structure introduces a norm equivalent to
the Euclidean norm on R2n ,

|a|∗ = √(a, a) =
√√√√ n∑

i=1

λi |a|2. (3.141)

The Lorentz metric of Sect. 1.5 is an example of a real-symmetric matrix on R
4

with signature (1,−1,−1,−1), referring to one positive and three negative eigen-
values. The metric structure it introduces follows (3.140) with A given by ηab, that is
referred to as hyperbolic rather than Euclidean. We next strengthen this association
to Hermitian matrices with some interesting consequences.

By dimension, we are at liberty to introduce complex combinations of the real
3+1 space-time components of a vector in terms of two complex-valued component
vectors. Embedding the latter into a 2 × 2 Hermitian matrix, (a) the Lorentz metric
obtains by the determinant of the matrix and (b) Lorentz transformations correspond
to unitary transformations by unimodular matrices from SL(2,C). Remarkably, the
unimodular matrices giving a unitary transformation are effectively square roots of
Lorentz transformations of four-vectors. For rotations on the unit sphere,8 it gives a
double cover of the rotations on the unit sphere S2.9

The causal structure of Minkowski spacetime, defined by the Lorentz metric, is
given geometrically byLorentz invariant light cones. The generators of light cones are
light rays. Light rays are integral curves of null-vectorswith length zero. This refers to
the fact that the change in total phase along a light ray is zero by definition—light rays
define the propagation ofwave fronts carrying constant total phase of electromagnetic
radiation. They carry information on direction, but not distance. Projection of light
rays onto the celestial sphere defines a one-to-one map of directions onto S2. Light
rays hereby have two degrees of freedom,10 and are either future- or past-oriented
with opposite signs of their angular velocity in the propagation of an electromagnetic
wave. Since the dimension of Minkowski space is four, this suggests a formulation
in two null-vectors.

8The celestial sphere in the language of cosmology.
9Commonly referred to as SO(3), described by rotation matrices with determinant +1.
10Photons carry an additional degree of freedom in polarization.

http://dx.doi.org/10.1007/978-981-10-2932-5_1
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Expressed in termsof complexvariables, a 2 × 2 formulation is realizedby spinors
of
(
εAB,C2

)
, where εAB refers to the metric spinor as follows.

Given a four-vector kb = (kt , kx , ky, kz), consider the Hermitian matrix

K =
(

kt + kz kx − ik y

kx + ik y kt − kz

)
= ktσt + kxσx + kyσy + kzσz, (3.142)

expanded in terms of the Hermitian Pauli spin matrices11

σt = I, σx =
(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
(3.143)

with respective eigenvalues λ = ±1, λ = ±i , λ = ±i and λ = ±i . The Pauli spin
matrices embed the basis vectors of Minkowski space,

σt = K

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
1
0
0
0

⎞
⎟⎟⎠

⎫⎪⎪⎬
⎪⎪⎭

, σx = K

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
0
1
0
0

⎞
⎟⎟⎠

⎫⎪⎪⎬
⎪⎪⎭

,

σy = K

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
0
0
1
0

⎞
⎟⎟⎠

⎫⎪⎪⎬
⎪⎪⎭

, σz = K

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
0
0
0
1

⎞
⎟⎟⎠

⎫⎪⎪⎬
⎪⎪⎭

.

(3.144)

Notice that the σi (i = x, y, z) are trace-free. From the determinant of Z ,

det K = (kt
)2 − (kx

)2 − (ky
)2 − (kz

)2
, (3.145)

the length of kb in Minkowski space satisfies

s2 = det K , (3.146)

incorporating the line-element s2 = ηabkakb with Minkowski metric

ηab =

⎛
⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞
⎟⎟⎠ . (3.147)

Here, we use the Einstein summation convention of summing over all index values
a = t, x, y, z in combinations of covariant and contravariant indices. In Exercise
1.11, we noticed that ηab reduced to 1+1 is invariant under Lorentz boosts. It is

11Wolfgang Pauli 1900–1958.
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not difficult to ascertain that ηab is invariant under general Lorentz transformations
including rotations. As such, ηab is a Lorentz invariant tensor.

Consider an element L ε SL(2,C), mentioned above. These unimodular elements
have 8−2=6 degrees of freedom. Then

K → L†K L (3.148)

preserves (3.146), since

det L†K L = det K . (3.149)

Notice that (3.149) holds true also for L = −I , showing that the sign of L is not
determined by a given Lorentz transformation of kb. Even so, a given L fromSL(2,C)
in (3.148) defines a Lorentz transformation of kb.

Example 3.6. Consider a Lorentz boost with rapidity μ of kb = (1, 0, 0, 0)T

to (cosh μ, 0, 0, sinh μ)T along the z-axis,

(
1 0
0 1

)
→
(
cosh μ − sinh μ 0

0 cosh μ + sinh μ

)
=
(

e−μ 0
0 eμ

)
.(3.150)

It obtains by a boost

L(μ) =
(

e− 1
2 μ 0
0 −e

1
2 μ

)
, (3.151)

whereas a rotation of kb = (0, 1, 0, 0) to (0, cos θ, sin θ, 0) about the z-axis,

(
0 1
1 0

)
→
(

0 cos θ + i sin θ
cos θ − i sin θ 0

)
=
(

0 eiθ

e−iθ 0

)
, (3.152)

obtains by a rotation

L(θ) = 1√
2

(
ei 1

2 θ ie−i 1
2 θ

iei 1
2 θ e−i 1

2 θ

)
. (3.153)

Viewed by continuation starting from the identity matrix, (3.153) goes at the
heart of spinors to be introduced below: a rotation over 2π in physical space
gives rise to a change in sign in L(θ). A continuing rotation over 4π restores
the original sign. The L(θ) in (3.153) are elements of SU(2), since L†L = I .
Accordingly, SU(2) is a two-fold cover of SO(3).
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Light cones are described by null-rays kb, satisfying

s2 = detK = 0. (3.154)

Their embedding (3.142) is therefore in rank-one matrices12 (3.142) of the form

Z =
(

ξξ̄ ηξ̄
η̄ξ ηη̄

)
=
(

ξ̄
η̄

) (
ξ η
)
, (3.155)

whose determinant is identically equal to zero. Here, right hand side expresses the
spinor and its transpose indicated by a primed index

κA = ( ξ η
)
, κA′ =

(
ξ
η

)
(ξ, η εC) (3.156)

following the convention, to using unprimed and primed indices for a row and,
respectively, column vector notation. Accordingly, we write

Z AA′ = κAκ̄A′
, (3.157)

where κ̄A′
is the Hermitian transpose of κA.

Let κ denote the row vector κA in (3.156). Then (3.148) implies a corresponding
Lorentz transformation of a spinor κ,

Z → (κL)† (κL) : κ → κL . (3.158)

Rotation over 2π in real space now has a corresponding sign change in the spinor.
Now write the determinant of K = K AA′

in (3.142) as

det K = K 11K 22 − K 21K 12 ≡ εABεA′ B ′ K AA′
K B B ′

(3.159)

in terms of the anti-symmetric metric spinor εAB = −εB A, εA′ B ′ = −εB ′ A′ with ε01 =
ε0′1′ = 1, i.e.,

εAB =
(

0 1
−1 0

)
, εA′ B ′ =

(
0 1

−1 0

)
. (3.160)

Then

εABεA′ B ′ K AA′
K B B ′ = gabkakb : εABεA′ B ′ = gab (3.161)

with implicit reference to the basis elements (3.170) to be discussed below. In (3.159),
note that the incomplete contraction εA′ B ′ K AA′

K B B ′
is an antisymmetric tensor in

12The image space is comprised of multiples of one vector
(
ξ η
)†.



90 3 Vectors and Linear Algebra

our two-dimensional spinor space C2. Since the antisymmetric elements of L(2,C)

are spanned by εAB ,

εA′ B ′ K AA′
K B B ′ = 1

2
εABdet K , (3.162)

taking into account (3.159) and εABεAB = 2.
The metric spinor allows lowering and raising indices

κA = κBεB A, κB = εB AκA. (3.163)

Lowering and raising is by multiplication from the left and, respectively, right. The
same rules apply to A′. Since the metric spinor is skew symmetric, we automatically
have that spinors are null,

κAκA = κAκBεB A = κ2κ1 − κ1κ2 = 0. (3.164)

In practical terms, the spinor κA is a square root of a null-vector kb in Z AA′
.

Consider two null-vectors kb and lb represented by spinors oA and ιA. Then

kclc =
(

oAōA′)
(ιA ῑA′) = (oAιA

) (
oAιA

)† = ∣∣oAιA

∣∣2 ≥ 0, (3.165)

whereby kclc ≥ 0, i.e., kb and lb share the same direction in time, e.g., are future-
oriented. Choosing two distinct null-vectors, we may insist

kclc = 1 : oAιA = 1. (3.166)

As members of C2, choosing such pair as a basis gives

εAB = oAιB − ιAoB =
(

0 1
−1 0

)
. (3.167)

To be explicit, consider

oA = ( 1 0
)
, ιA = ( 0 1

)
. (3.168)

Then ιA = εABιB = (1 0
)
, whereby (3.166) is satisfied, and

oAōA′ =
(
1 0
0 0

)
, ιA ῑA′ =

(
0 0
0 1

)
,

oA ῑA′ =
(
0 1
0 0

)
, ιAōA′ =

(
0 0
1 0

)
.

(3.169)
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The result identifies the Pauli spin-matrices with metric spin-tensors

σAA′
t = oAōA′ + ιA ῑA′

, σAA′
x = oA ῑA′ + ιAōA′

,

σAA′
y = i

(
oA ῑA′ − ιAōA′)

, σAA′
z = oAōA′ − ιA ῑA′

.

(3.170)

In the notation of linear algebra, note that ōA′ = (oA)†, etc. It recovers Pauli matrices
in (3.142) as a basis of four-vectors in 3+1 Minkowski space. Note that (3.170)
also introduces an algebraic map of a complex second-rank spinor, e.g., φAA′ , to
four-vectors with possibly complex valued components.

3.9 Eigenvectors of Hermitian Matrices

For n × n Hermitian matrix A, A† = A, let (λ, a) denote one of its eigenvalue-
eigenvector pairs. The latter always exists by virtue of eigenvalue solutions to (3.91).
Let

â = a√
a†a

(3.171)

denote the normalized eigenvector, satisfying â†a = 1. For instance, we have

a =
(
1
1

)
→ â = 1√

2

(
1
1

)
. (3.172)

Let u be any vector. We may decompose it orthogonally as

u = u|| + u⊥. (3.173)

Here, u|| and u⊥ are parallel and orthogonal to a, obtained from the projection
operator

P = I − ââ† : u⊥ = Pu, u|| = (I − P)u. (3.174)

Geometrically, the image space of P A consists of all vectors orthogonal to u||,

ImP A = (u||
)⊥

. (3.175)

We also note that u⊥ is in the plane with normal a. The expansion (3.173) hereby
satisfies

u = (I − P)u + Pu, (3.176)
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and hence

Au = λ(I − P)u + APu. (3.177)

Since u|| = (I − P)u, being parallel to a, it is an eigenvector of A with eigenvalue
λ. Since u in (3.177) is arbitrary, it follows that

A = λ(I − P) + AP. (3.178)

Since A is Hermitian with λ real, and P† = P , we have

λ(I − P) + AP = A = A† = λ(I − P) + P A† = λ(I − P) + P A. (3.179)

We thus find that A and P commute, i.e.,

AP = P A. (3.180)

It follows that in particular that

ImP A = PA = (u||
)⊥

. (3.181)

Since I and A commute trivially, also (I − P) and A commute: [(I − P), A] = 0 and
the Hermitian matrix A operates completely independently on the one-dimensional
subspace of vectors along an eigenvector a and on the subspace of vectors in the
n − 1 dimensional hypersurface normal to a. Equation (3.180) also shows that P A
is Hermitian:

(P A)† = A†P† = AP = P A. (3.182)

Therefore, we can repeat all the steps (3.171–3.180) for an eigenvector a′ of A1 =
AP . Since APa′ = P Aa′, this eigenvector is in the image space of P , and hence it
is orthogonal to a. By this orthogonality, P ′ associated with a′ commutes with P . It
follows that A1P ′ = AP P ′ is Hermitian. Continuing in this fashion, we ultimately
arrive at n mutually orthogonal eigenvectors a, a′, · · · , a′′···′.

Example 3.7. The 2 × 2 Hermitian matrix

A =
(
2 1
1 0

)
(3.183)

has eigenvalue-eigenvector pairs {(λ1, a1) , (λ2, a2)} with
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{
1 ± √

2,

(
1 ± √

2
1

)}
. (3.184)

Wewish to view the operation of A on a vectoru as the sumof linearly independent
operations associated with the directions a1 and a2. We first rewrite (3.185) in terms
of the equivalent orthonormal pair

â1 = a1√
a†1a1

, â2 = a2√
a†2a2

(3.185)

following (3.171). The
{
â1, â2

}
form an orthonormal basis (a complete set of ortho-

normal vectors) for vectorsu in our two-dimensional space. They satisfy the property

â†i â j = δi j =
{
1 (i = j)
0 (i �= j)

(3.186)

Here, δi j is the commonly used Kronecker delta symbol. For (3.183), we have

â1,2 = 1

2(2 ± √
2)

(
1 ± √

2
1

)
. (3.187)

For an arbitrary vector, we can write

u = αâ1 + βâ2. (3.188)

Multiplication by â1,2 from the left obtains

a†1u = αa†1â1 + βâ†1a2 = α (3.189)

a†2u = αa†2â1 + βâ†2a2 = β. (3.190)

Substitution of (3.190) into (3.188) gives the explicit expression

u = â1â
†
1u + â2â

†
2u. (3.191)

This represents the Gram-Schmidt orthogonal decomposition of uwith respect to the
eigenvectors of A. Accordingly, Au satisfies

Au = αAâ1 + β Aâ2 = αλ1â1 + βλ2â2 = λ1â1â
†
1u + λ2â2â

†
2u. (3.192)

Since u is arbitrary, we conclude
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A = λ1â1â
†
1 + λ2â2â

†
2. (3.193)

The same follows from A = AI , I = â1â
†
1 + â2â

†
2.

Example 3.8. For � in (3.80) we have, according to (3.124, 3.125), a normal-
ized pair of eigenvalues-eigenvectors given by

{
e±μ,

1√
2

(
1

±1

)}
. (3.194)

Following (3.194), we consider

λ1â1â
†
1 = eμ√

2
(1 1) 1√

2

(
1
1

)
= eμ√

2

(
1 1
1 1

)
,

λ2â2â
†
2 = e−μ√

2
(1 –1) 1√

2

(
1

−1

)
= e−μ√

2

(
1 −1

−1 1

)
.

(3.195)

Adding these expressions gives

eμ

2

(
1 1
1 1

)
+ e−μ

2

(
1 −1

−1 1

)
= 1

2

(
eμ + e−μ eμ − e−μ

eμ − e−μ eμ − e−μ

)
, (3.196)

i.e., we recover our definition of a Lorentz boost,

A =
(
cosh μ sinh μ
cosh μ sinh μ

)
. (3.197)

3.10 QR Factorization

In viewing an n × m matrix A as a linear map from the vector space Cm to C
n , we

frequently encounter the question if A is imaging C
m onto all of Cn or just a linear

subspace of it. Similarly, A maymap all nonzero vectors fromC
m to nonzero vectors

or map some linear subspace of Cm to the origin 0 in Cn .
To streamline this discussion, we introduce the image of A, defined by the linear

vector space

Im A = {v | v = Au ,u εCm} (3.198)

and the kernel of A, also known as the null space of A, defined by the linear vector
space
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Ker A = {u | Au = 0,u εCm}. (3.199)

The image space is supported by the column vectors a1, a2, . . . , am of A, e.g., for
a 2 × 2 matrix

A =
⎛
⎝

⎞
⎠ = (a1 a2) , (3.200)

The image space forms out of linear combinations

Au = u1a1 + u2a2 + · · · + umam (3.201)

by choice of u in Cm ,

u =

⎛
⎜⎜⎝

u1

u2

·
um

⎞
⎟⎟⎠ . (3.202)

The row space is supported by the row vectors b1, b2, · · · , bn of A, e.g., for a
2 × 2 matrix

A =
⎛
⎝

⎞
⎠ =

(
bT
1

bT
2

)
(3.203)

that forms out of the linear combinations

r = v1b1 + v2b2 + · · · + vnbn. (3.204)

by choice of v in Cm ,

v =

⎛
⎜⎜⎝

v1
v2
·
vn

⎞
⎟⎟⎠ . (3.205)

Following (3.199), the kernel of A consists of the vectors that are orthogonal to all
of its row vectors bi (i = 1, 2, . . . n), commonly written as

Ker A = (Im A†)⊥ , (3.206)

where ⊥ refers to orthogonality with respect to the inner product a · b = a†b for
vectors in Cm .



96 3 Vectors and Linear Algebra

3.10.1 Examples of Image and Null Space

Let A be a nonsingular 2 × 2 matrix. We read off the columns vectors following
(3.200), e.g.,

A =
(
1 2
2 0

)
: a1 =

(
1
2

)
, a2 =

(
2
0

)
. (3.207)

Hence, Im A is defined by all vectors obtained from linear combinations of the a1
and a2 in (3.207). We say

Im A = span{a1, a2} = span

{(
1
2

)
,

(
1
0

)}
. (3.208)

Evidently, we have

Im A = R
2 (3.209)

(or C2) since the a1 and a2 in (3.207) point in different directions, whereby they are
linearly independent. This may also be inferred from the fact that det A �= 0.

Alternatively, consider the singular matrix

B =
(
1 2
2 4

)
: a1 =

(
1
2

)
, a2 =

(
2
4

)
. (3.210)

In this event, the second column satisfies

a2 = 2a1 (3.211)

and the two columns are linearly dependent, as follows also from the fact that

det B = 0. (3.212)

Consequently, the image space is the one dimensional subspace given by

Im B = span{a1, a2} = span

{(
1
2

)}
. (3.213)

Proceeding with (3.207) above, we have, following (3.203), the row vectors

A =
(
1 2
2 0

)
: b1 =

(
1
2

)
, b2 =

(
2
0

)
. (3.214)

They happen to be the same as the column vectors since A is real-symmetric. Ker A is
defined by vectors that are orthogonal to both b1 and b2. Since b1 and b2 are linearly
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independent, we have

Ker A = 0. (3.215)

For the alternative (3.210), we have the row vectors

B =
(
1 2
2 4

)
: b1 =

(
1
2

)
, b2 =

(
2
4

)
. (3.216)

In this event, the second row satisfies b2 = 2b1, whereby they are linearly dependent.
Consequently, the null space of A is the one dimensional subspace, given by the
vectors orthogonal to b1, i.e.,

Ker B =
(
1
2

)⊥
= span

{(−2
1

)}
. (3.217)

The matrices (3.207) and (3.210) satisfy, respectively,

dim Im A + dimKer A = 2 + 0 = 2,

dim Im B + dimKer B = 1 + 1 = 2.
(3.218)

3.10.2 Dimensions of Image and Null Space

In what follows, we will restrict our discussion to square matrices of size n × n.
In this event, the dimension dim Im A of (3.198) is n whenever A is of full rank,
i.e., when det A �= 0. Complementary to this, we have that dimKer A of (3.199)
is 0 whenever A is of full rank, i.e., when det A �= 0. However, dim Im A < n and
dimKer A > 0 when det A = 0.

The matrices (3.207) and (3.210) exemplify a general relationship of n × n matri-
ces, satisfying

dim Im A + dimKer A = n (3.219)

To derive this relationship, we begin by observing the invariance

Im A = Im A′ (3.220)

for A′ = (a′
1 a

′
2 . . . a′

n

)
obtained from A = (a1 a2 . . . an) by changing a column

vector a j by linear superposition with any of the other column vectors. Specifically,
this may be by choice of 1 ≤ j ≤ n and a linear superposition
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a′
i = ai (i �= j), a′

j = a j −
j−1∑
i=1

μiai . (3.221)

This transformation has a corresponding upper triangular transformation matrix U
such that A′ = AU . For instance, when n = 3 and j = 2, 3

U2 =
⎛
⎝ 1 −μ1 0
0 1 0
0 0 1

⎞
⎠ , U3 =

⎛
⎝ 1 0 −μ′

1
0 1 −μ′

2
0 0 1

⎞
⎠ . (3.222)

Since the AU2 and AU2U3 form as superpositions of the column vectors of A, their
image space remains Im A.

The Gram-Schmidt orthogonalization of a j from A to mutually orthoginalized ai

(1 ≤ i ≤ j − 1) satisfies

a′
j = a j −

j−1∑
i=1

μiai , μi = a†jai

a†i ai

. (3.223)

Here, we omit projections μiai whenever ai = 0. Performing (3.223) for each j =
2, 3, . . . consecutively up to j = n produces A′′···′ with column vectors that are all
orthogonal. For 2 × 2 matrix A, the Gram-Schmidt orthogonalization of its colum
vectors obtains in one step

A′ = AU2 =
⎛
⎝

⎞
⎠
(
1 −μ1

0 1

)
, (3.224)

If A has full rank, then so has A′. This may also be seen from the product rule

det A′ = det A detU = det A, (3.225)

since detU = 1. The determinant of A′ is nonzero iff the determinant of A is nonzero.
For a 3×3 matrix, we apply (3.222). The product U = U2U3 is upper triangular,

U = U2U3 =
⎛
⎝ 1 −μ1 −μ′

1 + μ1μ
′
2

0 1 −μ′
2

0 0 1

⎞
⎠ . (3.226)

The above is readily extended to n × n matrices

A′ = AU = AU2U3 · · · Un (3.227)

whose columns are mutually orthogonal, whereU is upper triangular with unit deter-
minant.
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If det A = 0, some of the columns of A′ are zero, i.e.,

A′ = (a1 a2 . . . 0 . . . a j . . . 0 . . . an
)
. (3.228)

The null vectors of A′ are of the form u′ = (0 · · · 1 · · · 0)T , where 1 appears at a
position j where a j = 0. Since U is invertible, A = A′U−1, and hence u = Uu′ is a
null vector of A. Our theorem (3.219) now readily follows: the number of non-zero
columns in A′ define the dimension of the image space of A and the number of zero
columns of A′ define the dimension of the null space of A.

Example 3.9. Consider the non-singular matrix

A =

⎛
⎜⎜⎝
1 2 1

2 1 0

0 2 3

⎞
⎟⎟⎠ . (3.229)

The first and second steps in (3.223) produce, respectively,

A′ = AU2 =

⎛
⎜⎜⎝
1 6/5 1

2 −3/5 0

0 2 3

⎞
⎟⎟⎠ , U2 =

⎛
⎜⎜⎝
1 −4/5 0

0 1 0

0 0 1

⎞
⎟⎟⎠ , (3.230)

A′′ = A′U3 =

⎛
⎜⎜⎝
1 6/5 − 20

29

2 −3/5 10
29

0 2 15
29

⎞
⎟⎟⎠ , U3 =

⎛
⎜⎜⎝
1 0 −1/5

0 1 − 36
29

0 0 1

⎞
⎟⎟⎠ . (3.231)

It follows that⎛
⎜⎜⎝
1 6/5 − 20

29

2 −3/5 10
29

0 2 15
29

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
1 2 1

2 1 0

0 2 3

⎞
⎟⎟⎠

⎛
⎜⎜⎝
1 −4/5 23

29

0 1 − 36
29

0 0 1

⎞
⎟⎟⎠ , (3.232)

where the second matrix on the right hand side is U = U2U3. Similarly, con-
sider the singular matrix

B =

⎛
⎜⎜⎝
1 2 1

2 4 0

0 0 3

⎞
⎟⎟⎠ . (3.233)
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The first and second step in (3.223) produce, respectively,

B ′ = BU2

⎛
⎜⎜⎝
1 0 1

2 0 0

0 0 3

⎞
⎟⎟⎠ , U2 =

⎛
⎜⎜⎝
1 −2 0

0 1 0

0 0 1

⎞
⎟⎟⎠ , (3.234)

B ′′ = B ′U3 =

⎛
⎜⎜⎝
1 0 4/5

2 0 −2/5

0 0 3

⎞
⎟⎟⎠ , U3 =

⎛
⎜⎜⎝
1 0 −1/5

0 1 0

0 0 1

⎞
⎟⎟⎠ . (3.235)

It follows that
⎛
⎜⎜⎝
1 0 4/5

2 0 −2/5

0 0 3

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
1 2 1

2 4 0

0 0 3

⎞
⎟⎟⎠

⎛
⎜⎜⎝
1 −2 −1/5

0 1 0

0 0 1

⎞
⎟⎟⎠ , (3.236)

where the second matrix on the right hand side is U = U1U2.

Comparing (3.232–3.236), we see that A in (3.229) has full rank with the trivial
null space Ker A = 0, whereas B in (3.233) is of rank 2 with the nontrivial null space
given by the second column of U = U2U3, i.e.,

Ker B = span U

⎛
⎝0
1
0

⎞
⎠ = span

⎛
⎝−2

1
0

⎞
⎠ . (3.237)

3.10.3 Q R Factorization by Gram-Schmidt

The above is more commonly used to derive the Q R factorization of a matrix upon
including normalization in each step of the Gram-Schmidt procedure,

a′
j → â j = a′

j√
(a′)†a′ (3.238)

if a′
j �= 0 (otherwise, we skip this step). The result A = Q R has column vectors of

Q forming an orthonormal bases for Im A and R upper triangular. If A is square and
invertible, then Q is unitary, Q†Q = I , whereby R = Q†A.
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Example 3.10. Consider the Q R factorizations of the non-singular 2 × 2
matrix. Let A′ = AU2 be the outcome of the Gram-Schmidt procedure and D2

denote the diagonal matrix D2 containing the norms its column vectors. Then
A′ = Q D2 defines

(
1 2

2 1

)
=
⎛
⎝

1√
5

2√
5

1√
5

− 1√
5

⎞
⎠
⎛
⎝

√
5 4√

5

0 3√
5

⎞
⎠ ≡ Q R. (3.239)

For a singular matrix, we similarly obtain

(
1 2

2 4

)
=
⎛
⎝

1√
5

2√
5

2√
5

− 1√
5

⎞
⎠
(√

5 2
√
5

0 0

)
. (3.240)

For the A and B in (3.229) and (3.233), the Q R factorizations are

A =

⎛
⎜⎜⎝
1/5

√
5 6

145

√
145 − 4

29

√
29

2/5
√
5 − 3

145

√
145 2

29

√
29

0 2
29

√
145 3

29

√
29

⎞
⎟⎟⎠

⎛
⎜⎜⎝

√
5 4/

√
5 1/

√
5

0 1/
√
145 36

145

√
145

0 0 5
29

√
29

⎞
⎟⎟⎠ , (3.241)

B =

⎛
⎜⎜⎝
1/

√
5 2/

√
5 0

2/
√
5 −1/

√
5 0

0 0 1

⎞
⎟⎟⎠

⎛
⎜⎜⎝

√
5 4/

√
5 1/

√
5

0 3/
√
5 2/

√
5

0 0 3

⎞
⎟⎟⎠ . (3.242)

Table3.1 summarizes this discussion.

3.11 Exercises

3.1. Let

a =
⎛
⎝ 1
2
0

⎞
⎠ , b =

⎛
⎝0
1
2

⎞
⎠ , c =

⎛
⎝ 2
0
1

⎞
⎠ . (3.243)

Calculate
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Table 3.1 Matrices and some symmetry properties
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(i) : a × b · c, a · b × c; (i i) : a × (b × c), (a × b) × c. (3.244)

Compare your answers to (i) and explain.

3.2. Consider a Cartesian coordinate system (x, y, z) and rotation of a vector r about
the z-axis with angular velocity ω = �iz , where iz denotes the unit vector along the
z-axis. The velocity of r satisfies v = ω × r, where × denotes the outer product.
(i) If r = 2ix + 3iz , calculate the velocity v.
(i i) Show that |v| = �σ, where σ denotes the distance to the axis of rotation.

3.3. Derive the equivalent expression for the dip angle (3.245), given by

sin θ = Mσ2ωp

J
= M2gσ3

J 2
=
( g

σ

) (σ

b

)4 1

ω2
. (3.245)

3.4. For the each of the following transformations in the two-dimensional plane, state
which are projections, reflections and rotations:

A1 =
(
1 0
0 0

)
, A2 =

(
1 0
0 1

)
, A3 =

(
1 0
0 −1

)
, A4 =

(
0 1
1 0

)
,

A5 = 1√
2

(
1 −1
1 1

)
.

(3.246)

3.5. Show that complex numbers z = x + iy can be written in terms of the matrices

A(z) =
(

x −y
y x

)
(3.247)

satisfying A(z)A(w) = A(zw) by the rules of matrix multiplication. In particular,
show that for z = i , (3.247) satisfies I + A2 = 0, where I denotes the identifymatrix
(z = 1).

3.6. Consider the matrix

A =
(
1 2
2 0

)
. (3.248)

Compute the, determinant, the eigenvalues and eigenvectors.

3.7. Permutation of the x- and y-coordinates is described by

z = x ix + yiy → w = yix + ziy, w = y + i x . (3.249)
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Show that w(z) is not analytic in z, i.e., the Cauchy-Riemann relations are not satis-
fied. Derive the equivalent 2 × 2 matrix equation for x ′ = y and y′ = x .

3.8. Consider the matrix

A =
(
1 2
2 1

)
. (3.250)

Obtain the eigenvalues λi and eigenvectors ai (i = 1, 2) and decompose A in the
form

A = λ1A1 + λ2 A2, Ai = âi â
†
i , (3.251)

where hat refers to normalization to unit norm.

3.9. Show the orthogonality (3.119).

3.10. If A is both unitary and Hermitian, show that A = A−1.

3.11.Consider the Householder matrix (3.139). Show that H is Hermitian (H † = H)

and unitary (H †H = I ), whence it is involuntary (H is its own inverse): H 2 = I . In
two dimensions, determine its eigenvalue-eigenvector pairs for a general direction
u and interpret the result geometrically. What happens in three dimensions to the
multiplicity of the eigenvalues?

3.12. Let A be Hermitian, i.e., A† = A. Show that A is diagonalizable according to

A = U�U †, (3.252)

where U is the unitary matrix satisfying U †U = I . Compute U for A in (3.250).
[Hint : Compose U from the eigenvectors of A.]

3.13. Consider the matrix

A =
(
1 2
2 4 + a

)
. (3.253)

Compute the determinant and determine the condition number of A, defined by the
ratio of the maximal to the minimal square root of the eigenvalues of A†A. [Hint :
use (3.252).] What happens when a approaches zero? Compute the solution to the
system of equations

Au = v. (3.254)

Show that the solution is regular, respectively, ill-behaved as a approaches zerowhen
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v =
(
1
2

)
,

(−2
1

)
. (3.255)

What is the condition number of A2. How does it generalize to An (n ≥ 3)?

3.14. Show that U (1) can be identified with the tangents of complex numbers on
the unit circle S1. [Hint: Express elements of S1 by eiθ and generalize the Taylor
expansion θ,

eiθ = 1 + iθ + O
(
θ2
)
, (3.256)

about the identity θ = 0 to arbitrary θ.]13

3.15. Show that U (1) is abelian:

AB − B A = 0 (A, B ε U (1)) . (3.257)

3.16. Show that the elements of U (2) are of the form

A = eiθ

(
z −w̄

w z̄

)
, zz̄ + ww̄ = 1 (3.258)

and that they are in general not Hermitian.

3.17. Following (3.258), specialize to det A = 1.14 Give a general representation of
SU (2) in terms of traceless 2 × 2matrices (the sumof diagonal elements being zero).
Determine the number of degrees of freedom in view of the conditions A†A = I
and det A=1. Show that these traceless matrices are Hermitian and derive their
eigenvalues.

3.18. Illustrate a double cover of S1 by way of a curve on a two-torus.

3.19. From the definition of the inner product of two arbitrary spinors oA and ιA and
the definition of lowering indices, show that

oAιA = −oAιA. (3.259)

13S1 is illustrative of a one-dimensional manifold which is compact and simply connected. It has
nontrivial topology, since the winding number of a loop in S1 can take any value in Z. By homotopy,
the topology of S1 is the same as that of the punctured disk 0 < |z| ≤ 1.
14As a result, we say SU (2) ⊂ U (2) ∼= SU (2) × U (1).
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3.20. In (3.165), obtain ιA from a rotation of oA and evaluate their inner product as
a function of the rotation angle. Next, consider a spinor basis

oA = 1√
2

(
1 i
)
, ιA = 1√

2

(
i 1
)
. (3.260)

Show thatoAιA = 1 in (3.166).Rank-onematrices of the formoA ῑA′
maybe expanded

as15

oA ῑA′ = 1

2

[(−i
1

) (
1 i
)]T

=
(−i 1

1 i

)T

=
(−i 1

1 i

)
. (3.261)

where T denotes the ordinary matrix transpose. Express the Pauli spin matrices in
this new basis similar to (3.170).

3.21. Occasionally, we allow coordinates to become complex. For reference, recall
the line-element

ds2 = dx2 + dy2 = dr2 + r2dθ2 (3.262)

of the Euclidean plane, expressed in Cartesian and, respectively, polar coordinates.
The Euclidean is flat, like an ordinary sheet of paper. Consider16

ds2 = −x2dt2 + dx2. (3.263)

Show that (3.263) again is the line-element of a flat two-surface using analytic con-
tinuation in t .17

3.22. Consider the matrix

A =
(
1 2
2 4 + a

)
. (3.264)

(i) Obtain the image space and the null space of the matrix for all a. [Hint : Distin-
guish between a = 0 and a �= 0.];
(i i) Apply Gram-Schidt orthogonalization to obtain A′ = AU , where the column
factors of A′ are orthogonal and U is upper triangular;
(i i i) Obtain the Q R factorization of A.

15The symbols oA ῑA′
and ῑA′

oA are the same, i.e., there is no ordering between unprimed and
primed indices. Only upon expansion into a matrix, a choice of ordering is made.
16A so-called Rindler space.
17It can be shown that flatness is preserved under analytic continuation, whereby the Lorentz metric
ds2 = −dt2 + dx2 = (idt)2 + dx2 is trivially flat.
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3.23. Following (3.239), obtain the QR factorizations of the 2 × 2 rotation matrix
R(ϕ) and the Lorentz boost �(μ) of Example 3.8.

3.24. Obtain the QR factorizations of general 2 × 2 matrices that are (a) Hermitian
or (b) unitary.

3.25. Let i = 0, 1, 2, 3 correspond to (t, x, y, z). For the Pauli spin matrices (3.143),
show or calculate
(i) The σi are involutory: σ2

1 = σ2
2 = σ2

3 = −iσ1σ2σ3 = I ; det σi = −1 for i =
1, 2, 3 and they are trace-free, Tr(σi ) = 0.
(i i) The σi satisfy σiσ j + σ jσi = 2δi j I (i, j = 1, 2, 3).
(i i i) The σa (a = 0, 1, 2, 3) form a basis of the 2 × 2 Hermitian matrices.
(iv) The eigenvalues and eigenvectors of the σi (i = 1, 2, 3).
(v) The commutator [σi ,σ j ] for all i, j = 1, 2, 3.
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Chapter 4
Linear Partial Differential Equations

Various physical processes and phenomena are described by partial differential equa-
tions (PDEs). Their principle part is often linear, which governs the behavior of small
amplitude perturbations. The theory of linear PDEs is rather well developed, both
in formulation and computation. Its classification falls into three groups: hyperbolic,
parabolic and elliptic equations.

Illustrative is dynamics of accretion flows. Internal viscosity, possibly augmented
by outflows, mediates angular momentum transport outwards, allowing mass flow
inwards. The former is diffusive described by a parabolic equation. Instabilities in the
disk tend to produce wave motion, described by a hyperbolic equation. Wave motion
is of great interest to quasi-periodic oscillations and their propagation may transport
angular momentum outwards in accord with the Rayleigh criterion of rotating fluids.
The steady-state of parabolic and wave equations satisfies an elliptic equation, that
may evolve on a secular time scale of evolution of accretion rate or the central mass.

Below, we review the mathematical structure of these three types of equations
and some of the solution methods.

4.1 Hyperbolic Equations

Hyperbolic equations describe wave motion expressed in terms of an amplitude
u = u(t, x, y, z) as a function time and space, e.g., the three space dimensions in
Cartesian coordinates (x, y, z). Wave motion may derive as a macroscopic feature of
systemswith a large number of degrees of freedom,1 like soundwaves in air or surface
waves in water, or it may be fundamental, as in the theory of electromagnetic waves.

1Commonly referred to as emergent.

© Springer Nature Singapore Pte Ltd. 2017
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Fig. 4.1 (Left) Initial data on amplitude propagate along the characteristics dx/dt = ±c. The
complete past domain of dependence D− of (x, t) is the interval [x − t, x + t], that includes initial
data on velocities in (4.7). (Right) Domain of integration in deriving u(x, t) from w(ξ, η) in the
Duhamel integral (4.27)

Small amplitude variations propagate along aMonge cone2 at each point (t, x, y, z)
in time and space. For small times, theMonge cone [1] is locally generated by straight
lines along the directions of wave motion, generalizing the notion of a light cone in
the theory of electromagnetic waves.

By definition, the principle part—ignoring terms lower order in differentiation—
of a hyperbolic PDE is of the form

utt = c2�u, (4.1)

where c denotes the velocity ofwave propagation and� denotes theLaplace operator.
In Cartesian coordinates for flat space, we have

�u = uxx + uyy + yzz . (4.2)

Here, and in what follows, we use a common notation ui = ∂u/∂xi for partial deriv-
atives and xi = (x, y, z). In one dimension, (4.1) reduces to

utt = c2uxx (4.3)

for u = u(t, x).
The one-dimensional wave equation (4.3) can be written as

L+L−u = 0, L± = ∂t ± ∂x (4.4)

where L± refer to the left and rightmovers, defined by the simple waves of the form
(Fig. 4.1)

L±u∓ = 0 : u+ = �+(x + t), u− = �−(x − t). (4.5)

2Gaspard Monge (1746–1818).
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The general Initial Value Problem (IVP) for (4.4) is set by initial data

u(0, x) = f (x), ut (0, x) = g(x). (4.6)

Together, (4.4) and (4.6) completely define the solution for all time. The explicit
analytic solution of d’Alembert is instructive,3 given by

u(t, x) = 1

2
[ f (x + t) + f (x − t)] + 1

2

∫ x+t

x−t
g(s)ds, (4.7)

where we normalize to c = 1 for ease of notation. This solution brings about the
past domain of dependence D−, given by the triangle with base [x − t, x + t] on the
x−axis and edges given by the characteristics with directions

dx

dt
= ±1 (4.8)

passing through the vertex at (x, t). The propagation of initial data f (x) on the wave
amplitude along the edges (4.8) and it invokes the initial data g(x) restricted to the
finite base [x − t, x + t] of D−. These are causality constraints that are defining
properties of hyperbolic equations.

The d’Alambert formula (4.7) can be verified by direct substitution into (4.6). It
can also be derived by first aligning the coordinates with the directions (4.8) by a
rotation (Fig. 4.1),

ξ = x + t, η = x − t. (4.9)

Up to a factor 1/
√
2, (4.9) will be recognized as a coordinate rotation over 45◦. In

these coordinates, w(ξ, η) = u(t, x) and

utt − uxx = −4wξη. (4.10)

Integration of wξη = 0 with respect to η obtains the general solution wξ = F ′(ξ) for
some function F(ξ). Integration once more, now with respect to ξ, gives

w(ξ, η) = F(ξ) + G(η) : u(t, x) = F(x + t) + G(x − t). (4.11)

Imposing the initial data (4.6), we have

F(x) + G(x) = f (x), F ′(x) − G ′(x) = g(x), (4.12)

whereby F ′(x) = 1
2

(
f ′(x) + g(x)

)
and G ′(x) = 1

2

(
f ′(x) − g(x)

)
. Integration

gives

3Jean-Baptiste le Rond d’Alembert (1717–1783).
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Fig. 4.2 Formation of left
and right traveling waves
from an initial hump with
zero initial velocity by linear
superposition in (4.15)

F(x) = 1

2
f ′(x) +

∫ x

g(s)ds, G(x) = 1

2
f (x) −

∫ x

g(s)ds, (4.13)

the sum of which is (4.7).

Example 4.1. To exemplify, consider the data

u(0, x) = e−x2 , ut (0, x) = 0 (4.14)

for an initial value problem on R. By (4.7), the solution (Fig. 4.2)

u(t, x) = 1

2

[
e−(x+t)2 + e−(x−t)2

]
(4.15)

is explicitly the sum of a left and right moving simple wave (Fig. 4.2); the data
(4.14) represent the instantaneous superposition of these waves, reinforcing
each other in amplitude with cancellation of velocities at t = 0.

The result (4.15) illustrates a wave decomposition u = u− + u+ into left and right
moving waves with a commensurate split of the total energy in the initial data. For
the canonical wave equation (4.3) with c = 1, consider an energy integral of kinetic
and potential energy

H(t) = 1

2

∫ β(t)

α(t)

[
u2t + u2x

]
dx (4.16)

with moving boundaries α(t) = a + t and β = b − t , defined by the characteristics
dx/dt = ± associated with L∓ (Fig. 4.3). The moving boundaries have the property
of zero influx: L∓u± = 0. As a result, wave energy can leave but not enter the domain
of integration [α(t),β(t)]. By this construction,

dH(t)

dt
≤ 0, (4.17)
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Fig. 4.3 The energy integral
H(t) in (4.16) is
non-decreasing on a domain
with moving boundaries with
zero influx defined by the
characteristics of L±

which may also be seen by differentiation of (4.16):

dH(t)

dt
=
∫ β(t)

α(t)
[ututt + uxuxt ] dx − 1

2

(
u2t + u2x

)
α

− 1

2

(
u2t + u2x

)
β

(4.18)

where the subscripts refer to (α, t) and, respectively, (β, t), and

∫ β(t)

α(t)
[ututt + uxuxt ] dx =

∫ β(t)

α(t)
[ut (utt − uxx )] dx − (utux )α + (utux )β .

(4.19)

With u(t, x) satisfying (4.3), we thus arrive at

dH(t)

dt
= −1

2
(ut + ux )

2
α − 1

2
(ut − ux )

2
β ≤ 0, (4.20)

which establishes (4.17).
The split of initial data into two waves in (4.2) hereby carries energies

H = HL + HR, HL = HR = 1

2
H (4.21)

in left and right moving waves, each with kinetic and potential energies equal to
(1/4)H of the total energy defined by the initial data.

4.1.1 Inhomogeneous Wave Equation (Duhamel)

The above can be extended to inhomogeneous wave equations, that include an exci-
tation h = h(x, t),

utt − c2uxx = h(t, x). (4.22)

Since (4.22) is linear, we focus on the role of h(t, x) by considering an IVP with
homogeneous initial data, i.e.,
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u(0, x) = 0, ut (0, x) = 0. (4.23)

Following (4.9) and putting c = 1, we have

wξη = −1

4
h(ξ, η), (4.24)

were the transformation to h(ξ, η) is understood. By (4.23), ux (0, x) = ut (0, x) = 0
at t = 0, whereby the initial data forw(ξ, η) on ξ = η (with t > 0 in ξ > η and t < 0
in ξ < η) are

w(ξ, ξ) = 0, wξ(ξ, ξ) = wη(ξ, ξ) = 0. (4.25)

Integration with respect to η obtains

wξ = −1

4

∫ η

A(ξ)

h(ξ, η′)dη′ = 1

4

∫ ξ

η

h(ξ, η′)dη′. (4.26)

Here, A = A(ξ) serves as an integration constant. By (4.25), wξ = 0 at ξ = η, and
hence A(ξ) = ξ. Integration with respect to ξ subject to w(ξ, ξ) = 0, we have, sim-
ilarly,

w = 1

4

∫ ξ

B(η)

∫ ξ

η

h(ξ, η′)dη′dξ′ = 1

4

∫ ξ

η

∫ ξ′

η

h(ξ′, η′)dη′dξ′. (4.27)

The domain covered in the double integral is the region with the triangle formed
by η, ξ and the interval [η, ξ] on the real axis at t = 0, i.e., the full past domain
of dependence D−. Following in inverse of our coordinate transformation (4.9) and
noting the Jacobian

J = ∂(η, ξ)

∂(x, t)
=
∣∣∣∣1 1
1 −1

∣∣∣∣ = 2, (4.28)

we arrive at

uP(t, x) = 1

2

∫ t

0

∫ x+(t−τ )

x−(t−τ )

h(τ , s)dsdτ . (4.29)

This Duhamel integral4 is the sum of the response to inhomogeneous initial data and
the excitation h(t, x), i.e.,

u(t, x) = uH (t, x) + uP(t, x) (4.30)

where uH (t, x) is given by (4.7).

4Jean-Marie Constant Duhamel (1797–1872).
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4.2 Diffusion Equation

Diffusive transport phenomena are described by parabolic equations. In fluids, dif-
fusion is commonly encountered in the flux of heat, momentum or vorticity, e.g.,
in the formation and dissipation of swirling flows past an obstacle. As such, they
typically derive from some underlying microscopy theory by a process known as
random walks.

In brief, a random walk of a particle arises from a series of random steps �i =
xi − xi−1,

xN = x0 + (x1 − x0) + · · · + (xN − xN−1) = x0 +
N∑
i=1

�i , (4.31)

where x = x i + yj + zk denotes the position vector in a Cartesian coordinate sys-
tem (x, y, z) with orthonormal basis {i, j,k}. In the approximation of an isotropic,
stationary and uncorrelated (“no memory”) process, we have the expectation values

〈xN 〉 = x0, 〈�i 〉 = 0,
〈
�i · � j

〉 =
{

σ2 (i = j)
0 (i 	= j)

, (4.32)

where the variance σ2 is a constant. If so, we have

〈
(xN − x0)2

〉 = 2

〈 ∑
1≤i 	= j≤N

�i · � j

〉
+
〈

N∑
i=1

�2
i

〉
= Nσ2. (4.33)

With

〈
(xN − x0)2

〉 = 〈x2N 〉− 2 〈xN · x0〉 + x20 = 〈x2N 〉− x20, (4.34)

we arrive at

RN =
√〈

(xN − x0)2
〉 = σ

√
N (4.35)

By the rather minimal assumptions (4.32), this key result on random walks finds
broad applications to a wide variety of transport processes.

Applied to fluids, we go one step further by identifying σ with the mean free path
length at finite temperature T . Let cs = √

kBT/m denote the isothermal sound speed,
giving themean thermal velocity of themolecules of massm in each direction, where
kB denotes the Boltzmann constant.5 With N = t/τ , where τ denotes the mean time
between collisions, σ = csτ , we write (4.35) as

5The mean kinetic energy satisfies 1
2m
〈
v2
〉 = 1

2

〈
v2x + v2y + v2z

〉
= 3

2 kBT , where
〈
v2x
〉 = 〈v2y

〉
=〈

v2z
〉 = kBT/m for an isotropic thermal distribution at temperature T .
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R = √
σ2N = √

σcst ≡ √
Dt (4.36)

with diffusion constant

D = σcs (4.37)

of dimension cm2 s−1. The relation between mean free path length and the particle
number density n is defined by the particle collisional cross-section σc, according to
which

λnσc = 1 (4.38)

with σ = √
3λ.6

For a dilute solution at a concentration c in a solvent at temperature T , the solution
contributes a partial pressure p to the total pressure in the fluid accord with van ’t
Hoff’s equation7 for partial pressures,

p = ckBT, (4.39)

where we recall the dimension cm−3 of c. According to van ’t Hoff’s equation,
solutions satisfy the ideal gas law, whether the solvent is a gas or a liquid, whenever
concentrations are small. Across a (real or virtual) surface, a concentration difference
[c] = (c)+ − (c)− carries an associated pressure difference

[p] = [c]kBT . (4.40)

The total pressure of solution and solvent being constant across the surface, (4.40)
implies an osmotic pressure jump in the solvent of −[c]kBT . For instance, a semi-
permeable membrane of a chicken egg is permeable to water but a poor conductor to
all else. Exposed to an environment of purewater (hypotonic solution), it accumulates
more water in an attempt to lower concentrations of various solutions inside. In
contrast, it dispels of water to an environment of lowwater concentration (hypertonic
solution), e.g., syrup. These osmotic pressures need not be small, and they are key
to the functioning of our kidneys.

In case of a non-uniformdistributiondescribedbya concentration c = c(t, x, y, z),
concentration gradients ∇c tend to smooth out by random thermal motions of the
solution itself, in accord with (4.39),

∇ p = kBT∇c. (4.41)

The resulting transport of Nc particles of the solution in the direction of−∇c through
a surface element δA = nδA per unit time, is described by Fick’s law [3]

6λ reduces by
√
2 in a thermal distribution, see [2].

7Jacobus H. van ’t Hoff (1852–1911).
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dδNc

dt
= −D∇c · δA, (4.42)

This linear transport equation serves as a defining relationship for the diffusion
constant D in the continuum limit, as opposed to (4.37) describing our random walk
model. Taking a further divergence of (4.42) assuming D is constant throughout the
solvent, we arrive at the convective-diffusion equation8

∂t c + ∂x (vdc) = D�c, (4.43)

where we include the presence of a drift velocity in the solution. Drift velocities
occur, for instance, when ionized solutions are exposed to electric fields.

To identify D in (4.43) with the underlying microphysics of diffusion at finite
temperature, we next turn to the mobility μ of the solution in the solvent, describing
a proportional relation of drift with force per particle,

vd = μ f, (4.44)

here assumed to be along the x-axis. As pressure P is force per unit surface area,
∂x P is force per unit volume. An external force f on the solution, therefore, has an
associated gradient in partial pressure

∂x p = c f. (4.45)

By van ’t Hoff’s equation (4.39), ∂x p = kBT∂xc, we therefore have kBT∂xc = c f .
Integrating the time-independent limit ∂t = 0 of (4.43) once, we also have

vdc = Dcx . (4.46)

With (4.44), we now arrive at the Einstein relationship9

D = μkBT . (4.47)

Resorting to random motions with no drift, the derivation of Einstein’s relation
can be sketched as follows. Particle positions evolve by random kicks with typical
velocities set by the temperature, followed by viscous decay in accord with Stokes’
flows at low Reynolds numbers, i.e.,

mv̇ = − f v : v(t) = v0e
−t/τd , τd = m

f
(4.48)

over time intervals 0 ≤ t ≤ τ between subsequent next collisions, where m denotes
the mass of the particles as before and the initial velocities v2

0 are set by solvent’s

8Fick’s second law with convection.
9For a related discussion, see [4].
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temperature. For spherical particles of radius R much larger than the solvent’s par-
ticles, Stokes’ relation f = 6πηR holds with dynamical viscosity η. Even though
viscous decay slows particles down, their mean velocity squared must correspond to
the solvent’s temperature,

1

τ

∫ τ

0

1

2

〈
v(t)2

〉
dt = 3kBT

2m
. (4.49)

A common temperature of solvent and particles implies that time scales of viscous
decay, respectively, the rate of kicks are similar: τ � τd . The variance in displacement
over times t 
 τ , t = Nτ , hereby satisfies the scaling

〈
(x − x0)2

〉 ∝ (vt)2N−1 ∝ kBT

f
t. (4.50)

According to (4.36) and (4.37), we therefore have

D ∝ kBT

f
= μkBT (4.51)

with μ ≡ 1/ f = τd/m.
With no drift, (4.43) reduces to the homogeneous heat equation

∂t u = Duxx , (4.52)

here reduced to c = u(t, x). Since (4.52) is first order in time, its IVP is defined by
initial data for u(t, x)

u(0, x) = f (x), (4.53)

such as an initial distribution in temperature or concentration of a species in a solvent.
Note that the diffusion equation is conservative in that it preserves the integral A =∫∞
−∞ u(x, t)dx in time by

d

dt
A =

∫ ∞

−∞
ut (x, t)dx = D

∫ ∞

−∞
uxx (x, t)dx (4.54)

and so

d

dt
A = lim

L→∞ (ux (−L , t) − ux (L , t)) = 0. (4.55)

Since (4.53) represents the continuum limit of a random walk, we expect the
existence of solutions that describe the propagation of diffusion fronts as a function
of the similarity variable
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ξ = x2

Dt
. (4.56)

Example 4.2. The fundamental solution

G(t, x) = A(t)e− 1
4 ξ = 1

2
√

πDt
e− x2

4Dt , (4.57)

is a function of (4.56), where the time dependent coefficient A(t) is included
to preserve the total amount of particles in the solvent: for each t > 0, G(t, x)
is a Gaussian in x with standard deviation

√
2Dt such that

∫ ∞

−∞
G(t, x) dx = 1. (4.58)

In the limit as t approaches zero, G(t, x) hereby becomes the Dirac delta
function δ(x), since

f (x) = lim
t→0+

∫ ∞

−∞
G(t, x − s) f (s)ds (4.59)

for any continuous and integrable function f (x) on R. For t > 0, G(t, x) sat-
isfies the homogeneous heat equation, as follows from the explicit evaluation

Gt (t, x) =
[
− 1

2t
3
2

+ x2

4Dt2

]
1

2
√

πD
e− x2

4Dt , (4.60)

Gx (t, x) = − 1

2
√

πDt
× x

2Dt
e− x2

4Dt , (4.61)

Gxx (t, x) =
[
− 1

2t
3
2

+
( x

2Dt

)2] 1

2
√

πD
e− x2

4Dt . (4.62)

The change to a smooth Gaussian from an initially non-smooth distribution
function inG(t, x) is perhaps themost characteristic behavior described by the
heat equation.G(t, x) allows us to express the general solution as a convolution

u(t, x) =
∫ ∞

−∞
G(t, x − s) f (s)ds, (4.63)

solving the IVP (4.52) and (4.53).

Alternatively, solutions on the real line or a finite interval are readily obtained
using the Fourier transform, to be discussed in detail later. Following
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ũ(t, k) =
∫ ∞

−∞
u(t, x)e−ikxdx, (4.64)

we have

ũt (t, k) = −k2Dũ(t, k) : ũ(t, k) = ũ(0, k)e−Dk2t = f̃ (k)e−Dk2t (4.65)

by the Fourier transform of (4.53). The solution to our IVP, therefore, is

u(t, x) = 1

2π

∫ ∞

−∞
f̃ (k)e−Dk2t+ikxdk. (4.66)

It brings about a typical behavior in time-dependent solutions of the heat equations,
wherein relatively high frequency variations (large k) are damped rather strongly,
following suppression by e−Dk2t . After some time, only the far infrared of the initial
data survives in a smooth solution with only long wave length variations.

Figure4.4 illustrates the smoothing behavior by heat flux arising from tempera-
ture discontinuities, here by initial data of the form u(x, 0) = K (−a < x < a) and
u(x, 0) = 0 elsewhere. With period L , the

Fig. 4.4 Smoothing of an initially sharp transition (t = 0), here shown in block type function
represented by a finite Fourier series (N = 256). Fourier coefficients with positive Fourier index
k > 0 are suppressed in time by diffusion, while c0 remains constant. At late times, only c0 survives
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u(x, t) =
∞∑
n=0

Cn cos(knx)e
−Dk2n t (4.67)

defined by the Fourier coefficients

Cn = K
∫ a

−a
e−ikn xdx = A sin kna

kna
(4.68)

where A = 2Ka/L and kn = nk0 with fundamental period k0 = 2π/L . At t > 0,
the sharp transitions become smooth (Fig. 4.4) and, at late times,

u(t, x) � A. (4.69)

4.2.1 Photon Diffusion in the Sun

Solar radiation is made up of relic photons from their time of creation in the process
of nuclear fusion in the core of the sun. Their escape is an illustrative example of
random walks by elastic scattering with protons,

γ + p → γ + p (4.70)

with Thomson cross section σT = 6.65 × 10−25 cm2, that defines a migration time
as a function of various mean physical properties of the sun.

The sun is a virialized self-gravitating object with total thermal energy Eth mostly
in protons of mass mp = 1.67 × 10−24 g, satisfies10

Eth = −1

2
U = GM2

4R�
, (4.71)

where M = 2 × 1033 g and R� = 7 × 1010 cm denote the mass and radius of the
Sun. According to the ideal gas law, Eth = PV�, V� = 4πR3�/3, giving the mean
pressure

P = GM2

2R�V�
= nkBT, n = ρ

mp
, ρ = M

V�
, (4.72)

where kB = 1.38 × 10−16 erg K−1 denotes the Boltzmann constant, n is the number
density and ρ is the mass density of the protons. Accordingly, the mean free path
length of photons inside satisfies

10Here, the factor of one-half can be seen to derive from integration of the binding energy dU =
−(GM/R)dM in case of a constant radius R.
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λ = 1

nσT
� 2 cm (4.73)

The total number of scatterings N involved in the migration of photons to the
surface of the Sun satisfies R� = √

Nλ. Given that photons propagate with the
velocity of light, the diffusion time satisfies11

td = Nλ

c
= R2�

λc
� 1011 s � 3 kyr. (4.74)

This result may be compared with the Kelvin-Helmholtz timescale

tK H = Eth

L�
= GM2

4R�L�
� 8Myr, (4.75)

where L� � 3.38 × 1033 erg s−1 is the solar luminosity. It follows that

td
tK H

� 10−3. (4.76)

Photon diffusion by random walks is sufficiently fast to keep the Sun in thermody-
namic equilibrium, between heat produced in the center and heat radiated off from
its surface.

Finally, the mean temperature of the sun satisfies

kBT = Pmp

ρ
= GMmp

4R�
� 8 × 10−10 erg : T = 5 × 106 K, (4.77)

giving a sound crossing time scale ts = R�/cs of about 1h, cs = √kBT/mp � 2 ×
107 cm s−1. Summarizing, we have the following time scales:

ts � td � tK H � TMS, (4.78)

where we include the sound crossing time scale ts an the main sequence lifetime TMS

of the sun.

4.3 Elliptic Equations

Elliptic equations arise naturally as the time-independent limit of the wave equation
and the diffusion equation,

11A more refined analysis takes into account a density in the core that is about 58 times the mean
density, showing a significant increase in the diffusion time; see [5].
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�u = 0. (4.79)

In two dimensions, (4.79) is satisfied by the real and imaginary parts of complex
analytic functions. What is the appropriate formulation for (4.79)?

Hadamard pointed out that (4.79) should not be given an initial value problem
because of ill-posedness [6].

Consider, tentatively, the initial boundary value problem (IBVP) for (4.79) on a
rectangle of height L and width π two dimensions,

uyy = −uxx on 0 ≤ y ≤ L , − 0 < x < π (4.80)

subject to the homogeneous boundary values u(0, y) = u(π, y) = 0. Non-zero solu-
tions are

un(x, y) = 1

n2
sinh ny sin nx (4.81)

for any integers n, satisfying

un(x, 0) = 0, lim
n→∞ ∂yun(x, 0) = 0. (4.82)

Despite this regular convergence of boundary conditions to zero on y = 0, the solu-
tion

un(x, L) (4.83)

at y = L diverges in the same limit as n approaches infinity. Thus, arbitrarily small
initial data give rise to large data at y = L in the limit as n becomes large. Associating
the former with small wave length perturbations, the IBVP for the elliptic equation is
unduly sensitive to the initial data, i.e., the initial-boundary value problem is ill-posed
in the sense of Hadamard.

A suitable formulation for (4.79) is by prescribing, instead, data to the full bound-
ary of the domain of interest. Solutions in the domain of interest then have regular
dependence on data.

Continuing with the Hadamard example above, we may prescribe

u(x, 0) = 0, u(0, y) = u(π, y), u(x, L) = f (x). (4.84)

The solution

u(x, y) =
∑
nεZ

an
sinh ny

sinh nL
sin nx, an = 2

π

∫ π

0
f (x) sin nxdx (4.85)

now shows explicitly regular dependence on data (4.84) by linear superposition.
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Example 4.3. Of considerable practical and theoretical interest is the problem
of elliptic equations on the unit disk in two dimensions, D : x2 + y2 ≤ 1. In
polar coordinates (r,ϕ), (4.79) becomes

urr + 1

r
ur + 1

r2
uϕϕ = 0. (4.86)

By separation of variables, u = rneimφ, we find n(n − 1) + n − m2 = 0, i.e.,
m = ±n. Focusing on non-singular solutions within r ≤ R for some R, we
have the general solution

u =
∞∑
nεZ

cnr
|n|einϕ = c0 + 2

∞∑
n=1

rn (an cos nϕ − bn sin nϕ) (4.87)

in terms of Fourier coefficients cn = an + ibn satisfying c−n = c̄n assuming
real data. Prescribing data on r = 1,

u(1,ϕ) = f (ϕ), (4.88)

whereby

cn = 1

2π

∫ 2π

0
f (ϕ)e−inφdϕ, (4.89)

The above is closely related to the theory of complex functions. If g(z) is a
function of a complex variable z = x + iy which is analytic at z = z0, then its real
and imaginary parts u = u(x, y), respectively v(x, y) satisfy the Cauchy-Riemann
relations:

g(z) = u(x, y) + iv(x, y) : ux = vy, uy = −vx at (x, y) = (x0, y0). (4.90)

If g(z) is analytic in an open neighborhood of z0, then differentiation of the Cauchy-
Riemann relations show that both u and v are harmonic (cf. Chap. 2)

uxx + uyy = 0, vxx + vyy = 0. (4.91)

Without loss of generality, we may consider z0 = 0. Analyticity of g(z) in a neigh-
borhood of the origin is equivalent to having a Taylor series expansion (a point of
view emphasized by Weierstrass),

http://dx.doi.org/10.1007/978-981-10-2932-5_2
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g(z) =
∞∑
n=0

dnz
n, (4.92)

where we may assume the radius of convergence to be greater or equal to 1, possibly
after a rescaling of z. Using z = reinφ we have at |z| = 1

g
(
eiϕ
) =

∞∑
n=0

cne
inϕ (4.93)

i.e.,

u(1,ϕ) =∑∞
n=0αn cos nϕ − βn sin nϕ,

v(1,ϕ) =∑∞
n=0αn cos nϕ + βn sin nϕ.

(4.94)

where dn = αn + iβn . Thus, (4.87) and (4.94) are the same with dn = 2cn .
As a result, solutions within the disk (r < 1) represent weighted averages of

the data on the boundary (r = 1) conform Cauchy’s integral formula. The solution
inside is hereby analytic, even if the data on the boundary are merely integrable. The
solution inside is therefore smooth in the sense of being infinitely differentiable. This
smoothing by averaging should be contrasted with that in diffusion, by suppressing
higher order Fourier coefficients progressively in time.

To conclude, given a solution u(r,ϕ) to the elliptic problem (4.79) on the unit
disk in two dimensions subject to f (x) on the boundary, there is a corresponding
complex function g(z) that is analytic inside the unit disk. Solutions u(r,ϕ) are
entirely determined by the Fourier coefficients of u(1,ϕ) = f (ϕ). They are, within
a factor of two, the Taylor coefficients of g(z) when expanded about the origin.

4.4 Characteristics of Hyperbolic Systems

The wave equation (4.3) can be expressed as a first-order system of equations in
terms of a state variable given by all first derivatives. Letting v = ux and w = ut ,

(
v

w

)
t

=
(
0 1
1 0

)(
v

w

)
x

, (4.95)

where we put the velocity of light c equal to 1. This first-order system describes the
propagation of the normal ∇u = ux i + ut j, e.g., wave fronts of constant total phase
u(x, t) = φ(x, t), dφ = kdx + ωdt with k = φx and ω = φt and dispersion relation
ω = ck. Written abstractly as

Aa∂aU = 0, U = ux i + ut j, (4.96)
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all Aa are real symmetric. Given that (4.96) satisfies (4.3), (4.96) is commonly
referred to as symmetric hyperbolic.

Systems of the form (4.96) facilitate investigations of various properties. Consider
for instance simple wavesU = U (φ), where φ is a scalar as a function of coordinates
(t, x, y, z). When U ′ is non-zero, (4.96) implies

AaνaU′ = 0 (4.97)

with U′ = dU/dφ, νa = ∂aφ. This linear equation on the normal νa of wave fronts
of constant phase defines characteristic directions of the system, i.e., cones of (4.3)
satisfying system satisfies

detAa∂aν. (4.98)

We say (4.95) satisfies causality whenever all wave front velocities defined by (4.98)
are less than or equal to the velocity of light, i.e., νa is space-like or null.

It should be mentioned that covariant formulations of Maxwell’s equations and
general relativity include gauge freedom in their fields. Consequently, At will be
singular in any direct formulation. Even so, At can be given suitable rank-one updates
by invoking constraints or a choice of gauge, so that (4.96) becomes regular allowing
for direct numerical implementation or analytic studies, e.g., studies of stability and
well-posedness based on (4.98) [7].

A further connection with the hyperbolic structure of Minkowski spacetime con-
siders first-order systems with Hermitian matrices following Sect. 3.6.

4.5 Weyl Equation

Consider a spinor κA ε C
2 (a row vector κA, A = 1, 2) and its extension to a spinor

field over Minkowski space-time. Recall that κA represents a null-vector in four-
dimensional space-time of a four-momentum of a massless particle. A general four-
covariant first-order system for κ is

GabσAA′
a ∂b κ̄A′ = 0A, (4.99)

where Gab is a symmetric real-valued tensor over Minkowki spacetime and the σAA′
a

are the Pauli spin matrices (3.170).
Focusing on plane waves propagating along each of the three spatial coordinate

axis, the simplest choice of

http://dx.doi.org/10.1007/978-981-10-2932-5_3
http://dx.doi.org/10.1007/978-981-10-2932-5_3
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Gab =

⎛
⎜⎜⎝
1 0 0 0
0 −λx 0 0
0 0 −λy 0
0 0 0 −λz

⎞
⎟⎟⎠ (4.100)

in (4.99) can be seen by inspection. Write

κ̄A′ =
(

ξ
η

)
. (4.101)

A simple waves along the xi -axis (x1 = x, x2 = y, x3 = z) satisfies

(
ξ
η

)
,t

= λiσi

(
ξ
η

)
,i

(i = 1, 2, 3), (4.102)

where the subscript ,t and ,i refers to differentiation with respect to time and, respec-
tively, xi . These three 1 + 1 systems are hyperbolic, provided that they each reduce
to a second order wave equation (4.3) or a pair of first-order equations (4.5), all with
velocity equal to 1. This will hold provided that

λx = 1, λy = 1, λz = 1, (4.103)

each up to a sign. The resulting Weyl equation

σcAA′
∂c κ̄A′ = 0A (4.104)

hereby satisfies causality, in having characteristics coincident with the null-cone of
Minkowski space-time.

We can form a second order equation upon multiplying (4.104) with σaBB ′
∂a ,

(
σaBB ′

∂aσ
cAA′)

εAB∂c κ̄A′ = 0B
′
. (4.105)

Expanding in 1 + 1, we have

(∂t − σx∂x )

(
0 −1
1 0

)
(∂t − σx∂x ) κ̄A′ =

(
0
0

)
, (4.106)

where we made use of the fact that σ0 and σx are symmetric. Expansion gives, in the
notation of (4.4) and (4.5),

(
0 −L−L+

L−L+ 0

)
κ̄A′ =

(
0
0

)
, (4.107)
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Table 4.1 Linear partial differential equations

showing that κ̄A′ satisfies the canonical wave equation (4.3). To obtain the general
result in 3+1, let

�AA′ = σAA′
c ∂c (4.108)

denote our embedding (3.142) of ∂c = ηac∂a . By (3.162), it follows that

http://dx.doi.org/10.1007/978-981-10-2932-5_3
http://dx.doi.org/10.1007/978-981-10-2932-5_3
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εABσaBB ′
∂aσ

cAA′
∂c = εAB�BB ′

�AA′ = 1

2
εA

′B ′�, (4.109)

where� = det� = ∂t∂t − ∂x∂x − ∂y∂y − ∂z∂z denotes the d’Alembert wave oper-
ator. Consequently, (4.105) reduces to

�κ̄B ′ = 0B
′
. (4.110)

The Weyl equation describes the wave function of a massless Fermion, a particle
with angular momentum ± 1

2� according to the eigenvalues ±1 of the Pauli spin
matrices. Because it described by Hermitian operator, the conjugate of a spinor
satisfies the same. TheWeyl equation hereby introduces two particles, the spinor and
its conjugate being distinct.

It is not known whether such massless spin 1
2 particles exist. The closest to (4.99)

is the equation for neutrinos, that, however, are experimentally known to have a
smallmass responsible formixing between different neutrino species.Dirac extended
(4.99) to two massive spinors. The Dirac equation successfully describes electrons
and positrons, both of spin 1

2 , that defines the basis of quantum electromagnetics. A
further extension of the above allows for spin 1 particles, described by spinors with
2 indices, representing photons. The extension to gravitation is very much a research
topic, focused on novel descriptions of null-geodesics.

Table4.1 summarizes this discussion.

4.6 Exercises

4.1. Solve the IBVP for the one-dimensional homogeneous wave equation

utt = c2uxx (4.111)

subject to

u(0, x) = 0, ut (0, x) = sin x, u(t, 0) = u(t,π) = 0. (4.112)

4.2. Because of their rotation with angular velocity ω, planets around the Sun are
exposed to a time-harmonic variation in radiation flux. The soil in, e.g., the Earth and
Mars, is hereby heated, further leading to heating of the atmosphere. The average
temperature of the surface of the soil is hereby higher that the average weather
temperature. Solve for the temperature u = u(t, z) in the soil varies as a function of
depth, described by the heat equation

ut = Duzz, (−∞ < z ≤ 0) (4.113)

subject to the Neumann boundary condition
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uz(t, 0) = A sinωt. (4.114)

4.3. If only bymolecular diffusion, how long does it take for perfume to reach a friend
at a distance of 1 m? In reality, perfume is smelled rather swiftly. What mechanism
accounts for significantly shorter diffusion times?

4.4. In (4.78), show the first and last inequalities for ts an TMS .

4.5. Consider two bars of equal material and size at temperatures Ti (i = 1, 2).
Brought into contact head-to-head, heat will diffuse from the warm to cold bar.
Based on Fourier analysis of the initial value problem for the one-dimensional heat
equation, show that at late times the temperature in the two bars becomes a constant.
What is their common temperature at large time?

4.6. Consider the inhomogeneous wave equation (4.22) with homogeneous initial
data. Calculate (4.29) for h(t, x) = e−t e−x2 .

4.7. Obtain the solution to the Cauchy problem for (4.3) with f (x) = 0 and g(x) =
e−x2 and interpret the result.

4.8. In spherical symmetry, the scalar wave equation for a potential u in spherical
coordinates (r, θ,ϕ) is

utt = �u, �u = 1

r2
(
r2ur

)
r , (4.115)

where subscript r refers to differentiation. For a time-harmonic solution u(t, r) =
ũeiωt , derive the fundamental solution to the Helmholtz equation,

ω2ũ + �ũ = 0 (4.116)

satisfying the Sommerfeld outgoing radiation condition at infinity,

lim
r→∞ (ũr − ikũ) = 0. (4.117)

4.9.12 The Cauchy problem for (4.115) poses the propagation of initial amplitude
u0(r) = u(0, r) and velocity u1(r) = ut (0, r) at t = 0 to t > 0. If u0(r) and u1(r)
are analytic defined on r ε R, we may consider an analytic extension to the line
z = r + is (−∞ < r < ∞) for some s > 0. The conformal map w = 1/z maps
z = r + is onto a circle C . Formulate the equivalent Cauchy problem for u = u(w)

on C . How is the solution u(r) on r ≥ 0 recovered from the solution on C?

4.10.The one-dimensional inviscid Burgers’ equation for a velocity field u = u(t, x)

ut + uux = 0 (4.118)

12See, e.g., [8].
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is a first-order nonlinear hyperbolic equation on −∞ < x < ∞. Cauchy problems
propagate initial velocities u0(x) = u(0, x) at t = 0 to t > 0. Show that the data
u0(x) are preserved along the characteristics with slope dx/dt = u0(x).13 [Hint:
consider u(X (t, ξ), t)with X (0, ξ) = u0(ξ) at t = 0 and its (total) derivative.]When
u′
0(x) < 0 at some x , derive the associated crossing time of characteristics

tc(x) = − [u′
0(x)

]−1
(4.119)

and interpret the result in terms of traffic flow.

4.11. For the boundary value problem (4.86) in r ≤ R, show that a non-constant u
attains its extrema on r = R. [Hint:Consider u as the real part of an analytic function
f (z) and use Mean Value Theorem in r < R.]

4.12. Consider Green’s identity for the Laplace’s operator

∫
�

�u d� =
∫

∂�

undS, (4.120)

where � is a domain with boundary ∂� with outgoing unit normal n, and un =
n · ∇u. Illustrate this for u = r2 in n dimensions.

4.13. Estimate the adiabatic sound speed cs = √γkBT/mp for the Sun, using the
adiabatic index γ = 5/3 of fully ionized hydrogen at the mean temperature and
compute the sound speed crossing time ts = R�/cs .
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Chapter 5
Projections and Minimal Distances

In describing real-world phenomena, we often seek a local or leading order approx-
imation, e.g., by an orthogonal projection onto a finite dimensional linear subspace
of vectors or functions. For instance, a “best-fit” linear approximation to scattered
data defined by minimal residual errors is a common procedure to identify trends
or correlations in data. To set notation, we briefly revisit some elements of linear
algebra of Chap. 3.

5.1 Vectors and Distances

We shall work in a three dimensional Cartesian coordinate system (x, y, z) with
unit vectors {i, j,k}, wherein a vector a can be expanded in terms of its coefficients
(a1, a2, a3) as

a = a1i + a2j + a3k ≡
⎛
⎝
a1
a2
a3

⎞
⎠ . (5.1)

In Euclidean space, the length of a vector is defined as the square root of the sum of

the squares of its coefficients, |a| =
√
a21 + a22 + a33 . Two vectors a and b are linearly

independent if they span a plane, given by linear combinations c = λa+μb, where λ
andμ are real numbers, anddefined as c = (λa1+μb1)i+(λa2+μb2)j+(λa3+μb3)k.
Conversely, we say that a and b are linearly dependent if λa + μb = 0 for some
nonvanishing λ and μ.

A corollary to (3.10) is an expression for the distance between (the endpoints of)
vectors a and b, given by r = b − a,
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|r|2 = (b − a) · (b − a) = |a|2 + |b|2 − 2a · b = a2 + b2 − 2ab cos θ. (5.2)

The reciprocal, familiar from electrostatics and Newtonian gravitational binding
energy, satisfies

1

|r| = 1√
a2 + b2 − 2ab cos θ

= 1

a

∞∑
l=0

(a
b

)l+1
Pl(cos θ) (5.3)

when b > a, i.e.,

1

|r| = 1

b

(
1 + a

b
P1(cos θ) + a2

b2
P2(cos θ) + · · ·

)
(5.4)

in terms of the Legendre polynomials Pl(x),

P0(x) = 1, P1(x) = x, P2(x) = 1
2 (3x

2 − 1),

P3(x) = 1
2 (5x

3 − 3x), P4 = 1
8 (35x

4 − 30x2 + 3), . . .
(5.5)

The Legendre polynomials can be expressed by Rodrigue’s formula

Pn(x) = 1

2nn!
dn

dxn
(
x2 − 1

)n
, (5.6)

and satisfy the Legendre equation

d

dx

[
(1 − x2)

du(x)

dx

]
+ n(n + 1)u(x) = 0 (n = 0, 1, 2, . . .) , (5.7)

representing a Sturm-Liouville problem with eigenvalues −n(n + 1). They may be
computed from (5.6) or by recursion,

(n + 1)Pn+1(x) = (2n + 1)x Pn(x) − nPn−1(x). (5.8)

What makes (5.4) relevant is the fact that the Legendre expansion is extremely
efficient—the first few terms being sufficient for an accurate expansion—by virtue
of the orthogonality property

∫ 1

−1
Pn(x)Pm(x) = 2

2n + 1
δnm (5.9)

where δnm denotes the Kronecker delta function, δnm = 1 for n = m and δnm = 0
otherwise.
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5.2 Projections of Vectors

Finding a suitable reduction to a finite number of degrees of freedom is a starting
point for computation on a computer. While this can take many forms, an efficient
approach aims for a small number of dimensions. In the language of linear vector
spaces, this typically involves projections onto sub-spaces of reduced dimension.

FollowingChap.3, consider the two-dimensional Euclidean planeR
2 with vectors

of the form

a = x i + yj =
(
x
y

)
(x, y ε R) (5.10)

in a Cartesian coordinate system (x, y) with orthonormal basis (ONB) of i pointing
along the x-axis and j pointing along the y-axis, each of unit length. As such, R

2 is
a linear subspace of R

3. In particular, R
2 has the Euclidean norm |a| = √

x2 + y2,
wherein

i =
(
1
0

)
, j =

(
0
1

)
(5.11)

have unit length |i| = 1, |j| = 1 and ∠(i, j) = π
2 .

Any two non-zero vectors a and b can be normalized to elements from S1,

â = a
||a|| =

(
cosα
sinα

)
, b̂ = b

||b|| =
(
cosβ
sin β

)
, (5.12)

satisfying â · b̂ = cos(α − β).

Geometrically, x i and yj in (5.10) represent the projections of a onto the x- and
y-axis (the span of the basis vectors (5.11)), illustrated in Fig. 5.1. These are the
orthogonal projections �x along the y-axis and, respectively, �y along the y-axis,
that are linear:

�i (λa + μb) = λ�i (a) + μ�i (b) (i = x, y) (5.13)

satisfying

�2
i = �i . (5.14)

Fig. 5.1 A = (x, y) has a
support vector a satisfying
�xa and �ya, i.e.,
x i = �(x) a and yj = �(y) a

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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This property (5.14) shows that the sub-space of projection is invariant under the
projection. For �x , we have, for instance,

�2
xa = �x (�xa) = �x x i = x�x i = x i. (5.15)

The idea of projections onto linear sub-spaces readily generalizes to higher dimen-
sions. Consider, for instance, the Euclidean three-spaceR

3 of Sect. 5.1. Let V denote
the two-dimensional xy-coordinate plane described at the beginning of this section.
For a given a ε R

3 in (5.1), let a′ denote its orthogonal projection by �xy onto V .
Algebraically, we have

a = (x i + yj) + zk = �a + zk = a′ + e, (5.16)

where e = a − a′ = zk denotes a remainder, orthogonal to V that points to a away
from a′ in V . Then a′ ε V is an approximation to a ε R

3 with error e.

Example 5.1. Consider

a = 2i + 4j + k (5.17)

and V given by the xy-coordinate plane as before. Then a′ = �(xy) a = 2i+4j
and e = k. In taking a′ as an approximation to a, how bad is e? In absolute
terms, we have

|e| = 1. (5.18)

In relative terms, however, we have

|e|
|a| = 1√

21
� 0.22, (5.19)

i.e., a′ is possibly a useful first-order approximation to a. As an alternative to
(5.19), we can calculate the angle between a and a′,

cosϕ = a · a′

|a| |a′| = 20√
20

√
21

=
√
20

21
. (5.20)

With cosϕ � 1 − (1/2)ϕ2 for small angles ϕ, we hereby have

ϕ � √
2 (1 − cosϕ)

1
2 = √

2

(
1 −

√
20

21

) 1
2

� 0.22, (5.21)

equivalent to (5.19); see Fig. 5.2.
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Fig. 5.2 Projection a′ of a
vector a onto the xy-plane
V . The discrepancy
e = a − a′ indicates that a′
serves as a leading order
approximation to a provided
that e has relatively small
length or the angle of
inclination ϕ is small

Following Sect. 3.3, we write our projections as

�x =
(
1 0
0 0

)
, �y =

(
0 0
0 1

)
. (5.22)

Evidently, we have

(
1 0
0 0

) (
x
y

)
=

(
x
0

)
= x i,

(
0 1
0 0

)(
x
y

)
=

(
0
y

)
= xj (5.23)

as desired, and they can be seen to satisfy (5.14) by explicit calculation. Likewise,
the orthogonal projection onto the xy-plane in R

3 is

�xy =
⎛
⎝
1 0 0
0 1 0
0 0 0

⎞
⎠ = �x + �y, (5.24)

where �i are the projections onto the x- and y-axis analogous to (5.22).

Example 5.2. Projections can be used to derive the matrix of rotations as
follows. A rotation of the orthonormal basis while keeping a vector a fixed
satisfies

a = x i + yj = x ′i′ + y′j′. (5.25)

If {i′, j′} is a rotation of {i, j} over ϕ (anti-clockwise), then

i′ = i cosϕ + j sinϕ, j′ = −i sinϕ + j cosϕ, (5.26)

where (Fig. 5.3)

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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Fig. 5.3 Rotation of an orthonormal basis over an angle ϕ. These unit vectors rotate over the unit
circle S1

cosϕ = i′ · i = j′ · j, sinϕ = i′ · j = −j′ · i. (5.27)

Then

x ′i′ + y′j′ = (
x ′ cosϕ − y′ sinϕ

)
i + (

x ′ sinϕ + y′ cosϕ
)
j = x i + yj. (5.28)

In matrix form, the result is

(
x
y

)
= R(ϕ)

(
x ′
y′

)
, (5.29)

in terms of the rotation matrix (3.76).

Alternatively, consider the rotation of a keeping the orthonormal basis fixed,

a = x i + yj → a′ = x ′i + y′j. (5.30)

Rotation of a over ϕ is equivalent to rotation of the ONB over −ϕ. Evidently, the
rotation matrix satisfies

R(−ϕ) = R−1(ϕ) = RT (ϕ), (5.31)

where R−1 refers to the inverse of R and RT refers to the transpose. It follows that

(
x ′
y′

)
= [R(−ϕ)]−1

(
x
y

)
= R(ϕ)

(
x
y

)
. (5.32)

This transformation may be verified by considering its action on the basis vectors:

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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Fig. 5.4 Straight lines in R
2

expressed in Cartesian
coordinates (x, y) (left) and
in polar coordinates (r,ϕ)

(right)

i′ = R(ϕ)i =
(
cosϕ
sinϕ

)
, j′ = R(ϕ)j =

(− sinϕ
cosϕ

)
, (5.33)

which recovers (5.26).We leave it as an exercise to show that R(ϕ) is unitary, leaving
invariant norms and angles:

|a′| = |a|, a′ · b′ = a · b. (5.34)

Example 5.3. Consider the problem of a point constraint to straight line

l : y = a + bx (5.35)

with intercept a at the y-axis and slope b.What point on this constraint surface l
is closest to the origin? Geometrically, this happens at the point, whose support
vector is orthogonal to l, as in Fig. 5.2,

(x i + (a + bx)j) · (i + b j) = 0 : x = − ab

1 + b2
, (5.36)

giving a separation ρ0 = √
x2 + y2 = a/

√
1 + b2. The distance of points on

l to the origin satisfy

ρ(x) =
√
x2 + (a + bx)2 =

√
(1 + b2)x2 + 2abx + a2. (5.37)

Now minimize ρ(x),

dρ(x)

dx
= (1 + b2)x + ab

ρ(x)
= 0 : x = − ab

1 + b2
, (5.38)

giving ρ0 once again.

Alternatively,wemay set up l in polar coordinates (Fig. 5.4). Projections of vectors
in polar coordinates (r,ϕ) give us the vector components in Cartesian coordinates
(x, y) according to

a = x i + yj : x = r cosϕ, y = r sinϕ, (5.39)
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where r = |a| and cosϕ = â · i is the angle of a to the x-axis. A special case is the
horizontal line with b = 0, i.e., y = y0 is a constant. In this event, (5.39) implies
r sinϕ = y0 : r = y0/sinϕ (0 < ϕ < π) in case of y0 �= 0. The general case (5.35)
obtains by rotation over φ0, b = tanϕ0,

r(ϕ) = ρ0

sin (ϕ − ϕ0)
(ϕ0 < ϕ < ϕ0 + π), (5.40)

and we read off that r(ϕ) attains ρ0 for ϕ = ϕ0, i.e., whereby ρ0 = (a/b) sinϕ0 =
a cosϕ0 = a/

√
1 + b2 as before.

5.3 Snell’s Law and Fermat’s Principle

Snell’s law describes the propagation of light encountering an interface between two
media with possibly different indices of refraction n, that defines the phase velocity
c′ = c/n, where c denote the velocity of light in vacuum. We here discuss some of
its derivations, that are illustrative for the relation between orthogonal projection and
minimal distances.

For instance, in glass, nmay assumevalues around n = 1.5with small dependence
on color. (With n of red light smaller than n of blue light.) Let pi (pr ) denote the
momentumof a photonwith angle of incidence θi (θr ) to the normal of such interface.
Snell’s law states (Fig. 5.5)

ni sin θi = nr sin θr , (5.41)

where θr denotes the angle of refraction ofpr. The recordings ofClaudius Ptolemaeus
satisfy (5.41) rather well (Fig. 5.6).

Fig. 5.5 (Left) Reflection of light in a mirror. Here, the normal component p⊥ of the momentum
pi of the incident photon is reversed in sign in the momentum pr of the reflected photon, while the
tangential component p|| parallel to the mirror is conserved. Total momentum is conserved in this
process. (Right) Refraction of light from air to water due to a change of the velocity of light by a
factor 1/n. By conservation of energy and the relation p = E/c′, c′ = c/n, where c is the velocity
of light in vacuum, pr = npi , while p||,r = p||,i
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Fig. 5.6 A plot of Ptolemaeus’ data and Snell’s law showing an index of refraction n � 1.3 of
water. Ptolemaeus’ data vary about Snell’s law with a standard deviation of 2.3%

Let (x, y) denote a Cartesian coordinate system with the y-axis normal and the
x-axis tangential to the interface with unit vectors i, j. The incident and refracted
momenta can be decomposed in terms of their normal and tangential components

p = p⊥iy + p||ix , p⊥ = p sin θ, p|| = p cos θ, (5.42)

where p = |p|.
In case of reflection (Fig. 5.5), p is conserved and nr = ni and (5.41) reduces

to θr = θi . In this event, reflection turns p⊥ into −p⊥, i.e., a change of −2p⊥ per
photon, much like bouncing off a ping pong ball on a hard surface.

Example 5.4. Consider the index of refraction of air,

n − 1 = 2.7 × 10−4

(
ρ

ρ0

)
, (5.43)

where ρ0 denotes the mass density under standard atmospheric conditions.
Snell’s llaw expresses a relation between the angles of incidence θi and refrac-
tion θr as light passes from a medium with index of refraction n1 to a medium
with index of refraction n2,
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n1 sin θ1 = n2 sin θr . (5.44)

Recall that both θi and θr are relative to the normal to the interface. In case of
hot above cold air closer to the ground, n1 exceeds n2 higher up by (7.40), i.e.,
n1 > n2 > 1.

• In the propagation of light from the ground to the interface above between
the two layers, there is a critical angle θi for total reflection.

• For an angle θi close to π/2, we can write θi = π/2 − ε, where ε is small.
Then sin θi = cos ε. The result is conveniently expressed by a Taylor series
expansion of cos ε for small ε.

• For a temperature difference 30 K, this leads to an estimate of θi .1

To address these three points, we note that total reflection occurs for sin θr =
π/2, i.e.,

sin θi = n2
n1

= n2
n2 + �n

� 1 − �n

n2
� 1 − �n. (5.45)

Here, n1 = n2 + �n, �n = n1 − n2 = 2.7 × 10−4 (�ρ/ρ0). According to
the ideal gas law, changes in temperature (at constant pressure) satisfy ρT =
const., i.e.,

�ρ

ρ0
= −�T

T0
� 30K

300K
= 0.1. (5.46)

Consequently, �n � 2.7 × 10−5. Also,

sin
(π

2
− ε

)
= cos ε = 1 − 1

2
ε2 + O(ε2). (5.47)

Combining the above, we solve (5.45)–(5.47),

1 − �n = 1 − 1

2
ε2 (5.48)

to obtain

ε = √
2�n � 0.0075 rad = 0.42◦. (5.49)

1This defines the critical angle for a Fata Morgana to occur.

http://dx.doi.org/10.1007/978-981-10-2932-5_7
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Radiation reflected by a mirror exerts a net normal pressure with vanishing tan-
gential pressure. Since p = E/c for a single photon of energy E , incoming radiation
with intensity I carries a pressure

P = I

c
cos2 θi , (5.50)

where [I ] = erg s−1 cm−2. Daylight intensity from the Sun reaches about 1400Wper
squaremeter (I = 1.4×106 erg s−1) at perihelion, corresponding to a normal pressure
of about 5 × 10−5 dyn cm−2 (5 µPa). These pressures are generally imperceptibly
small but can be measured in table top experiments and may possibly be used for
propulsion of small satellites equipped with solar sails (e.g., [1]).

In light propagation through an interface from, say, air (n = 1) towater (n = 1.33),
there are two invariants: energy (color) and tangential momentum (no shear stress),
whereby

(a)pr = npi , (b)p||,r = p||,i . (5.51)

With the projection p|| = p sin θ, Snell’s law immediately follows,

sin θi = n sin θr . (5.52)

Reflection of light in amirror and propagation of light across twomedia according
to Snell’s law illustrate the geometric-optics approximation by ray-tracing, in which
light propagates along piecewise linear trajectories.

In generalizing to stratified media described by a gradient in n, propagation is
found to be along curved trajectories. In air, n increases with density and hence it
decreases with height in the Earth’s atmosphere, n − 1 � 2.7 × 10−4 at standard
atmospheric conditions down to essentially zero in the stratosphere and beyond.
Light entering the atmosphere at a slight angle above the horizon (θi close to π/2)
hereby bends gently over towards the surface of the Earth (θr < θi ), allows to see
the Sun for a few more minutes at sunset, even as it has already gone down under
the visible horizon.

Remarkably, Snell’s lawalso describes aminimumpath length in light propagation
from A to B in differentmedia separated by an interface. This is commonly expressed
in therms of travel time �t = tB − tA, the result of which is Fermat’s principle.2

Fermat’s principle posits that the travel time of the actual path is extremal relative to
that of alternative, neighboring paths.

2In conserving photon energy, E of the incident and refracted photons being the same, this is
equivalent to extremizing the action S = E�t , i.e., distance measured in total phase, relevant to
covariant formulations of Fermat’s principle.
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Fig. 5.7 (Left) Schematic overview of two neighboring piecewise linear paths from A in air to B
in water with corresponding different intermediate points C1 and C2 at the interface on the x-axis.
(Right) Light travel time from A = (0, 1) in medium 1 to B = (1,−1) in medium 2 via straight
lines AC and CB with C = (0, x) on the interface between with index of refraction n1 = 1 and
n2. By Fermat’s principle, the minimum in the curve shown identifies C for the optimal piece wise
linear path from A to B

Example 5.5. In a homogeneous isotropic medium, points A, B and C satisfy
the triangle inequality3

|rA − rB | ≤ |rA − rC | + |rC − rB |, (5.53)

where the ri refer to the position vectors to the points i =A, B and C. Fermat’s
principle implies that the true photon path from A to B is the straight line from
A to B.

Consider photon paths by piecewise linear trajectories from A = (0, y) (y > 0)
in air to B = (b, c) (c < 0) in water via a point C = (0, x) at the air-water interface
along the x-axis (Fig. 5.7). Thus, n = 1 in air (y > 0) above and n > 1 in water
(y < 0) below the interface, and hence

�t (x) = AC + nBC =
√
x2 + y2 + n

√
(x − b)2 + c2, (5.54)

where n is the index of refraction of water. Figure5.7 illustrates cT (x) scaled to
n = 2. The extremal value in �t (x) attains at

3In flat space with Euclidean metric, the triangle inequality holds locally and globally. In curved
space with Euclidean signature, it holds locally.
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Fig. 5.8 (Left) The net change in travel time results from �AC = �x cos γi and �CB =
−�x cos γr . (Right) a Schematic overview of wave diffraction through a pinhole with isotropic
dispersion of momentum in the incoming wave with all directions in accord with Fermat’s prin-
ciple. b Huygens attributes the same to waves creating by an elementary point source. Repeating
Huygens argument describes the propagation of a wave front (solid curve) of synchronous point
sources (solid dots) at a common distance to the pinhole, excited by prior wave front (dashed curve)

0 = d�t (x)

dx
= x√

x2 + y2
+ n

x − b√
(x − b)2 + c2

= sin θi − n sin θr , (5.55)

which recovers (5.52).
Feynman gives an interesting local interpretation of (5.55) [2] shown in Fig. 5.8.

The extremum in s(x) attains when the displacement �x (thick continuous line) in
C (neighboring paths C1 and C2) is such that the lengthening in AC is canceled by
the shortening of BC in regards to travel times, i.e.,

�AC + n�CB = 0. (5.56)

By inspection, it corresponds to the thick dashed line-segments,

�AC = �x cos γi , �CB = −�x cos γr . (5.57)

With γi = π/2 − θi and γr = π/2 − θr , Snell’s law (5.52) follows once more.

Example 5.6. In the propagation of light in the Earth’s atmosphere, consider
two alternative paths from A to B on the Earth’s surface, e.g., straight versus
bendover an arc over an angleα0 with radius of curvature R. Ifρ = ρ0(1−z/H)

is the local density with scale height H � 6km, then by (5.43)

n(z) = n0 (1 − εz/H) , (5.58)

where n0 = 1 + η � 1, ε = η
1+η

� η, η = 2.7 × 10−4. By Fermat’s principle,
the path of shortest travel time defined by the phase velocity v = c/n is closest
to the true path. In what follows, we put c = 1. Thus, compare T0 = 2R sinα0
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with the travel time over the arc defined by the height

z = h0 − R(1 − cosα) � h0

(
1 − Rα2

2h0

)
(−α0 ≤ α ≤ α0). (5.59)

Note that the mean height z̄ = α−1
0

∫ α0

0 z(α)dα = (2/3)h0, h0 = (1/2)Rα2
0

with an associated reduction in travel time by (2/3)εh0/H , that appears in the
difference

T − T0 =
∫ α0

−α0

n(z)Rdα − T0 � 1

3
α0R

(
α2
0 − 4ε′) , (5.60)

where ε′ = εh0/H and using sinα0 = α0− (1/6)α3
0 +O(α5

0). So, light travels
along curved trajectories whenever 2εR/H > 1, i.e.,

ε >
H

2R
≥ H

2R⊕
� 5 × 10−4. (5.61)

Since ε = 2.7×10−4, light between A and B has no tendency take a path with
radius of curvature less that the radius of the Earth. Nevertheless, bending at
R > R⊕ does exist, notably for incoming light allowing us to see the Sun for
a prolonged time, when it has already dropped below the Earth’s horizon.

When a plane wave of light hits a small pinhole of a size less than the wave
length, Fermat’s principle predicts that a wave front disperses isotropically in all
directions, as �t is the same for propagation to a hemisphere centered about the
pinhole independent of direction. In Huygen’s interpretation, the pinhole contains
an elementary point source creating waves in all directions (Fig. 5.8).

5.4 Fitting Data by Least Squares

Projections give a method of fitting curves to observational data, common to the
understanding and interpretation of data. A best-fit refers to a compromise that min-
imizes a pre-defined error. Consider two sets of observations A and B in (xi , yi ):

(A)

xi yi
1 k
2 2 + ε
3 3

(B)

xi yi
1 k + ε
2 2
3 3

(5.62)
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Here, k shall refer to 1 or 2 and ε represents an error. These data can refer to a
short time series, e.g., observations on the height z = yi of our proverbial apple
falling from the tree at instances ti = xi , i = 1, 2, 3. Or it can be the pricing of a
security on the stock market in three consecutive days. Either way, we wish to look
at the data with the support of a line that most closely resembles running the three
points—which will be approximate whenever (k, ε) �= (1, 0).

The problem of fitting can be approached as the minimization of squares of errors
ei = yi − fi , expressed by

ρ(a, b) = |e|2 =
3∑

i=1

(yi − fi )
2 (5.63)

where fi = f (xi ) is our choice of fitting function, here the linear function

f (x) = a + bx . (5.64)

Thus, our error is a function of the unknown coefficients (a, b). Best-fit in terms of
least squares aims at finding (a, b) such that ρ(a, b) is minimal,

dρ =
3∑

i=1

eid fi = eT df = 0 (5.65)

showing that e and the constraint variations df defined by (5.64) are mutually orthog-
onal as in Fig. 5.2.

According to (5.65), we require

∂ρ(a, b)

∂a
= 0,

∂ρ(a, b)

∂b
= 0. (5.66)

Since (5.63) is quadratic in fi = f (xi ), it will be quadratic in (a, b), so that (5.66)
defines two equations linear in the (a, b). In other words, (5.66) defines a system
of two equations in the two unknowns (a, b), that we should be able to solve alge-
braically.

To be precise, (5.66) is

n∑
i=1

(yi − (a + bxi )) = 0,
n∑

i=1

(yi − (a + bxi ) xi = 0, (5.67)

where we silently generalized to an arbitrary number of n data points. Writing it out
gives

n∑
i=1

yi = na + b
n∑

i=1

xi ,
n∑

i=1

xi yi = a
n∑

i=1

xi + b
n∑

i=1

x2i . (5.68)
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This may be written somewhat cleaner by using the averages

x̄ = 1

n

n∑
i=1

xi , ȳ = 1

n

n∑
i=1

yi , (5.69)

so that (5.68) becomes

(
n nx̄
nx̄

∑n
i=1x

2
i

) (
a
b

)
=

(
n ȳ∑n
i=1xi yi

)
. (5.70)

Dividing the first equation by n, we have

(
1 x̄
nx̄

∑n
i=1x

2
i

) (
a
b

)
=

(
ȳ∑n

i=1xi yi

)
. (5.71)

Inverting (5.71) gives

(
a
b

)
= D−1

(∑n
i=1x

2
i −x̄

−nx̄ 1

)(
ȳ∑n

i=1xi yi

)
(5.72)

where

D =
n∑

i=1

x2i − nx̄2. (5.73)

It follows that

a = 1

D

[
ȳ

n∑
i=1

x2i − x̄
n∑

i=1

xi yi

]
, b = 1

D

[
n∑

i=1

xi yi − nx̄ ȳ

]
. (5.74)

Example 5.7. Let us apply (5.74) to our data set A in (5.62) for which n = 3.
For k = 1, we find

a = ε

3
, b = 1. (5.75)

This result for the least square fit of a straight line to (5.62) brings about the
balanced approach, in that the contribution of each data point is weighted
evenly by 1/n in a. In viewing the deviation from the straight line to be at
the mid-point x2, the slope is the same as that of the line through (x1, y1) and
(x3, y3).
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5.5 Gauss-Legendre Quadrature

Integration by finite summation allows for higher order schemes by considering non-
uniform partitions of the nodes xi of interpolation. Consider an approximation of a
function f (x) on [−1, 1] by a polynomial p(x) of degree 2n − 1,

p(x) = c0 + c1x + · · · + c2n−1x
2n−1. (5.76)

Given its 2n coefficients {ck}2n−1
k=0 , we can factor p(x) over a Legendre polynomial

Pn(x) of order n and a polynomial A(x)with a remainder B(x), both of degree n−1,

p(x) = A(x)Pn(x) + B(x). (5.77)

To see this, use the n coefficients in A(x) = A0 + A1x + · · · An−1xn−1 to match the
upper half ck , k ≥ n. With Pn(x) = a0 + a1x + · · · + anxn , this matching obtains
from

An−1an = c2n−1,

An−1an−1 + An−2an = c2n−2,

An−1an−2 + An−2an−1 + An−3an = c2n−3,

. . .

An−1a1 + An−2a2 + · · · + A0an = cn.

(5.78)

The polynomial B(x) of degree n − 1 can now be used to match the remaining ck ,
0 ≤ k ≤ n − 1.

Next, we define Gauss-Legendre quadrature by a weighted sum (e.g., [3])

∫ 1

−1
p(x)dx =

n∑
i=1

wi p(xi ) =
n∑

i=1

wi B(xi ) (5.79)

of function values at the zeros {xi }ni=1 of

Pn(x) = an�
n
i=1(x − xi ). (5.80)

The n coefficients {wi }ni=1 are the weights at xi , that sum up to the size of the domain,

n∑
i=1

wi = 2. (5.81)

Integration of p(x)of degree 2n−1hereby reduces to the problemof exact integration
of a polynomial of degree n−1 set by lower half ck , 0 ≤ k ≤ n−1, in the interpolating
expression
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B(x) = B0 + B1x + · · · Bn−1x
n−1 =

n∑
i=1

B(xi )� j �=i
x − x j

xi − x j
. (5.82)

Requiring

n∑
i=1

wi B(xi ) =
∫ 1

−1
B(x)dx =

n∑
i=1

B(xi )
∫ 1

−1
� j �=i

x − x j

xi − x j
dx, (5.83)

we shall thus insist

wi =
∫ 1

−1
� j �=i

x − x j

xi − x j
dx = 1

P ′
n(xi )

∫ 1

−1

Pn(x)

x − xi
dx . (5.84)

Let Q(x) denote a polynomial up to degree n and write Q(x) = Q(x) − Q(xi ) +
Q(xi ). The expression on the right hand side satisfies

∫ 1

−1
Q(x)

Pn(x)

x − xi
dx =

∫ 1

−1

Q(x) − Q(xi )

x − xi
Pn(x)dx + Q(xi )

∫ 1

−1

Pn(x)

x − xi
dx . (5.85)

Since (Q(x) − Q(xi ))/(x − xi ) is of degree n − 1 (or less), the first integral on the
right hand side vanishes by orthogonality to Pn(x), leaving

∫ 1

−1

Pn(x)

x − xi
dx = Q(xi )

−1
∫ 1

−1
Q(x)

Pn(x)

x − xi
dx . (5.86)

To proceed, we apply (5.86) to

∫ 1

−1

Pn(x)

x − xi
dx = 1

P ′
n(xi )

∫ 1

−1
P ′
n(x)

Pn(x)

x − xi
dx, (5.87)

whereby

∫ 1

−1

Pn(x)

x − xi
dx = 1

2P ′
n(x)

([
P2
n (x)

x − xi

]1

−1

+
∫ 1

−1

P2
n (x)

(x − xi )2
dx

)
. (5.88)

Since P2
n (±1) = 1 and Pn(xi ) = 0,

∫ 1

−1

P2
n (x)

(x − xi )2
dx =

∫ 1

−1
Q(x)

Pn(x)

x − xi
dx (5.89)

with a polynomial Q(x) of degree n − 1,

Q(x) = Pn(x) − Pn(xi )

x − xi
= an� j �=i (x − x j ) → P ′

n(xi ) (5.90)
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Table 5.1 Nodes and weights of Gauss-Legendre quadrature

2n − 1 = 5 2n − 1 = 9 2n − 1 = 19

±xi wi ±xi wi ±xi wi

0 0.56888 0.14887 0.29552 0.07652 0.15275

0.53846 0.47862 0.43339 0.26926 0.22778 0.14917

0.90617 0.23692 0.67940 0.21908 0.37370 0.14209

– – 0.86506 0.14945 0.51086 0.13168

– – 0.97390 0.06667 0.63605 0.11819

– – – – 0.74633 0.10193

– – – – 0.83911 0.08327

– – – – 0.91223 0.06267

– – – – 0.96397 0.04060

– – – – 0.99312 0.01761

as x approaches xi . Applying (5.86) once more, it follows from (5.88) that

∫ 1

−1

Pn(x)

x − xi
dx = 1

2P ′
n(xi )

(
1

1 − xi
+ 1

1 + xi
+ P ′

n(xi )
∫ 1

−1

Pn(x)

x − xi
dx

)
, (5.91)

and hence

1

2

∫ 1

−1

Pn(x)

x − xi
dx = 1

(1 − x2i )P
′
n(xi )

. (5.92)

Accordingly, (5.84) becomes (Table5.1)

wi = 2

(1 − x2i )
[
P ′
n(xi )

]2 . (5.93)

Example 5.8. The Lorentzian distribution,4

I (s) =
∫ 1

−1
f (x)dx, f (x) = 1

s + x2
(5.94)

can be integrated by Gauss-Legendre quadrature. Fig. 5.9 shows the results as
a function of the number of nodes Fig. 5.9.

Table5.2 gives a summary of this discussion.

4For numerical integration over the real line, see, e.g., [4].
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Fig. 5.9 Gauss-Legendre quadrature applied to (5.94). The results show rapid exponential conver-
gence as a function of the number of nodes, especially so when the poles of z = ±i

√
s of f (x)

move further away from the real line

5.6 Exercises

5.1.Recall the first few Legendre polynomials P0 = 1, P1 = x and P2 = 1
2 (3x

2−1).
Verify by explicit calculation that these functions are orthogonal in the sense of the
inner product

( f, g) =
∫ 1

−1
f (x)g(x)dx (5.95)

between two functions f (x) and g(x) on [−1, 1].
5.2. Consider the matrix

A =
(
1 2
2 0

)
. (5.96)

Is A a projection?

5.3. For a unit vector u in R
n , consider

� = I − kuuT , (5.97)
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Table 5.2 Overview projections and minimal distances

1. Vector fields a = a(t, x, y, z) are elements of a linear vector space
defined over time and space. The can be expressed by orthogonal
projections on basis vectors, tangent to curves of constant coor-
dinates. Different choices of coordinates generally bring along
different basis vectors.

2. Integration by summation can be extended to quadratures with
exponential convergence for smooth functions, such as Gauss-
Legendre quadrature.

3. Orthogonal projections Π are linear maps onto sub-spaces sat-
isfying Π2 = Π. Projections provide approximations to vectors
in lower dimensions and provide a starting point for data fit-
ting, that minimize errors in terms of least square errors. Least
squares gives a model-independent and unbiased fit, wherein all
points are weighted equally (canonical formulation).

4. The geometric-optics approximation describes ray tracing, appli-
cable when the wave length light is much smaller than the length
scale of the geometry at hand. In homogeneous media, light rays
propagate as straight lines with conservation of photon energy
and total momentum.

5. Light propagation across interface between different media is de-
scribed by Snell’s law, that describes conservation of tangential
photon momenta or, equivalently, minimization of total travel
time (Fermat’s principle). In the isotropic diffraction of light
passing through a small pinhole, Fermat’s principle reduces to
Huygen’s principle.

where the transpose T takes the column vector u into a row vector uT .

(i) For k = 1, show � is a projection. What is the plane of the projection?
(ii) Consider uT = (0, 0, 1) in R

3. If aT = (4 cosα, 4 sinα, 2 + sinα), compute
a′ = � a and determine α = α0 when e = a − a′ is smallest in norm. What
is the error e = ||e|| and the associated angle between a and a′? Similar for
aT = (4, 3, 1 + x2).

(iii) For k = 2 with uT = (0 0 1), describe � for k = 2.

5.4. Derive the best fit of a linear polynomial (5.64) to the first set A with k = 2.
Sketch the result including the error δ = (y1 − f1, y2 − f2, y3 − f3).
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Fig. 5.10 A distribution of heating measured in m3 of natural gas usage per day as a function of
mean outside temperature over the course of one month. The continuous curve is a best-fit cubic
interpolation (Reprinted from van Putten, M.H.P.M., & van Putten, A.F.P., 2007, Proc. Roy. Soc.
London A., 463, 2495, US Pat. 7636666, 2009)

5.5.Derive the best fit of a linear polynomial (5.64) to the second data set B in (5.62)
for k = 1, 2. Sketch the results including the error δ = (y1 − f1, y2 − f2, y3 − f3).

5.6. Consider estimating home energy efficiency based on sensitivity �hi/�Ti
of heating hi in natural gas usage [m3] to fluctuations in outside temperature Ti
(Fig. 5.10) about a mean T0. Determine �hi/�Ti from the slope of a best-fit linear
approximation to the following (approximate) data:

Ti hi
8.5 14
9.5 15
9.5 6.5
10 0

10.5 6.5
10.5 3.5
11 1
12 1

12.5 1

Ti hi
12.5 2
13 14
13 2

13.5 1
13.5 0
14 0
14 1.5
14 2
14 3

(5.98)

What is T0? How does this efficiency change for a choice of T ′
0 < T0? For the

one-month observation shown in Fig. 5.10, the scatter in data about the best-fit linear
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approximation is considerable. What does this say about the estimated efficiency and
how can this limitation be ameliorated?

5.7. Show that the n-th coefficient an in the Legendre polynomial Pn(x) = a0 +
a1x + · · · + anxn of degree n satisfies

an = (2n)!
2n(n!)2 . (5.99)

5.8. For f (x) = e−x2 on [−1, 1], numerically evaluate the errors in the integration
of by 3 and 5 point Gauss-Legendre quadrature. Determine the errors and compare
with those in the trapezoidal rule above.

5.9. Based on (5.40), identify the trigonometric relations giving ρ0 = a/
√
1 + b2.

5.10. Elaborating further on straight lines, we can express straight lines to be shortest
paths (r(λ),ϕ(λ)) between two points A and B by the minimum of the Euclidean
distance

S =
∫ B

A

√
ṙ2 + r2ϕ̇2 dλ. (5.100)

If dλ = ds along the extremal path (
√
ṙ2 + r2ϕ̇2 = 1), work out the extremal

condition δS = 0 with respect to variations δr and δϕ subject to δr = δϕ = 0 at A
and B.5 Identify the two resulting integrals of motion with conservation of energy
and angular momentum along straight lines.

5.11. Show that light rays passing through a slab of glass propagate with a parallel
displacement.

5.12. Consider a an ellipse with semi-major axis a and semi-minor axis b, a ≥ b,
described by

x2

b2
+ (y − a)2

a2
= 1. (5.101)

1. Derive (5.101) from the definition of an ellipse as a closed curve of points with
constant sum of distances l1 and l2 to two focal points, say, at (−p, 0) and (p, 0)
along the x-axis, p = √

a2 − b2.
2. Show that the minor semi-axis satisfies b = a

√
1 − e2 in terms of the ellipticity

e.
3. For small x, y about the origin, show that (5.101) reduces to a parabola. Identify

the focal point of reflected light rays along the y-axis of light rays coming in
parallel to the y-axis. How does it relate to p?

5.13. Light refraction in Newton’s prism experiments emulates a rainbow: blue light
is refracted relatively more than red light. Sketch the associated dispersion relation

5These are the Euler-Lagrange equations of a free particle in polar coordinates.
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ω = ω(k) for glass, E = �ω, p = �k, where � denotes Planck’s constant. For
reference, some particular glass used in prisms has n � 1.54 for blue (400 nm) and
n � 1.51 for red light (700 nm). Compare your result with the dispersion relation of
vacuum.

5.14. Light can reflect off water when its rays are almost skimming the surface.
Derive the critical angle θ∗ that defines the window θ∗ < θi < π/2 of complete
reflection.
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Chapter 6
Spectral Methods and Signal Analysis

Efficient and accurate representations of functions is frequently approached by spec-
tral methods. In some sense as a converse, these methods also provide a starting point
for signal analysis in noisy data. We begin with an example comparing Taylor series
and expansions in Legendre polynomials. Further, the Fourier transform provides
a general method to represent analytic functions with exponential convergence. It
enables efficient data-analysis by correlations.

6.1 Basis Functions

Consider a function f (x) on some sub-domain D of the real line. We set out to
expand f (x) in terms of an ensemble of basis functions {φn(x)}∞n=0. Quite generally,
we seek expansions

f (x) = �∞
n=0anφn(x), (6.1)

using a suitable choice of coefficients an . The class of basis functions one might
consider is quite broad. Perhaps the most familiar are φn(x) = (x −a)n encountered
in Taylor series expansions about x = a. Upon analytic continuation into the com-
plex plane, the Taylor expansion functions {zn}∞n=0 define an orthogonal basis set of
analytic functions about the origin, e.g., in the unit disk with continuity on S1 in C

with inner product

〈 f (z), g(z)〉 =
∫ 2π

0
f (z)ḡ(z)dϕ. (6.2)

© Springer Nature Singapore Pte Ltd. 2017
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However, they fail to be orthogonal on intervals D = [−1, 1] on the real line with

〈 f (x), g(x)〉 =
∫ 1

−1
f (x)ḡ(x)dx . (6.3)

A suitable basis set of functions, therefore, depends on the choice of domain in the
associated inner product.

Example 6.1. Let us illustrate (6.1) for

f (x) = 1

2 − x2
(x ε D). (6.4)

The Taylor series expansion of f (x) about x = 0 is readily obtained as a
Neumann series,

f (x) = 1/2

1 − (x/
√
2)2

= 1

2

(
1 + 1

2
x2 + 1

4
x4 + · · · + 2−n/2xn

)
+O

(
2− n

2 −1
)

,

(6.5)
where n is even. From this, we can read off the Taylor series coefficients

an = [1 + (−1)n
]
2− n

2 −2 = O

([
1√
2

]n)
(6.6)

with vanishing coefficients for n odd.

Since (6.6) shows exponential convergence,1 our Taylor series expansionmight be
considered efficient on D. Improved efficiency, however, obtains with basis functions
that form an orthogonal basis set on D as follows.

6.2 Expansion in Legendre Polynomials

The Legendre polynomials Pn(x) are alternatingly even and odd polynomials on D
satisfying the boundary conditions Pn(±1) = (±1)n, the first few of which are given
by (cf. Sect. 5.1)

P0(x) = 1, P1(x), P2(x) = 1

2

(
3x2 − 1

)
, P3(x) = 1

2

(
5x3 − 3x

)
. (6.7)

1The D = [−1, 1] is entirely within the complex domain of convergence |z| <
√
2 of the analytic

extension f (z) of f (x).

http://dx.doi.org/10.1007/978-981-10-2932-5_5
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Applying φn(x) = Pn(x) to (6.1), we obtain the Legendre expansion for (6.4),

f (x) = b0 + b1x + b2P2(x) + b3P3(x) + · · · . (6.8)

The expansion coefficients bn derive fromorthogonality of the Legendre polynomials
on D = [−1, 1], defined by the Euclidean inner product (6.3). Specifically, we have

〈Pn(x), Pm(x)〉 = 2

2n + 1
δmn, (6.9)

where δnm denotes the Kronecker delta function

δmn =
{
1 (n = m)

0 (n �= m)
(6.10)

Example 6.2. The orthogonality condition (6.9) can be used to successively
compute the Legendre polynomials, starting with P0 = 1. Thus, P1(x) =
a1x + a0 satisfies

∫ 1

−1
P0(x)P1(x)dx = A

∫ 1

−1
xdx = 2a0 = 0; (6.11)

∫ 1

−1
P1(x)P1(x)dx = A2

∫ 1

−1
x2dx = 2

3
A2. (6.12)

For n = 1, equating the latter to the normalization condition 2/(2n+1) requires
a1 = 1. For P2(x) = a2x2 + a1x + a0, we have

∫ 1

−1
P0(x)P2(x)dx = 2

3
a2 + 2a0 = 0, (6.13)

∫ 1

−1
P1(x)P2(x)dx = 2

3
a1 = 0;

∫ 1

−1
P2(x)P2(x)dx = 2

5
a2
2 + 4

3
a2a0 + 2a2

0 = 2

5
, (6.14)

from which it follows that a2 = 3/2 and a0 = −1/2.

By these properties, the Legendre expansion of a function f (x) on [−1, 1] obtains
with

bn = 2n + 1

2

∫ 1

−1
f (x)Pn(x)dx . (6.15)
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Fig. 6.1 Shown are the expansion coefficients an and bn (n even) in the Taylor and, respectively,
Legendre expansions (6.6) and (6.8) of f (x) in (6.4) on D = [−1, 1]. Though both series show
exponential decay by analyticity of f (x) on D, the Legendre coefficients decay about twice as fast

Example 6.1 (Cont’d). Applied to f (x) in (6.4), we find

b0 = 2− 5
2 log

(
3 + 2

3
2

3 − 2
3
2

)
, b1 = 0, b2 = 25

2
7
2

log

(
3 + 2

3
2

3 − 2
3
2

)
− 15

2
, . . . (6.16)

the results of which are shown in Fig. 6.1.

As Fig. 6.1 shows, for a given N in the partial sum of (6.1), a truncated Legendre
expansionwill bemore accurate than aTaylor series (6.5) truncated at the same power
x N . Why do the Legendre polynomials work so well? In (6.5) and (6.8), adding a
term aN+1φN+1 to the partial sum SN (x) serves to approximate the residual f (x) −
SN (x). This is done most efficiently, provided the new term is orthogonal to SN (x).
This happens when φN+1(x) is linearly independent of the {φn}N

n=0, i.e., φN+1(x) is
orthogonal to all of φn(x) (n = 0, 1, 2, . . . , N ) (cf. Sect. 3.8). Orthogonality (6.9)
of Legendre functions on D = [−1, 1] should be contrasted with the complete lack
thereof in the basis functions xn of a Taylor series, apparent in the cosines

< xn, xm >

|xn||xm | =
⎧⎨
⎩
2

√
(2n+1)(2m+1)

n+m+1 (n + m even)

0 (n + m odd)
, (6.17)

where | f (x)| = √
< f (x), f (x) > denotes the norm of f (x).

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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Example 6.3. The function f (x) = tan
(

π
4 x
)
on [−1, 1] has a Taylor series

expansion f (x) = a0 + a1x + a2x2 + a3x3 + · · · about the origin

f (x) = sin y

cos y
= y − 1

6y
3 + O

(
y5
)

1 − 1
2y

2 + O
(
y4
) = y + 1

3
y3 + O

(
y5
)

(6.18)

with y = πx/2, i.e.,

f (x) = π

4
x + π3

192
x3 + O

(
x5
) = 0.7854x + 0.1615x3 + O

(
x5
)
. (6.19)

A Legendre expansion of f (x) gives f (x) = b1x + b3P3(x) + O
(
x5
)
with

b1 = 6
π2 (4K − π ln 2) ,

b3 = 7
24π4

(
1152π2K − 48π3 ln 2 + 540 ζ(3) + 11520iLi4(i) + 7iπ4

)
(6.20)

in terms of the Catalan constant, the Riemann-zeta function (Appendix B) and
the polylogarithm defined by, respectively,

K =∑∞
k=0(−1)k(2k + 1)−2 = 0.91597...,

ζ(z) =∑∞
k=0 n−z, Lis(z) =∑k=1 zkn−s,

(6.21)

i.e.,
f (x) = 0.90354x + 0.08779P3(x) + O

(
x5
)
. (6.22)

Note the discrepancy by a factor of about two in Taylor and Legendre coeffi-
cients a3 and, respectively, b3. By the orthogonality property of the Legendre
functions, such is expected to continue to subsequent coefficients. Indeed,
a5 = 0.03985, a7 = 0.009949, ... and b5 = 0.007933, b7 = 0.000069556, ..,
whereby the expansion in aLegendre series provides relatively uniformapprox-
imation of the function at hand (Fig. 6.2).

6.2.1 Symbolic Computation in Maxima

We use a free software package Maxima2 for some illustrative symbolic and numer-
ical experiments.3

2Distribution under GPL licence ofMacsyma (ProjectMAC’s SYmbolicMAnipulation), see further
[1].
3For a brief summary of frequently used Maxima commands, see, e.g., http://www.math.harvard.
edu/computing/maxima/.

http://www.math.harvard.edu/computing/maxima/
http://www.math.harvard.edu/computing/maxima/
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Fig. 6.2 Shown is the approximation of y(x) = tan
(

π
4 x
)
by an expansion in Legendre and Taylor

series (about x = 0) over the domain [−1, 1]. The errors in the Legendre series are relatively
uniform, whereas the Taylor series provides superior approximation only in a neighborhood of the
origin

To begin, we invoke the build-in Legendre polynomials and set the environment
variable “orthopoly−returns−intervals” to f alse. Maxima hereby returns function
values to numerical evaluations such as P2(0.5) of P2(x) at x = 0.5. The following
commands reproduce (6.7) above,

orthopoly−returns−intervals:false;
legendre−p(0,x); legendre−p(1,x); legendre−p(3,x);

and

factor(legendre−p(2,x));
factor(legendre−p(10,x));

produces expressions with a slightly more sanitized look and feel. Specific function
evaluations can be produced by substituting a value for x , e.g.,

ev(legendre−p(2,0.5));
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Fig. 6.3 A plot of the Legendre polynomials Pi (x) (i = 1, 2, 3) in Maxima

Figure6.3 shows a plot of the first few Legendre polynomials, by

wxplot2d([legendre−p(1,x),legendre−p(2,x),factor(legendre−p(3,x)],
[x,-1,1]);

Maxima readily performs symbolic integration of polynomial expressions, for
instance

integrate(xˆ2,x,0,1); integrate(xˆ2,x,a,b);

returns exact results 1/3 and b3/3 − a3/3 for integration of x2 over the interval
[0, 1] and, respectively, [a, b].

Here, we seek explicit expressions for the partial sums SN (x) of an expansion of
f (x) = 1/(2−x2) in (6.4) in Pn(x). To this end, we define the expansion coefficients
(6.15) as a Maxima function:

A(n):=(2*n+1)/2*integrate(1/(2-xˆ2)*legendre−p(n,x),x,-1,1);

The following commands give the exact expressions for some of the first few coef-
ficients in (6.16):

A(0);A(1);expand(A(2));

We now put the first few of the numerical values of the Am into an array:

N:10
for n:0 thru N do a[n]:ev(A(n),bfloat);
for n:0 thru N do display(a[n]);
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Fig. 6.4 Approximation of f (x) in (6.4) on D = [−1, 1] by its Taylor series about x = 0 and
an expansion in Legendre polynomials shown for partial sums up to n = 2, 4, 6, 8. The Legendre
expansion shows superior convergence

showing (ignoring the zero coefficients b2k+1 = 0)

b0 = 6.2322 × 10−1, b2 = 2.9032 × 10−1,

b4 = 6.8657 × 10−2, b6 = 1.431 × 10−2,

b8 = 2.825 × 10−3, b10 = 5.407 × 10−4.

(6.23)

In the numerical evaluation by ev(A(n),bfloat) above, note the use of bfloat.
By default, Maxima’s ev works in single (float(expr)). Here, double precision
(bfloat(expr), fpprec:16) is required in evaluation of bn with large n, e.g., n ≥ 10.

We develop some partial sums as follows:

SN(x):=sum(a[n]*legendre−p(n,x),n,0,N);

and plot the graphs of SN (x) along with the Taylor series QN (x) of f (x) up to the
same degree in x ,

QN(x):=sum(1/2*(x/sqrt(2))ˆ(2*n),n,0,N/2);
f(x):=1/(2-xˆ2); wxplot2d([SN(x),QN(x),f(x)],[x,-1,1]);
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Figure6.4 shows the results of a re-run the above for N = 4, 6, 8, illustrating the
extremely rapid convergence of the Legendre expansion to f (x) with good approxi-
mations already for N = 4. In contrast, N must be much larger for the Taylor series
to obtain a similar degree of approximation to f (x). The expansion in Legendre
polynomials is more efficient than the Taylor series expansion by the power of the
mutually orthogonal basis functions Pn(x).

6.3 Fourier Expansion

Smooth transient functions can be efficiently represented by a Fourier transform.
Those that can be effectively truncated or those showing periodic or quasi-periodic
behavior can be efficiently represented by Fourier series. This approach is key also
to searches for signals in noisy data. Mathematically, Fourier series are import as
orthogonal basis sets on intervals on the real line.

6.4 The Fourier Transform

The Fourier transform of a transient signal4 f (t) on the real line R is defined as

f̃ (ω) =
∫ ∞

−∞
f (t)e−iωt dt (−∞ < ω < ∞). (6.24)

If f (t) has no discontinuities, it can be shown that (6.24) has an inverse pointwise
on R, given by

f (t) = 1

2π

∫ ∞

−∞
f̃ (ω)eiωt dω. (6.25)

If f (t) is real, then f̃ (ω) = f̃ (−ω) and

f (t) = 1

2π

∫ ∞

0

[
f̃ (ω)eiωt + f̃ (ω)e−iωt

]
dt. (6.26)

If we put

α(ω) = f̃ (ω) + f̃ (ω)

2
, β(ω) = i

f̃ (ω) − f̃ (ω)

2
, (6.27)

4We will assume these functions to be of finite energy, i.e., they are square integrable on the real
line.
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then we obtain an explicit Fourier representation of f (t) in terms of cosines and
sines,

f (t) = 2

π

∫ ∞

0
[α(ω) cos(ωt) + β(ω) sin(ωt)] dt. (6.28)

Example 6.4. Consider the Gaussian f (x) = e−at2 (a > 0) on the real axis,
which is integrable and vanishes at infinity. Its Fourier transform (6.24) is
therefore well-defined, which obtains again a Gaussian:

f̃ (ω) = 1√
a

e− ω2

4a

∫ ∞

−∞
e−(s−s0)2ds =

√
π

a
e− ω2

4a , (6.29)

where s0 = iω/(2
√

a), obtained by contour integration.

The following example derives from scattering bymoving mirrors, mapping wave
fronts with uniform phase distribution at null-infinity (Y ) backwards in time to null-
infinity in the past (X), shown in Fig. 6.5.

Fig. 6.5 A Rindler observer O moves at constant acceleration a in Minkowski spacetime (t, x),
at constant distance ξ = 1/a to an event horizon H (part of the null-cone at the origin) that
precludes receiving signals coming from the left (Fig. 1.6). Acting as a mirror, O maps a uniform
distribution of phase over a future null-direction Y onto a logarithmic distribution of phase over
a past null-direction X. (After Birrell, N.D., & Davies, P.C.W., 1982, Quantum Fields in Curved
Space, Cambridge University Press, Cambridge.)

http://dx.doi.org/10.1007/978-981-10-2932-5_1
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Example 6.5. Consider the Fourier transform of a logarithmic distribution of
phase φ(x) = α ln x on X = (0,∞)

f̃ (y) =
∫ ∞

0
eiα ln x e−iyx dx . (6.30)

Then the Fourier spectrum is mixed with positive and negative frequencies
satisfying

f̃ (−y) = −e−απ f̃ (y) (y > 0); (6.31)

To see this, consider y > 0, allowing a contour deformation y = −i t to

f̃ (y) = e
1
2 απ

∫ ∞

0
eiα ln t e−yt dt (y > 0). (6.32)

Likewise, y < 0 allows a contour deformation y = i t to

f̃ (y) = e− 1
2 απ

∫ ∞

0
eiα ln t eyt dt (y < 0). (6.33)

By (6.32) and (6.33), the result (6.31) follows. More explicitly, we have

f̃ (y) = e
1
2 απy−iα−1�(1 + iα) (y > 0) (6.34)

in terms of the special function (Appendix B)

�(z) =
∫ ∞

0
t z−1e−t dt. (6.35)

6.4.1 The Sinc Function

The overall shape of the Fourier transform f̃ (ω) is directly related to the behavior
of f (t) in the time domain. Quite generally, f̃ (ω) shows steep (exponential) decay
whenever f (t) is smooth (analytic). Conversely, when f (t) is non-smooth, e.g.,
f (t) shows jumps in its derivatives or even jumps in the function itself, f̃ (t) shows
algebraic decay in the limit as ω becomes large (positive and negative).
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To illustrate this, consider the block function

f (t) = K (−a < t < a), f (t) = 0 (|t | > a) (6.36)

with total surface area

A =
∫ ∞

−∞
f (t)dt = 2aK . (6.37)

Its Fourier transform satisfies

f̃ (ω) = K
∫ a

−a
eiωt dt = K

1

iω

[
eiωt
]a

t=−a ≡ A sinc(ωa) (6.38)

with A = 2aK and

sinc(x) = sin x

x
. (6.39)

It has a removable singularity at x = 0, whereby sinc(0) = 1 in view of
limx→0 x−1 sin x = 1. In particular,

f̃ (0) = A (6.40)

is the integral of f (t) over R.
Upon varying a keeping the total area fixed, f̃ (ω) shows horizontal stretching

(scaling in ω). Specifically, a narrow spike by small a gives rise to a broad (hard)
spectrum f̃ (ω). Conversely, a broad pulse with large a has a steep (soft) spectrum.

6.4.2 Plancherel’s Theorem

Square integrable functions are such that

E =
∫ ∞

−∞
f (t) f̄ (t)dt < ∞. (6.41)

For these functions, the energy E can alternatively be expressed in terms of an
equivalent integral of f̃ (ω), since

E = 1

4π2

∫ ∞

−∞

[∫ ∞

−∞
f̃ (ω)eiωt dω

∫ ∞

−∞
f̃ (ω)eiω′t dω′

]
dt, (6.42)
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i.e.,

E = 1

2π

∫ ∞

−∞

∫ ∞

−∞
f̃ (ω) f̃ (ω′)

[
1

2π

∫ ∞

−∞
ei(ω−ω′)t dt

]
dωdω′. (6.43)

According to (6.24) and (6.25), we have the distribution function

1

2π

∫ ∞

−∞
ei(ω−ω′)t dt = δ(ω − ω′). (6.44)

Hence, (6.43) reduces to Plancherel’s Theorem

E = 1

2π

∫ ∞

−∞

∣∣∣ f̃ (ω)

∣∣∣2 dω. (6.45)

For our block function (6.36), we have by explicit calculation E = AK and

∫ ∞

−∞

∣∣∣ f̃ (ω)

∣∣∣2 dω = 2E
∫ ∞

−∞
sinc2(s)ds. (6.46)

It can be shown, e.g., by contour integration in the complex plane, we have

∫ ∞

−∞

(
sin s

s

)2

ds = π, (6.47)

so that

1

2π

∫ ∞

−∞

∣∣∣ f̃ (ω)

∣∣∣2 dω = E (6.48)

in accord with (6.45).

6.4.3 Fourier Series by Sampling f̃ (ω)

In formulating problems in signal analysis for numerical evaluation by a computer,
we inevitably work on a finite number of data points.

Consider a finite, uniformly sampled spectrum, e.g., in the evaluation of the inverse
shown in Fig. 6.6. We consider the discrete angular frequencies

ωn = 2π

T
n (6.49)
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Fig. 6.6 Two block functions with widths a = 2 and a = 1 with the same total surface area A = 4
(left) a reconstructions by the Fourier inverse Asinc(aω), here computed by a truncated Riemann
sum with a uniform partition over N = 1000 frequencies ω in [−20, 20]. The normalized Fourier
transforms (right) show the relatively broad spectrum for a = 1 compared to that of a = 2. Because
of the discontinuities, the power spectrum (shown for a = 1) has an algebraic ω−1 decay defined
by the sinc function (bottom)

for some time T , that defines 2π/T to be a unit of frequency. In this event, the
exponential e−iωn t becomes periodic in t with period T .

Taking T = 2π, the Fourier transform of a transient f (t) on R can now be
re-expressed by using a trick, also known as the Poisson summation formula:

f̃ (ωn) =
∫ ∞

−∞
f (t)e−iωn t dt =

∑
mεZ

∫ 2π(m+1)

2πm
f (t)e−iωn t dt (6.50)

that is

f̃ (ωn) =
∑
nεZ

∫ 2π

0

[
f (t + 2πm)e−iωn(t+2πm)

]
dt =

∫ 2π

0
f2π(t)e

−iωn t dt, (6.51)
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where we define the 2π periodic sum

f2π(t) =
∑
mεZ

f (t + 2πm). (6.52)

So, we have

f̃ (ωn) =
∫ ∞

−∞
f (t)e−iωn t dt =

∫ 2π

0
f2π(t)e

−iωn t dt. (6.53)

This identity shows that the spectrum f̃ (ωn) derives both by sampling of the continu-
ous spectrum of f (t) (with D = R) or, equivalently, of as the spectrum of the induced
periodic sum f2π(t) (with D = [0, 2π]). We thus arrive at the Fourier coefficients
an = (2π)−1 f̃ (ωn),

an = 1

2π

∫ 2π

0
f2π(t)e−iωn t dt. (6.54)

The Fourier spectrum of the periodic function f2π(t) is discrete. Since, f2π(t) =
f2π(t + T ), the inverse Fourier transform satisfies

∫ ∞

−∞
f̃2π(ω)eiωt dω =

∫ ∞

−∞
f̃2π(ω)eiω(t+T )dω. (6.55)

It follows that
∫ ∞

−∞
f̃2π(ω)

[
1 − eiωT

]
eiωt dω ≡ 0. (6.56)

A non-trivial spectrum f̃2π(ω) hereby reduces to

f̃2π(ω) = 2π
∑
nεZ

anδ (ω − ωn) , (6.57)

whereby

f2π(t) = 1

2π

∫ ∞

−∞
f̃2π(ω)eiωt dω =

∑
nεZ

aneiωn t (6.58)

is the inverse of (6.54).
For periodic functions, therefore, we can use the Fourier series (6.54)–(6.58)

directly. In case of the Fourier transform (6.24) and (6.25) applied to a transient
function f (t) on R, we consider the induced periodic function
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fT (t) =
∑
Z

f (t + nT ) = · · · + f (t − T ) + f (t) + f (t + T ) + · · · (6.59)

by choice of T , where T is to be chosen sufficiently large to ensure that

fT (t) � f (t) (tε[−T/2, T/2]). (6.60)

The discrepancy fT (t)− f (t) in [−T/2, T/2] is commonly referred to as the aliasing
error.

6.4.4 Discrete Fourier Transform (DFT)

Our final step in moving (6.24) and (6.25) to a numerical implementation is by
considering f2π(t) in (6.54)–(6.58) for a finite number of data points, obtained by
sampling. The infinite series {an} in (6.54)–(6.58) hereby leads to a finite series. This
final step is remarkable simple yet powerful.

Consider the uniform sampling of the working domain D = [0, T ] with T = 2π
by N points, i.e.,

tm = 2π

N
m, (6.61)

where 2π/N defines a unit step size in the time domain. Then

eintm = e2πinm/N (6.62)

is N -periodic in both n and m, since

ei(n+N )tm = e2πi(n+N )m/N = e2πinm/N , e2πin(m+N )/N = e2πinm/N . (6.63)

Let us also denote fm = f2π(tm). By (6.58), we have, using Poisson summation once
more,

fm =
∑
nεZ

aneintm =
N−1∑
k=0

[∑
nεZ

ak+nN

]
eiktm ≡

N−1∑
k=0

ckeiktm (6.64)

with inverse

ck = 1

N

N−1∑
n=0

fne−iktn . (6.65)
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In particular, c0 is the mean value of the fn . A uniformly sampled periodic function
given by N data points hereby assumes a Discrete Fourier Transform (6.64) and
(6.65), suitable for direct numerical implementation.

The DFT pair (6.64) and (6.65) is defined by a matrix transform involving O(N 2)

multiplications. The Cooly-Tukey [2] algorithm gives a recursive factorization over
DFT’s of smaller order, reducing the cost to O(N log N ). For large N , the result gives
an essential reduction in computational effort, allowing efficient Fast Fourier Trans-
forms (FFTs). Further developments aim at FFTs for N = pm , where p is prime not
necessarily equal to 2, and optimal numerical implementation on central processing
units (CPUs) and graphics processing units (GPUs). The reducted computational cost
to log N per data point also ensures a dramatically improved numerical accuracy.

Since eiktn in (6.64) has period N in k, we have

fm = c0 +
N/2−1∑

k=1

(
ckeiktm + cN−ke−iktm

)+ cN/2(−1)m, (6.66)

where the last term appearswhen N is even.Note thatwhen fm is real, then cN−k = c̄k

and cN/2 is real.
The expansion (6.66) shows that the maximal frequency of oscillation in fm is

across two samples, i.e., at 1/2 the sampling frequency. We thus have the Nyquist
criterion: to capture signals with frequencies within a bandwidth B, we must sam-
ple with a frequency of (at least) 2B. Accordingly, we have the Nyquist-Shannon
sampling theorem: a signal with finite bandwidth B is completely determined by
sampling at a frequency 2B or higher.

In applying DFT to a periodic function with period T ,

f (t) =
N−1∑
n=0

ckeiωn t , ωn = 2π

T
n, (6.67)

we have Parseval’s theorem as the discrete counterpart to (6.45),

1

N

N−1∑
k=0

| fk |2 =
N−1∑
n=0

|cn|2 , (6.68)

where fk = f (tk), tk = kT/N . As before, it describes conservation of “energy,”
whether expressed in the time by f (t) or in the frequency domain by the ck .
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Example 6.6. Common numerical implementations of FFT have the factor
1/N moved to (6.64) from (6.65). In this event, c0 equals N times the mean
value of the function at hand. As a result Parseval’s theorem (6.68) takes the
form

N−1∑
n=0

| f (tn)|2 = 1

N

N−1∑
n=0

|cn|2 (6.69)

for a discrete time series fn = f (tn) (n = 0, 1, . . . N − 1). If the function
is real with zero mean value, the standard deviation σ of the samples f (tn)
hereby satisfy

σ =
√
2

N

√√√√N/2∑
n=1

|cn|2. (6.70)

6.5 Fourier Series

By the above, a 2π-periodic function g(θ) has a Fourier series expansion

g(θ) =
∑
Z

ckeikθ, ck = 1

2π

∫ 2π

0
g(x)e−inθdθ. (6.71)

For a real-valued function, the Fourier coefficients satisfy c−k = c̄k , and g(θ) is
the real part of the complex analytic function h(z) = c0 + 2

∑
N

cnzn on S1. If the
radius of convergence of h(z) is greater than 1, analyticity of h(z) on S1 assures that
the cn have exponential convergence, making (6.71) an efficient expansion, suitably
computed by DFT or FFT.

If the function is merely continuous, the decay is typically algebraic, i.e., the
Fourier coefficients |ck | decay as a power law in k. Specifically, the decay is |k|−n+1

if the function is n times differentiable, the case n = 0 being illustrated by the block
function (6.36).

Regardless of smoothness, the Fourier transform (6.71) always produces decay
of the ck to zero in the limit as k approaches infinity, whenever g(x) is Riemann
integrable, known as the Riemann-Lebesgue theorem. This result follows directly
from the definition of the Riemann integral, in terms of the convergent limits of
majoring and minoring sums [3].
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Given k, consider a uniform partition θn = 2πn/k of [0, 2π], whereby

ck = 1

2π

k−1∑
n=0

∫ θn+1

θn

g(x)e−ikθdθ = 1

k

∫ 2π

0
g
(
θn + y

k

)
eiydy. (6.72)

“Subtracting and adding,” we obtain

ck = 1

k

∫ 2π

0

[
g
(
θn + y

k

)
− g(θn)

]
eiydy +

∫ 2π

0
g(θn)e

iydy, (6.73)

where the second integral on the right hand side vanishes by 2π-periodicity of eiy .
Taking absolute values, we arrive at

|ck | ≤ 1

k

∫ 2π

0

∣∣∣g
(
θn + y

k

)
− g(θn)

∣∣∣ dy. (6.74)

With the majoring and minoring Riemann sums

Sk = 2π

k

k−1∑
n=0

sup
[θn ,θn+1]

g(θ), sk = 2π

k

k−1∑
n=0

inf
[θn ,θn+1]

g(θ), (6.75)

it follows that

|ck | ≤ 1

2π
(Sk − sk) → 0 (6.76)

by the assumption of Riemann integrability.
In numerical implementations of (6.71) by DFT or FFT, it is pertinent to seek

formulations allowing efficient representations by Fourier series. According to the
above, this requires formulations in terms of smooth functions whenever possible.

When f (x) is a function on D = [−1, 1] which is not periodic, we may resort
to expansions into non-periodic basis functions such as aforementioned Legendre
polynomials. Alternatively, we can consider the following.

6.6 Chebyshev Polynomials

Consider f (x) on D = [−1, 1] with x = cos θ. Then g(θ) = f (x) is 2π-periodic
on [0, 2π] with Fourier expension (6.71),

cn = 2

π

∫ π

0
g(θ) sin nθ dθ = 2

π

∫ 1

−1
f (x) sin nθ dx . (6.77)
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This approach introduces einθ uniformly over S1.
The Chebyshev polynomials as a function of x = cos θ are defined by the real

parts

Tn(x) = cos nθ = Re einθ = Re (cos θ + i sin θ)n , (6.78)

e.g.,

T0(x) = 1, T1(x) = cos x, T2(x) = 2x2 − 1,

T3(x) = 4x3 − 3x, T4(x) = 8x4 − 8x2 + 1, . . .
(6.79)

By (6.78), these polynomials satisfy the nesting property Tn(Tm(x)) = Tn+m(x) and
the recursion relation

Tn+1(x) = 2xTn(x) − Tn−1(x) (6.80)

by cos(n±1)θ = cos θ cos nθ∓sin θ sin nθ. By orthogonality of the functions cos nθ
over [0, 2π], the Chebyshev polynomials are orthogonal over [−1, 1] with weight
1/ sin θ,

〈Tn, Tm〉 = 2

π

∫ π

0
Tn(x)Tm(x)dθ =

∫ 1

−1

Tn(x)Tm(x)√
1 − x2

dx = δnm(1 + δn0). (6.81)

In the Euclidean inner product (6.3),

∫ 1

−1
Tn(x)Tm(x)dx =

⎧⎪⎨
⎪⎩

m2+n2−1
[(m+n)2−1][(m−n)2−1] (n + m even)

0 (n + m odd),

(6.82)

whereby

∫ 1

−1
Tn(x)Tn(x)dx = 1 + 3

4n2 − 1
. (6.83)

Orthogonality (6.81) invites us to consider the Chebyshev expansion

f (x) = 1

2
C0 +

∑
N

CnTn(x), Cn = 2

π

∫ 1

−1
f (x)Tn(x)

dx√
1 − x2

dx (6.84)

in terms of the Chebyshev coefficients Cn , rather than going back to the Fourier
expansion (6.71) with
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cn = 2

π

∫ 1

−1
f (x)

xTn(x) − Tn+1(x)√
1 − x2

dx . (6.85)

Functions on [−1, 1] thus have various orthogonal expansions associated with
different weights, here illustrated by the Legendre or Chebyshev series.

6.7 Weierstrass Approximation Theorem

The relation between Fourier and Chebyshev series (6.71) and (6.84), respectively,
can be highlighted further as follows.

We recall that a function f (x) on [−1, 1] has an associated 2π-periodic function
u
(
eiθ
) = f (x), x = cos θ, that represents the boundary value of the real part of a

complex valued function g(z) on the unit disk D : |z| ≤ 1 by Cauchy’s integral
formula. This is made explicit by the Poisson kernel (Sect. 2.7); see Fig. 6.7.

Since g(z)is analytic in D with radius of convergence R ≥ 1, its truncated Taylor
series gN (z) = c0 + c1z + c2z2 + · · · cN zN convergence uninformly on circles S′ in
D. If f (x) is continuous, g(z) is continuous on |z| ≤ 1; g(z) on S′ approximates
g(z) on S1, when S′ is sufficiently close to S1.

By the de Moivre’s theorem, Re zn = rneinθ is a polynomial in x ′ = r x of degree
n, as in (6.78). It follows that the polynomial Re gN (z) in x approximates f (x)

uniformly by sufficiently large N .

Fig. 6.7 Data f (x) on [−1, 1] define a complex function g(z) on the unit disk with real part f (x)

on S1 by the Poisson integral of Sect. 2.7. When f (x) is continuous, g(z) on S′ in D approximates
g(z) on S1 when S′ is sufficiently close, while the truncated Taylor series gN (z) approximates g(z)
on S′ for sufficiently large N . The real part of gN (z) hereby approximates f (x) as a polynomial in
x = cos θ by de Moivre’s theorem

http://dx.doi.org/10.1007/978-981-10-2932-5_2
http://dx.doi.org/10.1007/978-981-10-2932-5_2
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6.8 Detector Signals in the Presence of Noise

Among the emerging new observatories, the advanced gravitational wave detec-
tors LIGO-Virgo in the US and Europe and KAGRA in Japan (Fig. 6.8) pose novel
problems in data-analysis: the search for minute gravitational wave signals at dimen-
sionless strain-amplitudes of about h � 10−23 − 10−21 by laser interferometry. The
power of this new window of observation is dramatically demonstrated by the recent
detection of the gravitational wave burst GWB150914, produced by the merger of a
black hole-black hole binary [4]. This first detection presents uswith an entirely novel
discovery with unanticipated astrophysical implications on the relatively high mass
and remarkably slow spin of the black holes in this merger event [5]. A long-standing
promise of multimessenger astronomy combining gravitational and electromagnetic
observations is now becoming a concrete possibility.

In the real world, signals are accompanied by noise and the gravitational wave
output of a laser-interferometric detector is no exception. Noise may originate from
the source, environment and detector. For a laser-interferometric gravitational wave
detector (Fig. 6.8), low frequency noise up to a few hundred Hz is typically of seis-
mic, atmospheric and anthropogenic origin, the latter, e.g., from nearby trains and
airplanes. Above a few hundred Hz, noise is dominated by shot noise due to a finite
number of photons in the interferometer. Interferometer noise hereby tends to be non-
Gaussian and effectively Gaussian at low, respectively, high frequencies (Fig. 6.9).

In general, the output h(t) of a gravitational wave detector consists of a signal
with additive noise w(t),

h(t) = s(t) + w(t), s(t) =
(
10 Mpc

D

)
S(t), (6.86)

where D denotes the distance to an astrophysical source and S(t) denotes the gravi-
tational wave signal normalized to a source distance, say, 10 Mpc.

A basic tool to search for s(t) in the noisy output h(t) is by either cross-correlation
between two (or more) detectors and matched filtering using model templates. The
first may be used to search for a stochastic background in gravitational waves, e.g.,
of primordial origin or from an astrophysical population of sources. In searches for
periodic signals, the latter is efficiently pursued by Fourier analysis. For non-periodic

Fig. 6.8 Areal views of the gravitational wave detector LIGO at Hanford (left, a second detector
is at Livingston), Virgo at Cascina (middle), and KAGRA at the Kamioka Observatory (right)
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Fig. 6.9 The spectrum of dimensionless strain amplitude noise in the TAMA 300 m gravitational
wave detector experiment at NAOJ (left), that served as the prototype for KAGRA. The noise
is a super-position of non-Gaussian noise at low frequencies below about 575Hz and effectively
Gaussian noise above 575Hz (right). (Reprinted from van Putten, M.H.P.M., Kanda, N., Tagoshi,
H., Tatsumi, D., Masa-Katsu, F., & Della Valle, M., 2011, Phys. Rev. D, 83, 044046.)

signals, model templates are needed that must densely cover the expected parameter
range of the candidate astrophysical source at hand.

6.8.1 Convolution and Cross-Correlation

The convolution integral

R(t) =
∫ ∞

−∞
f (s)g(t − s)ds. (6.87)

of two functions f (t) and g(t) describes the response of a linear system by the
superposition of impulse excitations with infinitesimal strength f (s)ds. The same
integral can be used to find the shift along the abscissa for an optimal match between
two functions. Consider for instance the Gaussian distributions

f (t) = 1

σ
√
2π

e− t2

2σ2 , g(t) = 1

μ
√
2π

e
− (t−a)2

2μ2 (6.88)

of random variables with standard deviations σ and μ, the latter with a mean a. In
this event, (6.87) gives

R(t) = 1√
2π(σ2 + μ2)

e
− (t−a)2

2(σ2+μ2) . (6.89)
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Its maximum identifies �t = a where f (t) and g(t) overlap, corresponding to the
maximum of R(t). An efficient numerical implementation of (6.87) is by the Fourier
transform, since

R̃(ω) = f̃ (ω)g̃(ω), (6.90)

by interchanging integration with respect to s and t and factoring the two integrals:

R̃(ω) =
∫ ∞

−∞

∫ ∞

−∞
f (s)e−iωs g(t − s)e−iω(t−s)d(t − s)ds. (6.91)

The same result obtains from the cross-correlation of f (t) and g(t),

Q(t) =
∫ ∞

−∞
f (s)g(t + s)ds, (6.92)

similarly evaluated in the Fourier domain,

Q̃(ω) = f̃ (ω)g̃(ω). (6.93)

For discrete vectors a and b, e.g., obtained from f (ti ) and g(ti ) sampled at discrete
times ti , we have

cosφ = a · b
|a||b| =

∑
ai bi√∑

a2
i

√∑
b2

i

. (6.94)

The Pearson coefficient of fluctuations in a and b about their mean is defined by

cosψ = A · B
|A||B| , Ai = ai − ā, Bi = bi − b̄, (6.95)

where ā = N−1∑ ai and b̄ = N−1∑ bi . Correspondingly, we consider

ρ(t) =
∫∞
−∞ f (s)g(t + s)ds√∫∞

−∞ f 2(s)ds
√∫∞

−∞ g2(s)ds
. (6.96)

On a finite domain [a, b], the mean of f (t) and g(t) need not be zero. In this event,
we use

ρ(t) =
∫ b

a F(s)G(t + s)ds√∫ b
a F2(s)ds

√∫ b
a G2(s)ds

(6.97)
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with F(s) and G(t + s) using F(t) = f (t) − A, A = (b − a)−1
∫ b

a f (s)ds and

G(t + s) = g(t + s) − B(t), B(t) = (b − a)
∫ b

a g(t + s)ds.
Due to the running normalizations, (6.97) is nonlinear and a direct evaluation can

be computationally expensive. However, if f (t) and g(t) have relatively constant
variance, the computational effort practically reduces to the linear problem (6.92) by
(6.93).

6.9 Signal Detection by FFT Using Maxima

To illustrate the above, consider searching for a periodic signal in a noisy detector
output (6.86). To this end, we shall use the Maxima Fast Fourier Transform (FFT)
implementation of DFT. For a brief instruction on using the Maxima’s FFT, type

? fft;

Here, fft N is a power of 2, i.e., N = 2m for some m ≥ 0. To illustrate its implemen-
tation, consider

f (t) = cos(pt) = 1

2
eipt + 1

2
e−i pt (6.98)

on a domain D = [0, 2π] using N = 8 and p = 1, 2. The real and imaginary parts
of the Fourier coefficients produced by DFT are as follows:

load(fft); N:8$ p:1$fpprintprec:4$ f(t):=ev(cos(p*t),numer)$
tn:array(any,N);fm:array(any,N)$
for k:0 thru N-1 do (tn[k]:ev(2*%pi/N*k,numer),fm[k]:f(tn[k]))$
for k:0 thru N-1 do display(tn[k],fm[k]);
fA:makelist(fm[k],k,0,N-1)$ c:fft(fA);
cR:makelist(realpart(c[k]),k,1,N);;
cI:makelist(imagpart(c[k]),k,1,N);

The output shows that all ck are zero except for c1 = cN = 1
2 :

ck :
(
0,

1

2
, 0, 0, 0, 0, 0,

1

2

)
. (6.99)

Re-running the above for p = 2 similarly gives c2 = cN−1 = 1
2 :

ck :
(
0, 0,

1

2
, 0, 0, 0, 0,

1

2
, 0

)
. (6.100)
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Fig. 6.10 (Top) Shown is Gaussian noise w(t) sampled over N = 64 data points. The associated
histogram is converted to probability density for comparison with the theoretical PDF of a Gaussian
with σ = 1 and mean zero. (Bottom) A signal injection of cos(2t) into the noise, followed by FFT.
FFT identifies the presence of the signal by large amplitude of the third and two-but-last Fourier
coefficients

Next, we inject a signal f (t) into Gaussian noise w(t). This can be simulated
using Maxima’s random−normal function:

load(distrib)$load(descriptive)$ m:0$sigma:1$N:64$
w:random−normal(m,sigma,N)$ xy:makelist([k,w[k]],k,1,N)$
wxplot2d([discrete,xy],[xlabel,“time”],[ylabel,“w”])$

A histogram of a noisy time series thus produced (Fig. 6.10) can be compared
with the theoretical probability density function (PDF):

E:explicit(pdf−normal(x,m,sigma),x,m-3*sigma, m+3*sigma);
H:histogram−description(w,frequency=density,xlabel=“w”,
ylabel=“p”)$
draw2d(H,xrange=[-4,4],E,terminal=aquaterm)$

Injection of a periodic signal into detector noise (6.86) nowconsists of the sumof f (t)
and randomvaluesw(t). Note that the array index ofw produced by random−normal
runs through [1, N ]. Changing to p = 2 in (6.98), we write:
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p:2$;f(t):=ev(cos(p*t),numer)$ h:array(any,N)$
for k:1 thru N do h[k]:ev(f(2*%pi/N*k),numer)+w[k]$
XY:makelist([k,h[k]],k,1,N)$
wxplot2d([discrete,XY],[xlabel,“time”],[ylabel,“h”])$

Now take this time-series to the Fourier domain:

load(fft)$ hA:makelist(h[k],k,1,N)$ c:fft(hA)$
uv:makelist([k,abs(c[k])],k,1,N)$ wxplot2d([discrete,uv])$

The presence of our signal (6.98) is evident from the two peaks in the third and
two-but-last coefficients |ck | (see (6.100)).

Running various values of signal strength, we see that the signal-to-noise ratio
(SNR) in the Fourier spectrum of a signal f (t) = A cos(pt) in the presence of
Gaussian noise with standard deviation σ satisfies SNR = (A/σ)

√
N/2 in a time

series sampled by N data points.

6.10 GPU-Butterfly Filter in ( f, ḟ )

The central engine of core-collapse supernovae may produce an output also in grav-
itational waves by virtue of conceivably non-axisymmetric mass-motion during and
following angular momentum conserving collapse to a compact object, i.e., a neutron
star or black hole. This poses an interesting challenge to search for signals that are
potentially phase-coherent on intermediate time scales, but less likely so for the full
duration of the burst. This prospect applies in particular to mass-motion in turbulent
accretion disks close to or about the Inner Most Stable Circular Orbit (ISCO) of
rotating black holes. From non-axisymmetric accretion flows down to the ISCO,
angular momentum-rich gravitational radiation may feature slowly varying signals
in the form of chirps with positive or negative time rate-of-change of frequency, i.e.,
ascending or descending chirps [6].

Searches for chirps may be pursued by applying a butterfly filter in ( f, ḟ ) space,
that provides a conduit for

∣∣ ḟ
∣∣ > δ( f ) > 0, (6.101)

while suppressing signals with constant frequency. Figures6.11 and 6.12 show the
a sample of LIGO S6 data (downsampled to 4096Hz) and the output of a butterfly
filter. The output is an essentially featureless spectrogram devoid of any lines, as a
suitable starting point to searches for burst sources by further correlations between
two or more detectors.

A butterfly filter covers a two-dimensional parameter range in ( f, ḟ ). Calculating
correlations (6.93) over a dense two-dimensional bank of chirp templates requires
FFT on a high performance computing platform. Graphics Processor Units (GPU’s)
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Fig. 6.11 (Left panels) High pass filter (350–2000 Hz) applied to LIGO S6 L1 data (0–4000Hz)
in (a) shows high frequency shot-noise dominated output in (b), here applied to 64 LIGO frames
of 64 s (40962 samples). Shot-noise is close to Gaussian (d), more so than the original broadband
data (c). (Right panel) Fourier-based spectrogram of N = 218 Fourier transforms over the first
32 s, marked by the presence of various lines. (Reprinted from van Putten, M.H.P.M., 2016, ApJ,
819, 169.)
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Fig. 6.12 (Left) A butterfly filter in the ( f, ḟ ) plane, to capture trajectories of ascending or descend-
ing chirps of intermediate duration. The vertex and opening angle of each butterfly represents a
central frequency f and, respectively, a bandpass of slopes d f/dt . (Right) Applied to LIGO S6
data of the L1 detector obtains an essentially featureless spectrogram with noticeable absence of
any lines. A slight non-uniformity in the template bank is apparent in a weak noisy feature about
1100Hz. (Reprinted from van Putten, M.H.P.M., 2016, ApJ, 819, 169.)

offer a cost-effective approach to heterogeneous computing, serviced by CPUs. A
CPU-GPU computation is commonly realized using CUDA5 or OpenCL.6

A successful implementation on a GPU is compute limited by avoiding limitations
in bandwidth of the Peripheral Component Interconnect (PCI), and by off-loading

5https://developer.nvidia.com/about-cuda of NVIDIA Inc., founded in 1993.
6https://www.khronos.org/registry/cl/specs/opencl-2.0.pdf.

https://developer.nvidia.com/about-cuda
https://www.khronos.org/registry/cl/specs/opencl-2.0.pdf
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Table 6.1 Performance overview of correlations (6.103) by clFFT on a GPU. Included is allocated
buffer memory (m[GB]), batch size M , and the number of correlations per second (ṅ)

log2 N 10 11 12 13 14 15 16 17 18 19 20

Gflop 580 587 324 227 264 269 268 221 200 128 118

m[GB] 1.01 1.02 1.03 1.06 1.56 1.56 1.56 1.56 1.53 1.25 1.26

log2 M 17 16 15 14 13 12 11 10 9 8 7

log10 ṅ 7.1 6.7 6.1 5.6 5.4 5.0 4.7 4.3 3.9 3.2 2.9

some of the computations before and after FFT to theGPU.7 Figure6.14 andTable6.1
show the performance in Giga floating point operations per second (Gflops−1) of
correlations (6.92) and (6.93) over N data points in single precision (SP) complex-
to-complex (C2C) FFT, by clfft8 of AMD9 under OpenCL. Here, the performance
is calculated based on 5N log2 N floating point operations per FFT.

A bank of M data {z(i)}M
i=1 of size N and a bank of M chirp templates {b( j)}M

j=1
define M × M correlations

R(i)( j) = z(i) ∗ b( j) (i, j = 1, 2, . . . M), (6.102)

where ∗ refers to the correlation integral (6.92). Applied to functions sampled by N
points, i.e., f = { fk}N−1

k=0 and g = {gk}N−1
k=0 , (6.92) is

ρl =
N−1∑
k=0

fk gk+l (6.103)

with cyclic boundary conditions on the indices (k + l → k + l − N for k + l ≥ N ).
Minimal relative overhead in FFT on a GPU obtains in batch mode, by enqueuing

a plan for concurrent computation of M FFT’s of size N , applied to a concatenated
array of length N M (8N M bytes in SP C2C). Furthermore, (6.93) can be handled by
a precallback function, and the inverse FFT output can be filtered down to candidate
events with signal-to-noise ratios exceeding a threshold, handled by a postcallback
function (Fig. 6.13). At a sufficiently high threshold, most of the output is hereby
ignored, avoiding the need for extensive reading of data buffers by the host CPU.

7We are distinguishing here between overall GPU compute performance subject to the limited
bandwidth to the CPU, and internal GPU compute performance subject to the limited bandwidth
to its Global Memory. In the application of vendor optimized GPU kernels, the user’s challenge is
optimization on the first by, e.g., suitable precision and data-format, batch mode and choice of pre-
and post-callback functions.
8https://github.com/clMathLibraries/clFFT.
9Advanced Micro Devices Inc., founded by W.J. Sanders III in 1969.

https://github.com/clMathLibraries/clFFT
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Fig. 6.13 (Top) GPU-CPU butterfly algorithm based on correlations (6.92) and (6.93) by the FFT
with output reduced to tails of candidate signals with signal-to-noise ratios above a threshold σ.
The latter obtains from a predictor step based on Parseval’s Theorem. Thin and thick lines refer
to, respectively, CPU and GPU computations. GPU computations use clFFT optimized in batch
mode with pre- and post-callback functions for, respectively, multiplication of data and templates
in the Fourier domain and reduction of data to tails. (Bottom) Shown is the essentially Gaussian
GPU output of one channel normalized to unit variance based on the predicted STD σ by Parseval’s
Theorem, and the tails of two channels exceeding a cut-off κσ, realizing a reduction in output by a
factor about erfc(κ/

√
2)

When sufficiently rare, events from a batch of M inverse FFT’s of size N that
meet the threshold can leave their footprint onto a single output array of size N with
no over-writing. (Here, sufficiently rare results in a low density of footprints in the
output array.) This statistical array projection effectively circumvents the limitations
of bandwidth in reading the (inverse) FFT output by the host CPU. A consistent
threshold setting for each of the M near-Gaussian output correlations can be realized
by computing their standard deviations in advance.

In the presence of essentially Gaussian noise, correlations (6.102) of templates
that do not match an underlying signal are essentially Gaussian. In matched filtering,
therefore, the right hand side (6.70) obtained by (6.93) define predictions of σ in
(6.102), prior to inverse FFT on the GPU. This procedure is opportune when post-
callback functions are restricted to local operations. When the bank of filters is large,
also (6.70) must be off loaded to the GPU.
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There is further a modest gain in performance with out of place (inverse) FFT,
in which input and output data are stored in separate allocations of Global Mem-
ory (rather than in place), further with interleaved data storage, in which real and
imaginary parts of an array of complex numbers are stored consecutively in memory
address space.

Figure6.14 shows a typical performance of a few hundred Gflops−1. It defines
an improvement over a CPU by at least an order of magnitude. This result is due to
the large number of compute cores (stream processing units on AMD GPUs) in a
high-end GPU (2048 in the AMD D700) and its fast on-chip memory.

Figure6.14 shows a break in performance around N = 212 with a footprint of
32768 bytes for a complex array of size N . In OpenCL, memory is hierarchical with
fast Local Memory supporting Compute Units comprising multiple WorkItems, each
provided with even faster Private Memory. On the D700, Local Memory is 32768
bytes. FFT’s on arrays of larger memory size inevitably invoke calls to relatively
slower global memory, whence the break in Fig. 6.12.

Lastly, the above can be applied to the two H1 (Hanford) and L1 (Livingston)
detector channels in one stroke, by merging their respective output hH and hL into
complex data

z = (hH , hL). (6.104)

Fig. 6.14 GPU performance on correlations (6.92) and (6.93) by the Fast Fourier Transform using
clFFT in single-precision, complex-to-complex and out of place. In batch mode with memory
allocations of about 1 GByte and by use of pre- and post-callback functions, these results essentially
represent themaximal performance of clFFTon theGPU.The calculations are performed inOpenCL
on an AMD D700. The performance is better than 80% normalized to clFFT alone



190 6 Spectral Methods and Signal Analysis

Table 6.2 Overview spectral methods

1. Spectral representations of functions are efficient with orthonor-
mal basis functions, where orthogonality is relative to a choice of
domain. Notable examples are Legendre, Fourier and Chebyshev
series. For smooth functions, Legendre series may be twice as
efficient as Taylor series.

2. The Legendre and Chebyshev series are suitable for non-periodic
problems on a finite interval. The Fourier series expansion is
suitable for transients or (almost) periodic functions.

3. In a Fourier transform, the highest frequency components iden-
tified in the original signal is at one-half the sampling frequency
(Nyquist criterion).

4. A smooth function tends to have a limited bandwidth in fre-
quency space. A non-smooth function tends to have a broadband
spectrum. A shallow asymptotic decay of the Fourier spectrum
indicates a non-smooth function in the time-domain.

5. The Fourier spectrum of a transient function on R can be approx-
imated by that of its periodic extension (6.60), provided aliasing
errors are kept small by suitable choice of period T .

6. The complete spectrum of a periodic function sampled at N data
points obtains by the Discrete Fourier Transform (DFT) of order
N .

7. Efficient representation in Fourier series obtains for smooth
functions. Fast computation is realized by FFT on CPU-GPU
platforms, enabling butterfly filtering in (f, ḟ) space.

The real and imaginary parts of the output (6.102) then define the correlations for
each detector.

Table6.2 summarizes this chapter.

6.11 Exercises

6.1. The Pn(x) are even and odd polynomials in x according to whether the degree
n is even or odd. Determine by hand the coefficients ai (i = 0, 1, 2, 3) of
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P3(x) = a3x3 + a2x2 + a1x + a0 (6.105)

based on orthogonality to Pm(x) for m = 0, 1, 2.

6.2. For (6.4), consider the N -th order Legendre and Taylor series expansions SN (x)

and, respectively QN (x). Plot the differences

�P,N (x) = SN (x) − f (x), �T,N (x) = QN (x) − f (x) (6.106)

for various choices of N ≤ 10 and observe the errors in magnitude and how they are
distributed over D = [−1, 1]. In particular, compare the maximum (the L∞ norm)
and mean squared errors (the L2 norm)

E1 = max
xεD

|�(x)| , E2 =
√∫ 1

−1
�(x)2dx . (6.107)

Which expansion shows a practically uniform distribution of errors over D? By
considering various N , e.g., N = 2, 4, . . . , N , plot both E1 and E2 as a function of
N . How do the expansions compare in regards to convergence?
6.3. Our discussion can be put in a more general context by considering a function
domain to be some arc γ in the complex plane and an inner product given by the
bilinear form

〈 f, g〉 =
∫

γ

f (z)ḡ(z)ds, (6.108)

where s denotes the arclength along γ. For instance, let γ1 denote the interval [−1, 1]
with s = x and γ2 the unit circle z = eiφ with s = ϕ (0 ≤ ϕ ≤ 2π) as in (6.3) and,
respectively, (6.2). On γ1, mutual orthogonality is not, respectively, is satisfied for
the basis functions {zn}∞n=0 and {Pn(x)}∞n=0. What is the general result for f (z) = zn

and g(z) = zm (n, m ≥ 0) on γ2?

6.4. Prove (6.47) by contour integration.

6.5. Prove (6.65) and Parseval’s theorem (6.68).

6.6. For (6.4), the integral

∫ 1

−1
f (x)dx = √

2 tanh−1 1√
2

(6.109)

may be evaluated by the integral of the truncated Taylor series,

An = 2a0 + 2

3
a2 + 2

5
a4 + · · · + 2

n + 1
an. (6.110)
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The same obtains from b0 in the Legendre expansion (6.8), which may be computed
by Gauss-Legendre quadrature,

Bn =
n∑

i=1

wi f (xi ). (6.111)

Compare the rates of convergence of An and Bn and interpret the results.

6.7 Consider the function f (x) = |x | on [−1,1]. Sketch the graph of f (x) in the
(x, y) plane. Does a Taylor series expansion of f (x) exist at x = 0? Obtain and plot
the Legendre expansion S1(x) of f (x) of order N = 16; similarly for the Fourier
expansion S2(x). Compare the discrepancies Di (x) = Si (x) − f (x) (i = 1, 2). Is
there a preference for Legendre or Fourier expansion in this case? Study the decay
of the Legendre and Fourier coefficients in the limit of large N and explain your
observations.

6.8. The Legendre polynomials {Pn(x)}∞n=0 are an orthogonal series of functions,
satisfying (6.9). Consider the first three Legendre polynomials (cf. (6.7))

P0(x) = 1, P1(x) = x, P2(x) = 1

2

(
3x2 − k

)
. (6.112)

By explicit calculation
(i) show P0(x) and P1(x) are orthogonal.
(i i) determine k in P2(x) in (6.112).
(i i i) calculate the first two Legendre coefficients a0 and a1 in the Legendre expansion
of f (x) = ex over the interval D = [−1, 1], i.e.,

f (x) =
∞∑

n=0

an Pn(x) = a0 + a1P1(x) + a2P2(x) + · · · . (6.113)

6.9. (a) In Example 6.3, if f (x) = tan
(
1
2πx
)
, does the Legendre expansion exist?

(b) For f (x) = cosπx on [−1, 1], determine the first three Taylor coefficients in the
expansion

f (x) =
2∑

k=0

ck x2 + C2(x) (6.114)

and the first three Legendre coefficients in the expansion

f (x) =
2∑

k=0

ak Pk(x) + R2(x). (6.115)
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Compare the remainders C2(x) and R2(x).

6.10. For the Gaussian, f (t) = e−(t/τ )2 , derive the frequency spectrum by the Fourier
integral (6.24). For a given T � τ , obtain the approximate frequency of fT (t) in
(6.60) by DFT and estimate the aliasing error.

6.11. Show that the cosines of xn and xm in (6.17) in the Euclidean inner product
(6.3) decay as

∼ 1 − k

2n + 1
(0 ≤ k � n); ∼

√
2n + 1

2k
(k�n), (6.116)

where m = n + k. Next, consider the linear map

xn =
n∑

m=0

Znm Pm(x). (6.117)

For each N , the matrix Z = [Znm] (0 ≤ n, m ≤ N ) represents the expansion of
{xn}N

n=0 in {Pn}N
n=0. The leading block

Z � 10−3

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1000 0 0 0 0 0 0 0 0 0
0 1000 0 0 0 0 0 0 0 0

1667 0 667 0 0 0 0 0 0 0
0 1400 0 400 0 0 0 0 0 0

1800 0 1029 0 229 0 0 0 0 0
0 1571 0 698 0 127 0 0 0 0

1857 0 1238 0 450 0 69 0 0 0
0 1667 0 909 0 280 0 37 0 0

1889 0 1374 0 634 0 169 0 20 0
0 1727 0 1063 0 425 0 100 0 11

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (6.118)

shows that xn mostly projects onto Pm(x) (m < n) with a minor projection onto
Pn(x): xn is only slightly tilted out of the plane spanned by the polynomials of
degree n − 1, expressed by the diagonal elements

Znn = < xn, Pn >

< Pn, Pn >
= 2n + 1

2

∫ 1

−1
xn Pn(x)dx � 1 (6.119)

in terms of (6.3). Though each such block of Z is non-singular, show that it becomes
ill-posed when N is large. [Hint. Show that the eigenvalues Znn of Z are the recip-
rocals of (5.99).]

http://dx.doi.org/10.1007/978-981-10-2932-5_5
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6.12. Derive (6.82) from, e.g.,

∫ 1

−1
Tn(x)Tm(x)dx =

∫ π

0
cos nθ cosmθ sin θdθ, (6.120)

and show that the cosines of Tn(x) and Tm(x) in (6.82) and (6.83) in (6.3) decay as

∼ 1

n2
(0 ≤ k � n); ∼ 1

k2
(k�n), (6.121)

where m = n + k. Next, consider the basis transformation

Tn(x) =
n∑

m=0

Znm Pm(x) (6.122)

with 5 × 5 diagonal blocks

[Znm] � 10−3

⎛
⎜⎜⎜⎜⎝

1000 0 0 0 0
0 1000 0 0 0

−333 0 1333 0 0
0 −600 0 1600 0

−67 0 −762 0 1829

⎞
⎟⎟⎟⎟⎠ (6.123)

(0 ≤ n, m ≤ 4) and

[Znm] � 10−3

⎛
⎜⎜⎜⎜⎝

7213 0 0 0 0
0 7267 0 0 0

−3633 0 7321 0 0
0 −3660 0 7375 0

−915 0 −3687 0 7428

⎞
⎟⎟⎟⎟⎠ (6.124)

(66 ≤ n, m ≤ 70). The eigenvalues of Znm are given by the diagonal elements

Znn = < Tn, Pn >

< Pn, Pn >
= 2n + 1

2

∫ 1

−1
Tn(x)Pn(x)dx . (6.125)

Establish well-posedness by evaluation of Znn for large n. [Hint. Consider Tn(x) =
pn−1(x)+ An xn , where pn(x) is a polynomial of degree n − 1, so that < Tn, Pn >=
An < xn, Pn >, and use 6.13.]

6.13. Based on 6.14, how are efficiencies in Chebyshev and Legendre expansions
expected to compare when applied to smooth functions on [−1, 1]?
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6.14. SNR is defined by he square root of the ratio of energy in the signal to the
energy in the background noise. For a periodic signal f (t) = A cos(pt), show that
SNR ∝ N 1/2 in a Fourier-based detection algorithm.

6.15. Consider injection of a pulse

f (t) = Ae−(t/2)2 (6.126)

into noisy data and recover the signal by (a) cross-correlation and (b) Fourier analy-
sis. Determine for both (a) and (b) the minimum SNR for signal identification.

6.16. Write a program for direct numerical evaluation of DFT on [0, 2π] in sin-
gle and double precision. For N = 256, 1024, 4096, consider the numerical error in
the output in single precision, by comparing with the exact solutions for the coeffi-
cients in response to harmonic data of the form cos px for various p or by comparing
with results obtained in double precision. (a) Evaluate numerical errors in {ck}N/2

k=0
as a function of k. (b) Evaluate (in double precision) the numerical discrepancies
in Parseval’s theorem as a function of N . (c) Doing the same using FFT in single
precision, note the improvement in time and accuracy over DFT.

6.17. Write a program to evaluate (6.103) by DFT or FFT on a CPU. Benchmark its
performance according to Table6.1.

6.18.Prove the statement following (6.104) and give the Fourier transforms on [0, 2π]
of

Z = (cos px, 0), Z = (sin px, 0), Z = (0, cos px), Z = (0, sin px)(6.127)

with p = 0, 1, 2, . . ..

6.19. Let {xk}N
k=1 be a sequence of random numbers of size N . Consider calcu-

lating the standard deviation σ of a subsequence {ykm }M
m=1 satisfying, e.g., ykm > a

(1 ≤ M ≤ N ), where a > 0 is some threshold. Moden Central Processing Units
(CPUs) obtain fast numerical implementations by vectorization based on constant
array sizes. In calculating σ, perform benchmarks on implementations that do and do
not explicitly extract sub-arrays of size M . What is the result as a function of M/N
as N becomes large?

6.20. In Example 6.5, show that

α = a

λ
(6.128)

in (6.31), where a denotes the acceleration of the mirror in Fig. 6.5 and λ is the
wave length in the uniform distribution of phase over Y . What physical constants are



196 6 Spectral Methods and Signal Analysis

needed to make α dimensionless? With the dispersion relation ω = ck of photons in
vacuum, 2πα = �ω/kB T , the result gives the Unruh temperature [7]

kB T = a�

2πc
(6.129)

of essentially thermal radiation (Appendix C), where kB is the Boltzmann constant,
� is Planck’s constant and c is the velocity of light.
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Chapter 7
Root Finding

Root finding is one of the oldest numerical problems that goes back to times well
before Newton. It illustrates various numerical issues such as initial guesses, con-
vergence rates and stability in various numerical formulations.

7.1 Solving for
√

2 and π

An illustrative problem is the computation of
√
2. The existence of

√
2 as a root of

f (x) = x2 − 2 follows from continuity of f (x) on [−1, 3] and the fact that f (1) =
−1 < 0, f (3) = 7 > 0. Consider an initial guess x and compute a correction ξ
according to

(x + ξ)2 = 2 : x2 + 2xξ + ξ2 = 2. (7.1)

An approximate correction ε � ξ obtains by linearization, dropping the quadratic
term ξ2 in case of ξ < 1, i.e.,

x2 + 2xε = 2 : ε = 2 − x2

2x
. (7.2)

A guess x = 1.5 hereby obtains ε = −1/12 and hence the approximate root

x ′ = x + ε = 17

12
= 1.4167, (7.3)

which differs from
√
2 = 1.4142 . . . by 2.5 × 10−3. We are at liberty to repeat

this procedurewith x ′ = 17/12, obtaining x ′′ = 577/408 = 1.414215686 . . ., which
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differs from
√
2 by 2.1 × 10−6. The next approximation shows a residual discrep-

ancy of 1.6 × 10−12, suggesting a pattern of quadratic convergence in which the
error in each approximation is the error squared in the previous step.

For a more systematic treatment of the above, we devise an iterative method for
the equivalent problem of finding a root

f (x) = 0 (7.4)

of

f (x) = x2 − 2 (7.5)

by repeated use of an associated linear problem, illustrated in Fig. 7.1. Taking advan-
tage of the smoothness of f (x) in (7.5), consider the Taylor series expansion

f (x) = f (x0) + f ′(x0)(x − x0) + 1

2
f ′′(ξ)(x − x0)

2, (7.6)

where ξ is between x0 and x . If x0 is our first guess for
√
2, then the leading two

terms suggest to consider x satisfying

-2 -1 0 1 2
-3

-2

-1

0

1

2

3

f(x)
(x0,y0)

l(x)

1.41 1.412 1.414 1.416 1.418 1.42
-6

-4

-2

0

2

4

6
10-3

f(x)
l(x)
(x1,0)

Fig. 7.1 Root finding by Newton’s method applied to f (x) = x2 − 2 approaches a = √
2 by

successively solving linear problems defined by the tangent approximation, here shown for l(x) = 0,
l(x) = f (x0) + (x − x0) f ′(x0), giving x1 = 17/12 for x0 = 3/2. At finite curvature ( f ′′(a) �= 0),
the method shows quadratic convergence
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Table 7.1 Newton’s method applied to f (x) = x2 − 2

n xn εn

0 2 0.6

1 1.5 0.0858

2 1.41666 2.5 × 10−3

3 1.414215 2 × 10−6

4 1.41421356237 1.6 × 10−12

f (x0) + f ′(x0)(x − x0) = 0 : x = x0 − f (x0)

f ′(x0)
. (7.7)

As per above, we repeat this procedure, taking x as our next starting point. The result
is a sequence {xn}N

n=0, generated by

xn+1 = xn − f (xn)

f ′(xn)
, n = 0, 2, . . . , N − 1. (7.8)

Numerical evaluation (Table7.1) shows the resulting approximations and accompa-
nying errors εn = xn − √

2

Example 7.1. The scheme (7.8) is very general. It suggests application also to
problems in C. Consider computing π = 3.14159 . . . as the root of

f (z) = eiz + 1, (7.9)

that defines Euler’s identity

eiπ + 1 = 0. (7.10)

According to (7.8), we consider the iterations

zn+1 = zn − eiz + 1

ieiz
. (7.11)

Numerical evaluation gives the approximations and errors εn = zn − π shown
in Table7.2.

In each iteration, the number of significant digits doubles.Why does thisNewton’s
method (7.8) work so well?
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Table 7.2 Newton’s method applied to f (z) = eiz + 1

n zn εn

0 1 2.14

1 2.909 + 0.58i 0.6

2 3.32 − 0.16i 2.4 × 10−1

3 3.169 + 0.0015i 2.8 × 10−2

4 3.14155 + 0.00038i 3.8 × 10−4

5 3.141592668 − 7 × 10−8i 7 × 10−8

6 3.141592653589793 − 2.48 ×
10−15i

2.7 × 10−15

7 3.141592653589793 . . .
− 2.5 × 10−30i

3.7 × 10−30

8 3.141592653589793 … 6.7 × 10−60

7.2 Convergence in Newton’s Method

In light of the iterative scheme (7.8), consider a Taylor series expansion about the
root. With ε = x − a, we have

f (x) = f (a) + f ′(a)(x − a) + 1
2 f ′′(a)(x − a)2 + O

(
(x − a)3

)

= ε f ′(a) + 1
2 ε

2 f ′′(a) + O
(
ε3

)
,

f ′(x) = f ′(a) + f ′′(a)(x − a) + O
(
(x − a)2

) = f ′(a) + ε f ′′(a) + O
(
ε2

)
,

(7.12)

so that

f (x)

f ′(x)
= ε f ′(a) + 1

2 ε
2 f ′′(a) + O

(
ε3

)

f ′(a) + ε f ′′(a) + O
(
ε2

) = ε
1 + 1

2 ε f ′′(a)/ f ′(a) + O
(
ε2

)

1 + ε f ′′(a)/ f ′(a) + O
(
ε2

) . (7.13)

The result can be expanded further, using 1/(1 + z) = 1 − z + z2 − z3 + . . . (|z| <
1), whereby

f (x)

f ′(x)
= ε

[
1 − 1

2
ε f ′′(a)/ f ′(a) + O

(
ε2

)]
. (7.14)

Applied to (7.8), we find

εn+1 = εn − f (xn)

f ′(xn)
= 1

2

f ′′(a)
f ′(a)

ε2n + O(ε3). (7.15)
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Whenever f ′(a), f ′′(a) �= 0, (7.15) shows that the error in each iteration is the pre-
vious error squared, whereby the number of significant digits doubles in each step
as shown in Table7.1.

In fact, (7.15) explicitly shows a dependence of the rate of convergence on the
curvature of the graph of f (x) at the root x = a: convergence is faster when the graph
is more linear at x = a. This opens a suggestion for a possibly cubic convergence,
whenever

f ′′(a) = 0, f ′′(x) = f (3)(a)ε + O(ε2) (7.16)

whereby the first term on the right hand-side in (7.15) gains an additional power in εn .

7.3 Contraction Mapping

Newton’s method (7.8) is a special case of a contraction mapping,

xn+1 = G(xn) (7.17)

in seeking fixed points

a = G(a). (7.18)

Here, convergence of xn+1 = G(xn) derives from

G(xn) = G(a) + G ′(a)(xn − a) + O((xn − a)2)

= a + G ′(a)(xn − a) + O((xn − a)2),
(7.19)

whereby

εn+1 = xn+1 − a = G ′(a)εn + O(ε2n). (7.20)

It follows that

|εn+1| � ∣∣G ′(a)
∣∣ |εn| � Ln |ε0| , L = ∣∣G ′(a)

∣∣ . (7.21)

Specializing,Newton’smethod (7.8) obtainswithG(x)= x − f (x)/ f ′(x), satisfying

G ′(x) = f (x) f ′′(x)
( f ′(x))2

(7.22)

as illustrated in Fig. 7.2. In this event, L ∝ f (x) ∝ ε in approaching the root f (x) =
0; and since L ∝ f ′′(x), one more power of convergence is attained if f (x) is linear
at the zero x = a.
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Fig. 7.2 Root finding by a contraction mapping xn+1 = G(xn) typically satisfies algebraic conver-
gence εn = O (Ln), L = ∣∣G ′(a)

∣∣ at the fixed point a = G(a). When L = 0 as shown for G(x) =
x − f (x)/ f ′(x), f (x) = x2 − 2, the method specializes to Newton’s method with quadratic con-
vergence

Example 7.2.Let us turn oncemore to calculatingπ startingwith f (x) = sin x .
Formally, Newton’s method gives

G0(x) = x − sin x

cos x
. (7.23)

A slight simplification obtains by neglecting second order deviations from 1
in cos x away from x = π, using, instead,

G(x) = x + sin x . (7.24)

At this point, we can ignore its derivation and apply (7.17); see Table7.3.
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Table 7.3 Cubic convergence in the contraction mapping G(x) = x + sin x

n xn εn

0 1 −2.14

1 1.8414 −1.3

2 2.805 −0.3

3 3.1352 −6 × 10−3

4 3.14159261159 … −4 × 10−8

5 3.141592653589793 … −1 × 10−23

6 3.141592653589793 … −3 × 10−70

Convergence in Newton’s method for calculating a square root a = √
c by solving

f (x) = 0, f (x) = x2 − c, can be accelerated to quartic order upon considering the
root of h(x) = g(x) f (x) with pre-factor

g(x) = 1 − 1

4c
f (x) + 1

8c2
f (x)2. (7.25)

The coefficients in g(x) are chosen so as to satisfy the local flatness conditions

G ′′(a) = G ′′′(a) = 0 (7.26)

by h′′(a) = h′′′(a) = 0. The contraction mapping G(x) = x − h(x)/h′(x) hereby
obtains quadratic convergence. Slightly simplified expressions satisfying (7.26)
obtain with (Fig. 7.3)

G(x) = x − γ(x)
f (x)

f ′(x)
, (7.27)

γ(x) = 1 + 1

4c
f (x) − 1

8c2
f (x)2. (7.28)

Example 7.3. Explicitly, the case for c = 2 gives

G(x) = 40 + 60x2 − 10x4 + x6

64x
. (7.29)

Iterations starting at x0 = 1 give the following as shown in Table7.4.

Thus, x20 approaches
√
2 to within 1012 significant digits. The square root of c can

thus be evaluated efficiently to arbitrary precision in amoderate number of iterations.
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Fig. 7.3 The contraction map G(x) of (7.29) has vanishing derivatives to third order, producing
quartic convergence in approaching the fixed point a = G(a) (circles)

Table 7.4 Quartic convergence in a modified Newton’s method for f (x) = x2 − 2

n xn

∣∣
∣xn − √

2
∣∣
∣ log(εn)/ log(εn−1)

0 1 0.41

1 1.421875000000000 0.00766 1.4930

2 1.414213563132792 … 7.6 × 10−10 4.3104

3 1.414213562373095 … 7.3 × 10−38 4.0719

4 1.414213562373095 … 6.4 × 10−149 4.0177

5 1.414213562373095 … 6.4 × 10−597 4.0044

6 1.414213562373095 … 6.4 × 10−2390 4.0011

7.4 Newton’s Method in Two Dimensions

Consider Newton’s method to calculate a root of

F(x, y) =
(

f1(x, y)
f2(x, y)

)
=

(
x2 + y2 − 1
y − x2

)
. (7.30)
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As before, a Taylor series expansion

F(x, y) = F(x0, y0) + DF(x0,y0)

(
x − x0
y − y0

)
+ h.o.t. (7.31)

where h.o.t refers to higher order terms, obtains a linearized problem: an initial guess
(x0, y0) introduces an estimate (x1, y1)

F(x0, y0) + DF(x0,y0)

(
x1 − x0
y1 − y0

)
= 0, (7.32)

where DF is the Fréchet derivative

DF =
(

∂ f1/∂x ∂ f1/∂y
∂ f2/∂x ∂ f2/∂y

)
=

(
2x 2y
−2x 1

)
. (7.33)

When determinant of DF is nonzero,

|DF | = ∂ f1
∂x

∂ f2
∂y

− ∂ f2
∂x

∂ f1
∂y

�= 0, (7.34)

the inverse DF−1 exists,

DF−1 = 1

2x(1 + 2y)

(
1 −2y
2x 2x

)
. (7.35)

For Newton’s method to apply, iteractions (xn, yn) must stay away from x = 0 and
y = − 1

2 . In this event, the solution to (7.32) is

(
x1 − x0
y1 − y0

)
= DF−1

(x0,y0)
F(x0, y0). (7.36)

As before, we consider (7.36) to define Newton iterations

(
xn+1

yn+1

)
=

(
xn

yn

)
− DF−1

(xn ,yn)
F(xn, yn). (7.37)

Numerically,wefind the approximations and errors εn = zn−π shown inTable7.5.
The results of this table show convergence to one of the two roots,

(x, y) = (±√
u, u) = (0.7862, 0.6180), (7.38)

where u = − 1
2 + 1

2

√
5. Figure7.4 shows convergence for two different initial

guesses.
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Table 7.5 Newton’s method applied to F(x, y) in (7.30)

n xn yn εn xn yn εn

0 0.5 0 1.5 0

1 0.8917 1 1.08 1

2 · · 0.8494 0.6667

3 · · · ·
4 0.7862 0.6180 0.7862 0.6180

8 0.7862 0.6180 0.7862 0.6180

1 2 3 4 5 6 7 8 9 10
10

−20

10
−10

10
0

10
10

er
ro

r

iteration

0 0.5 1 1.5
0

0.5

1

1.5

y−
ax

is

x−axis

trajectory x
0
=0.5

trajectory x
0
=1.5

Fig. 7.4 Shown are the discrete trajectories of the iterations by Newton’s root finding method
applied to (7.30)

7.5 Basins of Attraction

Newton’s method in two dimensions is naturally encountered in solving roots of
functions of a complex variable by a contraction mapping. Extending the domain of
initial guesses z0 to the problem of root finding of (7.27) toC, we are led to consider
regions in the complex plane about each root, where z0 gives convergence of

zn+1 = G(zn). (7.39)
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Fig. 7.5 Shown are basins of attraction about the roots of f (z) = z2 − 2 = 0 (circles at ±√
2)

by the contraction map G(z) = z − γ(z) f (z)/ f ′(z) with cubic convergence (γ(z) = 1 + f (z)/8,
outer contour) and quartic convergence within (7.28, inner contour)

Quite typically, the basin of attraction about each fixed point a = G(a) is bounded
(though it may be semi-infinite). The boundary can be determined numerically, by
identifying z0 for which convergence fails. As the numerical results show, these
boundaries take complex shapes with self-similar structures, commonly referred to
as fractals [1], that appear with remarkable universality in Nature (e.g., Fig. 7.7).
Fractals derive their complicated appearance from the property that, viewed as a
point set in the plane, a fractal path between two points has infinite length yet zero
surface area inferred from, loosely speaking, the divergence in length estimated from
a finite cover using boxes of arbitrarily small size. A fractal assumes with dimension
1 < d < 2. Arising from detailed structure to arbitrarily small scales, they possess
no tangents and hence are not differentiable.

Example 7.4. Figure7.5 shows the result for (7.17) with cubic and quartic
convergence. Noticeable is the relatively smaller size of the basins of the latter
about each of the two roots±√

2. Figure7.6 shows the same for f (z) = z3 − 1.
The boundary of a basin of attraction is found to have a fractal dimension.
Numerically, convergence in a basin is decided by zN for some finite maximum
N in the number of iterations, leading to a finite numerical resolution of the
boundaries shown.
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Fig. 7.6 The basins of attraction about the roots of f (z) = z3 − 1 = 0 (circles on S1) by Newton’s
method with quadratic convergence (left), a contraction mapping with cubic (middle) and quartic
convergence (right). The basins of attraction about each of the three roots diminishes in size with
order of convergence

7.6 Root Finding in Higher Dimensions

Application of Newton’s method in higher dimensions is sometimes aided by numer-
ical continuation, e.g., Example 11.1 [2]. It can take one of the following two forms.

• Eliminate one the variables, analytically or numerically, leaving a system of
reduced rank for Newton’s method to solve. In the present example, we may
considering y = y(x) as a solution to the implicit equation

f1(x, y) = 0 (7.40)

and subsequently solve the one-dimensional root finding problem

f2(x, y(x)) = 0. (7.41)

• By a homotopy F˘(x, y)with a continuation parameter 0 ≤ λ ≤ 1 such thatF1 = F
denotes our original problem (7.30),whereasFλ for 0 ≤ λ < 1 is an approximation
such that near or at λ = 0 a suitable choice of starting values (x0(λ), y0(λ)) are
well understood.

Both these avenues are potentially effective to solving large or complex nonlinear
problems.

Table7.6 summarizes this discussion.
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Fig. 7.7 Fractal pattern formation in a 1km2 areal view of frozen structures of CO2 on the Southern
hemisphere of Mars. (Source NASA HiRISE camera, Mars Reconnaissance Orbiter.)

Table 7.6 Overview root finding
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7.7 Exercises

7.1. Consider Euler’s identity eiπ + 1 = 0. Use Euler’s identity to formulate an
implicit equation for e given π and use Maxima Newton root finding routine to
solve for e. Switch the role of e and π, and solve for π in the same fashion. (In fact,
Newton allows solving for these two equations at the same time.)

7.2. Apply Newton’s method to solve for the double root x = 1 of f (x) = (x − 1)2.
In this event, convergence reduces to a power law.Explainwhyquadratic convergence
fails in this limiting case.

7.3. Consider the roots f (x) = 0 of the function

f (x) = x2 − a. (7.42)

For a > 0, x± = ±√
a are two distinct solutions, whereas a = 0 has one double root

x = 0. By Newton iteration, solve for f (x) = 0 according to

xn+1 = xn − f (xn)

f ′(xn)
, εn = xn − √

a. (7.43)

Make a graph of the logarithm of the errors

En = − log |εn| (7.44)

for a = 1, a = 1/2, a = 1/4 and a = 0 and interpret the results.

7.4. Define a root finding scheme by Newton iteration for

(a) x2 − 4x = 1, (b)
1

1 + x2
= 1

3
. (7.45)

For (a) and (b) in problem1, chose a starting value and compute thefirst few iterations,
sufficiently so to identify convergence. Can you estimate the final error?

7.5. Consider the contraction map for roots of a smooth function f (x) with γ =
1 + a f + b f 2 in (7.28). Obtain the general expressions

a = f ′′

2 f ′2 , b = f ′′′ f ′ − f ′′2

2 f ′4 (7.46)

that produce quartic convergence when evaluated at the root. If these expressions for
a and b explicitly involve the unknown root, how can they be suitably approximated?

7.6. Following the two-dimensional root finding problem F(x, y) = 0 for

F(x, y) =
(

f1(x, y)
f2(x, y)

)
=

(
xy

x2 + y2 − 1

)
(7.47)
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• Determine the roots (x, y) by inspection.
• Compute the Fréchet derivative A = DF(x, y) and its determinant.
• Compute the inverse A−1 and determine the locus where its determinant vanishes.
• Following an initial guess (x0, y0) = (1, 1/2), calculate (x1, y1) by Newton’s
method and sketch this iteration in the (x, y) plane.

• Compute subsequent iterations and observe the rate of convergence.

7.7. An abstract algorithm to compute basins of attraction on a square [−a, a] ×
[−a, a] such as (Fig. 7.6) is:

(a) Set initial values on a Cartesian grid
zkl = xk + iyl , xk = −a + kh, yl = −a + lh (k, l = 1, 2, . . . M)

(b) Iterate N times
zkln = G(zkln), (n = 1, 2, . . . N , k, l = 1, 2, . . . M)

(c) Identify the set of points that divergence
Z = {

zkl N | ∣∣z3kl N − 1
∣∣ > ε, k, l = 1, 2, . . . M

}
,

where h = 2a/M and 0 < ε � 1 serves as a convergence threshold. On modern
CPUs, efficient computation depends crucially on vectorization. Write each of (a–c)
in terms of operations on arrays and ensure that (b) takes most of the CPU time.
If the grid size M2 is large, a further limitation is memory size. How is the above
formulated to allow efficient scaling to any M?
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Chapter 8
Finite Differencing: Differentiation
and Integration

A number of problems of physics and astronomy appear as Ordinary Differential
Equations (ODEs).Apractical approach to their solution startswith an approximation
to the derivative operator. Broadly, this can be approached by finite differencing or by
exact differentiation following a spectral representation. Here, we focus on the first,
motivated by an elementary consideration of the problem of estimating velocities and
accelerations from particle trajectories. The methods discussed here will be applied
to numerical solutions of some illustrative ODEs.

8.1 Vector Fields

Vector fields assign vectors to all points in some region of space, by allowing vector
coefficients to be functions of the coordinates, e.g.,

a(x, y, z) = a1(x, y, z)i + a2(x, y, z)j + a3(x, y, z)k. (8.1)

It becomes of interest to differentiate vector fields with respect to one of the coordi-
nates, e.g.,

∂xa = (∂xa1)i + (∂xa2)j + (∂xa3)k, (8.2)

using the fact that the ONB {i, j,k} is constant. Similarly, we introduce integration
of vector fields, integrating each component using the rules of calculus.

Consider r = x(t)i + y(t)j + z(t)k at the time-dependent position vector of a
moving object. Differentiation obtains the velocity

v(t) = dr(t)
dt

= ẋ(t)i + ẏ(t)j + ż(t)k. (8.3)

© Springer Nature Singapore Pte Ltd. 2017
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Example 8.1. Recall the proverbial apple falling from a tree, e.g., by a gust
of wind with possibly nonzero initial velocity. With gravitational acceleration
g = −gk along the vertical direction k and conservation of momentum in the
horizontal direction, we have Newton’s equation a(t) ≡ r̈(t) = −gk with

[ṙ(t)]x ≡ ṙ · i = V, r(0) = hk. (8.4)

Integrating, we obtain v(t) = ṙ(t) = V i − gtk, and hence a position

r(t) = V t i +
(
h − 1

2
gt2

)
k. (8.5)

With a change of variables x = V t , the latter can also be expressed as

r(x) = x i +
(
h − g

V 2
x2

)
k, (8.6)

to bring about the parabolic shape of the trajectory.

Whenproblemshave symmetry, it is often advantageous to choose a corresponding
coordinate system.

Example 8.2. Following Sect. 3.2.2, consider further a particle in a circular
motion, e.g., an orbit with radius R is described by a position vector with
length R and poloidal angle ϕ, i.e.,

r(ϕ) = x(ϕ)i + y(ϕ)j = (R cosϕ)i + (R sinϕ)j = Rir (8.7)

expressed in terms of a basis vector along the radial direction,

ir = cosϕi + sinϕj =
(
cosϕ
sinϕ

)
. (8.8)

Differentiation of (8.7) with respect to ϕ, dr/dϕ = R iϕ, gives a second basis
vector

iϕ = − sinϕi + cosϕk =
(− sinϕ

cosϕ

)
. (8.9)

The pair {ir , iϕ} forms an orthonormal basis, that rotates along with the particle
position. If ϕ = ϕ(t), then

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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v(t) ≡ ṙ(t) = dϕ(t)

dt

dr
dϕ

= R ω(t)iϕ (8.10)

in terms of the instantaneous angular velocity ω(t) = dϕ(t)/dt . If the angular
velocity is constant, then it equals themean, orbital angular velocity� ≡ 2π/P
for an orbital period P .

Vector fields (8.1) can be added following the rules of pointwise addition of
vectors.

Example 8.3. Consider the magnetic field along a straight wire carrying a
current I . In cgs units, the magnetic field satisfies

B(σ) = 2I

r
iθ (8.11)

according to Ampere’s law of current induced circulation 2πσB = 4π I , where
σ denotes the radial distance to the wire in a cylindrical coordinate system
(σ, θ, z). Consider submerging this wire in an external uniform magnetic field
B0 = B0i in the plane of B, expressed in a Cartesian basis (i, j,k) in which

iθ = i cos θ + j sin θ. (8.12)

Figure 8.1 shows the total magnetic field B + B0 obtained by linear superpo-
sition. The resulting magnetic field is asymmetric. The bending of magnetic
field lines to the left of the wire are associated with enhanced magnetic pres-
sure B2/(8π), relative to the right. This pressure difference is associated with
a Lorentz force on the wire.

8.1.1 Estimating Velocity

Velocities can be estimated from snapshots of positions obtained by sampling
(Fig. 8.2). In this process, we may use a model such the particle trajectory (8.5)
or (8.6) and perform fit to data obtained at selected points of measurement, and pro-
ceed with a best-fit model trajectory for further analysis. For instance, velocities may
be inferred based on a given value of the Earth’s acceleration g = −gk, following
an estimate of the velocity at one or more intermediate instances in time.

Often, there is a need for model independent analysis. We may wish to measure
all the relevant physical parameters, perhaps even to determine Earth’s gravitational
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Fig. 8.1 The total magnetic field obtained by linear superposition of that produced by a current
(orthogonal to the plane) in an external magnetic field (tangent to the plane) is asymmetric. The
resulting magnetic pressure difference is associated with a Lorentz force on the wire

Fig. 8.2 Two subsequent snapshots of traffic flow inHanoi separated by a sub-second time-interval,
overlayed with a uniform grid in the field of view. (Source http://www.YouTube.com.)

acceleration, e.g., from a free fall or the period of a pendulum. With no model, we
resort to approximate derivatives based on discrete sets of data. This is the art of finite
differencing, illustrated below on functions of one variable. These ideas are readily
applied to the coefficients of vector fields.

The derivative of a function f (t) at a time t is defined as the limit

f ′(t) ≡ d f (t)

dt
= lim

t ′→t

f (t ′) − f (t)

t ′ − t
. (8.13)

http://www.YouTube.com
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It means that

f ′(t) = lim
n→∞

f (t + hn) − f (t)

hn
(8.14)

exists for any sequence of arbitrarily small deviations {hn}∞n=0, hn → 0 as n → ∞.
Let

D+ f (t) = lim
h→0+

f (t + h) − f (t)

h
, D− f (t) = lim

h→0−

f (t) − f (t − h)

h
(8.15)

denote the right and left sided derivatives. If both exist and D+ f (t) = D− f (t),
then f (t) is differentiable at t in the sense of (8.13). In the real world, functions are
often differentiable everywhere except for a finite number of points, e.g., at kinks or
discontinuities, and functions may be differentiable up to a finite number of times.1

Based on the above, we define one-sided and two-sided finite differences

δ+
h f (t) = f (t + h) − f (t)

h
, δ−

h f (t) = f (t) − f (t − h)

h
, (8.16)

�h f (t) = 1

2

(
δ+
h + δ−

h

)
f (t) = f (t + h) − f (t − h)

2h
. (8.17)

Note that the first in (8.16) approximates the right sided derivative D+ f (t) (if it
exists). How good are the approximations (8.16–8.17)?

Consider the following three points along the graph of f (t) (Fig. 8.3)

A = (t − h, f (t − h)), B = (t, f (t)), C = (t + h, f (t + h)). (8.18)

A, B and C introduce three approximate tangents according to (8.16–8.17). If f (t)
is smooth and h is small, then �h f (t) is expected to do a better job than the δ±

h f (t),
as �h represents their mean.

To estimate the degree of finite difference approximations to (8.13), consider a
smooth function f (t) and its Taylor series expansion about t ,2

f (t + h) = f (t) + h f ′(t) + 1

2
h2 f ′′(t) + 1

6
h3 f (3)(t) + O(h4). (8.19)

Substitution into the expressions (8.16–8.17) gives

1There exists a nowhere differentiable continuous function, constructed by KarlWeierstrass (1872).
For each real t , there exist sequences {tn} and {t ′n} converging to t such that his function satisfies the
inequality lim inf( f (tn) − f (t))/(tn − t) > lim sup f (t ′n) − f (t))/(t ′n − t). See further Sect. 7.5.
2A function f (t) is analytic at t if f (t) has a convergent Taylor series at t to all orders (Chap.2).

http://dx.doi.org/10.1007/978-981-10-2932-5_7
http://dx.doi.org/10.1007/978-981-10-2932-5_2
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Fig. 8.3 Illustration of the
one-sided and symmetric
finite difference
approximations δ±

h and,
respectively, �h to the slope
at B of a function with finite
curvature

δ+
h f (t) = 1

h

([ f (t) + h f ′(t) + O(h2)] − f (t)
)

�h f (t) = 1
2h

([ f (t) + h f ′(t) + 1
2h

2 f ′′(t) + O(h3)]

−[ f (t) − h f ′(t) + 1
2h

2 f ′′(t) + O(h3)]) .

(8.20)

After some cancellations, we have

δ+
h f (t) = f ′(t) + O(h), �h f (t) = f ′(t) + O(h2). (8.21)

Convergence to f ′(t) is linear and quadratic in h by δ+
h and, respectively, �h f (t) as

h becomes small. If f (t) has a second derivative at t , then it may be advantageous
to use �h f (t), giving a good approximation at relatively modest step size h.

Example 8.4. The finite differences δh f (t) and �h f (t) are exact up to linear,
respectively, quadratic polynomials:

f (t) = a + bt : δh f (t) = b, (8.22)

and

f (t) = a + bt + ct2 : �h f (t) = b. (8.23)

This follows readily by the definitions of δh and �h .
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Example 8.5. Continuing with our proverbial apple trajectory (8.5) or (8.6),
consider two snapshots of the apple’s position at instances t and t + h. A
constant horizontal velocity is adequately measured by either δh or �h . In
estimating the velocity downwards from two snapshots, we note the identity

δ+
h f (t) = � h

2
f

(
t + 1

2
h

)
. (8.24)

For a parabolic trajectory f (t) = a + bt + ct2,

δ+
h f (t) = [a + b(t + h) + c(t + h)2] − [a + bt + ct2]

h
= b + 2ct + ch. (8.25)

The error in estimating f ′(t) is ch. By (8.24) and (8.23), δh is exact for the
velocity at intermediate instances t + 1

2h between consecutive snapshots.

Evidently, some care in choosing h is needed. For the periodic motion of a
circular orbit with period P , r(t) = r(t + P), an estimate of the instantaneous
velocity by finite differencing of the position vector is v(t) ≡ dr(t)/dt � �hr =
[r(t + h) − r(t − h)] /2h. Evidently, h � P , since h = P/2 inwould produce zero.

8.1.2 Estimating Acceleration

Finite differencing (8.17) is readily generalized to acceleration. Consider

δ2h f (t) = f (t + h) − 2 f (t) + f (t − h)

h2
(8.26)

to curvature in the graph of f (t). The slope at midpoints t ± h/2 obtains to second
order accuracy

�h f (t − h/2) = δ−
h f (t), �h f (t + h/2) = δ+

h f (t) (8.27)

and (8.26) follows from

h−1 [�h f (t + h/2) − �h f (t − h/2)] = h−1
[
δ+
h − δ−

h

]
f (t). (8.28)

How good is (8.26)? Again, the answer may be obtained by inspection of the
graph of f (t). However, changes in slopes refer to curvature in the graph, and they
are generally difficult to determine by geometrical means or inspection. If f (t) is
smooth and permits a Taylor series expansion to second order, then by (8.19)
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δ2h f (t) = h−2
[{

f (t) + h f ′(t) + h2

2
f (2)(t) + h3

6
f (3)(t) + O(h4)

}
− {}

]
, (8.29)

where {} refers to a repeat expression with h replaced by −h. After cancellations,
we are left with

δ2h f (t) = f ′′(t) + O(h2), (8.30)

showing second order accuracy. Consider once more the linear and quadratic poly-
nomials (8.22–8.23). By direct evaluation, we find

δh f (t) = 2c. (8.31)

So �2
h will be just fine for the measurement of the gravitational acceleration of

the Earth in between successive snapshots taken at equidistant times ti = hi (i =
0, 1, 2, . . .) independent of h.

8.2 Gradient Operator

The nabla operator ∇ is a three-dimensional vector operation. Extending (8.2), it is
defined in Cartesian coordinates by

∇ = i∂x + j∂y + k∂z . (8.32)

Applied to a scalar f = f (x, y, z), such as pressure or temperature, it produces the
vector

∇ f = ∂ f

∂x
i + ∂ f

∂y
j + ∂ f

∂z
k =

⎛
⎝ fx

fy
fz

⎞
⎠ , (8.33)

where subscripts refer to partial differentiation with respect to coordinates.

Example 8.6. Consider a contour plot of a two-dimensional pressure distribu-
tion P(x, y) in the atmosphere shown in Fig. 8.4. Isobars are curves of constant
pressure. Along tangents dτ = dx i + dy j to these isobars

0 = dP = Pxdx + Pydy, (8.34)

that is, ∇P defined by (8.33) is orthogonal to dτ . Along the isobar of 1022
mbar shown, where is ∇P the largest, i.e., where is the maximum of
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Fig. 8.4 Isobars are curves
of constant atmospheric
pressure P , here shown in
mbar ranging from 1008
(low) to 1025 (high). These
isobars are implicitly defined
by the equation P = P0.
Along each isobar, ∇P is a
vector orthogonal to it

|∇P| =
√
P2
x + P2

y ? (8.35)

In a finite difference approximation, we estimate

∇P =
(
P2 − P1

δ
+ O (δ)

)
n (8.36)

along an isobar P = P1 with unit normal n pointing to a neighboring isobar
P = P2, where δ is the distance between them. Considering P1 = 1022 mb
and P2 = 1025 as shown, we have

|∇P| = 3mb

δ
+ O (δ) , (8.37)

maximum over P = P1 occurs at A by inspection.

8.3 Integration by Finite Summation

The converse of differentiation by finite differencing is integration by finite summa-
tion. Consider, for instance, the sum

s1 =
n∑

i=0

v(ti )�t, v(ti ) = δ+
h x(ti ), ti = hi, h = �t. (8.38)

Expanding this sum following the definition of δh , we have
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s1 =
n−1∑
i=0

x(ti + h) − x(ti )

h
�t =

n−1∑
i=0

(xi − xi−1), (8.39)

that is,

s1 = −x0 + x1 + (x2 − x1) + · · · + (xn − xn−1). (8.40)

The expansion on the right is a telescoping sequence, in which all intermediate terms
cancel, leaving

s1 = x1 − x0. (8.41)

Clearly, in estimating the velocity by first-order finite differencing δh gives the exact
result. How about �h? A similar calculation applied to

s2 =
n−1∑
i=1

�hx(ti )�t (8.42)

shows

s2 = 1

2

[
(x2 − x0) + (x3 − x1) + (x4 − x2) + · · · + (xn − xn−2)

]
. (8.43)

After cancellations, we find

s2 = 1

2

[−x0 − x1 + xn + xn−1
] = xn − x0 − 1

2

[
(x1 − x0) + (xn − xn−1)

]
. (8.44)

As an estimate, s2 = xn − x0 +O(h) is therefore first order accurate due to boundary
terms.

In the limit as h = �t drops to zero, s2 agrees with s1, and we write the result as
a Riemann integral

s =
∫ T

0
v(t)dt, (8.45)

where T = nh is kept constant in the process of taking h → 0.
The above serves to integrate a consistency in approximation of integration and

differentiation by the first-order Riemann integral and δ+
h .
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8.4 Numerical Integration of ODE’s

In the geometric relationship between tangent vectors and trajectories, the latter is
the integral of the first. Mathematically, this is described by a first-order initial value
problem, defining trajectories by their tangents supplementedwith an initial direction
at time zero. The general form is a first order ODE is

ẏ = f (t, y), y(t0) = y0, (8.46)

where f (t, y) smooth in that it has a Taylor series expansion about the domain of
time t and y of interest.

The following three integration schemes are illustrative, basedonpiece-wise linear
approximations to the solution using integration along tangent lines. Their applica-
bility relies heavily on the assumed degree of smoothness of the solutions, commonly
considered by Taylor series expansions. (That is, a certain degree of differentiability
of the solutions.) We mention

• Forward Euler, based on finite differencing in time to the right,

ẏ|tn � y(tn + h) − y(tn)

h
: yn+1 = yn + h f (tn, yn), (8.47)

where we use the notation tn = nh. Forward Euler creates a piece-wise linear
approximation based on extrapolation to tn+1 along the tangent at time tn;

• Backward Euler, based on finite differencing in time the time to the left,

ẏ|tn � y(tn) − y(tn − h)

h
: yn+1 = yn + h f (tn+1, yn+1). (8.48)

Whenever f depends on y, the iteration scheme is implicit. It may, in each time
step, require numerical root finding to solve for the yn+1. Backward Euler creates
a piece-wise linear approximation based on extrapolation to tn along the tangent
at time tn;

• Midpoint rule, representing a democratic compromise between the forward and
backward Euler,

ẏ|tn+1 � y(t + h) − y(t)

h
: yn+1 = yn + h f (tn+1/2, yn+1/2), (8.49)

where yn+1/2 = yn + 1
2h f (tn, yn) is an intermediate forward Euler step.

It can be shown that forward and backward Euler are first order and the midpoint
rule is second order over a given time interval.

Figure8.5 illustrates the above on the ODE

f ′(t) = sin t, f ′(t) = et , (8.50)
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Fig. 8.5 Shown are the numerical solution of the ODE’s f ′(t) = sin t and f ′(t) = et (left panels)
with associated errors (right panels)

explicitly showing the different behaviors of the two different Euler methods and the
midpoint rule.

The Runge-Kutta method aims at fourth-order accuracy. It again uses integration
along tangents, now using four slopes, one evaluated at tn , two times at the mid point
tn+1/2 and one at tn+1, namely

k1 = f (tn, yn),
k1+i = f (tn+1/2, yn + 1

2hki ) (i = 1, 2)
k4 = f (tn+1, yn + hk3),

(8.51)

and

yn+1 = yn + h

6
(k1 + 2k2 + 2k3 + k4) , (8.52)

where tn = nh as before. It can be shown that the truncation error δn = yn − y(tn)
is fourth order in the time step h, provided that f (t, y) is sufficiently smooth.

If f (t, y) = f (t) in (8.46) does not depend on y, then the Runge-Kutta method
reduces to (Fig. 8.6)
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Fig. 8.6 Illustration of the
Runge-Kutta method applied
to the ODE d f (t)/dt = F(t)
by an explicit time step to tC
from tA along
l : y(t) = f (tA)+k4(t−tA),
based on a weighted average
k4 of slopes at times tA, tB
and tC

k1 = f (tn),
k2 = f (tn+1/2), k3 = k2
k4 = f (tn+1, yn + hk2),

(8.53)

and

yn+1 = yn + h

6
(k1 + 4k2 + k4) . (8.54)

8.5 Examples of Ordinary Differential Equations

For illustrative purposes, we here discuss three nonlinear problems in ordinary dif-
ferential equations solved by numerical integration.

8.5.1 Osmosis

Following Sect. 4.2, consider osmosis through the semi-permeable membrane of an
egg (hypertonic) in a glass of water (hypotonic), after dissolving its hard outer
shell. The egg takes in water to dilute concentrations of various solutes within. It
hereby increases its total mass m(t) with time. According to van’t Hoff, dm(t)/dt
is proportional to the excess concentration inside over that outside,

[c] = c − c0, c = N

V
, (8.55)

http://dx.doi.org/10.1007/978-981-10-2932-5_4
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Fig. 8.7 Numerical
integration by a Runge-Kutta
method of (8.57) modeling
osmosis by an egg put in a
hypotonic and hypertonic
solution with initial data
y0 = 1/2 and, respectively,
y0 = 3/2. Equilibrium
attains at the stationary point
y = 1

and the product of temperature T , permeability μ and area A of the membrane. Here,
c is expressed in terms of the total number of solute molecules N in the volume
V = m/ρ of the egg with mass-density ρ � ρ0 effectively equal to that of water (ρ0).
As a result,

dm(t)

dt
= A μkBT

[
ρ0N

c0m(t)
− 1

]
c0, (8.56)

where A = 4πr2 = (36π)
1
3 (N/c0)2/3y2/3 is the surface area of the membrane, kBT

denotes the Boltzmann constant and y = mc0/(Nρ0) is the dimensionless mass of
the egg. Then

dy(τ )

dτ
=

[
y− 1

3 − y
2
3

]
, (8.57)

where τ is dimensionless time, scaled by c4/30 (36πN )
1
3 μkBT , that depends only

on temperature. (We shall ignore variations μ as the egg expands.) This nonlinear
equation (8.57) shows a stationary point y = 1, corresponding to vanishing con-
centration differences. The initial condition c − c0− > 0 defines y(0) < 1, giving
dy(τ )/dτ > 0. A detailed picture of the solutions obtains by numerical integration
shown in Fig. 8.7, here by application of a Runge-Kutta integration.

8.5.2 Migration Time of the Moon

The Earth-Moon system is a binary with most of the angular momentum in the
Moon’s orbital motion. Table8.1 labels the pertinent quantities.
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The Moon is receding at a rate of v = 3.8 cm yr−1 at a mean orbital distance of
r = 3.8× 1010 cm. This puts the Moon back to Earth on a characteristic time scale

tm = r

v
� 10Gyr, (8.58)

consistent with the Earth-moon age of about 4.5 Gyr. There has been a grad-
ual expansion of the orbit by a gain in orbital angular momentum J = mj ,
j = √

GM(1 − e2)a, powered by a tidal torque from the Earth’s rotational motion.
Here, m denotes the Moon mass, m/M� � 1/81, M� = 5.97 × 1027 is the Earth
mass, a is the Moon’s orbital semi-major axis with ellipticity e, G is Newton’s con-
stant. Presently, e is a mere 5%. In what follows, we shall assume circular orbits with
a = r .

To streamline our discussion, we consider the total energy and total angular
momentum

H0 � E + H�, J0 � J� + J� (8.59)

in terms of the Earth’s energy E in angular momentum J� and the Moon’s orbital
energy H� and angular momentum J�. In the approximation of circular orbit, the
Earth-Moon system is virialized, 2Ek +UN = 0, where Ek is the total kinetic energy
in orbital motion of the Earth and Moon about the center of mass (CM) and UN

denotes their Newtonian binding energy.

Example 8.7. The equation M�r1 = mr2 expresses the distances r1 and r2 of
the Earth and, respectively,Moon to theCM.As a result, r1 = mr/(m+M�) �
rm/M� � r/81, where r = r1 + r2 denotes the Earth-Moon separation. With
r � 380,000km and R� � 6000 km, it follows that r1 � 4700 km < R�,
i.e., the CM falls well within the Earth’s radius of the Earth. As a result, (a)
the Earth’s total energy is E essentially in angular momentum I��, i.e., E =
(1/2)I�2

�
in terms of the moment of inertia I � (2/5)M�R2

�
, R� = 6×108;

(b) H� � −(1/2)UN , and hence H� � −GMm/2a � GMm/(2r) when
specialized to a circular orbit satisfying a = r ;

Ignoring spin, we have H� � −GMm/2r in the approximation of a circular
orbit. The total energy and angular momentum in the Earth-Moon system, therefore,
satisfies

H0 � E − GMm

2r
, J0 � J� + mj, (8.60)

where j = √
GM�r . Importantly, J0 is conserved whereas H0 is not, in the process

of tidal dissipation into heat.
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In the above, kinetic energy in theMoon’s radial migration is completely ignored.
Though intuitively obvious, the following is makes this precise.

Example 8.8. In radial migration, the kinetic energy ek = 1
2m (dr/dt)2 =

5.35 × 1011 erg s−1 = 530 kJ is no more than a one daily exercise, hereby
satisfying e/H� = 1.4 × 10−24.

Earth’s spin-down by tidal interaction conserves J0 in (8.60). Tidally locked to
its orbit, the Moon’s angular velocity is so low that its spin angular momentum does
not partake in this process. By now, most of the Earth’s spin angular momentum has
been transferred to the Earth-Moon orbital motion,

I�

mj
= 2

5

(
M

m

)(
R

r

)2 (
�

ω

)
� 1

4
. (8.61)

By the first law of thermodynamics, the Earth’s rotational energy 1
2 I�

2 is grad-
ually transferred to the Moon, H� � −GMm/(2a), and heat, by tidal dissipation
at

W = (� − ω)
d Jm
dt

� 3TW, (8.62)

where 1 TW = 1012W, or about 6 mW m−2. Since presently �/ω � 30, the Earth’s
rotational energy is mostly dissipated into heat (below), producing expansion of the
moon’s orbit at a mere three percent efficiency. Even so, W is negligible compared
to the Earth’s luminosity of infrared radiation L = 4πR2

�
σT 4 � 1.6× 1024 erg s−1.

This result (8.62) follows directly from Ḣ� = −H�ṙ/r , J̇� = J�ṙ/2r , ṙ/r =
1.205 × 10−7 s−1. With H� = 3.86 × 1035 erg, J� = 2.87 × 1041 erg s, we have

Ḣ� = 1.22 × 1018 erg s−1 = 0.12 TW, J̇� = 4.55 × 1023 erg. (8.63)

where 1TW = 1012 denotes one terawatt.
Transfer of angular momentum in the Earth’s spin to the orbit of the moon is prin-

cipally a dissipative process, proportional to the phase-lag �ϕ between the Earth’s
tidal bulge and direction to the Moon. Gain in specific angular momentum of the
Moon hereby scales as

d j

dt
∝ h

r3
sin (2�ϕ) , (8.64)

where h ∝ r−3 denotes the Earth’s tidal deformation amplitude and r−3 is the
gravitational coupling of the Earth’s quadrupole moment back to the moon. It moves
over the Earth’s surface with tidal frequency
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ω′ = 2(� − ω). (8.65)

Conserving J0, we have J̇� = − J̇� = 4.55× 1023 erg. Given E = J 2
�

/(2I ), we
have

− Ė = − J�

I
J̇� = −�� J̇� = D + Ḣ� (8.66)

where D denotes the tidal dissipation rate. Given �� J̇� = 3.3 × 1019 erg s−1 =
3.3TW, most of the Earth’s spin energy is dissipated at a rate D = −Ė − Ḣ� =
3.2 TW or about 6.6 mW m−2—much too small to raise the surface temperature of
the Earth.

For the Earth, tidal dissipation is mostly in the oceans, more so than in the Earth’s
mantle by a factor of a few. The rigidity μ of the latter has a Maxwell time τM =
ν/(μ/ρ), where ν (cm2 s−1) is the kinematic viscosity, [μ/ρ] = cm2 s−2 and ρ is
the mass density. The dimensionless tidal frequency τM(� − ω) is sufficiently high
[1] to give a near-elastic deformation of the mantle with relatively small dissipation
compared to (8.62) [2].

Tidal dissipation in ocean currents is presently near-resonance with the Atlantic
at tidal frequency (8.65) at high Q-factor. A starting point for modeling (8.64), then,
is the forced pendulum equation,

ḧ(t) + 2iεω0ḣ(t) + ω2
0h(t) = ω2

0 A sin(ω′t), (8.67)

where ω0 denotes its eigenfrequency, ε is the damping coefficient and A ∝ r−3

denotes the tidal interaction strength. Figure8.8 illustrates that (8.67) features dis-
tinct limits to forcing to the left or right of ω0 with phase-lag �ϕ (and hence dissipa-
tion) proportional to ε(ω/ω0) and ε(ω0/ω) at low, respectively, high frequency. The
amplitude approaches a constant or decays with (ω0/ω)2 in the same two limits.

Let τ = (t0 − t)/tm denote the look back time satisfying τ = 0 at present and
τ = 0.45 a the timeof birth of theMoon, scaled by themigration time tm . Normalizing
(8.64) to j = 1 and d j/dτ = 1 at present, we have

d j

dτ
= − p

Z j12
(8.68)

where p = sin(2�ϕ)/sin(2�ϕ0) and Z = z/z0 are given by tan�ϕ = V/ |U | and
z = √

U 2 + V 2, U = F2 − ω2
0, V = 2εω0F , normalized by the present values

p0 = p(1) and z0 = z(1) at j = 1, with forcing at the normalized tidal frequency

F( j) = 5.016
(
1 − 0.7938 j − 0.006833 j−3

)
, (8.69)

satisfying F( j) = 1 at present j = 1 conform (8.61). Importantly, (8.69) defines
two stationary points in (8.68)
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Fig. 8.8 (Left) Trajectory of the Earth-moon system shown in the amplitude-frequency diagram of
a forced pendulum with constant Q-factor and resonance frequency ω0, the latter close to today’s
tidal frequency. Starting from an unstable geostationary orbit with vanishing tidal angular frequency
ω′, passage through resonance reaches a state of maximal tidal frequency in the inertial range
ω′/ω0 � 1. As the Earth continues to spin down, the trajectory approaches resonance from the right,
representative for the current state of the Earth-moon system. (Right) Shown is the dimensionless
tidal angular frequency F( j) as a function of the dimensionless specific angular momentum j of
the moon’s orbit, normalized to j = 1 at present, satisfying F(1) = 1. It shows an extremum of
about 3 when the moon was at 16% of its present distance and two stationary point F( j) = 0,
corresponding to synchronous orbits satisfying � = ω

Table 8.1 Relevant quantities to the Earth-Moon system at present

Object Mass Radius ω Erot Jspin Jorb

Earth M� R� �� E J� ∼0

Moon m R� �� ∼0 ∼0 J�

F( j) = 0 : j0 = 0.2011, j1 = 1.2554 (8.70)

in the past and, respectively, future. At these points, � = ω suppresses any tidal
torque. The first corresponds to a position when the Moon was about 28 times closer
to the Earth at r0 � 2.2R�; the second will occur at about 100 R�. Our model,
therefore, describes migration across this range.

In the formulation (8.68),we can explore various channels for dissipation, by spec-
ifying scalings for damping as a function of tidal amplitude and frequency (Table8.1).

Insisting on a migration time equal to the age of the Moon, Table8.2 lists the
present-day damping coefficient ε0 in various scalings of ε with respect to tidal
amplitude and frequency. The results obtain by Runge-Kutta integration of (8.68)
(Fig. 8.9), and indicate that most of the migration time of the moon is associated with
the last 40% of its current distance following a sharp initial transition. This early
start is the eviction from the instable synchronous orbit at the first root F( j0) = 0.
Observational data point to a present-day Q-factor Q0 = 1/2ε0 satisfying 5 < Q <

30 (0.017 < ε0 < 0.100). According to Table8.2, this suggests a preferred scaling
with both tidal amplitude and frequency.
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Table 8.2 Present-day damping coefficient ε0 and Q-factor inmodels of scalingwith respect to tidal
amplitude and frequency for consistency with the moon’s age of 4.52Gyr, assuming near-resonance
today (ω′

0/ω0 = 1.11)

Scaling ε ε0 Q

Stokes’ limit ε0 0.1365 3.7

Tidal frequency ε0F 0.0860 5.8

Tidal amplitude min {1, ε0h} 0.0527 9.5

Tidal
amplitude-frequency

min {1, ε0hF} 0.0366 13.7

Fig. 8.9 Integration of (8.68) on the Moon’s migration with damping ε = min{1, ε0hF} (ε0 =
0.0366) as a function of dimensionless look back time τ from j = 1 at τ = 0 to τ = 0.452 at
j = 0.2011. Note the sharp transition at τ = 0.452, representing rapid eviction of the Moon’s from
its initial position

Integration back to the onset of migration at the first zero j = 0.2011 of F( j)
shows that the Earth’s initial angular velocity �0 was quite high. (It then contained

all of the angular momentum.) Let �b =
√
GM�/R3

� denote the Earth’s angular
velocity at break-up. Then by (8.61),�0/�b � 5�/�b � 30%prior to the formation
of theMoon. Such high spin rate (normalized to break-up) is essentially that of Jupiter
today (�/�b = 28%). The associated Coriolis forces give rise to Jupiter’s extreme
weather patterns. By virtue of the moon as a deposit for J0, Earth attained slow spin
allowing for our presently clement global climate [8].
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Table 8.3 Cosmological evolution according to the scale factor in three-flat Friedman-Robertson-
Walker line-elements (8.71) in units with velocity of light equal to 1

Phase a(t) H RH

de Sitter eH0t H0 H−1
0

Radiation dominated a0
(

t
t0

) 1
2 1

2 t
−1 2t

Matter dominated a0
(

t
t0

) 2
3 2

3 t
−1 3

2 t

All of the above was quite different in the past, inferred from the scaling of torque
J̇� ∝ r−6. When the Moon was at 50% (10%) its current distance, the tidal torque
was 64 (one million) times stronger. While we live in a quiet time now, times were
quite violent for some time following the Moon’s birth.

8.5.3 Cosmological Expansion

On the largest scales, the Universe is well described by a homogeneous isotropic
universe described by the Friedmann-Robertson-Walker line-element

ds2 = −dt2 + a(t)2(dx2 + dy2 + dz2). (8.71)

Choices of a(t) describe various possible phases in the evolution of the universe
(Table8.3).

Observations of Type Ia supernovae [3] show a finite Hubble parameter and a
negative deceleration parameter

H = ȧ

a
� 70 kmMpc−1 s−1, q = − äa

ȧ2
< 0. (8.72)

These data reveal a Universe in a state of accelerated expansion.
We also detect a Cosmic Microwave Background (CMB) in black body radiation

at a temperature of about 2.7K [4] in radio emission with peak brightness frequency
ν = 160GHz. This forms a relic of the surface of last scattering at an age of about 379
kyr at recombination to neutral matter (mostly hydrogen and helium) at a temperature
of TSLS � 3000 K. At this point in time, matter and radiation decoupled. Subject to
gravity, matter aggregated to form stars and galaxies and radiation formed the present
CMB following adiabatic expansion by a factor of TCMB/TSLS � 1/1100. During
most of this epoch, the universe was essentially matter dominated. Gravitational
self-binding suggests, therefore, a gradual deceleration in cosmological expansion,
i.e., q > 0. (Whence the name “deceleration parameter.”) However, observed is
accelerated expansion!

The content of the universe can be normalized to the critical closure density

ρc = 3H 2

8πG
(8.73)
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delineating re-collapse in the distant future from eternal expansion in a three-flat
universe with � = 0. Gravitational attraction by matter at a density ρ = ρc would
bring H to zero at late times. Let �M = ρM/ρc defines the fractional content of
mass in the Universe. A further content of energy unseen, dark energy, is ��. For a
three-flat universe, conservation of total energy3 implies

�M + �� = 1. (8.74)

The Einstein equations provide a suitable starting point for a dynamical equation
of motion for a(t). Reduced to (8.71) above, we have

q = 1

2
�M − ��. (8.75)

Since �M > 0, the detection (8.72) shows �� > 0, leaving us with one the greatest
mysteries in the Universe, to explain the nature of dark energy.

To explore (8.75), consider a constant �. This framework is commonly referred
to as �CDM, where CDM refers to cold dark matter,

ρ = ρ0

(a0
a

)3
, (8.76)

mostly also unseen since the observed galaxies satisfy �b � 4.5%. In this event,
(8.75–8.76) define the Friedman equations

(
H

H0

)2

= ωM

(
a

a0

)−3

+ ω�,
ä

a
= −1

2
ωM

(
a

a0

)−3

+ 1

3
�, (8.77)

where ωM and ω� are the values of �M and, respectively, �� today with Hubble
parameter H0. These two equations are consistent. With ω� = �/3, the second
equation is the time derivative of the first.

With the initial conditions a(0) = a0 and H(0) = H0, either one of the two
Friedman equations (8.77) is readily integrated numerically backwards in time, e.g.,
by Runge-Kutta. Note that the second equation can be cast into a first-order system
b(t) = ȧ(t) and ḃ(t)/a(t) defined by the right hand side of (8.77). Figure8.10 shows
the results as a function of redshift

a

a0
= 1

1 + z
. (8.78)

Figure8.10 shows results for both�CDMand a candidate dynamical dark energy

� = (1 − q)H 2 (8.79)

3This is a consequence of the Bianchi identity—the boundary of a boundary is the empty set—in
the Einstein equations.
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Fig. 8.10 Numerical integration by a Runge-Kutta method of (8.77) modeling the expansion of the
Universe with constant � (�CDM, thin lines) and a dynamical � (thick lines), shown as a function
of redshift in a window around z = 0. The two curves in each case refer to different values of q
today. These two alternatives produce different rates of transition to the present q(0) < 0, which is
relatively slow in �CDM

representing low energy vacuum fluctuations associated with the cosmological hori-
zon [5]. While a detailed derivation of (8.79) falls outside the scope of the present
discussion, a hint derives from dimensional analysis based on c and G alone. The
quantities

L0 = c5

G
, p0 = − L0

cAH
(8.80)

define a unit of liminosity and a unit of pressure on the cosmological horizon with
radius RH = c/H and area AH = 4πR2

H . In the de Sitter limit of an empty universe,
all quantities are Lorentz invariant, whereby p0 has an associated energy density
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ρ0 = −p0. It follows that

�� = ρ0

ρc
= 2

3
, (8.81)

corresponding to the limitq = −1 in (8.79) and close to today’s state of theUniverse.4

In geometrical units, (8.81) is seen to derive from [√�] = cm−1 as a surface
energy density, rather than [�] = cm−2 as a volume energy density. The first points
to holographic origin of our accelerated expansion in the cosmological horizon. As a
surface density, [�] defines a transition radius rt = √

RgRH around a mass M with
gravitational radius Rg = GM/c2. Applies to a galaxy of mass M = M111011M
,
it defines a characteristic radius

Table 8.4 Overview of finite differencing and its applications

1. Vector fields can be differentiated and integrated by applying the
rules of calculus to their components in a given coordinate system.
Differentiation can be approximated by finite differencing based
on one- or two-sided difference operators δ±h and Δh. For smooth
functions, they are first and second order accurate, respectively.
For linear or quadratic polynomials, δ±h and Δh, respectively, are
exact. Integration by finite summation is a converse of finite
differencing. It recovers exact results - the Riemann integral - in
the limit as the step size goes to zero.

2. Euler’s method provides numerical integration of ordinary dif-
ferential equations based on successive linear extrapolations, for-
wards or backwards in time.

3. Runge-Kutta integration provides fourth-order accuracy, based
on averaging linear extrapolations at intermediate time-steps.

4. Numerical integration provides a powerful tool to study a great
diversity of dynamical systems, e.g., osmosis (8.57), the Earth-
Moon migration (8.67) and cosmological evolution (8.77). The
latter is model dependent on dark matter and dark energy. Di-
mensional analysis in geometrical units points to a holographic
origin in or association with the cosmological horizon.

4In geometrical units, L0 = 1 and �� = 2/3 represent scales in the hyperbolic and, respectively,
elliptic part of the Einstein equations defined by c and G.
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rt = 4.7 kpcM1/2
11 , (8.82)

which is typical for distances beyond which dark matter becomes apparent in galaxy
rotation curves.

Table8.4 summarizes this discussion.

8.6 Exercises

8.1. Consider the magnetic flux passing a sphere of radius R about a magnet at its
center, aligned with the vertical axis corresponding to θ = 0 in a spherical coordinate
system (r, θ,ϕ). The magnetic field B at the north pole θ = 0 is B = B0k, where k
denotes the unit normal along θ = 0. We define

Bn = B · n (8.83)

to be the normal component of B to the sphere in terms of the unit outgoing normal
n and consider the total magnetic flux through a polar cap

�(θ) = 2πR2
∫ θ

0
Bn(θ)dθ (8.84)

Sketch themagnetic field lines around themagnet and determine Bn at θ = 0,π/2,π.
What is �(0) and �(π)? Obtain a Taylor series approximation to �(θ) about θ = 0.
For what θ is �(θ) maximal? Sketch �(θ) for all θ. Compare your results with elec-
tric flux �(θ) similarly defined for a central charge Q.

8.2. A superconducting quantum interference device (SQUID) is a magnetic sensor
that probes magnetic flux down to the quantum level �0 = hc/e � 4 × 10−7 G
cm2. Consider a SQUID of surface area 1 cm2. Plot the graph of the magnetic field
detected by the SQUID as a function of an external magnetic field of strength that
ranges continuously from 0 to 15 G.

8.3. A magnetic dipole is located next to a straight current wire of infinite length.
Initially, the magnetic moment μ of this dipole is parallel to the current wire. Sketch
the subsequent motion of the dipole moment, when left free to move. [Hint.A dipole
with an external magnetic field has a potential energy U = −μ · B and experiences
a torque τ = μ × B.]

8.4.Consider a function f (t) as a function of t on the real line and the finite difference
expression

Dh f (t) = f (t + h) − f (t − h)

2h
(0 < h � 1). (8.85)
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1. If f (t) = t2, sketch the graph of f (t) and its derivative f ′(t) = d f (t)/dt .
2. If f (t) = t2, show that Dh f (t) = f ′(t) and explain your result.
3. If f (t) = et , is Dh f (t) > f ′(t) or Dh f (t) < f ′(t)?
8.5. Consider the initial value problem describing the electrical discharge of a capac-
itor over a resistor with time scale τ ,

ẏ(t) = −1

τ
y(t), y(0) = 0. (8.86)

Choose τ = 1.

• Write down the analytic solution for t ≥ 0.
• Write down an iterative scheme for forward Euler using a step size �t = h and
integrate up to T = 10 using h = 1/2n for various n.

• Make a graph of the logarithm of the error at T = 10 as a function of n. Verify
that accuracy is first order.

• Apply backward Euler method and the midpoint rule. Verify that they produce
first and second order accuracy, respectively.

8.6. Consider the initial value problem for osmosis in Sect. 8.3. Allow the perme-
ability of the membrane to increase with area, e.g., μ = μ0 + μ1A. Modify (8.57)
accordingly in consider the effect of μ1 > 0 on the swelling time by numerical inte-
gration.

8.7. Following the two-dimensional root finding problem F(x, y) = 0 for

F(x, y) =
(

f1(x, y)
f2(x, y)

)
=

(
xy

x2 + y2 − 1

)
(8.87)

• Determine the roots (x, y) by inspection.
• Compute the Fréchet derivative A = DF(x, y) and its determinant.
• Compute the inverseA−1 and determine the locus where its determinant vanishes.
• Following an initial guess (x0, y0) = (1, 1/2), calculate (x1, y1) by Newton’s
method and sketch this iteration in the (x, y) plane.

• Compute subsequent iterations and observe the rate of convergence.

8.8. Radial free fall of a test particle in Newtonian gravity satisfies5

r̈ = −GM

r2
, (8.88)

where r denotes the distance to a central mass M and G is Newton’s constant. Its
trajectory satisfies the Hamiltonian

H = 1

2
ṙ2 − GM

r
. (8.89)

5Free fall in Schwarzschild spacetime is reviewed in Appendix C.
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For free fall of particle initially at rest at a distance R, show H < 0 and derive the
free fall time scale

t f f = πR
3
2

2
√
2GM

. (8.90)

The problem of free fall is singular as time approaches t f f . For numerical integration,
we can regularize (8.88) as

r̈ = − GM

r2 + ε2
(8.91)

with ε small. Show that (8.91) derives from

F = Re

{
1

(r + iε)2

}
. (8.92)

Since (8.91) has a Hamiltonian, initial data with H < 0 produce bound orbits that
extend for infinite time. Argue that these orbits are periodic. Putting GM = 1 and
R = 2, use numerical integration to calculate t f f from the minima in r(t).

8.9. In Fig. 8.2, assume that the two snapshots are separated by 0.5 s. Consider the
car center left. Estimate its projected west-bound grid velocity by finite differencing.
Next, assume a true motion north-west and a grid spacing of about 2m at the location
of the car (along the horizontal). Estimate the true velocity of the car.

8.10. For a quadratic expression u = x2, use the midpoint rule for an exact result
�u = Anh for �u = un+1 − un on a uniform grid xn = nh.

8.11. Apply δ±
h and �h to

(i) f (x) = 2x; (i i) f (x) = x2; (i i i) f (x) = e2x (8.93)

and identify the order of accuracy by explicit error estimates.

8.12. Based on the midpoint rule (8.42), consider the trapezoidal rule of integration

h
k−1∑
k=0

f (xk) + f (xk+1)

2
= h

2
( f (x0) + f (xn)) + h

n−1∑
n=1

f (xk), (8.94)

where xk = kh. Apply it to integrate the functions in (8.93) and obtain error estimates.

8.13. Consider the explicit time-stepping scheme defined by the approximation
δ+
η u = δ+

h u for the first order wave equation ut = ux in (t, x), where η = �t and
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h = �x . Derive the Courant-Friedrichs-Lewy (CFL) condition C = �t/�x < 1
necessary for stability. [Hint. Consider u(t, x) = ei(ωt+kx) with real k. Stability
requires Im ω > 0].

8.14. Apply δ±
h and �h to

(i) f (x) = 2x; (i i) f (x) = x2; (i i i) f (x) = e2x (8.95)

and identify the order of accuracy by explicit error estimates.

8.15. In the limit of a self-gravitating fluid of mass M and radius R (with zero elas-
ticity), show that the zero-frequency tidal deformation amplitude h0 by a perturber
of mass m at a distance r is of order

h0 =
(
R

r

)3 ( m

M

)
R � 30 cm, (8.96)

where result on the right hand-side applies to the Earth-moon system.

8.16.Tidal dissipation in the oceans is complicated by the diversity of linear and non-
linear dissipation processes. TheUrsell number [6] expresses the ratio of nonlinear to
dispersive interaction in ocean waves. Based on scaling, argue that for shallow water
waves with propagation speed cs = √

gd in oceans of depth d, where g = 9.8ms−2

is Earth’s gravitational acceleration, the Ursel number satisfies

Ur = hg

ν2d2
� 300 ×

(
h

0.3m

) (
d

4000m

)−2 (
P

12 h

)2

� 1 (8.97)

8.17. For a rotating black hole of mass M described by the Kerr metric, we can para-
metrize the angular momentum as J = M2 sin λ [7], so that � · J = M sin2(λ/2)
and Erot = 2M sin2(λ/4). Derive (3.33).

8.18. Consider a neutron star of mass M = pM
 with uniform mass density ρ and
radius R = q10 km.

1. Calculate the moment of inertia from the volume integral

I =
∫
V

ρr2d3x (8.98)

over the volume V = (4π/3)R3 of the star and express the result in terms of the
scale factors p and q.

2. Held by self-gravity, calculate the maximal angular velocity � before break-up.

http://dx.doi.org/10.1007/978-981-10-2932-5_3
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Fig. 8.11 The problem of a
moving bar in an external
magnetic field with resistive,
capacitive and inductive
loads

Fig. 8.12 The problem of an
oscillating coin in a parallel
plate capacitor

3. What is the maximal rotational energy Erot of the neutron star? [Hint: The
rotational energy satisfies Erot = (1/2)I�2.]

4. What is the maximal ratio Erot/E0, expressed relative to the rest mass energy
E0 = pM
c2. Here, c denotes the velocity of light.

8.19. In electrodynamics, the motion of a conductor in an external magnetic field can
as a dynamo or an actuator by, respectively, Faraday’s law of induction and Lorentz
forces. Consider a bar of mass m in an external magnetic field, sliding over two
electrically conducting rails connected to different kinds of loads, namely, a resistor
R, a capacitorC and an inductor L . If the bar is set intomotion by a constant force and
left alone after some time, (a) derive the ordinary differential equation for the motion
for each of these three different loads, and (b) indicate the associated Poynting flux
S = cE × B/(4π) about the bar and load (Fig. 8.11).

8.20. A coin in the form of a thin disk of radius R and mass m is suspended by a
long wire of length L in a gap of size d of a parallel plate capacitor (Fig. 8.12). The
plates have initially a charge Q. As a result, the coin will electrostatically bounce off
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the plates, transferring a discrete current between them. (a) Show that the frequency
at which the coin bounces is a linear function of the capacitor voltage. What is the
current mediated by the coin and how does Q evolve over time? [Hint. Assume
R � d � L and work in the small angle approximation.] (b) If the capacitor is held
horizontally, so that the coin moves up and down in Earth’s gravitational field, does
the frequency change?

8.21. Consider the motion of an electron with charge q = −e and mass m moving
freely in a uniformmagnetic of strength B. Derive the Larmor frequencyω = eB/mc
of circularmotion from (a) Lorentz forces in the laboratory frame of reference and (b)
Faraday induction in the frame comovingwith the electron, both in the nonrelativistic
limit (velocities much smaller than the velocity of light).
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Chapter 9
Perturbation Theory, Scaling and Turbulence

Systems often contain various scales that parameterize solutions. Their limits, large
or small, may define leading order behavior that can be derived directly from approx-
imate equations, rather than limits of exact solutions to the original equations. Occa-
sionally, multiple scales may coexist, e.g., short periods of oscillation subject to slow
decay by dissipation. Furthermore, the order of a system may depend on the choice
of scale. For instance, the Reynolds number determines whether fluid flow onmacro-
scopic scales is dominated by inertia or viscosity; or whether a rheological medium is
effectively fluid or elastic, in the limit of small or large dimensionless frequency τMω
given by the Maxwell time times the angular frequency ω. For instance, suspending
a pendulum in air or syrup produces the fundamentally different results of damped
oscillations or exponential decay, effectively described by a second and, respectively,
first order ordinary differential equation. In more complex fluid motion, such change
of order naturally occurs in transition to free flow away from a solid boundary.

Below, we look at some illustrative examples in gravitation, seeking approxima-
tion solutions to problems with a small parameter by perturbation theory.

9.1 Roots of a Cubic Equation

The function

N = 1 − 2M

r
− 1

3
�r2 (9.1)

describes the redshift factor in Schwarzschild black hole of mass M in a de Sitter
space defined by the cosmological constant � > 0. The zeros N = 0 denote event
horizons, given by the zeros of
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p(r) = r − 2M − 1

3
�r3. (9.2)

As a cubic polynomial, p(r) attains a double zero when p(r) = p′(r) = 0, i.e.,
when

�M2 = 1

9
. (9.3)

Three distinct zeros exist whenever �m2 < 1
9 , when M is inside a larger de Sitter

space. When � = 0, the black hole event horizon is at the Schwarzschild radius
RS = 2M ; when M = 0, the cosmological de Sitter horizon is at RdS = √

3/�. To
calculate these radii when both M and � are nonzero, we might use exact solutions
to p = 0. However, envisioning a small cosmological constant, it seems prudent to
consider �M2 � 1

9 as a small parameter. We therefore seek roots of

u − 1 − εu3 = 0 (9.4)

by a regular perturbation of the normalized Schwarzschild radius u = r/2M due to
� as a function of ε = 4

3�M2. Substitution of the expansion

u = 1 + εu1 + ε2u2 + · · · (9.5)

into (9.4) gives

(· · · ) ε + (· · · ) ε2 + · · · = 0 (9.6)

is to hold for all 0 ≤ ε � 1. Hence, the coefficients (· · · ) should all vanish. From
the coefficient of ε, we have u1 = 1, showing

u = 1 + ε : r = 2M (1 + ε) , (9.7)

i.e., the black hole slightly expands in a de Sitter space. To consider the perturbation
of the de Sitter horizon by M , we multiplying (9.4) by

√
ε,

v − √
ε − v3 = 0, v = √

εu, (9.8)

and purse a regular expansion n the small parameter δ = √
ε,

u = 1

δ

(
1 + δu1 + δ2u2 + · · · ) . (9.9)

Substitution into (9.8) gives

1 + δu1 + δ2u2 + · · · − δ − (
1 + 3δu1 + O(δ2) + · · · ) , (9.10)
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showing u1 = − 1
2 and hence

u = 1 − 1

2
δ : r =

√
3

�
(1 − δ) . (9.11)

The above shows that, for 0 < ε � 1 (9.4) presents a regular perturbation equation
for the event horizon of the black hole, yet a singular perturbation for the de Sitter
horizon—the latter being non-existent in the limit ε = 0.

9.2 Damped Pendulum

To illustrate these ideas, consider motion of a damped linearized pendulum of a mass
m suspended by a rod of length l in terms of a deflection angle ẋ , described by

ẍ + αẋ + ω2
0x = 0, (9.12)

where ω0 = √
g/ l denotes the fundamental frequency in the presence of Earth’s

gravitational acceleration g. Here, mlẍ is the inertial force, mgx the restoring force
and αẋ (α ≥ 0) is a viscous force with [α] = 1/s. As a linear equation, the general
solution of (9.12)

x(t) ∝ Re eiλt (9.13)

is determined by the eigenvalue λ, given by the complex-valued frequency

λ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

√
ω2
0 − 1

4α
2 + i 12α (α < 2ω0),

i 12

[√
α2 − 4ω2

0 + α

]
(α > 2ω0),

(9.14)

allowing us to write down exact solutions, i.e., a damped oscillation or purely expo-
nential decay

x(t) =

⎧
⎪⎪⎨

⎪⎪⎩

e− 1
2 αt cos

(√
ω2
0 − 1

4α
2t

)
(α < 2ω0)

e
− 1

2

[
α+

√
α2−4ω2

0

]
t

(α < 2ω0).

(9.15)

However, it is often more instructive to focus on limiting cases. In case of small
viscosity, using

√
1 + ε2 � 1 + 1

2 ε
2 (0 ≤ ε � 1) and setting ω0 = 1, we obtain the

asymptotic expression
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x(t) � e− 1
2 αt cos

([
1 − 1

8
α2

]
t

)
. (9.16)

Further insight is gained by deriving (9.16) directly from (9.12), rather than the exact
solution (9.15). To study the limit of small viscosity, we consider the (9.12) with
ω0 = 1 and ε = α as a small parameter,

ẍ + εẋ + x = 0 (0 ≤ ε � 1), (9.17)

and consider the perturbation expansion

x(t) = x0(t∗, τ ) + εx1(t∗, τ ) + ε2x1(t∗, τ ) + · · · (9.18)

in terms of a fast and slow time1

t∗ = (
1 + ε2ω2 + ε3ω3 + · · · ) t, τ = εt. (9.19)

In the application to (9.17), we suppress the first-order term εω1 (Exercise 9.1.)
Substitution into (9.17) with

d
dt xi = xit∗

(
1 + ε2ω2 + · · · ) + εxiτ

d2

dt2 xi = xit∗t∗
(
1 + 2ε2ω2 + · · · ) + 2εxit∗τ + ε2xiττ + O

(
ε3

) (9.20)

and collecting terms of the same order in ε obtains

L(x0) = 0,

L(x1) = −x0t∗ − 2x0t∗τ ,

L(x2) = −x1t∗ − 2x1t∗τ − 2ω2x0t∗t∗ − x0ττ

(9.21)

in the notation L(x) = xt∗t∗ + x . For ε ≥ 0, (9.17) the total energy is non-increasing,
i.e.,

H = 1

2
ẋ2 + 1

2
x2 : d

dt
H = −εẋ2 ≤ 0, (9.22)

and hence we seek solutions that are bounded. For this reason, the right hand side
in the second and third equation of (9.21) cannot be on resonance, i.e., should not
contain the fundamental harmonic ω0 = 1. Consider

x0(t∗, τ ) = A(τ ) cos t∗ + B(τ ) sin t∗ (9.23)

1With ω0 = 1, time refers to total phase. In the present two time-scale problem, stretched time(
1 + εω1 + ε2ω2 + ε3ω3 + · · · ) t is here accompanied by a slow time scale τ = εt .
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as a solution to the first equation. Since (9.12) is autonomous, we are at liberty to
put B = 0. The right hand side of the second equation of (9.21) is

− x0t∗ − 2x0t∗τ = (
2A′ + A

)
sin t∗. (9.24)

Suppressing on-resonance forcing, we insist A + 2A′ = 0, and obtained the expo-
nential decay A(τ ) = A0e− 1

2 τ . We next proceed with

x1(t∗, τ ) = C(τ ) cos t∗ + D(τ ) sin t∗. (9.25)

Since (9.12) is linear, we may proceed with C = 0. (A nonzero C can be absorbed
in A = A0 + εA1 + · · · .) Repeating the same arguments for the right hand side of
the third equation of (9.21),

(
2ω2A + A′′) cos t∗ − (

D + 2D′) sin t∗ (9.26)

we obtain a fast time perturbation

ω2 = −1

8
(9.27)

explicit in (9.16) and once more the exponential decay D = D0e− 1
2 τ .

9.3 Orbital Motion

Since gravitational forces are conservative, orbital motion of binary stars or planets
allows for a Hamiltonian H = Ek +U given by the sum of kinetic energy Ek and a
potential U describing gravitational binding energy. For a binary of two masses M1

and M2, we have

H = 1

2
M1v

2
1 + 1

2
M2v

2
2 − GM1M2

r
, (9.28)

where r = |r1 − r2| denotes the separation distance between the two masses with
velocities v1,2 = ṙ1,2.

It is convenient to use a polar coordinate system (r,ϕ) about the center of mass
of the binary,

M1r1 = M2r2, r = r1 + r2, p1 + p2 = 0, pi = Mivi (i = 1, 2), (9.29)

where the pi refer to the momenta of the Mi . Thus, we may write
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H = p21
2M1

+ p22
2M2

− GM1M2

r
= p21

2μ
− GM1M2

r
, (9.30)

where μ = M1M2
M1+M2

denotes the reduced mass. Let v denote the magnitude |v1 − v2|
of the velocity difference between the two stars, satisfying

v2 = v2
1 + v2

2 − 2v1 · v2 = v2
1 + v2

2 + 2v1v2 = p1
μ2

(9.31)

in view of (9.29). With M = M1 + M2. The results is a one-body Hamiltonian

H = p21
2M1

+ p2
2M2

− GM1M2

r
= μ

(
1

2
v2 − GM

r

)
(9.32)

in terms of the separation between M1 and M2, describing equivalent motion of a test
particle (of unit mass) around a centre with the total mass M = M1 + M2. Because
M and v are invariant with respect to a Galilean transformation of the system, the
sign of H is a Galilean invariant.

TheHamiltonian (9.32) can be conveniently rewritten following theMöbius trans-
formation u = 1/r with u = u(ϕ), upon exploiting conservation of specific angular
momentum j = r2ϕ̇. (This formally follows from symmetries of the Lagrangian as
discussed in Chap. 10.) With v2 = ṙ2 + r2ϕ̇2 and ṙ = − ju′, u′ = du(ϕ)/dϕ and
dropping the coefficient μ in (9.32), it follows that

H = 1

2
j2

(
u′2 + u2

) − GMu = 1

2
j2u′2 +UN (9.33)

with Newtonian potential

UN = 1

2
(u − u0)

2 +U0, u0 = GM

j2
. (9.34)

On the basis of (9.32 and 9.33), bound motions (H < 0) have u(ϕ) harmonic in
ϕ. Explicitly, differentiation of (9.32) gives

d2u

dθ2
+ u = GM

j2
(9.35)

with solutions

u = GM

j2
(1 + e cosϕ) (9.36)

that are bound whenever the ellipticity e < 1. The corresponding trajectory in (r,ϕ)
is an ellipse with maximum and minimum radius

http://dx.doi.org/10.1007/978-981-10-2932-5_10
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rmax = j2

GM(1 − e)
= a(1 + e), rmin = j2

GM(1 + e)
= a(1 − e), (9.37)

expressed in terms of the major semi-axis a (with ϕ = 0,π, rmax + rmin = 2a) with
corresponding specific angular momentum

j =
√
GMa(1 − e2). (9.38)

The orbital period P follows from the fact that specific angularmomentum represents
area change per unit time, j = 2d A/dt = 2A/P , where A = πab is the area
enclosed by the ellipse and b is the minor semi-axis.

Note that ae is the distance of a focal point (the origin of our polar coordinate
system) to the the center of the ellipse. Thus, b = r sinϕ when r cos(π − ϕ) = ae,
i.e., − cosϕ = e, that recovers the familiar expression b = a

√
1 − e2. Combining,

A = πa2
√
1 − e2, whereby P = 2A/j gives Kepler’s law

�2 = GM

a3
, � = 2π

P
. (9.39)

9.3.1 Perihelion Precession

Newton’s theory of gravitation gives a satisfactory explanation of Keplerian orbits
in the solar system, except for Mercury. A small but distinct precession in Mer-
cury’s slightly elliptical orbit is of great historical significance in identifying a non-
Newtonian feature of gravitation, that is well accounted for by geodetic pression
in Einstein’s theory of general relativity. The equation describing this precession
presents an interesting example for two-timing, further illustrating the method of the
previous section.

Following the usual Möbius transformation u = 1/r with u = u(ϕ) on orbital
motion in polar coordinates (r,ϕ), we obtain the Hamiltonian for test particles (mass
equal to 1) around a central mass M with specific angular momentum j , given by

H = 1

2
j2u′2 +U (9.40)

with the Newtonian and Einstein potentials (9.34) and, respectively,

UE = UN − Rgu
3. (9.41)

Here, we use the gravitational radius

Rg = GM

c2
= 1.5 × 105 ×

(
M

2 × 1033g

)
cm (9.42)



250 9 Perturbation Theory, Scaling and Turbulence

of a mass M , where G denotes Newton’s constant and c the velocity of light.
In considering orbits of small ellipticity, we focus on perturbations of u about the

inverse radius u0 = 1/r0 at a minimum of U , satisfying U ′(u0) = 0: u0 � M/j2

(exact for U = UN and approximate for U = UE ).
It is evident from (9.41) that orbits in general relativity are not the same as those

in Newtonian gravity, due to the perturbation Rgu3 in the potential UE . Instead of
exact periodic behavior in closed Keplerian orbits in Newton’s theory, implied by
the equation of motion

u′′ + u = u0, (9.43)

we anticipate open orbits in

u′′ + u = u0 + 3Rgu
2. (9.44)

For an approximately circular orbit with inverse radius u0 = 1/r0, consider the
parameter ε = Rgu0,

ε = Rg

r0
� 10−8 ×

(
AU

r0

)
, (9.45)

where we scale r0 to one astronomical unit AU = 1.3 × 1013 cm defined by the
Earth’s distance o the Sun. For planetary motions in our solar system, ε is a small
parameter in (9.44) introduced by Einstein’s theory of gravitation. With u = εv,
(9.44) normalizes to

v′′ + v = 1 + 3εv2. (9.46)

Due to (9.45), UE in (9.41) is not symmetric about its minimum. For ε > 0,
perturbations may produce departures from the Keplerian elliptical orbits in the
Newtonian theory, in terms of amplitude and period. The discrepant time scales of
orbital motion and changes is period suggest using a two-timing method with (9.19),
anticipating once again ω1 = 0. For (9.46), we therefore seek

v = 1 + aε + A(τ ) sin (t∗ + ϕ(τ )) + · · · . (9.47)

With α = t∗ + ϕ(τ ), we have

v′ = εA′ sinα + A cosα
[
1 + εϕ′(τ )

] + O(ε2),
v′′ = 2εA′ cosα − 2εϕ′A sinα − A sinα + O(ε2),

(9.48)
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so that

v′′ + v = 1 + aε + 2εA′ cosα − 2εϕ′A sinα + O(ε2). (9.49)

Expanding the right hand side of (9.46),

1 + 3εv2 = 1 + 3ε

(
1 + 2A sinα + 1

2
A2 (1 − cos(2α))

)
. (9.50)

Substituting (9.49 and 9.50) into (9.46), we shall match to constant term and suppress
secularity, the latter for bound orbits by virtue of the Hamiltonian (9.40). Thus,

1 + aε = 1 + 3ε

(
1 + 1

2
A2

)
, 2A′ cosα − 2ϕ′A sinα = 6A sinα (9.51)

showing that

A′ = 0, ϕ′ = −3, a = 3 + 3

2
A2. (9.52)

The result

v � 1 + 3

(
1 + 1

2
A2

)
ε + A sin (t [1 − 3ε]) (9.53)

shows a positive perturbation in u0 (a diminishing of r0) illustrated in Fig. 9.1, and a
new period of motion

Fig. 9.1 Shown are the
Newtonian and Einstein
potentials UN and,
respectively, UE in the
Hamiltonian of orbital
motion (9.40). In UE ,
symmetry about its local
minimum is lost. The shaded
strip about u = 0 refers to
the cosmological limit of
large r , when the Rindler
horizon of the associated
accelerations drops beyond
the cosmological horizon
with possible perturbations
of away from Newtonian
inertia
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2π

1 − 3ε
= 2π + 6πε + O(ε2) (9.54)

with an excess �ϕ = 6πε in each period, compared to the Kepler’s value 2π. This
outcome is known as perihelion precession.

9.4 Inertial and Viscous Fluid Motion

In fluids, energy and momentum transport is most apparent in convection. More
hidden from view is diffusive transport due to internal thermal motions of the fluid
constituents. To leading order, such diffusion is linear in concentration gradients, in
temperature, momentum or vorticity.

In a Eulerian description, convective and diffusive momentum transport is given
by the Navier-Stokes equations for a velocity field, that represents local averages of
particle velocities. Alternatively, we can use a Langrangian description, giving each
fluid element a position vector ξi (i = 1, 2, . . . N ), and tracking its displacement in
time. A Lagrangian description is natural for, say, N -body systems, whose equations
of motion derive from a Hamiltonian description. It can be advantageous when the
system covers an extended region of space with a large dynamic range in particle
density and pressure.

Here, we focus on a Eulerian description using a velocity field u = u(x, y, z, t),
describing the velocity of fluid elements at a coordinate position (x, y, z, t). It is a
mean field description, in that u describes the mean velocity of all the individual
fluid elements in a small box centered at (x, y, z, t). In the Eulerian description, the
acceleration follows by tracking the velocity u across a displacement uδt along the
physical trajectory of a given box of particles. Doing so over a small time interval
δt and taking the limit in which δt approaches zero gives for the acceleration a the
Lagrangian or convective derivative

Dtu ≡ lim
δt→0

u(x + uδt, t + δt) − u(x, t)
δt

= ∂tu + (u · ∇)u, (9.55)

where x = (x, y, z). Converting the right hand side of (9.55) to force per unit volume
by multiplication with the mass density, ρ, we obtain

ρDtu = −∇ p + · · · (9.56)

in the presence of a pressure p. The dots refer to other terms that may come into the
picture, such as −∇� from and external potential such as the gravitational binding
energy to the Earth and viscous forces.

Transport of momentum by diffusion is described by a viscosity. The dynamical
viscosity μ defines the constant of proportionality between a tangential force to a
plate of area A, moving at a velocity V parallel to an adjacent plate at a separation
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Fig. 9.2 Shown is the linear
velocity profile of a fluid in a
gap between two plates with
relative velocity V0 (A). This
Poisseuille flow appears in a
stationary state at sufficiently
low Reynolds numbers. It
results from diffusion of
vorticity ω due to no-slip
boundary conditions on the
plates at large time (B)

h, according to

F = μA
V

h
(9.57)

In a stationary state, the moving plate at height y = h and the wall at height y = 0
experience the exact same force F in (9.57), leaving the fluid in between with a linear
velocity profile u = y/h (0 ≤ y ≤ h) shown in Fig. 9.2a. A more local description
of the force (9.57) is

F(y) = μA
du(y)

dy
, F2 = F(L), F1 = −F(0), (9.58)

where the minus sign is included to preserve our definition of force, to be applied
externally to keep the wall in place (e.g., by its foundations). Applied to the moving
plate and the wall in steady state, we have F2 = F1.

Suppose we start with zero initial velocity and suddenly change to V > 0 at
t = 0+ (Fig. 9.2b). In this event, F2(0+) > 0, while F1(0+) = 0, i.e., the forces are
initially out-of-balance. The result is a net force F2 − F1 > 0 on the fluid in between.
For a fluid with density ρ, it produces a mean acceleration satisfying

ρa = μ
u′(h) − u′(0)

h
� μ

h

∫ h

0
u′′(y′)dy′, (9.59)

that subsequently decays to zero in approaching Fig. 9.2a over some relaxation time
τ = V/a. The expression (9.59) shows the appearance of a force density due to a
local curvature in the velocity profile. This forcemay either produce time dependence
or be balanced by a pressure gradient.
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Example 9.1. Consider applying a uniform pressure to drive a fluid through
a gap between two plates. A steady state Poisseuille flow appears in response
to an external forcing, by applying some constant pressure p at an inlet. For a
fluid between two plane parallel plates, it gives the velocity distribution

u = cα(1 − α), α = y

h
, (9.60)

where c is some constant. The quadratic relation (9.60) satisfies�u = −2ch−2,
which refers to a constant pressure p(y) = p0 at the inlet, assuming zero
pressure at the outlet. Following (9.58), the net force F = phW on the fluid
suspended between the plates across some horizontal widthW equals the sum
of the two forces that the fluid applies to each plate,

phW = −μAu′(h) + μAu′(0), A = WL , (9.61)

over some length L along the x−direction of motion. It follows that

h
dp

dx
= −h

p0
L

= μhu′′(y) = −2μch−1, (9.62)

that is,

c = h2 p0
2μL

(9.63)

in (9.60). It has the dimension of velocity. Note the dimension of pressure over
dynamical viscosity:

[
p0
μ

]
= s−1, (9.64)

so that (9.60) has dimensions of velocity. Indeed, the mean velocity across the
flow satisfies

< u >= 1

h

∫ h

0
u(y)dy = c

∫ 1

0
α(1 − α)dα = h2 p0

12μL
. (9.65)

A similar calculation in cylindrical geometry gives

ṁ = ρ < u > πr2 = π p0r4

8νL
, (9.66)
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where ν = μ/ρ denotes the kinematic viscosity. This result shows a dramatic depen-
dence of the mass flow ṁ on radius, r . A relatively minor decrease in 15% in radius
causes a 50% decrease in flow rate for a given pressure. It explains why accumulation
of even minor amounts of fat on the inner walls of our veins can be dangerous.

For a Newtonian fluid, the result of velocity curvatures in transverse the direction
of propagation x superimpose. The general result for the force density due to viscous
momentum transport, therefore, is

f = μ�u, � = ∂2

∂2
x

+ ∂2

∂2
y

+ ∂2

∂2
z

, (9.67)

where � = ∇ · ∇ is the Laplace operator. The Navier-Stokes equations now follow
by including viscous momentum transport (diffusion of momentum) in (9.56), that is

ρ (ut + (u · ∇)u) = −∇ p + μ�u (9.68)

supplemented with mass continuity

∂tρ + ∇ · ρu = 0. (9.69)

The Navier-Stokes equation (9.68) can be expressed in normalized (dimensionless)
variables to explicitly bring about the role of the

Re = U0L

ν
, (9.70)

defined by characteristic scales of velocity and length, U0 and, respectively, L . To
this, we write

u = U0ũ, p = ρ0U
2
0 p̃, ρ = ρ0ρ̃, x = L x̃, t = U0

L
t̃ (9.71)

where all tilde quantities are now dimensionless, using additional scales of pressure
and density, denoted by p0 and, respectively, ρ0. Dropping tildes, these variables
satisfy the dimensionless Navier-Stokes equation

ut + (u · ∇)u = −1

ρ
∇ p + Re−1�u. (9.72)

9.4.1 Large and Small Reynolds Numbers

For largeReynolds numbers, (9.72) reduces to the inviscidEuler equations ofmotion,
whereas small Reynolds numbers obtains Stokes’ equations:
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ut + (u · ∇)u = −1

ρ
∇ p, ∇P = μ�u. (9.73)

These equations may be considered for incompressible flows,

∇ · u = 0. (9.74)

In Euler’s equation (9.73), of particular interest is the quadratic nonlinearity
defined by the convective term (u · ∇)u (Fig. 9.3). In compressible gas dynamics,
including the motion of dust, it can lead to steepening, which is a starting point for
the formation of shocks and associated entropy creation. Furthermore, it provides
a mechanism for period doubling that gives rise to break-up of large to small eddy
motion. In sufficiently high Reynolds number flows, it gives rise to turbulence by a
cascade that terminates when small scale eddies dissipate into heat by viscosity.

Stokes’ equation (9.73) describes balance between pressure and viscous forces.
For incompressible flows (solenoidal flows),∇·u = 0, the pressure field is harmonic:
�p = μ�(∇ · u) = 0. Consequently, the velocity satisfies a biharmonic equation
and the vorticity field ω = ∇ × u is harmonic, i.e.:

��u = 0, �ω = 0. (9.75)

Exploiting incompressibility once more, we may write

u = ∇ × B (9.76)

for some vector field B. Here, we may insist ∇ · B = 0, e.g., B = ∇ × A for some
vector field A.2 The vorticity hereby expands to ∇ × u ≡ ∇(∇ · B) − �B = −�B.
By the second equation of (9.75), it follows that B satisfies the biharmonic equation
as well

��B = 0. (9.77)

In the Navier-Stokes equation (9.68), we can alternatively focus on the effect of
steepening by the convective term on the left hand side (Fig. 9.3a). In a pressureless
medium such dust or traffic flow, steepening arises from particles taking over other
particles (or vehicles) ahead in the presence of a negative velocity gradient along the
direction ofmotion. (Hydronamically, the limit of dust comes about at zero pressure.)
It results in the formation of a shock. In this approximation, (9.68) simplifies to
inviscid (cf. Exercise 4.10) or viscous Burgers’ equation, given by, respectively,

ut + (u · ∇)u = 0, ut + (u · ∇)u = ν�u. (9.78)

2To see this, recall that (9.76) is invariant under B → B+ ∇ f for any sufficiently smooth function
f , whereby ∇ · B → ∇ · B + � f . The latter expression can be put to zero by a solution f to the
Poisson equation � f = ρ, ρ = −∇ · B.
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In one dimension, they reduce to

ut + uux = 0, ut + uux = νuxx . (9.79)

Example 9.2. In Burgers’ equation (9.79), steeping by the convective term uux

gives rise to shock formation, in response to initial data u0(x) = u(0, x) that
feature regions with u′

0(x) < 0. Consider, for instance, u0(x) = sin x on the
real line. Consider U (t) = u(t, X (t)) along a characteristic X (t), satisfying
the inviscid equation in (9.79),

U ′ = ut + X ′ux = 0, (9.80)

i.e., U (t) is constant along X ′(t) = U (t). For small t > 0, tracing back
along such characteristic uniquely identifies u(t, x) = u0(t, ξ). However, two
characteristics meet at a finite time, tS , whenever

ξ2 + u0(ξ2)tS = ξ1 + u0(ξ1)tS : tS(ξ1, ξ2) = −
[
u(ξ2) − u(ξ1)

ξ2 − ξ1

]−1

(9.81)

Thus, tS > 0 whenever the u0(ξ) is decreasing. Letting ξ1, ξ2 be arbitrarily
close, the limit ξ1, ξ2 → ξ obtains (Exercise 4.10)

tS(ξ) = − 1

u′
0(ξ)

, (9.82)

which is positive whenever u′
0(ξ) < 0.

Some problems arewell described byEuler’s equations, Stokes’ equation or Burg-
ers’ equation. In complex fluid fluids, these different regimes may co-exist, i.e., by
small and large Reynolds numbers across different scales in boundary layers and
macroscopic bulk motion.

Generally, these different flow regimes should be appreciated by examples,
their richness being essentially countless [1], further in the presence of, e.g.,
interfaces between different fluids, (self-)gravity and buoyancy, shocks, heat flux,
magnetic fields, ionization and radiation, suspensions in medicine and biology,
chemical/nuclear reactions, curved space-time around black holes and in the early
Universe—and anisotropy (liquid crystals). Modern developments increasingly
derive from high-tech experiments and observations, including numerical simula-
tions.
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Fig. 9.3 The convective term u · ∇u produces steepening at negative velocity gradients (t =
0, 1/2, 1) that may lead to shocks (t = tS) (A). In two or three dimensions, it may produce break-
up of large eddy fluid motion (B). The first may appear in dust (pressureless fluids) and traffic flow.
Shock formation results from crossing of converging characteristics (t = tS), formally leading to
two-valuedness (t > tS). In the second, a cascade of period doubling in the inertial rangemay give
rise to a cascade of the latter that, for large n, appears as turbulence, schematically shown as energy
density En , as a function of eddies of wavelength λ proportional to 2−n . Starting from a driving
agent at a macroscopic length scale L , this cascale terminates at some small length scale l at which
scale viscosity becomes dominant

9.4.2 Vorticity Equation

In atmospheric problems and indescribing transitions betweenhigh and lowReynolds
number flows near solid boundaries, it is often useful to consider the vorticity field

ω = ∇ × u. (9.83)

Based on the Navier-Stokes equation (9.72), the ∇ and vector identities

u · u = 1

2
∇u2 − u × ω, a × (b × c) = (a · c) b − (a · b) c, (9.84)

where u2 = u · u, we can derive the vorticity equation

Dω

Dt
= (ω · ∇)v − (∇ · v)ω + 1

ρ2
∇ρ × ∇ p + ν�ω, (9.85)

where the right hand side brings about variations (ω · ∇)v due to velocity gradients,
stretching of vorticity (∇ · v)ω due to compressibility (cf. the ballerina effect), a
baroclinic term ρ−2∇ρ × ∇ p and diffusion of vorticity in ν�ω. For a barotropic
fluid, p = p(ρ), ∇ρ × ∇ p = 0, which also holds true for fluids with constant
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density. For incompressible fluids, therefore, (9.85) becomes the vorticity transport
equation

Dω

Dt
= (ω · ∇)u + ν�ω. (9.86)

In this formulation, explicit appearance of pressure gradients is absent, even though
the pressure field is generally non-zero and dynamically relevant in departures from
the Stokes flow approximation. For incompressible fluids, however, these pressure
gradients do not affect the vorticity distribution.

Example9.3.For the laminarflowbetween twoplates, as inFig. 9.2 orExample
9.1., the velocity u(t, y)i is uniform along the x-direction and the vorticity
ω(t, y)k is orthogonal along the z-direction. Consequently, both (ω · ∇)u and
(u ·∇)ω = 0 vanish, whereby (9.86) reduces to the heat equation (4.52) in one
dimension,

ωt = νωyy . (9.87)

Example 9.4.Consider two concentric cylinders or radius 0 < R < R+L with
a small gap size L � R. The inner cylinder rotates with angular velocity� and
the outer cylinder is kept fixed. The gap is filled with a fluid with dynamical
viscosity μ and density ρ. The velocity U = �R defines a Reynolds number
Re = UL/ν, ν = μ/ρ. The torque on the cylinders as a function of ω arising
fromvelocity shear. In a corotating frame of reference, outer cylinder recedes at
velocity V = L�.WhenRe is small, the flow is laminar, and the radial velocity
gradient V/L = � gives a shear force f = μ� and torque f R = μ�R per
unit area.

9.4.3 Jeans Instability in Linearized Euler’s Equations

Linearizing Euler’s equations defines the evolution of small perturbations about a
given fluid state. This appears, for instance, in the problem of stars formation in over-
dense regions in molecular clouds (Fig. 9.4). This occurs by gravitational collapse
in sufficiently cold regions, when gravity wins over thermal pressure. The overall
rate of star formation can further be accelerated when, e.g., stellar winds from new-
born massive stars compress gas in their surroundings provided that this process is
sufficiently cooled by radiation. There may further be a dual role for turbulence,
promoting and inhibiting star formation in overdense regions [2].

http://dx.doi.org/10.1007/978-981-10-2932-5_4
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Fig. 9.4 Shown is a Hubble Space Telescope image of N11B in the LMC showing massive stars
(blue and white) on the left with additional star formation in the center and on the right, indicative
of a sequential star formation process. (http://hubblesite.org/newscenter/archive/releases/2004/22/
image/a/.)

Without gravity, a local analysis for small amplitude variations will recover sound
waves. What, then, is the impact of self-gravity? By dimensional analysis, we antici-
pate that gravity will be important at low frequency sound waves at angular frequen-
cies below

ω = √
4πGρ (9.88)

for a mean density ρ in the cloud in view of the Poisson equation for the Newtonian
gravitational potential �,

�� = 4πGρ, (9.89)

whereG denotes Newton’s constant. Below this frequency, gravity wins over thermal
pressure, thus setting a critical Jeans length defined by the wave length

λ > cs

√
π

Gρ
, (9.90)

where cs = √
∂P/∂ρ denotes the sound speed, using ωλ = 2πcs . Relatively small

mass elements are stable by thermal pressure, whereas relatively large masses are
unstable to collapse by self-gravity.

Working on a large scale, these results obtain in the approximation of large
Reynolds numbers, using Euler’s equations of motion for a compressible fluid,

∂t u + u∂xu = −1

ρ

∂P

∂x
− 1

ρ

∂�

∂x
, ∂tρ + ∂x (ρu) = 0,

∂2�

∂x2
= 4πGρ. (9.91)

http://hubblesite.org/newscenter/archive/releases/2004/22/image/a/
http://hubblesite.org/newscenter/archive/releases/2004/22/image/a/
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Fig. 9.5 (Left) Composite image of the Orion Nebula (M42, NGC 1976): a nearby region of
massive star formation (M � 2000M
, D = 1344 ± 20 ly, 85× 60 arcmin) captured by the Wide
Field Imager on the MPG/ESO 2.2-m telescope at the La Silla Observatory, Chile. (red: red light,
hydrogen gas; green: yellow-green light; blue: blue light; purple: UV-light.) (ESO/Igor Chekalin
(2011)). (Right) An IR composite image of the Orion “bullets” (blue: Fe II; orange: H2 1-0in the
wakes), representing 50 arcs across and structure on 0.1 arcs (2 pixel). (Gemini Observatory, 2007)

Linearization to small perturbations about a static (non-moving) background state,
we may drop all higher order terms, leaving

∂t u = −1

ρ

∂ p

∂x
− ∂δ�

∂x
, ∂tδρ + ρ∂xu = 0,

∂2δ�

∂x2
= 4πGδρ, (9.92)

where p ≡ δP , δP = c2s δρ. The latter two reduce to

c−2
s

∂ p

∂t
= −ρ∂xu,

∂2δ�

∂x2
= 4πGc−2

s p. (9.93)

Equivalently, we have the second order wave equation

ptt − c2s pxx = 4πGρp (9.94)

with dispersion relation

ω2 = c2s k
2 − 4πGρ (9.95)

for frequencies ω as a function of wave number k = 2π/λ. Evidently, ω is real
provided that k is sufficiently large, and ω becomes complex when k satisfies Jeans’
instability criterion (9.90).
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Star forming regions in molecular clouds must therefore be sufficiently large in
linear size and/or overdense to be susceptable to gravitational collapse.Awell-studied
example is the Orion nebula (e.g., [3]).

Example 9.5. At a distance of D = 1344 ly = 411 pc (1 pc = 3.09 × 1018 cm;
1 ly = 0.3062 pc) and angular size of about θ = 70 arcmin = 0.02 rad (1 arcs
= (2π/360)/3600 = 4.8× 10−6 rad), the Orion Nebula (Fig. 9.5) has a radius
of about

R � Dθ = 1.25 × 1019 cm. (9.96)

With a mass M � 2000M
, its mean density is about

ρ = 3M

4πR3
= 5.8 × 10−23 g cm−3 � 35mp cm

−3, (9.97)

where mp = 1.67 × 10−24 g is the mass of the proton. Thus,

ω = √
4πGρ � 7 × 10−15 s−1 � 2 × 10−7 yr−1 (9.98)

points to a potentially short collapse time on the order of a fewMyr. It contains
numerous HII regions excited by shock heating, rendering its temperature
(and density) strongly non-uniform in the range of 0.01–1eV (1eV = 11,000
K). Since shocks are highly localized, the mean (isothermal) sound speed,
cs = √

kBT/mp is expected to be determined largely by the lower end of the
temperature range,

cs = 3 × 104
(

T̄

10K

)
. (9.99)

For the fiducial mean T̄ = 10 K, our Jeans’ criterium (9.90) becomes

λ > 2.6 × 1019 cm (9.100)

which is about the diameter 2R above. Given the relatively short time scale of
gravitational collapse (9.98), this suggests that the Orion nebula is in a state of
persistent, self-regulated star formation, driven by gravitational collapse and
inhibited by heating from stars and shocks.
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9.5 Kolmogorov Scaling of Homogeneous Turbulence

With sufficient energy input, intermittent and time-variable flows can develop that are
quite common, e.g., water flows in rivers, in air flow around buildings, flows in ducts
and pipes, and in outflows from astrophysical systems. These high Reynolds number
flows can also be found, perhaps unwittingly, around a cyclist on a fast track, around
planes and automobiles and in propulsion systems. The first scientific recognition of
turbulence is due to Leonardo da Vinci (1452–1519) (e.g., [4]).

Kolmogorov realized that the observed turbulent flow represents a response of
fluids to a relatively strong energy input at a scale L , that is much larger than a
scale l at which viscous dissipation is taking place [5, 6]. In our definition (9.57) for
the dynamical viscosity, dissipation is immediate in case of a Stokes’ flow, wherein
the scales of energy input and dissipative flow structures are equal. Low Reynolds
numbers, encountered on small scales, hereby offer a suitable site for dissipation
into heat. If the energy input occurs on relatively large scales, however, energy is
manifest mostly in vortical motions that are essentially non-dissipative, except for
those at the smallest scales. In stationary turbulence, then, how is the connection
established between energy input at some large scale and energy dissipation a much
smaller scale?

The Lagrangian derivative in the Navier-Stokes equation includes the nonlinear
convective term (u · ∇)u. At high velocities, this term provides a self-interaction
whereby large scale structures can transform to small scale structures with no loss
in energy, first noticed by Lewis F. Richardson. This is most readily expressed in
Fourier space, where it can be seen to produce period doubling, that is canonical for
quadratic nonlinearities. In turbulent motion, this process has been recognized as an
energy cascade from large scale eddies to small scale eddies.3

The cascade terminates with small eddies approaching low Reynolds number
flows, i.e., in the Stokes regime set by a small scale l, where viscous effects dissipate
energy of small eddies into heat.

By the qualitative description above, we are led to consider a continuum of scales
λ covering the inertial range of turbulent eddies, l < λ < L , i.e.,

Rel < Re < ReL (kmin < k < kmax ) (9.101)

where Rel = Ul/ν, ReL = UL/ν, given a fluid velocityU on the macroscopic scale
L .

If ε(k), k = 2π/λ, denotes the energy conversion rate at wave number k associated
with the cascade process of continuously creating smaller eddies (k ′ > k) out of larger
eddies (k ′′ < k), then (Fig. 9.3b)

3“... The small eddies are almost numberless, and large things are rotated only by large eddies and
not by small ones, and small things are turned by both small eddies and large”, Leonardo Da Vinci,
observing water flow past rocks in river beds.
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ε(k) = ε0, kmin ≤ k ≤ kmax , kmin = 2π

L
, kmax = 2π

l
. (9.102)

Here, ε(kmax ) refers to viscous energy dissipation into heat at the scale of small
eddies.

Thus, Kolmogorov realized that ε0 is the key parameter controlling turbulence,
provided that it is large enough for the onset of turbulence. For homogenous, isotropic
and stationary turbulence, therefore, a proper starting point is ε0 in (9.102) in terms
of the energy dissipation per unit mass, that corresponds to the energy dissipation q̇
per unit volume, encountered earlier, divided by the mass density.

Following a Fourier analysis, we may consider the spectral energy density E(k)
describing the total energy per unit mass of eddies per wave number k. By the
Plancherel formula,

1

2
u2 =

∫ ∞

0
E(k)dk. (9.103)

By dimensional analysis, we have

[ε] = q̇

ρ
= cm2 s−2 × 1

s
, [E(k)] = cm2s−2

[
k−1

] = cm3s−2. (9.104)

If E(k) is some function of ε and k in the inertial range satisfying ε = ε0, then

E(k) = Cε
2
3 kb = Cε

2
3 k− 5

3 (9.105)

by selecting b = −5/3 for consistency with (9.104). The Kolmogorov spectrum

E(k) ∝ k− 5
3 (kmin < k < kmax) (9.106)

now follows byKolmogorov’s insight of a conservative cascade (9.102) in the inertial
range above the smallest scale, at which time dissipation sets in.

The power of Kolmogorov scaling (9.106) is in its universality, in high Reynolds
number flows in fluids and gases. It appears also, for instance, in broadband temporal
fluctuations in gamma-ray rays, believed to originate in ultra-relativistic outflows
such as cosmological gamma-ray bursts (Fig. 9.6).

In addition to experiments,4 studies of (9.106) become increasing accessible to
detailed Direct Numerical Simulations (DNS) using the Navier-Stokes equations in
various numerical implementations (e.g., [9]).

The Kolmogorov spectrum (9.106) leads to a two-point correlation function that,
in light of the assumed homogeneity, isotropy and stationarity, simplifies to

Q(ξ) = 〈u(r + ¸, t) · u(r, t)〉 = 2
∫ ∞

0

sin kξ

kξ
E(k)dk (9.107)

4E.g., Fig. 6 in [4], see further [7, 8, 14].
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Fig. 9.6 Broadband
Kolmogorov spectrum in the
prompt emission of bright
long gamma-ray bursts in the
catalogue of BeppoSAX,
shown transformed to the
comoving frame and
identified by application of
butterfly filtering of
Sect. 6.10. (Reprinted from
van Putten, M.H.P.M.,
Guidorzi, C., & Frontera, F.
2014, ApJ, 786, 146

that is amenable to experimental observations in turbulent flows in the laboratory.
Following (9.105), we have

Q(ξ) = Cε
2
3 ξ

2
3 . (9.108)

This relation has been experimentally measured.5

The cascade of large to small eddy motion between the limits kmin < k < kmax

entails a finite number of degrees of freedom. To estimate this, we note

ε(kmax ) = ε(kmin) = U 2 × U

L
= U 3

L
. (9.109)

At kmax , energy input is converted into heat by molecular viscosity. Complementary
to (9.104), ε = ν3l−4 since [ν] = cm2 s−1. With ReL = UL/ν, it follows that

l =
(

ν3

ε0

) 1
4

: L

l
= Re

3
4
L . (9.110)

The effective number of degrees of freedom, therefore, scales with Re
9
4
L with an

equivalent number of period doublings

n = 9

4
log2 Re (9.111)

as illustrated in Fig. 9.3. In fully developed turbulent flows, it can be quite large when
ReL � 103.

5See e.g., Fig. 14 in [10], see further [11].

http://dx.doi.org/10.1007/978-981-10-2932-5_6
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Table 9.1 Perturbation theory and dimensional scaling

1. For problems with a small parameter ε, solutions often can be
expanded in a series in ε. Regular perturbations allow Taylor
series expansions in ε. Singular perturbation do not, and are
commonly associated with a change in the order of the problem
at hand.

2. Two-timing methods appear in naturally in perturbed harmonic
oscillations, e.g., by dissipation or a nonlinearity.

3. The Reynolds number in the Navier-Stokes equation parameter-
izes the relative importance of convective to diffusive momen-
tum transport. Large Reynolds numbers define the inviscid limit,
given by Euler’s equations. Small Reynolds numbers define the
limit of lubrication theory, given by Stokes equations, giving rise
to laminar flow.

4. At large Reynolds numbers, the convective term may produce
steeping and/or period doubling that may give rise to, respec-
tively, shock formation and free turbulent motion satisfies Kol-
mogorov scaling in the inertial range, that terminates in dissipa-
tion on small scales with low Reynolds numbers in small eddy
motion.

Table9.1 summarizes this discussion.

9.6 Exercises

9.1. Show that for the damped pendulum equation (9.17), the addition ω1ε is sup-
pressed in the second equation of (9.21).

9.2. Consider the Duffing equation

ẍ + ω2x + εx3 = 0. (9.112)

Use two-timing (9.19) to derive the nonlinear amplitude-frequency coupling

x0(t∗, τ ) = A0 cos

(
ωt + 3

8
A2εt

)
. (9.113)
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9.3. The gravitational radius (9.42) defines the Schwarzschild radius RS = 2Rg of
the black hole with the mass M after complete gravitational collapse. The Compton
wave number k = Mc/�, where � denotes the Planck constant, introduces another
length scale �/Mc. The Planck mass Mp denotes the minimal mass of a black hole.
Derive Mp.

9.4. In light of (9.66), consider the second equation in (9.73) in cylindrical geometry
with coordinates (r,φ), e.g., the flow of coca-cola through a straw, back into a cup.
Derive the Poisseuille flow profile u = u(r) in this case as a function of the gravita-
tional acceleration g.

9.5. Derive (9.85) from (9.84). For (9.2), set up the initial value problem to describe
the diffusion of vorticity based on (9.86), analogous to the heat equation (4.52).

9.6. Large eddy motions are subject to finite sized effects, e.g., imposed by solid
boundaries of a container or the thickness of accretion flows in disks around a central
star or compact object. Does a finite size affect an otherwise Kolmogorov spectrum
and, if so, how?

9.7. For Euler’s experiment dropping a sphere into a bottle of viscous fluid, derive
the terminal velocity. Take into account all three forces: the gravitational force
downwards, the viscous force upwards and the buoyancy force due to a discrep-
ancy between the density of the sphere and the fluid.

9.8. Reynolds numbers larger than a few thousand, the flow past a sphere becomes
turbulent due to instabilities. The resulting drag force F = 1

2CDρv2A is described
by a dimensionless drag coefficient CD , where A = πR2 denotes the cross-sectional
area of a sphere of radius R. CD = 0.47 for a fully turbulent flow. Describe the
consequences for timing behavior of the pendulum, starting with a relatively large
θ0 for which the flow past m is turbulent.

9.9. Consider the forced pendulum equation

ẍ + αẋ + ω2
0x = A cos(ωt). (9.114)

By Fourier analysis, derive the exact expressions for the amplitude a = a(ω/ω0)

and phase lag ϕ = ϕ(ω/ω0) in the response x(t) = a cos(ωt − ϕ). Identify the
inertial and viscous limits in the amplitude and phase, corresponding to, respectively
ω/ω0 � 1 and ω/ω0 � 1. Next, consider the reduced equations

ẍ + αẋ = A cos(ωt), αẋ + ω2
0x = A cos(ωt) (9.115)

and discuss their solutions. What are the corresponding limits in (9.114)?

http://dx.doi.org/10.1007/978-981-10-2932-5_4
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9.10. In our one-body formulation (9.32 and 9.33), points of maximal (perihelion)
or minimal (aphelion) distance satisfy v = r θ̇ = u j with kinetic energy

Ek = 1

2
v2 = 1

2
j2u2. (9.116)

Since H is conserved, H can be evaluated at these turning points ϕ = 0,π

H = μ

(
1

2
j2u2± − GMu±

)
= −μG2M2

2 j2
(1 − e2) = −GMμ

2a
, (9.117)

using short hands u+ = u(0) and u− = u(π), giving rise to the Vis-viva equation

v2 = 2μ−1H + 2GM

r
= GM

(
2

r
− 1

a

)
. (9.118)

Derive the orbital average

2Ēk + Ū = GMe2

a(1 − e2)
≥ 0. (9.119)

For bound orbits, the orbital average (9.119) is non-negative. When it vanishes, we
say the binary is virialized. Consider H = H(e, J ) for constant J . Show that keeping
j2 = GMa(1−e2) fixed, H decreases as e becomes small: circular (virialized) orbit
is a minimum energy state for a given angular momentum, i.e., orbits may circularize
by angular momentum preserving dissipative interactions.6

9.11. Consider a modified Newtonian potential

U = −M

r
+ A ln

(
r

r0

)
, (9.120)

where the new term expresses the presence of dark matter and/or a modification of
Newton’s theory in the limit of weak gravitational attraction (small accelerations
on the scale of cH0 or less, where c is the velocity of light and H0 is the Hubble
parameter.) Following Sect. 9.3, apply perturbation theory to derive precessional
motion in (9.120).

9.12. Consider the Jeans’ criterion for gravitational collapse in spherical geometry.
Show that (9.88) is the frequency of radial oscillations in a stratified atmosphere,
assuming constant background temperature. Derive (9.90) by equating the thermal

6A number of binaries of compact objects show a residual ellipticity away from zero, even though
the time scale of circularization would predict essentially circular orbits. The residual ellipticity
may be understood to result from the dissipation-fluctuation theorem applied to tidal interactions
[12, 13].
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and gravitational energies within a radius λ. Derive (9.90) by equating the sound
speed to the free fall time from a radius λ. Calculate the Jeans length for the ISM,
e.g., cs = 10 km s−1, ρ = 10−24 g cm−3. Express the Jeans length as a function of
cs and the mass density relative to these fiducial values.
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Selected Topics



Chapter 10
Thermodynamics of N-body Systems

We next discuss some elements self-gravitating many body systems.1 The equations
of motion satisfy an action principle, that facilitates the set up of initial value prob-
lems for the evolution of systems with arbitrarily many particles, as a system of
equations that is second order (Euler-Lagrange) or first order (Hamiltonian) in time,
assuming no dissipation. When the number of particles becomes large, the result-
ing systems do not permit direct numerical integration and their behavior is to be
interpreted in terms of statistical properties. This has motivated the design of various
numerical methods of integration to deal with realistic numbers of stars and galaxies
in astronomy and cosmology. For dense stellar clusters, weak gravitational scattering
tends to be sufficient to establish near thermal equilibrium, however. In this event, a
thermodynamic approach can provide an effective description.

10.1 The Action Principle

Classical mechanics appears to derive from magic: the classical trajectories of par-
ticles satisfy the action principle

δS = 0, S =
∫ T

0
L(t)dt, L(t) = L(x(t), ẋ(t)), (10.1)

1We shall assume gravitation according to Newton’s law. For astronomical systems, however, this
may entail weak gravitational accelerations on the scale of or less than the cosmic scale cH0 of the
velocity of light c times the Hubble parameter H0. In this regime, Newton’s law has not yet been
established by first principle laboratory experiments.

© Springer Nature Singapore Pte Ltd. 2017
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where L refers to the Lagrangian, that leads to the Euler-Lagrange equations (cf.
Exercise 5.10)

d

dt

∂L

∂ ẋ
− ∂L

∂x
= 0, (10.2)

which defines a 2nd order ordinary differential equation. We obtain an initial value
problem with

x(0) = x0, ẋ(0) = x1, (10.3)

describing the initial coordinate positions and coordinate velocities of the particle.

Example 10.1. L = Ek − U is the difference of kinetic energy and potential
energy. For a pendulum, we have

L = 1

2
ml2θ̇2 − mgl(1 − cos θ) (10.4)

and (10.2) becomes

θ̈ + ω2 sin θ = 0, ω2 = g

l
. (10.5)

It describes the nonlinear pendulum equation in view of the sine function. By
a Taylor series expansion about θ = 0, sin θ = θ − 1

6θ
3 + O(θ5), we have

θ̈ + ω2θ = ω2

6
θ3 + O(θ5). (10.6)

Noether’s theorem shows conserved quantities as the result of symmetries in L . If

∂L

∂xi
= 0 (10.7)

for some i , then

d

dt

∂L

∂ ẋi
= 0 : ∂L

∂ ẋi
= const. (10.8)

If xi is ignorable—a symmetry of the problem—it comes with a conserved quantity.
In (10.8), this quantity is momentum.
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10.2 Momentum in Euler-Lagrange Equations

The second order equations of motion for a point particle m with kinetic energy Ek

moving in an external potential U derives from L = Ek − U by (10.2). We define
the momentum

p = ∂L

∂x
(10.9)

and obtain and equation for its time rate-of-change

d

dt
p = −∂U

∂x
(10.10)

resulting from a force F = −∂U/∂x .

Example 10.2. Consider again Newton’s problem of an apple falling from
a tree in the Earth’s gravitational acceleration g. The kinetic and potential
energies satisfy

Ek = 1

2
mv2, U = mgh. (10.11)

With motion and force is along the z−axis with unit normal iz ,

v = dh

dt
iz, Ek = 1

2
mḣ2,

∂U

∂z
= mgiz . (10.12)

In this event, our coordinate x in (10.9–10.10) is the height h, giving a momen-
tum and the familiar result

p = ∂L

∂ḣ
= mḣ, mḧ = −mg. (10.13)

Taking the apple far out into space, g approaches zero and L reduces to L = Ek .
It follows immediately from (10.10) that

d

dt
p = 0 : p(t) = p0, (10.14)

showing that momentum is constant. This is a general property. Whenever L does
not depend on a coordinate, the associated momentum is conserved.
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Example 10.3. Consider (10.10) for Kepler’s problem of planetary motion in
circular orbits expressed in polar coordinates (r, θ) about the Sun of mass M .
In the approximation of negligible radial motion, the kinetic energy reduces to

Ek = 1

2
mr2θ̇2, (10.15)

giving

L = 1

2
mr2θ̇2 + G M

r
. (10.16)

Taking our coordinate x in (10.9–10.10) to be θ, we obtain

pθ = ∂L

∂θ̇
= mr2θ̇,

d

dt
pθ = 0, (10.17)

sinceU = −G M/r is independent of θ. Themomentum pθ is recognized to be
angular momentum J = mj , where j denotes the specific angular momentum

j = r2θ̇ = r2
2π

P
= 2

d A

dt
(10.18)

for an orbit with period P . By (10.17), conservation of pθ, j is constant and
orbital motion traces out a constant rate of change of surface area.

10.3 Legendre Transformation

The Euler-Lagrange equations of motion represent a second order (system of) dif-
ferential equation(s). A common procedure for casting it in first order form is by a
transformation of variables

(x, ẋ) → (q, p), p = ∂L

∂ ẋ
. (10.19)

Here,∂L/∂ ẋ serves as a new independent variable in passing from ẋ to p. To illustrate
this step, let us turn to functions of one variable.

If f (x) is convex, i.e., f ′′(x) > 0, then f ′(x) ismonotonically increasingwhereby
it is invertible, i.e.:

s(x) = f ′(x) (10.20)

defines a 1-1 map between x and s. We are therefore at liberty to consider f (x) =
f (x(s)) ≡ f ∗(s). Consider further
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g(s) = sx − f (x), (10.21)

where x = x(s). It is instructive to write (10.21) in symmetric form (e.g., [1])

g(s) + f (x) = sx, (10.22)

where we are at liberty to consider s = s(x) or x = x(s). With (10.20) in hand,
differentiation of (10.22) with respect to s gives its counter part

x(s) = g′(s) (10.23)

and differentiation twice, also with respect to x, gives the slopes

ds

dx
= f ′′(x),

dx

ds
= g′′(s), (10.24)

the product of which equals 1, following our assumption that f ′′(x) is nonzero.

10.4 Hamiltonian Formulation

Given L = L(q, q̇) (following q = x), the Hamiltonian formulation is a first order
system obtained following a Legendre transform, given by

H = q̇ p − L(q, q̇), p ≡ ∂L

∂q̇
. (10.25)

We note a total variation

d H = pdq̇ + q̇dp − ∂L

∂q
dq − ∂L

∂q̇
dq̇ =

(
p − ∂L

∂q̇

)
dq̇ + q̇dp − ∂L

∂q
dq.

(10.26)

The first term on the right hand side vanishes by our definition of p in (10.25). For
solutions satisfying the Euler-Lagrange equations, we further have

∂L

∂q
= d

dt

∂L

∂q̇
= ṗ. (10.27)

Consequently, (10.26) reduces to

d H = q̇dp − ṗdq. (10.28)
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showing that

H = H(q, p). (10.29)

The Legendre transformation (10.25) hereby obtains a reformulation in the canon-
ical variables (q, p) of position and momentum, instead of coordinate position and
velocity (q, q̇). Moreover, (10.28) gives the Hamiltonian system of equations

ṗ = −∂H

∂q
, q̇ = ∂H

∂ p
, (10.30)

that define an initial value problem specified by initial data p(0) = p0, q(0) = q0.
An extension to N particles is straightforward:

ṗni = − ∂H

∂qni
, q̇ni = ∂H

∂ pni
(n = 1, 2, . . . N , i = x, y, z) (10.31)

with associated initial positions and momenta for each of the particles at t = 0. This
is a system of 6N equations.

10.5 Globular Clusters

To examplify Hamiltonian systems, we consider the N -body problem of globular
clusters comprising dense systems of N ∼ 104 − 106 stars. There are some 140 of
them around our Milky Way, some listed in Table10.1. If mi denotes the mass of
each star, the Hamiltonian is given by the sum of the kinetic and gravitational binding
energies,

H = �N
i=1

p2
i

2mi
− �i> j

Gmi m j

ri j
, ri j = ∣∣r j − ri

∣∣ . (10.32)

The ages Milky Way globular clusters approach the age of the Universe. They are
open self-gravitating systems with the peculiar property of having negative specific
heat. Some energy is emitted into the galactic halo by escaping high-velocity stars,
in response to which the globular cluster contracts conform the Virial Theorem
(Fig. 10.1).

A remarkable feature of escaping stars is the formation of tidal streams, apparent
in a number of globular clusters. Because these systems are open, they gradually
evaporate by escaping high velocity stars, perhaps about one per 105 years. The
resulting lifetime as governed by the Ambartsumian-Spitzer and Kelvin-Helmholtz
time scales, to be explored below.
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Table 10.1 Data on selected globular clusters derived from the catalogue of Harris, W.E., 1996.
AJ 112, 1487 (revised 2010)

Namea Db [kpc] Mc
[106M�]

rct [pc] trh [Gyr] rh [pc] σ [km/s]

NGC 1041 4.5(7.4) 1.45 64 3.5 4.1 16

Pal 41 109(111) 0.0541 100 2.6 16 1.6

Pal 51 23.2(18.6) 0.0284 101 6.6 18 1.1

Pal 141 73.0(71.6) 0.0200 118 10 26 0.8

NGC 51391 5.2(6.4) 2.64 104 12 7.6 16

NGC 59041 7.5(6.2) 0.834 52 2.5 3.9 13

NGC 45901 10.3(10.2) 0.306 89 1.9 4.5 7.3

NGC 54661 16.0(16.3) 0.133 162 5.7 11 3.1

NGC 62541 4.4(4.6) 0.225 30 0.8 2.5 8.4

NGC 61211 1.7d(5.9) 0.225 19 0.9 2.1 9.0

NGC 67522 4.0(5.2) 0.364 52 0.7 2.2 11

NGC 70782 10.4(10.4) 0.984 62 2.1 3.0 16
1King morphology, 2Post Core-Collapse morphology [2]
aNGC 104 = 47 Tuc, NGC 5139 = ω Centauri, NGC 5904 = M5, NGC 4590 = M68, NGC 6121 =
M4, NGC 6254 = M10, NGC 7078 = M15
bDistances to the Sun (galactic center) with uncertainties of 6% [3]
cFor the old clusters of the Milky Way, rt is much larger than the radius of the cluster
d[4]

The dynamics of globular clusters is described by (10.32). Out of this mathemat-
ical expression for the total energy comes to life with the pristine beauty2 M80 and
NGC 6752 in Fig. 10.2.

As gravitationally bound open systems, globular clusters have H < 0 satisfying
the Virial Theorem,

2Ēk + Ū = 0, (10.33)

where Ēk and Ū denote the mean kinetic and gravitational binding energy of the
stars. Virialization tends to be extremely fast (Fig. 10.1).

Small angle gravitational scattering between the stars tends to preserve thermal
equilibrium, subject to occasional ejection of stars into the galactic halo and a finite
heat flux outwards from excess heat in the core. The escapers present a singular
perturbation away from perfect thermodynamic equilibrium. In the large N limit,
they have the following properties.

1. Negative specific heat. Escapers have a total energy h > 0 and deposit h in
kinetic energy in the halo of the host galaxy. By conservation of total energy,
δH = −h < 0. By the Virial Theorem, H = 1

2 NŪ , so that δU = −2N−1h < 0.

2“If one cannot see gravity acting here, he has no soul.” R.P. Feynman, 1995, Six Easy Pieces,
(Perseus Books), Chap. 5.

http://dx.doi.org/10.1007/978-981-10-2932-5_5
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Fig. 10.1 Virialization in self-gravitating N -body problem (N = 40) takes place on about one-half
the free fall time scale t f f . Initially, the particles were spread out approximately uniformly within a
sphere of dimensionless radius 100 with zero momenta. Subsequently, the cluster gradually spreads
by developing a high velocity tail in its velocity distribution

Due to escapers, therefore, the cluster gradually contracts, heating up as δ Ēk =
− 1

2δŪ = N−1h > 0.
2. Gravitothermal instability. Core collapses occurs in a finite time by thermal run-

away in heat extractionwith negative specificheat. The time-scale of core-collapse
(CC) is short compared to the evaporative lifetime [5]. Indeed, globular clusters
appear with both smooth King morphology (KM) and Post Core Collapse mor-
phology (PCC) (e.g., [6]);

3. Tidal tails.3 Escapers from the cluster tend to leave beyond the tidal radius rt ,4

leaving an S-shaped tidal streams, oriented relative to the L1 and L2 Lagrange
points of the cluster in orbit about the host galaxy, due to angular momentum
conservation (Fig. 10.3). Ultimately, these streams disperse in the galactic halo.

3E.g., Table10.1 in [7].
4The tidal sphere has the effect of lowering the potential barrier for stars to escape in the direction
L1 and L2 [8].
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Fig. 10.2 (Left) Globular cluster M80 (NGC 6093, in Scorpius, D ∼ 10 kpc, M ∼ 105.53M�,
age ∼ 12.5 Gyr) with King morphology. (Right) Globular cluster NGC 6752 (in Paco, D ∼ 4kpc,
M ∼ 105.33M�, age ∼ 11.8 Gyr) with Post Core Collapse morphology (PCC)

Small angle scattering of stars within the cluster are mainly two-body encounters,
producing deflections in hyperbolic trajectories of one star passing another, say, of
mass m. This process is described by a (positive) total energy H (different from
(10.32)) and net angular momentum l. In polar coordinates (r,ϕ), we have

H = 1

2
ṙ2 + 1

2
r2φ̇2 − Gm

r
= 1

2
v2, l = r2φ̇, (10.34)

where v denotes the velocity at infinity. A Möbius transformation u = b/r with
u = u(ϕ) for an impact parameter b (distance at periastron), transforms (10.34) into

u′′ + u = Gmb

l2
: u = Gmb

l2

(
1 + sinϕ

sin(�ϕ/2)

)
. (10.35)

The initial (i) and final states ( f ) satisfy ui = u f = 0 (ri, f = ∞) with

ṙi, f = ∓v, ϕi = π + �ϕ

2
, ϕ f = −�ϕ

2
. (10.36)

By angular momentum conservation, ṙ = −bu−2u′ϕ̇ = −(l/b)u′, i.e.,

ṙ f = Gmb

l2
cos(�ϕ/2)

sin(�ϕ/2)
× l

b

 2Gmb

b2v�ϕ
= v (10.37)

for weak interactions with small �ϕ and relatively minor velocity variations along
the trajectory, so that bϕ̇ 
 −v, so that l = r2ϕ̇ = −bv. It follows that
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Fig. 10.3 Shown is the formation of S-shaped tails produced in the evaporation of a cluster of 30
equal mass stars. The initial velocities v0 shown are normalized to

√
2M/r0, isotropically in all

directions in the tidal field of a host galaxy, where v0 increments of 0.5% in each panel. The tidal
sphere (solid circle) forms an effective threshold for stars to escape. The results illustrate the critical
onset of anisotropic evaporation by escapers into tails of high velocity stars. The results obtain by
direct numerical integration of the Hamiltonian equations of motion. (Reprinted from van Putten,
M.H.P.M., 2012, NewA, 17, 411.)

|�ϕ| 
 2Gm

bv2
. (10.38)

In crossing a globular cluster, a star experiences numerous small deflections. On
average, the sum will be zero but the dispersion σ of the net deflections will be
nonzero conform the theory of random walks. Simplifying the interaction with stars
in the cluster by interactions with the projection of the cluster into a disk with density
� = N/(πR2), we have

δσ2 = �(2πbδb)(�φ)2 = N

πR2
(2πbδb)

(
2Gm

bv2

)2

, (10.39)

and hence

σ2 = 8N

R2

(
Gm

v2

)2

log

(
R

bmin

)
, (10.40)
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where bmax = R. A natural scale for bmin obtains from the maximal (in absolute
magnitude) binding energy on par with kinetic energy in circular motion i.e.,

Gm

bmin
= v2. (10.41)

By (10.33), Nmv2 = G M2/R, i.e., v2 = Gm N/R, so that

R

bmin
= N ,

Gm

Rv2
= N−1. (10.42)

Our expression (10.40) becomes σ2 = 8N−1log N after one crossing time

tc = 2R

v
= 2R

3
2√

N Gm
. (10.43)

How long does it take for a significant net deflection to develop? The variance σ2

scales linearly with time. We define one relaxation time trelax to be the time for a
large variance of deflection angles to develop from multiple scatterings,

trelax

tc
σ2 = 1, (10.44)

that is

trelax = R
3
2 N

1
2

4
√

Gm log N
. (10.45)

In the literature, (e.g., [9]), various estimates for (10.45) are given that generally
agree within a factor of two. For the intended leading order estimates, (10.45) is
more than accurate.

An individual star i in the globular cluster is typically gravitationally bound to all
other stars (unless it is an escaper), i.e., its total energy is negative:

Hi = p2
i

2mi
− � j �=i

Gmi m j∣∣ri − r j

∣∣ < 0. (10.46)

By frequent small angle scattering, globular clusters preserve near-thermal equilib-
rium by relaxation. Exchange of energy and momentum nevertheless can result in
some stars acquiring Hi > 0. As an open system, globular cluster hereby slowly
evaporates by ejection of high velocity stars. To calculate the rate of this evaporation
process, consider the total binding and kinetic energy
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U = −� j>i
Gm2∣∣r j − ri

∣∣ , Ek = �i
1

2
mv2

i (10.47)

subject to (10.33). The average binding and kinetic energy per star are

Ū = − 1

N
� j>i

Gm2∣∣r j − ri

∣∣ = − 1

2N
� j �=i

Gm2∣∣r j − ri

∣∣ 
 −Gm2N

2R
, Ēk = Ek

N
, (10.48)

The kinetic energy εk of an escaping star i is such that it exceeds to binding energy

ui = −� j �=i
Gm2∣∣r j − ri

∣∣ (10.49)

to all other stars. Let ū denote the average of the ui over all stars i = 1, 2, . . . N ,
i.e.,

ū = 2Ū (10.50)

by (10.48–10.49). Then by (10.48), the condition for escape is

εk > −ū = −2Ū = 4Ēk . (10.51)

We thus obtain the Ambartsumian condition for the escape velocity to be twice the
mean velocity of the stars in the cluster,

ve = 2v̄. (10.52)

A general frame work for the evaporative evolution of a globular cluster is the
system of two ordinary differential equations, describing the time rate-of-change of
N and H ,

d N

dt
= −Nτ−1

AS ,
d H

dt
= Hτ−1

K H (10.53)

with the Ambartsumian-Spitzer time scale τAS and the Kelvin-Helmholtz time scale
τK H defined as multiples of the relaxation time,

τAS = f −1
N trelax , τK H = f −1

H trelax . (10.54)

Here, fN and fH denote the fractional changes in N and H , respectively, per unit of
relaxation time, due to the escaping stars.
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10.6 Coefficients of Relaxation

To estimate fN and fH , we build on Ambartsumian [10]. The kinetic energies of
escapers is considered to be in the tail of a Boltzmann distribution (10.55), defined
by velocities larger than the escape velocity. For an idealized globular cluster with
equal mass stars, that may be appropriate for old but not young clusters, the kinetic
energy of the stars below the escape velocity effectively satisfies the Boltzmann
distribution. Consider the number density of stars n, d N = nd3v, satisfying

n(ε) ∝ e−ε/kB T , ε = 1

2
m(v2

x + v2
y + v2

z ),
3

2
kB T = ε̄. (10.55)

Extending Ambartsumian’s estimate for fN , we now include fE as follows:

fN =
∫ ∞
2 e− 3

2 s24πs2ds∫ ∞
0 e− 3

2 s24πs2ds

 1

135
, fE =

∫ ∞
2 s2e− 3

2 s24πs2ds∫ ∞
0 s2e− 3

2 s24πs2ds

 1

29
, (10.56)

where s2 = ε/ε̄, fE denotes the fraction of total kinetic energy exceeding the thresh-
old for escape. Let us now look at the following two processes.

1. Core-Collapse. Escapers from the core represent heat flux outwards to the cluster
envelope. Because U attains a minimum for stars at the center, they effectively
deposit a net kinetic energy into the envelope with minor change in potential
energy. fE signifies excess heat in the core that cannot be retained, which is
hereby transported outwards essentially uninhibited,

fH 
 fE 
 4.7 fN . (10.57)

This inevitable result will be core-collapse by negative specific heat.
2. Cluster Evaporation. Total escape represents a net particle and energy flux to

infinity. The latter is somewhat reduced in overcoming the gravitational binding
energy to the cluster as a whole. The energy deposited at infinity equals initial
kinetic energy minus the minimum kinetic energy required for escape,

fH =
(

fE

fN
− 4

)
fN 
 0.7 fN . (10.58)

By (10.57–10.58), core-collapse and evaporation are driven by dramatically dif-
ferent net luminosities,. fH defines the Kelvin-Helmholtz time scale (lifetime based
on energy extraction, keeping N fixed) and fN defines the Ambartsumian-Spitzer
time scale (lifetime based on escapers with zero net energy deposition at infinity).
Comparing fH and fN , we have

core : τK H < τAS, cluster : τK H > τAS. (10.59)
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Overall, evolution based on fH and fN combined, we have

τevap >> τCC . (10.60)

Detailed results obtain from numerical integration of the system of two ordinary
differential equations (10.54) with (10.57–10.58). (Uncertainties in (10.59) largely
stem from the degree to which our collisionless interactions are indeed modeled
by weak two-body scattering, ignoring the effect of compact binaries.) Assuming
further the Virial Theorem and (10.48),

H = −G N 2m

4R
, (10.61)

so that the coefficients (10.56) define a closed system (10.53–10.54) of ordinary
differential equations for (R, N ), that is readily integrated. The result gives the fol-
lowing estimates for the time to core-collapse [11]

tCC = 13.85 trelax , tCC = 20.53 trh, (10.62)

where trelax is the relaxation time derived from R and trh is the relaxation time derived
from rh (R = 1.3 rh). This result (10.62), derived from thermodynamic arguments,
agrees with detailed large N-body simulations.

Example 10.4. Based on Table10.1, N = Mc/m̄ for a globular cluster with
mean stellar mass of, e.g., m̄ = 1

3 M�. Tidal tails are created over a typical
period T = T7106 yr of tens million years since the last crossing of the galactic
disk. Scaled to one-quarter of the period P = P6 Myr of the orbit around the
galactic center, the associated outflow of evaporating stars satisfies

n 
 P N fN

4trelax
= 0.275 × N5P6

(
trh

109 yr

)−1

(10.63)

with N = 105N5.
By angularmomentum conservation, bipolar outflows of stars emanate from

L1 and L2, deflecting into leading and trailing streams inside and outside the
orbit of the cluster [12] Produced by high velocity escapers, it appears with
a correlation of radial separation to cluster core temperature, apparent in an
angular separation

α = �r

Dgc
= 3.4

σ

Dgc�
= 0.55 σ1D1/2

4 deg, (10.64)

where � = √
Mg/D3 with Mg = 3 × 1011M� [13] denotes the orbital period

of the cluster about the galactic center at a distance Dgc = D4 10 kpc and
σ = σ1 1 km s−1.
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Table 10.2 Thermodynamics of N-body systems

1. Globular clusters are self-gravitating N -body systems that are
essentially virialized. They develop a near-thermal velocity dis-
tribution on a relaxiation time scale, defined by small angle grav-
itational scattering. By a negative specific heat, their cores are
susceptable to a gravitothermal catastrophe.

2. Escapers are in the tail of a Boltzmann velocity distribution with
positive total energy. Their escape represents a singular pertur-
bation away from a thermal distribution.

3. Evaporation by escapers carries off a net kinetic luminosity out to
infinity (into the halo of their host galaxy), described by a system
of two ordinary differential equations comprising conservation of
total number of stars and total energy.

4. Numerical integration shows that gravitothermal core-collapse 
    takes place after about twenty relaxation times.

Table10.2 summarizes this discussion.

10.7 Exercises

10.1. Give the Lagrangian for a two-dimensional motion of the pendulum, including
motion about the vertical axis. Show that Noether’s theorem implies conservation of
angular momentum about this vertical axis. For small deflections, obtain solutions
to the equations of motion.

10.2. Use Noether’s theorem in the Lagrangian for the trajectory of a canon ball,
ignoring friction, to show that horizontal momentum is conserved. Obtain the dis-
tance traversed when it reaches ground level as a function of maximal height in its
trajectory.

10.3. Consider a globular cluster orbiting a host galaxy at a distance R. Expand the
Newtonian binding energy to host in terms of Legendre polynomials. In a spherical
coordinate system (r, θ,ϕ) centered at the host galaxy, identify the tidal interaction
with the second Legendre polynomial P2(cos θ), where θ is the poloidal angle rela-
tive to R. (θ = 0 at L2 and θ = π at L1.) Obtain an estimate of the tidal radius rtand
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apply this to NGC104 (Table10.1).5

10.4. M80 and NGC 6752 are two globular clusters of the Milky Way with N =
3×105, rh = 0.61 pc and, respectively, N = 2×105 and rh = 1.91 pc. [15]. Here, the
half-light radius rh is related to the virial radius by Rvir = 1.3 rh . For the relaxation
time of the cluster, we may choose Rvir or rh , giving trh = ktrelax . Following trelax in
(10.45), what is the conversion factor k? Calculate trelax following (10.45) for M80
and NGC 6752. The time to core collapse is given (10.62). Calculate tCC for M80
and NGC 6752. How do the results compare with the classification of M80 and NGC
6752 having KM and, respectively, PCCmorphology? You may assume each to have
the age of the Universe.

10.5. For the two-body problem in Newtonian mechanics, derive an equivalent one-
body Hamiltonian of a test particle about the center of mass. Derive Kepler’s third
law from this reformulation.

10.6. Saturn’s rings consist of cm to m sized rock-like particles. Although the total
mass of Saturn’s rings is small, they are self-gravitating.6Write down theHamiltonian
of one particle in orbit around Saturn, obtain the Hamiltonian equations of motion
and integrate these using the Maxima rk Runge-Kutta integration method for a few
orbits. Show the results for circular and non-circular orbits. Consider two particles of
equalmass, now including their gravitational interaction.Determine initial conditions
chosen such that these two particle form a small binary. Use rk to calculate the orbit
of this binary around Saturn.

10.7. Using Runge-Kutta integration, perform a direct numerical simulation of a
globular cluster of N ≤ 10 stars with initially zero velocities. Plot the total kinetic
energy in the cluster as a function of time and interpret the result. [Hint. The initial
evolution shows equilibration following a first bounce.]
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Chapter 11
Accretion Flows onto Black Holes

Accretion is a general phenomenon in the interaction of astrophysical objects with
their environment. Accretion onto white dwarfs, neutron stars and black holes in
particular may give rise to multi-wavelength continuous and transient emission. The
most extreme accretion scenarios are envisioned following birth of compact objects
in core-collapse of massive stars. Accretion is a complex process of mass flow. Quite
generally, in fall of angular momentum rich matter gives rise to disks. Accretion may
continue provided angular momentum diffuses outwards, perhaps by a combination
of turbulent viscosity and outflows.

In the limit of low angular momentum, mass may fall directly onto the central
object without the formation of an accretion disk. This problem has been worked
out for adiabatic flows in spherical symmetric flows by Bondi [1] and in cylindrical
symmetry by Hoyle and Lyttleton [2]. These solutions provide leading order approx-
imations to mass capture by gravitational focusing applicable to compact objects in
a variety of settings, e.g., subject to fallback matter in core-collapse of massive stars,
stellar winds from a binary companion, or when moving through a molecular cloud
or the insterstellar medium.

In the mass transfer between two stars in a binary stellar system, accretion flows
from a donor are naturally angular momentum rich and tend to form an accretion
disk around the acceptor. In this process, high energy emissions may be produced
particularly in the deep potential well around neutron stars or black holes.

Here, we include a discussion on the theory of thin accretion disks around black
holes, to highlight the importance of anomalous diffusion to account for the observed
high accretion disk luminosities. This is commonly modeled by turbulence [3] and
possibly so by magnetic instabilities [4].

The extremely deep potential well around black holes allows no light escape from
beyond their event horizon. This was originally envisioned by John Michell and
Pierre-Simon Laplace based on Newton’s corpuscular theory of light [5]. Remark-
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ably, this predicts the correct radius of a non-rotating Schwarzschild black hole
following the Hamiltonian

H = 1

2
v2 − GM

r
(11.1)

of a particle of unit mass at a distance r from a central mass M . At a radius R, H = 0
gives the escape velocity

ve =
√
2GM

R
. (11.2)

Particles with v < ve are trapped within. With an initial velocity c, light remains
trapped within the Schwarzschild radius

RS = 2Rg, Rg = GM

c2
= 1.5 × 105 cm

(
M

M�

)
, (11.3)

where Rg is a commonly used definition for the gravitational radius of an object of
mass M . Even though (11.1) is a classical Hamiltonian in Newton’s flat and non-
relativistic spacetime, (11.3) is the exact result predicted by general relativity, upon
identifying 4πR2

S with the area of the black hole event horizon.
In reality, the surface of a black hole is an event horizon at infinite redshift.1

Black holes can grow without bound in accumulating mass by accretion. With no or
negligible radiative back reaction, this process is different from accretion onto the
hard surface of a neutron star. Accreting back holes can hereby appear sub-luminous.

Various methods exist for determining the mass of black holes, based on the
orbital motion of accompanying gas or stars or by causality constraints applied to
timevariable emission. For instance, the extragalactic sourcePKS2155-304observed
by H.E.S.S. showed short time scale variability on the order of 10min in a>200GeV
flare [8]. A 10min time scale can be realized in a nucleus, provided its linear size is
no larger than the corresponding light crossing distance, i.e.,

RS ≤ tvar c, M ≤ c3tvar
2G

∼ 107M�. (11.4)

The theory of general relativity introduced embedding of Newton’s theory of
gravitation in a four-covariant theory, allowing an extension to strong gravity around
black holes (Fig. 9.1).

It should be mentioned that the Einstein equations are mixed hyperbolic-elliptic,
which also predicts the entirely new phenomena of gravitational wave motion. The

1In the classical limit, ingoring evaporation. Black holes evaporate by photon emission one-by-one
that, in preserving unitarity, involves an astronomical amount of computation [6]. Subject to the
Margolus-Levitin bound on quantum computation (1998, Physica D, 120, 88), this process is slow,
one photon every few thousand light crossing time scales [7].

http://dx.doi.org/10.1007/978-981-10-2932-5_9
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detection of black hole binary coalescence GWB150914 [9] has now made direct
detection of gravitational wave observations a practical reality, taking us a major step
beyond the indirect detection in the decay of the Hulse-Taylor binary pulsar system
PSR 1913+16 [10]. Recent measurements by the LAGEOS II and Gravity Probe B
[11] satellites provided a test for frame dragging around the Earth, confirming an
essential feature (of the elliptic part of) general relativity towithinmeasurement error.
Together, these experimental results confirm remarkable non-Newtonian behavior of
spacetime in general relativity.

The most extreme accretion flows may be found in energetic supernovae associ-
ated with the birth of neutron stars and black holes in core-collapse of massive stars.
In this event, accretion flows reach high densities, as inferred from the >10MeV
neutrino burst in SN1987A. Around black holes, the ratio of disk mass to the mass
of the central object is expected to reach up to 1% in models of extreme events asso-
ciated with gamma-ray bursts. If so, any non-axisymmetry in these accretion flows
is inevitably luminous in gravitational radiation.

11.1 Bondi Accretion

A remarkable result of Bondi’s study is the existence smooth solutions in spherically
symmetric accretion, starting from afinite temperature, zero velocitymedium at large
distances. These solutions are adiabatic flows (with no shocks) at special accretion
rates, given a density ρ0 and adiabatic sound speed a0 at infinity for an adiabatic
index 1 ≤ γ ≤ 5/3.

Starting point is the specific enthalpy of adiabatic flow along streamlines,

h = 1

2
v2 + a2

γ − 1
− GM

r
= a20

γ − 1
. (11.5)

The time-independent radial flow velocity v is governed by Euler’s equation of
motion

v∂rv = −1

ρ

∂P

∂r
− GM

r2
, (11.6)

where r denotes the radial distance to a central massM , P and ρ are the fluid pressure
and, respectively, density, satisfying a polytropic equation of state

P = Kργ, (11.7)

whereγ = 1 + 1/n in terms of the polytropic index n. The associated adiabatic sound
speed is a = √

γP/ρ. Conservation of baryon number implies that the accretion rate

Ṁ = 4πr2ρv (11.8)
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is constant throughout.
In considering smooth solutions, we allow radial derivatives of all relevant flow

quantities. To this end, we consider (11.6) and the logarithmic derivate of (11.8),
giving

v′ + a2

vρ
ρ′ + GM

vr2
= 0,

ρ

v
v′ + ρ′ + 2

r
ρ = 0. (11.9)

As a system of equations for two unknowns, its solutions are

(
v′
ρ′

)
= v2

v2 − a2

(
a2

vρ
−1

−1 ρ
v

)( 2ρ
r
GM
vr2

)
, (11.10)

that is

v′ = 2a2 − GM
r

v2 − a2
r−1v, ρ′ =

GM
r − 2v2

v2 − a2
r−1ρ. (11.11)

The vanishing of the determinant in (11.10) defines a critical point, which is the sonic
point where the inflow velocity equals the sound velocity. For smooth solutions to
exist, the numerators of (11.11) will have to vanish simultaneously, i.e.,

v2
s = a2s =

(
2

5 − 3γ

)
a20, rs = 5 − 3γ

4

GM

a20
, (11.12)

where a0 denotes the sound velocity at infinity, where we assume v = 0. In meeting
these conditions (11.12), we fix the accretion rate, i.e., the accretion rate assumes
critical values for smooth solutions satisfying

Ṁ = 4πr2s ρsvs = 4πλ

(
GM

a20

)2

ρ0a0 = 4πλR2
gcρ0

(
c

a0

)3

∝ a−3
0 , (11.13)

where Rg = GM/c2, ρ0 denotes the density at infinity and

λ = 1

4

(
2

5 − 3γ

) 5−3γ
2(γ−1)

, (11.14)

taking into account 1 ≤ γ ≤ 5
3 . It assumes values of order unity as shown in Fig. 11.1.

Note that the accretion rate decays with the third power of the sound speed at infinity:
accretion prefers cold over hot gas.
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Fig. 11.1 (Left) Shown are F(w) and G(u) for the values γ = 1.16, 1.31, 1.61 (top to bottom).
F(w) is minimal at the sonic point w = 1. The corresponding locus of the minima (bold line) of
G(w) are at us = 4/(5 − 3γ). (Right) The ratio of these minima defines the Bondi accretion scale
factor λ, which serves as a bound on the accretion rate in a smooth flow

Example 11.1. The Bondi accretion rate (11.13) can be scaled as

Ṁ = ṁ−3

(
2

5 − 3γ

) 5−3γ
2(γ−1)

(
M

M�

)2 (
ρ0

1 g cm−3

) (
0.001 c

a0

)3

, (11.15)

where ṁ−3 = 0.001M� s−1. If a fraction ε = ε−21% of Ṁc2 converts to X-ray
radiation, LX ∼ ε−21049 erg s−1 ∼ ε−21011LEdd for the scaling parameters at
hand, where LEdd = 1.26 × 1038 erg s−1 is the Eddington luminosity. Radia-
tive backreaction is hereby prohibitive for accretion onto a neutron star, but
not for accretion onto a black hole.

It turns out that (11.13) is the maximal attainable accretion rate in adiabatic flows,
based on the dimensionless implicit formulation for the Mach number w = v/a as
a function of the dimensionless inverse distance u = GM/(ra20) given by

F(w) = kG(u). (11.16)

With α = (γ − 1)/(γ + 1), we have



296 11 Accretion Flows onto Black Holes

F(w) = w−2α

(
1

2
w2 + 1

γ − 1

)
, G(u) = u−4α

(
u + 1

γ − 1

)
. (11.17)

Here, k = λ−2α is a constant set by the accretion rate. In view of 1 < γ < 5/3,
0 < α < 1

4 , the functions

F(w) = 1

2
w

4
γ+1 + 1

γ − 1
w−2α, G(u) = u

5−3γ
γ+1 + 1

γ − 1
u−4α (11.18)

divergence for small and large arguments (Fig. 11.1). Qualitatively similar to f (x) =
x−1 + x (x > 0), the functions F(w) andG(u)define a sonic point ofMachnumber 1
at theirminimum, F ′(w) = G ′(u) = 0, given byw = 1 atu = 4/(5 − 3γ), whereby

F(w) ≥ Fs = 1

2α
, G(u) ≥ Gs = 1

4α

[
5 − 3γ

4

]− 5−3γ
γ+1

. (11.19)

For (11.16) to have a global solution (connecting infinity u = 0 to the center u =
∞), kG(u) must exceed the lower bound (11.19) everywhere. That is, kG(us) ≥ Fs ,
which puts an upper bound on the accretion rate scale factor λ by

k ≥ ks = Fs

Gs
= 2

[
5 − 3γ

4

] 5−3γ
γ+1

. (11.20)

Example 11.2. To illustrate numerical continuation (Sect. 7.6), Fig. 11.2 is
shows a computation of two branches of global solutions (k > ks) to (11.16)
by root finding in two-dimensions. Consider the roots of

Z(w,u) = 0, (11.21)

where

Z(w,u) = F(w) − kG(u). (11.22)

For a given k satisfying (11.20), roots of (11.21) defineflow solutions of interest
that approach the transonic point in the limit as k approaches ks . In using
Newton’s method, we choose an initial guess for w at an upstream position
u < us , e.g., a small value like u = 0.1, and iterate

wn+1 = wn − Z(wn,u)

Zw(wn,u)
, Zw(w,u) = ∂Z(w,u)

∂w
. (11.23)

http://dx.doi.org/10.1007/978-981-10-2932-5_7
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By quadratic convergence of Newton’s method, wn converges rapidly to a
limit point w∗ = w∗(u) in a few iterations. For instance, for u = 1.25 with
k = 1.04 ks , we find

wn : 0.5000 0.1217 0.2093 0.2592 0.2677 0.2679,
Zn : −0.5851 0.9451 0.2752 0.0358 7.66 × 10−4 3.6582 × 10−7,

(11.24)

For a choice of step size h, we next choose a neighboring point u + h with
initial guessw∗(u) from the previous iteration. A few iterations of (11.23) now
produces w∗(u + h). Repeating this procedure step-by-step obtains w∗(u +
nh), n = 1, 2, . . ., thus producing a continuous branch. For the initial choice
of initially subsonic value w = 0.5, a subsonic branch obtains. Alternatively,
for an initial choice of supersonic value w = 1.5, a supersonic branch obtains.

The sonic point is numerically unstable as a bifurcation point across which con-
tinuation can choose between a subsonic or supersonic branch on r < rs (u > us).
The result is physically determined by the boundary condition at r = 0, i.e., a hard
surface or a surface of maximal inflow in case of a black hole event horizon.
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Fig. 11.2 Solutions to Bondi’s equations of spherical accretion include transonic in- and outflows,
above and belowwhich are super- and subsonic solutions (k > ks ).Additional fallback and bouncing
solutions to the left and right of the sonic point are unphysical two-valued velocity solutions. The
results shown obtain by numerical continuation with γ = 1.2
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In case of non-global solutions at sub-critical accretion rates (k < ks), numerical
continuation can similarly be applied to the inverse of (11.23), i.e.,

un+1 = un − Z(w,un)

Zu(w,un)
, Zu(w,u) = ∂Z(w,u)

∂u
. (11.25)

It produces two additional bouncing solutions, shown by unphysical two-valued
solution branches to the left and right of the sonic point.

Example 11.3. In the formation of a neutron star or black hole in core-collapse
of a massive star, Bondi accretion may be compared with free fall upon con-
sidering the sonic radius rs relative to the radius R of the progenitor. Bondi
accretion will be relatively slowwhen rs/R � 1. Prior to collapse, the progen-
itor was in equilibrium with a thermal energy

Eth = Mc2s (11.26)

with c2s = GM/(4R) based on Sect. 4.2.1. In the approximation a0 � cs , and
using (11.12), it follows that

rs
R

� 5 − 3γ. (11.27)

Thus, rs falls within the star whenever 4/3 < γ < 5/3. As γ approaches 4/3,
most of mass infall is expected to be subsonic. In contrast, rs falls outside the
star when 1 < γ < 4/3, in which case infall is essentially supersonic. These
two cases point to a slow respectively fast fall in of the stellar envelope, relative
to the free fall time scale.

11.2 Hoyle-Lyttleton Accretion

An interesting variation to the spherical Bondi accretion is the accretion of gas flow
captured by gravitational focusing from the environment.2

In the comoving frame of the star, flow appears upstreamwith asymptotic velocity
v0. In a spherical coordinate system (r, θ,ϕ) aligned with the direction of motion to
the right, streamlines upstream are deflected downstream towards the semi-infinite
axis θ = 0. Away from the θ = 0, we treat the flow in the limit of zero pressure (cf.
Burgers’ equations of motion of Sect. 9.4.1.) The enthalpy

2Historically, this problem was treated before Bondi’s spherical accretion.

http://dx.doi.org/10.1007/978-981-10-2932-5_4
http://dx.doi.org/10.1007/978-981-10-2932-5_9
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h = 1

2
ṙ2 + 1

2
r2θ̇2 − GM

r
= 1

2
v2
0 (11.28)

is constant along streamlines satisfying

u = GM

j2
(1 + cos θ) − v0

j
sin θ (0 < θ < π), (11.29)

taking into account the boundary condition u = 1/r → 0 as θ approaches π with
u = u(θ),

ṙ = − ju′ → −v0 (11.30)

as gas is coming from the left as seen in the frame of the star. Here,

j = r2θ̇ = −bv0 (11.31)

denotes the specific angular angular momentum that, associated with the impact
parameter b, labels a specific streamline.

By gravitational focusing, streamlines cross the semi-infinite line θ = 0, where
our approximation (11.28) breaks down and a fluid dynamical treatment with internal
energy due to pressure induced by compression of the gas is to be included.Wemodel
this as being local to the θ = 0, where the angular momentum of the fluid elements
is reduced to zero about θ � 0, giving rise to out- or inflow of fluid elements with
positive, respectively, negative enthalpy. Given the reduced enthalpy h∗ (11.32), this
corresponds to fluid elements that are unbound (h∗ > 0) and, respectively, gravita-
tionally bound (h∗ < 0) to the star.

Reduction of angular momentum to zero at θ = 0 by collision and compression
appears in a vanishing of the poloidal velocity r θ̇ at θ = 0. Thus, θ = 0 contains a
stagnation point at some radius r∗ > 0 from the star, that may be derived from the
reduced specific energy

h∗(r) = 1

2
v2
0 − GM

r
, ṙ = v0 (θ = 0), (11.32)

where the second equation follows by (11.29) and (11.31). The stagnation point is
at the root

h∗(r∗) = 0 : r∗ = 2GM

v2
0

. (11.33)

Thus, gas along streamlines crossing θ beyond (before) the stagnation point escapes
(falls back). From (11.29), the associated streamline (labeled by angular momentum)
is
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r∗ = j2∗
2GM

, (11.34)

and hence

j2∗ = 2GMr∗ = 4G2M2

v2
0

. (11.35)

Streamlines entering the stagnation point carry a specific angular momentum j∗
given by r∗ times vθ = r θ̇ = ju, just before the hydrodynamical interactions set in.
From (11.31), we have j∗ = b∗v0, where b∗ is the critical impact parameter,measured
by separation to θ = π at large distances upstream. That is, we have

b∗ = j∗
v0

= 2GM

v2
0

. (11.36)

The mass rate of accretion now follows from the capture area πb2∗:

ṀHL = πb2∗v0ρ0 = 4π
G2M2

v3
0

ρ0 = 4πR2
gcρ0

(
c

v0

)3

∝ v−3
0 . (11.37)

Its asymptotic behavior is similar to (11.13). It let Bondi to suggest the general result

ṀBHL = πb2∗v0ρ0 = 4π
G2M2

(v2
0 + a20)

3/2
ρ0 (11.38)

to apply to bodies moving with arbitrary velocity v0 (including zero) in media with
asymptotic density and sound speed ρ0 and a0, respectively.

Example 11.4. Similar to Example 11.2, the Hoyle-Lyttleton accretion rate
(11.37) can be scaled as

Ṁ = ṁ−3

(
M

M�

)2 (
ρ0

1 g cm−3

)(
0.001 c

v0

)3

, (11.39)

and the sameconclusions apply.Uponmoving into the envelopeof a companion
star, a neutron star is expected to grow slowly by Eddington limited accretion,
whereas a black hole may grow rapidly.

The case of bodies moving supersonically is different, in that a shock front will
form in the accretion flow. It effectively combines the free stream Hoyle-Lyttleton
accretion flow upstream and Bondi flow downstream [12].
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11.3 Accretion Disks

The basic principle of accreting accretion disks is mass flow inwards due to angular
momentum transport outwards (Fig. 11.3). The latter is generally considered to be
dissipative by internal anomalous diffusion, possibly augmented by outflows in disk
winds or astrophysical jets and, in the most extreme cases, gravitational radiation
[13].

To illustrate the limitations of molecular diffusion, we recall the scaling of kine-
matic viscosity in the theory of random walks,

ν = λcs, cs =
√
kBT

m
, (11.40)

by mean free path length λ (between atoms in air or protons in fully ionized plasmas
alike) and the isothermal sound speed cs in a disk of temperature T . What is the
implied luminosity of accretion flows driven by molecular diffusion?

Consider a disk with scale height H = H(r) � r , where r denotes the radial
distance to the central object. The vertical component of gravitational acceleration
imparted by a central mass M satisfies

gz = −GM

r2
sin θ = −GMz

r3
(11.41)

Fig. 11.3 a The theory of thin accretion disk describes accretion in response diffusive angular
momentum transport outwards subject to zero torque boundary conditions at the inner radius of the
disk. Viscous heating produces X-rays, as matter falls into the deep potential well around a black
hole. b It may extend down to the Inner Most Stable Circular Orbit (ISCO) of a rotating black
hole, whose spin energy represents a potentially large energy reservoir for additional interactions.
c A backreaction may appear through an inner torus magnetosphere, acting back onto the disk to
suspend accretion. d Gravitational wave emission from non-axisymmetric mass motion induced
by thermal instabilities may last for the lifetime of black hole spin, at balance between heating
by dissipation and cooling in gravitational radiation. (Adapted from van Putten, M.H.P.M., 1999,
Science, 284, 115; 2001, Phys. Rev. Lett., 87, 091101.)
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where sin θ = z/r denotes the poloidal angle relative to the equatorial plane. In the
isothermal approximation, balance of pressure p = ρc2s with gz ,

1

ρ

∂ p

∂z
= gz, (11.42)

gives rise to a density ρ and a vertically integrated column density

�(r) =
∫ H(r)

−H(r)
ρ(r, z)dz (11.43)

satisfying

ρ(r, z) = ρ0e
−z2/H 2

, H(r) = √
2rcs/vK , (11.44)

where H denotes the scale height. In near-Keplerian orbital motion, vK = r� =√
GM/r at radius r , the disk will be thin whenever vK � cs , i.e., in a relatively cold

disk with supersonic orbital velocities.
A Keplerian disk shows differential rotation: matter at inner radii rotate faster

than further out. Following Example 9.4., transport of angular momentum outwards
can ensue by viscous shear between concentric surface elements, here by

r
d�

dr
= −3

2
�. (11.45)

The associated viscous force on cylindrical cross sections gives rise to an azimuthal
torque upon including an additional factor r ,

τφ = r
∫ H

−H
ρν

(
r
d�

dr

)
2πrdz = 2πν�r3

d�

dr
(11.46)

In a stationary state, transport of angular momentum outwards by τφ and convective
angular momentum inwards with accretion rate Ṁ is constant throughout the disk:

τφ + Ṁ�r2 = C, (11.47)

where C is some constant. A complete boundary value problem for this first order
differential equation obtains with one boundary condition.

Consider a zero stress boundary condition at the inner radius r = rin , putting
C = 0. Here, we ignore potentially powerful interactions by losses in gravitational
radiation and gain by coupling to black hole spin (Fig. 11.3).
Integration gives a solution to H(r) via �(r) in (11.43),

3πν� = Ṁ

[
1 −

(rin
r

) 1
2

]
. (11.48)
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At large radii, it shows the asymptotic radial drift velocity

vr = −3ν

2r
. (11.49)

Energy dissipation per unit volume satisfies

q̇ = 1

ρν

(
ρνr

d�

dr

)2

= ρν

(
r
d�

dr

)2

, (11.50)

and hence the dissipation per unit surface area at radius r is

jq =
∫ H

−H
q̇dz = �ν

(
r
d�

dr

)2

= 3GMṀ

4πr3

[
1 −

(rin
r

) 1
2

]
, (11.51)

where we used rd�/dr = −(3/2)� in Keplerian motion. The total luminosity of
the disk follows by integration,

L = 2π
∫ ∞

rin

jqrdr = GMṀ

2rin
= 1

4

(
Rs

rin

)
Ṁc2. (11.52)

In view of (11.48), the disk luminosity (11.52) is proportional to ν.
Let us express ν relative to some fiducial values of our model parameters. In the

theory of random walks, mean free path length is defined by λnσc = 1, where σc is
the cross section of pp collisions. The typically proximity between two protons is
determined by a balance between their repulsive Coulomb interaction and the kinetic
energy set by temperature. That is, σc = πr2c , where

e2

rc
= kBT : rc = e2

kBT
, σc = πe4

(kBT )2
. (11.53)

That is,

λ = 1

nσc
= (kBT )2

nπe4
, (11.54)

and hence

ν ∼ λ

√
kBT

mp
∼ (kBT )

5
2

nπe4
√
mp

. (11.55)

For characteristic values n = 1016 cm−3, T = 106 K and e = 4.8 × 10−10 esu,
kB = 1.38 × 10−16 erg K−1, we have
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σc = 8.75 × 10−18cm2, λ = 11 cm, cs = 9 × 106 cm s−1, (11.56)

so that

ν = λcs ∼ 108
(

T

106 K

) 5
2 ( n

1016 cm−3

)−1
cm2 s−1. (11.57)

Then (11.48) with � � 2Hρ, ρ = nmp gives the estimate

Ṁ � 3π�ν � 6πmpcs H/σc = 24

e4
(kBT )3

GM

c3

(
r

RS

) 3
2

(11.58)

at r � rin . Scaled to characteristic values, we have

Ṁ = 6 × 103
(

T
106 K

)3 (
r
RS

) 3
2
(

M
M�

)
g s−1

� few × 10−14ṀEdd

(
T

106K

)3 (
r
RS

) 3
2

(11.59)

in terms of the Eddington accretion rate ṀEdd = LEdd/c2 = 1017(M/M�)gs−1

associated with the Eddington luminosity LEdd = 1038(M/M�)erg s−1.
For the active nuclei that we observe—in galactic X-ray binaries and extragalactic

AGN—the estimate (11.59) is essentially negligible.
The above led Shakura & Sunyaev [3] to propose an anomalous viscosity medi-

ated by turbulent eddies,

ν = αHcs, (11.60)

where α is a dimensionless constant of order unit. In this α-disk model, ν is vastly
greater than that predicted by molecular diffusion, allowing for Eddington limited
accretion rates. As mentioned in the introduction, the turbulent origin of (11.60) may
be due to instabilities in magnetic fields.

11.4 Gravitational Wave Emission

Non-axisymmetric accretion flowsmay produce andmay be partially driven by grav-
itational wave emission, potentially relevant to the most extreme accretion processes
in catastrophic such as core-collapse of massive stars and accretion disks formed by
tidal break-up around a companion black hole.

A starting point is the quadrupole formula of gravitational wave luminosity from
binaries such as the Hulse-Taylor binary is a system of two neutron stars. It consists
of masses M1,2 of the two neutron stars: MNS � 1.44M�, semimajor axis a = 2 ×
1011 cm, period: P = 7.75h, and ellipticity: e = 0.617. The angular velocity ω =
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2π/P satisfies

ω2 = G(M1 + M2)

(2a)3
� 2GMNS

8a3
, ω2 = RS

4a3
, RS = 2GMNS

c2
. (11.61)

In the second expression, we converted to geometrical units, wherein mass (MNS →
RS) and time (t → ct) are expressed in cm. Similarly, the associated binding energy
is

U = −GM1M2

2a
→ U = − R2

S

2a
. (11.62)

By the Virial Theorem, binding energy is about twice the kinetic energy (equal in
their time-averaged values),

−U � 2Ek = RSv
2 � RS(ωa)2. (11.63)

According to general relativity, energy produces a strain amplitude in space time,
in gravitational waves of transverse elliptical deformation of circles (linear polar-
ization, in the plane of the binary) or rotation of ellipsoidal deformations (circular
polarizations, along the axis of rotation of the binary). These strains reflect a rotating
gravitational tidal field in the binary. The dimensionless strain amplitude h measured
at a distance r from the source will be proportional to the dimensionless ratio defined
by the energy in the tidal field (in geometrical units) relative to r , as in the calculation
of small angles. By (11.63), we have the wave amplitude

ĥ(r) ∼ Ek

r
� RS

2r
(ωa)2. (11.64)

The luminosity in h(r, t) = ĥreikr−iωt follows the standard expressions for a trans-
verse wave,

LGW ∼ 4πr2
(

∂h

∂t

)2

∼ R2
Sa

4ω6 (11.65)

and should be compared with the exact quadrupole formula for gravitational wave
emission from two masses M1 and M2 in a circular binary (e = 0),

LGW = 32

5
μ̃2a4ω6 = 32

5
(ωμ)

10
3 , μ = M

3
5
1 M

3
5
2

(M1 + M2)
1
5

, μ̃ = M1M2

M1 + M2
(11.66)

in units of

L0 = c5

G
= 3.6 × 1059 erg s−1 = 1.8 × 105 M�c2 s−1 (11.67)
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For an equal mass binary, μ = 2− 6
5 RS , so that (11.65–11.66) agree within a factor

of 32
5 × 2− 12

5 = 1.21, which is better than anticipated.
For the Hulse-Taylor binary, we note its large ellipticity. It hereby radiates appre-

ciably at higher harmonics, described by an additional factor in the Peters&Mathews
formula [14],

LGW = 32

5
μ2a4ω6F(e), F(e) = 1 + 73

24e
2 + 37

96e
4

(1 − e2)
7
2

. (11.68)

For the Hulse-Taylor binary, the ellipticity e = 0.617 increases the luminosity to

LGW = 7.35 × 1031 erg s−1. (11.69)

The quadrupole formula (11.66) is a general result that can be applied also to a
mass inhomogeneities δm in accretion disks. In this event, M1 = M and M2 = δm
gives

LGW = 32

5

(
M

R

)5 (
δm

M

)2

∼ few × 1051
(
4M

R

)5 (
δm

10−3M

)2

erg s−1 (11.70)

for a inhomogeneities at a radius R. Scaling on the right hand side refers to an
estimate for δm � 10%MD for a disk MD � 1%M around a rotating black hole of
mass M .

Rotating black holes are believed to form in core-collapse of relatively high mass
stars.

Example 11.5. Rotating black holes are subject to the Kerr constraint

J ≤ GM2

c
. (11.71)

Consider black hole formation produced in core-collapse of a rotating star,
here modeled by a uniform density ρ0 and constant angular momentum �

throughout. In this event, a central region of the star out to a radius r contains
a mass and angular momentum satisfying

M(r) = 4π

3
ρ0r

3, J (r) = 2

5
M(r)r2�. (11.72)

For prompt collapse, (11.71) imposes a minimum mass according to

r ≥ 3

10π

(
c�

Gρ0

)
. (11.73)
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At this radius, fall backmatter has a specific angular momentum of at most j �
�r2. Continuing in the approximation of Newtonian gravity, this matter stalls
against an angular momentum barrier at radius r∗ satisfying j = c

√
Rg(r)r∗,

where Rg = GM/c2, i.e.,

r∗
Rg

�
(
15

8π

)2

< 1. (11.74)

Following prompt collapse, accretion continues unabated before an accretion
disk first forms. When it does, the black hole is non-extremal. Continuing
accretion will be driven by viscosity and outflows in disk winds, that may
further be subject to feedback from the black hole (11.3) [15].

Rapidly spinningblackholes are candidate inner engines to longgamma-raybursts
and superluminous supernovae, leaving slow spin remnants following forceful spin-
down against massive accretion disks. A powerful black hole spin-disk connection
may prolong emission (11.70), (11.3), the time scale of which is set by the inverse
ratio of disk mass to M [15]. This opens the prospect that some nearby supernovae
are luminous in gravitational waves [16]. This questionmay be investigated by future
observations with LIGO-Virgo and KAGRA.

11.5 Mass Transfer in Binaries

It is perhaps not surprising to find stars born in multiples with orbital motion absorb-
ing an excess in angular momentum, permitting gravitational collapse to a star. These
binary stellar systems may be observable as visual binaries, (single or double-line)
spectroscopic binaries, photometric binaries by periodic variability of fluxes or col-
ors, or (partial or full) eclipsing binaries. Stars in wide binaries (or isolated stars)
evolve in their hydrogen burning phase as main sequence stars with a lifetime

TMS = 13

(
M

M�

)−5/2

Gyr. (11.75)

Example 11.6. TMS of stars born with M ≤ 1M� is on the order of the age
of the Universe of about 13.7Gyr or longer. Those with higher mass can have
remarkably short lifetimes, e.g., 400Myr for M = 4M� or 40Myr for M =
10M�.
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Following (11.75), evolution proceeds on relatively short time scales with the
burning of heavier elements, starting with helium. Ultimately, core burning ceases
with the formation of an iron core. The final fate of the star depends on themass of the
iron core thus formed, which will be a function of the initial mass of the star at birth.
In the absence of nuclear burning, the core is supported against gravitational collapse
by electron-degenerate pressure up to a certain point. While stars with M ≤ 4M�
are believed to end as white dwarfs, relatively more massive cores produced by
M > 4M� will experience continued collapse to a (proto-)neutron star.Core-collapse
of massive stars is believed to trigger supernovae, that may produce neutron stars
(4M� < M < 10M�) or stellar mass black holes (M > 10M�). Based on Salpeter’s
initial mass function for new born stars,

ψ(m)dm = m−2.35dm pc−3 yr−1 (11.76)

estimates for the population density of white dwarfs, neutron stars and stellar black
holes obtain as remnants of stellar formation within a Hubble time (M ≥ 1M�),

nWD = 0.1 pc−3, nNS = 0.02 pc−3, nBH = 0.0008 pc−3 (11.77)

by integration of (11.76) over the intervals M� ≤ M ≤ 4M�, 4M� ≤ M ≤ 10M�
and, respectively, M ≥ 10M�.

When stars are born in close binaries, the evolution is expected to be different
from those on the main sequence due to interactions.

Overall,wedistinguish three classes of compact binaries:detached, semi-detached
and contact binaries. Their photospheres are then, respectively, inside their Roche
lobes, inside and coincident with their Roche lobes, and both coincident or exceeding
their Roche lobes forming a common stellar envelope. For circular orbits, the two
Roche lobes in a binary system meet a fixed first Lagrange point L1 as seen in a
co-rotating frame of the binary.

Close binaries may experience mass transfer that generally prodices accretions
disks as discussed in Sect. 11.3. If semi-detached, this transfer proceeds through the
inner Lagrange point L1 by Roche lobe overflow. It may proceed naturally in evolu-
tion towards equal mass stars, lowering their gravitational binding energy. Evolution
in the opposite direction requires energy input from one of the two stars. As the
binary tightens or when both stars expand, a common stellar envelope phase may
follow.

The Roche lobes in a binary is an equipotential surface passing through the first
(inner) Lagrange point L1 (Fig. 11.4), defined as a saddle point in the Roche potential

�(r) = − GM1

|r − r1| − GM2

|r − r2| − 1

2
(ω × r)2 , (11.78)

where the first two terms give the potential binding energies to the stars of mass M1

and M2 at positions r1 and r2, respectively. The third term contributes the centrifugal
force at the distance œ to the axis of rotation in the force F = −∇�(r).
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Fig. 11.4 (Left) Equipotential surfaces of �(r) and the location of the Lagrange point L1 at the
saddle point between M1 and M2 for various mass ratios M1/M2. (Right) The locus of L1 moves
towards the relatively less massive star with increasing M1/M2

In the full dynamical equations of motion of a mass-less test particle (in the
restricted three-body problem), F is balanced by inertia of the two stars and Coriolis
forces,

d2r
dt2

= F − ω × v (11.79)

where v denotes the velocity as measured in the co-rotating frame. We commonly
choose the angular velocity of the latter to be constant, defined by the orbital period
P in Kepler’s law:

|ω| = � = 2π

P
, �2 = G(M1 + M2)

a3
. (11.80)

The orbit has latus semi-rectum p = a(1 − e2) with ellipticity e and semi-major
axis a. The motion in the orbital plane is conveniently described in polar coordinates
(r, θ) by

r = a(1 − e2)

1 + e cos θ
. (11.81)

Thus, 1/p equals the orbital mean of 1/r when e < 1. For circular orbits, e = 0 and
a = a1 + a2 equals the binary separation, given by the sum of distances of each to the
center of mass. Because L1 is a saddle point, Roche lobes take the shape of droplets.
Relevant to mass transfer is the effective radius RL of an equivalently spherical star
of the same volume, relative to a. The effective radius of M1 satisfies [17] (Fig. 11.5)
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Fig. 11.5 Approximate
formulas for the effective
radius rL = RL/a as a
function of q = M1/M

RL

a
� max

{
2

34/3

(
M1

M

) 1
3

, 0.38 + 0.2 log10 q

}
, (11.82)

and, to a better approximation [18]

RL

a
= rL , rL = 0.49q2/3

0.6q2/3 + ln
(
1 + q1/3

) , q = M1

M2
. (11.83)

The ratio RL/a increases with the mass ratio q. For instance, RL = 0.3789a for an
equal mass binary (M1 = M2), increasing to RL = 0.5782a when M1/M2 = 10 and
decreasing to RL = 0.2068a when M1/M2 = 0.1.

In a semi-detached binary, conservative mass transfer in Roche lobe overflow
preserves the total mass M = M1 + M2 and total orbital angular momentum J ,
ignoring exchanges of orbital and stellar angular momentum by tidal interactions. In
this event,

J = μ j = M1M2

M

√
GMa(1 − e2) = x(1 − x)M

3
2

√
Ga(1 − e2), (11.84)

where we put x = M1/M . Note that the parabola x(1 − x) assumes a maximum at
x = 1/2. If the orbit does not change shape (e remains constant), mass transfer from
the more to less massive member causes a tightening, i.e., the major semi-axis a
decreases and the binary becomes more compact. In this process, the total energy
(9.32)

http://dx.doi.org/10.1007/978-981-10-2932-5_9
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H = −x(1 − x)
GM2

2a
(11.85)

decreases and assumes a minimum at x = 1/2. Increasing e may ameliorate this
energy loss. Opposite conclusions hold mass transfer from the less to more mas-
sive member. This process requires forcing by one of the stellar members and/or
circularization.

For circular orbits, (11.84) can be written as

a

a∗
=

(
M2

M1M2

)2

= (1 + q)4

q2
, a∗ = J 2

GM3
, (11.86)

where a0 = 16a∗ denotes the minimum binary separation when M1 = M2. Differ-
entiating (11.84) with respect to time keeping J constant ( J̇/J = 0) gives

ȧ

a
= 2(M1 − M2)

M1M2
Ṁ1 = 2

Ṁ1

M1
(q − 1) , q = M1

M2
. (11.87)

Given the rate of change of the effective radius RL = arL , rL = rL(q), we have

ṘL

RL
= r ′

L

rL

q̇

q
+ ȧ

a
= 2

(
1 + q

2

r ′
L

rL
+ q − 1

)
Ṁ1

M1
. (11.88)

Here r ′
L > 0, and hence RL of the more massive star will be decreasing with M1

whenever q > 1.
The stability of conservative mass transfer depends on the rate at which the radius

of the donor star changes relative to ṘL . Evidently, mass transfer is stable about the
equilibrium q = 1. However, stability is not ensured when q > 1. If RL decreases
faster than the radius of the donor star, mass transfer proceeds increasingly faster
and a run-away may occur. It does not preclude recovering stability as q approaches
1. The governing physical parameter of the donor star is the logarithmic derivative
[19]

ξ = d log R

d logM
. (11.89)

Generally, we distinguish different parameter regimes of mass transfer, Ṁ1 = M1/τ
according to different time scales τ . The system may be thermally stable with slow
mass transfer, e.g., evolving on its nuclear burning time scale. Or it may be thermally
unstable while dynamically stable (on time scale of the binary period). Or it may
be both thermally and dynamically unstable, when nothing stops the system from
rapidly shrinking towards common envelope state.

Since (9.32) is expressed in terms of the velocity difference v and the separation
distance r between the two members of the binary, it is Galilean invariant. If one
member goes supernova, mass is lost effectively instantaneously. If the supernova

http://dx.doi.org/10.1007/978-981-10-2932-5_9
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is spherically symmetric, v is the same just before and after the explosion. If the
progenitor binary is also circular, then r = a and v2 = GM/a. For H to remain
negative after the explosion, mass lost must satisfy �M < M/2, i.e., no more than
50% of the total mass may be ejected.

Table11.1 highlights some of the main issues.

11.6 Exercises

11.1. State the dimensions of the following quantities in cgs units.
(a) Angular velocity ω
(b) Hubble radius RH

(c) Mass density ρc at the center of the Sun
(d) Boltzmann constant kB
(e) Kinematic viscosity ν

11.2.Conversion to geometrical units ofmass, energy and timewith length is accord-
ing to the formulae

M → GM

c2
, E → GE

4
, t → ct, (11.93)

where G is Newton’s constant and c is the velocity of light. Show that G and c
become dimensionless in geometrical units and determine the result for the following
quantities:
(a) Accretion rate Ṁ
(b) Surface mass density �

(c) Planck constant �

(d) Kinematic viscosity ν

11.3.Derive the following estimate for the orbital period of a star of mass M1, radius
R1 in a semi-detached binary with mass ratio q = M1/M2:

P � 0.35

(
R3
1

M1

) 1
2
(

2

1 + q

)0.2

day. (11.94)

11.4. Consider an isotropic stellar wind from M1 with a companion binary of mass
M2, i.e., Ṁ1 < 0 and Ṁ2 = 0. Compute

α =
(
J̇

J

)
wind

. (11.95)
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Table 11.1 Overview of axisymmetric and non-axisymmetric accretion

1. Let RS = 2GM/c2 denote the Schwarzschild radius of a star of
mass M . The Bondi-Hoyle-Lyttleton mass accretion rate onto a
compact object with velocity v0 in a medium with density ρ0 and
sound velocity a0 satisfies

ṀBHL = πb2∗v0ρ0 = 4πR2
Scρ0

c3

(v2
0 + a2

0)3/2
. (11.90)

Since Ṁ ∝ v−3
0 , a−3

0 , the accretion rate is suppressed in the limit
of large velocities or high temperature environments. Conversely,
compact objects will be relatively bright when moving slowly in
low temperature media.

2. Accretion flows satisfy nonlinear equations of conservation of
energy-momentum and mass. Formulated implicitly as

Z(x, y) = 0, (11.91)

solution branches can be found by numerical continuation using
Newton’s method. For a choice of x and an initial guess y0,
consider the sequence

yn+1 = yn − Z(x, yn)
Zy(x, yn)

. (11.92)

If convergent, the limit y∗ = y∗(x) is a solution to (11.91). It
can be used as an initial guess to (11.92) to calculate y∗(x + h).
Repeating this procedure obtains a branch y∗(xm) (m = 1, 2, · · · )
away from bifurcation points, where Zy = 0. Similarly, branches
x = x(y) can be calculated.

3. Accretion flows occur following mass transfer in stellar binaries
following Roche lobe overflow. The result is typically binary evo-
lution on a secular time scale. Accretion onto the acceptor is
mediated by angular momentum transfer outwards by diffusion
and outflows.

4. Extreme accretion flows may occur during growth of black holes
newly formed in core-collapse of massive stars. In this event, (a)
accretion onto may be driven by gravitational wave emission from
non-axisymmetric accretion flow, generally producing ascending
chirps; (b) descending chirps may derive from non-axisymmetric
waves in high density matter about the ISCO spinning down a
rapidly rotating black hole sustained for the lifetime of rapid spin.
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Derive an expression for ȧ/a. How does the binary period evolve?

11.5. Show that P2 = a3/(M1 + M2) expresses the period in years of a binary with
major semi-axis a in A.U. and masses M1,2 expressed in units of M�.

11.6.Calculate the luminosity in gravitational waves for the orbital motion of Jupiter
around the Sun. Here, MJ = 2 × 1030 g and RJ = 7.8 × 1013 cm.

11.7. Accretion disks are a natural outcome of mass transfer in binaries, when one
of the two stars fills its Roche lobe. In deriving a leading order description of this
processes, consider the following and state the relevant quantities without any equa-
tions.

• Give three or more time scales in the problem of mass transfer and associated
stellar evolution.

• In Roche lobe overflow of the donor feeding mass to the acceptor, state two prin-
cipally conserved quantities.

• Why does mass transfer give rise to an accretion disk around the acceptor, in
particularly around compact object such as a white dwarf, neutron star or black
hole?

• What governs the mass accretion rate onto the acceptor?
• In accretion onto neutron stars or black holes, what are potentially observable
differences?

11.8. State two radiation channels by which we can directly probe the inner-most
workings of core-collapse supernovae. For supernovae at large distances, which of
these two channels is preferred?

11.9. Express (11.69) as a fraction of the Solar luminosity L� in electromagnetic
radiation.
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Chapter 12
Rindler Observers in Astrophysics
and Cosmology

In setting up a Hamiltonian system to describe the motion of binaries, globular
clusters and galaxies alike,we commonly startwithNewton’s second lawwith inertial
massm equal to rest massm0. We here revisit this premise in a cosmological setting,
wherein Rindler and cosmological horizons may collude.

Einstein’s theory of relativity introduces (apparent or event) horizons to Rindler
observers, of black holes and, on the largest scale, in cosmology. Largely due to
the equivalence principle, these horizon surfaces share some common properties in
causality and thermodynamics, described by entropy and temperature according to
area and surface gravity,1 where entropy varies with the distribution of mass within.2

Here, we discuss the finite temperature of Rindler horizons based on the moving
mirror problem of Birrell and Davies (1982) [2], as it highlights a common origin in
pair creation due to a change in basis of the Hilbert spaces defining radiative states in
asymptotically flat spacetimes. This temperature is, in fact, a thermodynamic quantity
as it recovers Newtonian inertia, of Rindler observers whose horizon falls within the
cosmological horizon.

12.1 The Moving Mirror Problem

Quantizationoffields representing free particlemotion is commonlygiven inmomen-
tum space. For massless fields describing, e.g., photons, we introduce countably infi-
nite states for each momentum by means of creation and destruction operators â†

and, respectively, â associated with a choice of vacuum | 0 〉 satisfying

1Internal surface gravity of the cosmological horizon.
2According to position information I = 2π�ϕ in a holographic approach, where �ϕ represents
distances expressed in Compton phase on the basis of unitarity in particle propagators; [1].

© Springer Nature Singapore Pte Ltd. 2017
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â | 0 〉 = 0, (12.1)

i.e., a vacuum defined as the empty state from which no particles can be removed.
A general formalism for quantizing a realistic field requires completeness. For free
massless fields inMinkowski spacetime coordinatized by xb, we can associate â† and
â with momentum states of the form eika x

a
. From the theory of Fourier transforms,

we know that these harmonic states provide a complete basis. For plane waves in
1+1 Minkowski spacetime, for instance, we have ei(kx−ωt) with wave number k and
angular frequency ω subject to the dispersion relation ω = ck. This carries over to
standing waves on finite domains by the theory of discrete Fourier transforms.

The linear span of such basis defines aHilbert space, which preserves all the nice
properties of normed linear vector spaces in finite dimensions. Evidently, suchHilbert
space lacks manifest covariance in depending on a choice of spacetime foliation,
here associated with (12.1). Different foliations in Cauchy surfaces of constant time
readily gives rise to a different set of basis functions, bringing along their own creation
and destruction operators. A similar dependency in the orthogonality of functions on
a choice of domain was encountered in Chap.6: {zn}∞n=0 form a complete basis for
analytic functions on unit disk, that are orthogonal on S1 in C but not on [−1, 1].
Even so, a basis transformation exists that transforms them into Legendre functions
Pn(x) that are orthogonal on [−1, 1].

As one-step (up and down) creation and annihilation operators, â and â† satisfy

[â, â†] = 1. (12.2)

An alternative choice of Hilbert space to quantize a given field brings along a second
set of creation and annihilation operators b̂ and b̂† subject to the same. By some
linear transformation of basis functions associated with (12.2),

b̂ = αâ + βâ†, b̂† = α∗â† + β∗b̂ (12.3)

and imposing (12.2) also on the (b̂, b̂†), the Bogoliubov coefficients α and β satisfy

|α|2 − |β|2 = 1. (12.4)

We are hereby at liberty to employ the hyperbolic factorization α = eiθ1 cosh λ and
β = eiθ2 sinh λ. In (12.3), α and β are linear operators; we suppress summation
associated with each (b̂, b̂†) over all basis elements of the Hilbert space of (â, â†).

Importantly, the vacuum state (12.1) associated with (â, â†) is no longer empty
according to (b̂, b̂†),

b̂ | 0 〉 = (
αâ + βâ†

) | 0 〉 = βâ† | 0 〉 , (12.5)

showing

〈 0 | b̂†b̂ | 0 〉 = |β|2 〈 0 | ââ† | 0 〉 = |β|2 〈 0 | [â, â†] | 0 〉 = 1. (12.6)

http://dx.doi.org/10.1007/978-981-10-2932-5_6
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The vacuum state | 0′ 〉 of (b̂, b̂†),

b̂ | 0′ 〉 = 0, (12.7)

is hereby inequivalent to (12.1).
The moving mirror problem described by a Rindler trajectory (Fig. 6.5) describes

just such transformation between in- and outstates X and Y . The X and Y domains
define Hilbert spaces at radiation states at null-infinity that are related by the non-
trivial map imposed by the mirror. In choosing a uniform distribution of phase on Y ,
we readily can define positive and negative energy states. On this basis, we define
| 0 〉 as the state that contains no positive energy particles, while prohibiting negative
energy states (Sommerfeld radiation boundary conditions).As shown inExample 6.5,
this implies negative energy states in X , by projection on its Hilbert space of Fourier
modes. In particular, the true vacuum (empty) states of X andY are incommensurable.
According to (6.31) and (12.4),

|β|2 (
e2πα − 1

) = 1 : |β|2 = 1

e2πα − 1
. (12.8)

Upon restoring summation in (12.3), |β|2 refers to the photon number flux per
unit time per unit frequency passing through Y . For a complete discussion the reader
is referred to the original work of Birrell and Davies (1982).

Following Exercise 6.20,

2πα = ka, k = 2π

λ
(12.9)

in (6.31), where a denotes the acceleration of the mirror in Fig. 6.5 and λ is the
wave length in the uniform distribution of phase over Y . With the dispersion relation
ω = ck of photons in vacuum, 2πα = �ω/kBT in terms of the Unruh temperature

kBT = a�

2πc
(12.10)

of essentially thermal radiation according to (12.8). Here, kB is the Boltzmann con-
stant, � is Planck’s constant and c is the velocity of light.

12.2 Implications for Dark Matter

The result highlights a universal property of essentially thermal radiation from event
horizons according to their surface gravity, including those of black holes3 and de
Sitter space [4].

3[3], that shares the same map between X and Y by ray-tracing as shown in Fig. 6.5.

http://dx.doi.org/10.1007/978-981-10-2932-5_6
http://dx.doi.org/10.1007/978-981-10-2932-5_6
http://dx.doi.org/10.1007/978-981-10-2932-5_6
http://dx.doi.org/10.1007/978-981-10-2932-5_6
http://dx.doi.org/10.1007/978-981-10-2932-5_6
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Event horizons formed in gravitational collapse give rise to a finite lifetime of
black holes. Over the course of photon emission one-by-one at a rate [5]

ν � 40

(
M

M�

)−1

Hz, (12.11)

a black hole of mass M produces a finite random walk due to minute kicks in
response to this emission. (A black hole is never at rest.) Over the course of complete
evaporation, the corresponding image by photon detections on the celestial sphere
possibly restores unitarity at 4 bits per photon after complete evaporation [6]. A
given total mass-energy M imposes a bound on the number of bit flips per second by
the Margolus-Levitin bound for a given total mass-energy M [7]. The slow emission
(12.11) is consistent with the resulting limit on computation [5, 8].

In de Sitter spacetime, a cosmological event horizon appears at a distance RH =
c/H (Fig. 12.1), in (8.71) with exponentially growing scale a(t) = a0eH0t for a
Hubble parameter H0. Analogous to Fig. 6.5, Fig. 12.1 shows a logarithmic phase
map from a null surface element Y in the future to a null surface element X in the
past associated with an event horizon H at a Hubble radius

RH = c

H
(12.12)

Fig. 12.1 In de Sitter space, there is an outgoingHubble flow of galaxies (curved trajectory) passing
through a cosmological event horizon H across a spacelike distance (thick horizontal line) RH to
an inertial observer O. A map of light rays with uniform phase distribution across a null-surface
element Y maps into a logarithmic distribution onto a null-surface element X close to H . The result
is thermal radiation of the same origin as produced by a moving mirror at constant acceleration
shown in Fig. 6.5

http://dx.doi.org/10.1007/978-981-10-2932-5_8
http://dx.doi.org/10.1007/978-981-10-2932-5_6
http://dx.doi.org/10.1007/978-981-10-2932-5_6
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Fig. 12.2 A Rindler observer O is trailed by an event horizon h at constant distance ξ, whose
inertia satisfies a thermodynamic potential associated with h. Strong and weak gravity limits (left
and, respectively, right panel) are defined by ξ relative to the distance RH to the cosmological
horizon H seen by inertial observers

(in a three-flat cosmology). Thus, (12.10) attains the Gibbons-Hawking temperature

kBT = �H0

2π
(12.13)

of de Sitter space.
For Rindler observers in de Sitter space, RH introduces a characteristic scale for

accelerations a, according towhether the Rindler horizon at ξ = c2/a (cf. Sect. 1.5.1)
falls inside or beyond the cosmological horizon, i.e., the cases a > adS and a < adS ,
adS = cH , where (Fig. 12.2).

cH0

2π
� 1Å cm s−2 (12.14)

for the present value H0 of the Hubble parameter.
The result of Example 1.9 is no coincidence, but reflects on the nature of inertia.On

a screen at distance �ϕ = kξ measured in total Compton phase, unitary encoding
of particle position requires an information I = 2π�ϕ, where k = mc/� is the
Compton wave number of a particle of mass m. At the Unruh temperature (12.10)
observed byRindler observers, the associated change in entropy dS = −d I identifies
inertia in Newton’s law as an entropic force [9]:

F = mT
dS

dξ
= −mT

d I

dξ
= −m

�a

2πc
(2πk) = ma. (12.15)

Inertia hereby has a thermodynamic potentialU = mc2 associated with the horizons
of Rindler charts of Minkowski spacetime (Appendix C.3). For a discussion on
Newtonian gravity from entropic forces, see [10].

http://dx.doi.org/10.1007/978-981-10-2932-5_1
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<RHξ

Fig. 12.3 Accelerations a = adS define a transition to weak gravity (4.99) as Rindler and cos-
mological horizon collude. For a < adS , inertia m drops below the Newtonian value m0. This
transition is sharp as manifest in galaxy rotation curves, here plotted as m/m0 as a function of
Newtonian gravitational acceleration aN /adS based on baryonic matter content. Shown are binned
data accompanied by 3σ uncertainties. The curved green band is the theoretical curve covering
−1 < q0 < −0.5 with H0 = 73kms−1Mpc−1. (Reprinted from van Putten, M.H.P.M., 2017, ApJ,
837, 22. Binned data from Lelli, F., McGaugh, S.S., Schombert, J.M., Pawlowski, M.S., 2017, ApJ,
836, 152 http://astroweb.case.edu/SPARC/RARbins.mrt.)

The cosmological scale of acceleration (12.14) is readily attained on galactic
scales beyond distances (cf. (8.82))

rt = √
RgRH : rt = 4.7 kpM1/2

11 (12.16)

where Rg denotes the gravitational radius of the galaxy of mass with M = 1011M�.
At distances r > rt (a < adS), the Rindler horizon of orbiting stars and gas for-

mally falls beyond the cosmological horizon.Thus, RH introduces a cut-off upon inte-
gration of (12.15) by causality, that suppresses inertia whenever a < adS . Figure12.3
clearly shows this transition in rotation curve data of low redshift spiral galaxies.

If the observed non-Newtonian behavior in galaxy rotation curves originate in
suppressed inertia and dark matter is present on cosmological scales, then clustering
of the latter is limited to scales of galaxy clusters. If so, the putative dark matter
particle must be extremely light [11]. Existing dark matter experiments may well

http://dx.doi.org/10.1007/978-981-10-2932-5_4
http://astroweb.case.edu/SPARC/RARbins.mrt
http://dx.doi.org/10.1007/978-981-10-2932-5_8
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Table 12.1 Overview Rindler inertia in cosmology

1. In Minkowski spacetime, inertia of a particle at acceleration a has
a thermodynamic potential mc2 associated with its Rindler hori-
zon at a distance ξ = c2/a. When ξ falls within the cosmological
horizon, the inertia m is constant and equal to the rest mass m0

of the particle.

2. In three-flat cosmologies with Hubble parameter H0, the Rindler
horizon colludes with the cosmological horizon at RH = c/H0

when aN = adS, adS = cH0. By causality, RH acts as a cut-off
at aN < adS, effectively reducing m by a factor RH/ξ below m0.
The transition to m < m0 is sharp in the first derivative across
aN = adS, manifest in rotation curve data of a large number of
galaxies shown in Fig. 12.3.

3. At extremely low accelerations aN << adS, the asymptotic behavior
in a = aNm0/m captures Milgrom’s empirical law of acceleration,
         In the limit of a de Sitter cosmology, Milgrom’s
parameter satisfies a0 = cH0/( 2π)[9].

4. There is no need for dark matter on galactic scales. Any dark
matter clustering is hereby limited to galaxy clusters. If so, the
putative dark matter particle is extremely light, expected to pro-
duce null-results in laboratory dark matter detector experiments.

√aNa =           a0
√

[13]. 

consistently produce a null-result.4 The associated dynamical dark energy may be
probed by redshift dependence in adS [12].

Table12.1 highlights some of the main issues.

12.3 Exercises

12.1. Derive (12.11) from Hawking radiation. Why are black holes never at rest?

12.2. In geometrical units, derive the surface gravity of a black hole horizon
aH = 1/(8πM). [Hint. Identify the total mass energy of a test particle suspended
above the event horizon with a suitably defined thermodynamic potential in the
Schwarzschild line-element.]

4If so, the significance of which will be similar to the experiment of A.A. Michelson (1852–1932)
and E.W. Morley (1938–1923).
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12.3. Derive (12.16).

12.4. For three-flat cosmological in FRW cosmologies, derive

1. The extrinsic surface gravity analogous to that of black hole event horizons;
2. The intrinsic surface gravity based on the Gauss-Bonnet theorem;
3. When are intrinsic and extrinsic surface gravity equal?
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Appendix A
Some Units and Constants

Physical Constants

Black body constant α = π2k4/15c3h3 = 7.56 × 10−15 erg cm−3 ◦K−4

Stefan-Boltzmann constant σ = π2k4/60�3c2 = 5.67 × 10−5 g sec−3 ◦K−4

Bekenstein-Hawking entropy SH/A = kc3/4G� = 1.397 × 1049 cm−2

Bohr radius a0 = �
2/mee2 = 0.529 × 10−8 cm

Boltzman constant kB = 1.38 × 10−16 erg ◦K−1

1/kB = 1160 ◦K/eV
Critical magnetic field Bc = m2

ec
3/e� = 4.43 × 1013 G

Compton wavelength λc/2π = �/mec = 3.86 × 10−11 cm
Velocity of light c = 2.99792458 × 1010 cm/s
Newton’s constant G = 6.67 × 10−8 cm3 g−1s−2

κ = (16πG/c4) = 2.04 × 10−24 s cm−1/2 g−1/2

Planck’s constant � = 1.05 × 10−27 erg s
Planck energy Ep = l pc4/G = 2.0 × 1016 erg = 1.3 × 1019 GeV
Planck density ρp = l−2

p c2/G = 5.2 × 1093 g cm−3

Planck length l p = (G�/c3)1/2 = 1.6 × 10−33 cm
Planck mass mp = l pc2/G = 2.2 × 10−5 g
Planck temperature Tp = Ep/kB = 1.4 × 1032 K
Planck time tp = l p/c = 5.4 × 10−44 s
Electron charge e = 4.80 × 10−10 esu
Electron volt 1 eV = 1.60 × 10−12 erg
Electron mass me = 9.11 × 10−28 g

mec2 = 0.511 MeV
Fine structure constant α = e2/�c � 1/137
Proton mass mp = 1.67 × 10−24 g

mpc2 = 938.2592(52) MeV
Neutron mass mnc2 = 939.5527(52) MeV

= mpc2 + 2.31 × 10−27 g
= mpc2 + 1.29 MeV/c2

Rydberg constant mee4/2�2 = 13.6 eV
Thomson cross section 8πe4/3m2

ec
4 = 0.665 × 10−24 cm2
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Some Astronomical and Cosmological Constants

Second of arc (") 4.85 × 10−6 rad
Astronomical unit (A.U.) 1.50 × 1013 cm
Light year (ly) 0.946 × 1018 cm
Parsec (pc) 3.26 ly = 3.09 × 1018 cm
Solar mass (M�) 1.99 × 1033 g
Distance to Virgo 16.5 ± 0.1 Mpc1

Hubble constant (H0) 67.4 ± 1.4 (km/s) Mpc−1 (Planck2)
Closure density (ρc)

3πH 2

8πG = 9.4 × 10−30 g
de Sitter temperature �H0

2πkB
= 2.7 × 10−30 K.

1 Mei, S., Blakeslee, J.P., Côté, P., et al., 2007, ApJ, 655, 144
2 Planck Collaboration: Ade, P.A.R., Aghanim, N., Armitage-Caplan, C., et al., 2014,
A&A, 571, A16



Appendix B
�(z) and ζ(z) Functions

The �(z) and Riemann zeta function ζ(z) are defined as

�(z) =
∫ ∞

0
t z−1e−t dt, ζ(z) = 1 + 1

2z
+ 1

3z
+ · · · (Re(z) > 1) . (B.1)

The latter satisfies Euler’s identity,

ζ(z) = �
(
1 − p−z

)−1
(B.2)

over all prime numbers p. The Riemann-zeta function is defined as its analytic
extension to the complex plane. ζ(z) features a pole at z = 0, trivial zeros at zk =
−2,−4, . . . and an infinite number of non-trivial zeros in the strip 0 < Re(zk) < 1
(Re(zk) ≡ 1

2 if the Riemann hypothesis holds true). They satisfy a symmetry about
Rez = 1

2 , given by

ζ(z)χ(z) = ζ(1 − z)χ(1 − z), χ(z) = π
z
2 �

( z
2

)
. (B.3)

The relation �(z + 1) = z�(z) shows that �(n + 1) = n! for integers n ≥ 0. It
also satisfies Euler’s symmetry,

�(z)�(1 − z) = π

sin(πz)
. (B.4)

Its asymptotic properties give the Stirling formula

n! � √
2πnnne−n (n 	 1), (B.5)

that provides an excellent approximation to within a few percent for n greater than
a few.
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Fig. B.1 Asymptotic
behavior in the residual
R(x) = �(x) − (1/2)γ(1/2)
of the regularized prime
number sum �(x), x = e2λ,
by explicit numerical
summation over the first
1012 prime numbers in quad
precision. The oscillatory
behavior represents the first
21 non-trivial zeros of ζ(z)

As defined by Euler’s identity, the Riemann-zeta function—and hence its non-
trivial zeros—is deeply related to the prime number distribution. This can be made
explicit by considering the regularized sum

ϕ(x) =
∑

e−p2πx ln p (B.6)

over all primes p and the asymptotic behavior of (Fig.B.1)

�(x) = x− 1
4
[
1 − 2

√
xϕ(x)

]
(B.7)

for small x > 0. Let

Z(λ) =
∑

γ(zk)e
−λ(zk− 1

2 ), γ(z) = π− z
2 �

( z
2

)
(B.8)

where the sum is over all non-trivial zeros zk of ζ(z).
It can be shown that �(x) satisfies the small x asymptotic expansion [1]

�(x) = 1

2
γ

(
1

2

)
+ Z

(
ln

√
x
) + 1

3
γ

(
1

3

)
x

1
12 + o

(
x

1
12

)
. (B.9)

If �(x) is bounded in the limit as x approaches zero, then the number of non-trivial
zeros zk off the line Rezk = 1

2 cannot be finite or the Riemann hypothesis is true.
In its own right, (B.6–B.7) provide novel functions for benchmarking prime num-

ber generators and high precision numerical summation procedures.



Appendix C
Free Fall in Schwarzschild Spacetime

For reference, we revisit some explicit expressions for the radial geodesics of test
particles falling onto Schwarzschild black holes, starting at rest from some finite
distance away from the event horizon. Illustrative results in Kruskal coordinates
are highlighted. The expressions are given as mathematical solutions in the clas-
sical Schwarzschild solution, not taking into account the fact the black hole event
horizon is evaporating. The true nature of free fall onto black hole event horizons
is believed to be fundamentally different from these classical solutions associated
with a diminishing of the Kretchmann scalar (C.14) (below) due to evaporation by
Hawking radiation [2]. This, however, falls outside the scope of this brief summary
of classical results on radial trajectories, in the approximation of a time-invariant
mass-energy M at infinity.

C.1 Radial Geodesics

We set out to consider radial geodesic motion of test particles in the Schwarzschild
line-element (e.g., [3])

ds2 = −α2dt2 + dr2

α2
+ r2d�2, α2 = 1 − 2M

r
. (C.1)

in spherical coordinates (t, r, θ,ϕ). Since (∂t )
b = (1, 0, 0, 0) is a Killing vector, the

velocity four-vector

ub =
(
dt

dτ
,
dr

dτ
, 0, 0

)
= (

ṫ, ṙ , 0, 0
)

(C.2)
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satisfies conservation of energy

e = −ut = α2ut = α2 ṫ . (C.3)

The normalization condition ucuc = −1 hereby satisfies

− 1 = −α2 ṫ2 + α−2ṙ2 = −α−2e2 + α−2ṙ2. (C.4)

Consider a particle at rest, ṙ = 0, at some coordinate distance 2M < R ≤ ∞. Then
e2 ≤ 1. With 2M/R = 1 − e2, we write

ṙ2 = e2 − α2 = e2 − 1 + 2M

r
. (C.5)

C.2 Drop from Infinity (e = 1)

If e = 1, the particle is at rest at infinity. Consider the dimensionless variable and
parameter

u = r

R
, ε = 2M

R
, (C.6)

where R refers to the distance at which τ = 0. Thus, τ < 0 when u > 1 and τ > 0
when u < 1. For a particle in radial free fall, we have

Ru̇ = −
√
2M

r
= −√

ε
1√
u

. (C.7)

Integration gives the equivalent expressions

τ = 2R

3
√

ε

(
1 − u

3
2

)
, u =

(
1 − √

ε
2τ

3R

) 2
3

. (C.8)

The coordinate time t obtains by integration of energy conservation (C.3), i.e.,1

dt = 1

1 − εu−1

1

ṙ
dr = − R√

ε

(
1 + ε

u − ε

) √
u du. (C.9)

1Explicit independence of R obtains with v = r/2M : dt/dr = −v
√

v/(v − 1).
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Substituting u = x2 gives du = 2xdx and

dt
dx = − 2R√

ε

(
1 + ε

x2−ε

)
x2 = − 2R√

ε

(
x2 + ε + ε2

x2−ε

)

= − R√
ε

[
2x2 + 2ε + ε

3
2

(
1

x−√
ε
− 1

x+√
ε

)]
.

(C.10)

The result is

t = R√
ε

(
2

3

(
1 − x3

) + 2ε(1 − x) + ε
3
2 log

[
(x + √

ε)(1 − √
ε)

(x − √
ε)(1 + √

ε)

])
, (C.11)

i.e., by arccoth u = (1/2) log u+1
u−1 ,

t = 2R√
ε

(
1
3

[
1 − (

r
R

) 3
2

]
+ ε

(
1 − √ r

R

) + ε
3
2

[
arccoth

(
r
2M

) 1
2 − arccoth 1√

ε

])
.

(C.12)

The expression (C.12) brings out explicitly an expansion in
√

ε, where the leading
term is the Newtonian result and the remaining two higher order terms represent the
relativistic contributions. To see that dt/dr is independent of R, evident in (C.7),
write (C.12) as

t (r) = 2M
[
T

(
R
2M

) − T
(

r
2M

)]
, T (v) = 2

[
1
3v

3
2 + √

v − arccoth
√

v
]
. (C.13)

C.3 Rindler Spacetime and the Kruskal Extension

The geodesics of test particles above describe the trajectories of free falling observers.
In the Schwarzschild line-element, these geodesics can be integrated down to but not
across the event horizon, since coordinate time t becomes singular as r reaches
2M . Even so, the tidal forces experienced about the event horizon remain finite, as
indicated by the square root Q of the Kretschmann scalar [4]

Q =
√
Rabcd Rabcd = 4

√
3
M3

r3
, (C.14)

where Rabcd denotes the Riemann tensor of the Schwarzschild metric.
In fact, observed causal structure of spacetime generally depends on the observer’s

state of the acceleration, made explicit in Rindler spacetimes (e.g., [5])

ds2 = −x2dt2 + dx2 (C.15)
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A coordinate transformation (t = iθ, x = r) would bring (C.15) into the trivial line-
element ds2 = dr2 + r2dθ2 of the two-dimensional plane in polar
coordinates. The latter is manifestly flat. Being two-dimensional, its Riemann tensor
Rabcd = Rga[c]gd]b with R = R(θ, r) ≡ 0. By analytic continuation, R(t, x) ≡ 0,
whereby the Rindler line-element (C.15) is flat. An explicitly coordinate transfor-
mation brining it to the Minkowski line-element in (T, X):

X = x cosh t, T = x sinh t : ds2 = −dT 2 + dX2. (C.16)

Trajectories of constant x have a velocity four-vector

ub = (
Ṫ , Ẋ

) = (xκ cosh(κτ ), xκ sinh(κτ )) . (C.17)

With the normalization ucuc = −1, particles at constant Rindler coordinate have
a constant acceleration κ = x−1, that appear as hyperbolic orbits in Minkowski
spacetime. Light cone’s therein emanate from the origin as event horizons for accel-
erating observers. Their distance to this event horizon is measured as a space like
interval in surfaces �t of constant Rindler time t . According to (C.15), at constant
x , this distance is exactly x , i.e., the inverse of the acceleration κ of the particle.
Thus, (C.15) describes a flat parameter space of accelerations with event horizons
at distances κ−1. For these reasons, made explicit by (C.15) and (C.16), the Rindler
space and its event horizons may be viewed as a property of the tangent space of a
physical space-time manifold. To further illustrate Rindler coordinates, we note that
geodesic observers, corresponding to a constant Minkowski coordinate X , satisfy

t = tanh−1(κτ ), x = κ−1
√
1 − κ2τ 2. (C.18)

This transformation shows that x = 0 corresponds to the light cone T 2 = X2 (X > 0)
of Minkowski spacetime.

For Schwarzschild spacetimes, the event horizon at r = 2M hereby applies to
observers at constant acceleration outside, i.e., those at constant coordinate Schwarz-
schild radius r . By the equivalence principle, the same is absent for observers
with zero acceleration, i.e., observer freely falling towards the black hole. To these
observers, it becomes of interest to have at hand amaximal extension of the Schwarz-
schild space time, that extends regularly across r = 2M . This is achieved by the
Kruskal metric,

ds2 = 16M2

A

(
dX2 − dT 2

) + r2d�2, A = r

2M
e

r
2M . (C.19)

The geodesic of an observer falling onto the black hole now reaches the location of the
event horizon at Schwarzschild radius r = 2M (seen by a non-geodesic observer at
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Fig. C.1 (Top panels) Shown is a geodesic of a test particle dropped from infinity (e = 1) in
Schwarzschild coordinate (r, t) (left panel) and Kruskal coordinates (X, T ). The particle reaches
the event horizon in infinite coordinate time t , yet at a finite eigentime τ and a finite Kruskal time T .
(Bottom left) Shown is a trajectory of a non-geodesic observer at constant acceleration. Its invariant
distance to the light cone inMinkowski spacetime is equal to the inverse of its acceleration. (Bottom
right) The trajectory of a geodesic observer (at constant Minkowski coordinate X ) approaches the
event horizon X = T in infinite Rindler time t

fixed r > 2M) at a finite Kruskal time T .2 This may be seen by detailed inspection
of the explicit coordinate transformation between (X, T ) and the Schwarzschild
coordinates (r, t),

X = αA
1
2 cosh

(
t

4M

)
, T = αA

1
2 sinh

(
t

4M

)
. (C.20)

FigureC.1 shows a geodesic of a particle coming from infinity in its various
coordinate representations.

2M = M(t) evolves by Hawking radiation, commonly expressed as a function of time-at-infinity t
in the Schwarzschild line-element with associated evolution of the Kretschmann scalar according
to (C.14). While M(t) appears slowly evolving to observers at large distances, transformed to the
Kruskal time T , an observer in free fall observes a rapidly evolving Kretschmann scalar as a result
of M = M(T ) as r(T ) approaches 2M(T ). In discussing classical radial trajectories, however, we
assume M to be constant.
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C.4 Drop from Finite Distance (e < 1)

We next consider the problem for finite R, described by e2 < 1. Then ṙ = 0 at
r = R. With ε = 1 − e2, write

ṙ2 = e2 − α2 = 2M

r
− 2M

R
= 2M

R

(
1 − r

R

) R

r
= ε

1 − u

u
. (C.21)

For particles falling in, (C.21) gives

u̇ = −
√

ε

R

√
1 − u

u
:

√
u u̇√

1 − u
= −

√
ε

R
. (C.22)

Integration of (C.22) gives

τ

R
= 1√

ε

[π

2
− arcsin

√
u + √

u(1 − u)
]
. (C.23)

With u = sin2 φ, the result can be stated neatly as

τ

R
= 1√

ε

[π

2
− φ + sin φ cosφ

]
. (C.24)

For u = 0, it obtains the well-known free fall timescale in Newtonian gravity,

τ f f = πR
3
2

2
√
2M

. (C.25)

The infall is relativistic. The associated coordinate time t as seen by observers at
infinity obtains by integration of (C.3). With dτ = dr/ṙ = du/u̇, we have

dt = edτ

1 − 2M
r

= eu

u − ε

du

u̇
= − Reu

√
u du√

ε
√
1 − u(u − ε)

. (C.26)

With aforementioned u = sin2 φ, we note that

ε

sin2 φ − ε
= −U ′(φ), U (φ) = γ−1arccoth (γ tan φ) , γ =

√
1 − ε

ε
. (C.27)

We note that U (φ) ≥ 0 is decreasing on φ0 < φ ≤ π
2 with U

(
π
2

) = 0, where
tan φ0 = √

ε/(1 − ε) refers to reaching the event horizon at u = ε (r = 2M).
Writing (C.26) as
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dt = − Re√
ε

(
1 + ε

u−ε

) √
u√

1−u
du = − 2Re√

ε

(
1 + ε

sin2 φ−ε

)
sin2 φ dφ

= −R 2e√
ε

(
sin2 φ + ε + ε2

sin2 φ−ε

)
dφ.

(C.28)

is readily integrated from π/2 down to φ (sin φ >
√

ε),

t
R = e√

ε

[
(1 + 2ε)

(
π
2 − φ

) + sin φ cosφ + 2εU (φ)
]

= (
t
R

)
N

+ 2e
√

ε
(

π
2 − φ +U (φ)

)
,

(C.29)

where, using (C.24), the first term on the right hand side is

(
t
R

)
N

= e
(

τ
R

) = e√
ε

[(
π
2 − φ

) + sin φ cosφ
]

= e√
ε

[
arccos

√
u + √

u(1 − u)
]
.

(C.30)

FigureC.2 shows some illustrative examples. Setting e = 1, (C.30) recovers the
non-relativistic, Newtonian limit t = τ . The relativistic expression (C.29) shows
that the divergent coordinate time behavior as r approaches 2M (φ → φ0) is due to
U (φ).
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Fig. C.2 (Left panel) Shown is a geodesic (e = 0.5, r0 = 2.667, t0 = 0) in the Schwarzschild
metric coordinates (r, t) along with its eigentime τ . (Right panel) The same geodesic is shown in
Kruskal coordinates (X, T ). Note the counter-intuitive behavior of a positive curvature (towards
increasing X ) as the particle leaves its initial position X = 1.1245 at T = 0
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C.5 Isotropic Coordinates

We next seek to describe the Schwarzschild line-element by surfaces �t of constant
coordinate time t with vanishing vanishing extrinsic curvature tensor Ki j . The three-
metric hi j on�t are so-called time-symmetric data, like turning points in a pendulum
reaching maximal deflection. Space-times like Schwarzschild black holes represent
eternal turning points, like a pendulum at maximal deflection.3

In case of a vanishing extrinsic curvature tensor, theHamiltonian energy constraint
on hi j reduces to

(3)R = 0, (C.31)

where (3)R denotes the Ricci scalar of the three-metric hi j of �t . Using a conformal
scaling of the three-metric hi j = φ4gi j , we have

(3)Rh = (3)Rg − 8φ−1�gφ (C.32)

where �g denotes the Laplacian associated with the scaled metric gi j .
Brill and Lindquist (1963) exploit (C.32) by choosing gi j = δi j to be the flat

metric described by the Kronecker δ-symbol satisfying [7]

δi j = 1 (i = j), δi j = 0 (i 
= j). (C.33)

In this event, (C.31) reduces to

�φ = 0, (C.34)

where � denotes the Laplacian associated with the Euclidean plane described by
(C.33). With the asymptotic condition φ ∼ 1 at large distances, solutions to (C.34)
are a linear superposition of 1 plus Green’s functions of the 3-flat Euclidean plane.
In particular, we have

φ = 1 + M

2ρ
(C.35)

in the spherical coordinates

ds2(3) = δi j dx
idx j = dρ2 + ρ2dθ2 + ρ2 sin2 ϕ. (C.36)

3For a discussion on the thermodynamic potential at the turning points in the motion of black hole
binaries, see [6].
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Upon further inspection, the solution

ds2 = −N 2dt2 + �4ds2(3), N = 2 − φ

φ
(C.37)

turns out to be a double cover of the exterior Schwarzschild solution (C.1).
The result (C.37) can alternatively be derived from (C.36) and (C.1) by the con-

ditions

dr

α
= φ2dρ, r = φ2ρ. (C.38)

It defines an explicit expression for ρ upon integrating

dρ
ρ

= dr
rα = dr√

r
√
r−2M

= d(r−M)√
(r−M)+M

√
(r+M)+M

= d(r−M)√
(r−M)2−M2

= dy√
y2−1

,

(C.39)

where we put y = (r−M)/M . Alternatively, we proceed by
(√

r
√
r − 2M

)−1
dr =

2(
√
r − 2M)−1d

√
r = 2dx/

√
x2 − 1, x = r/M . Recall y = cosh x :

dy

dx
=

√
y2 − 1,

dy√
y2 − 1

= darccoshy = d ln
(
y +

√
y2 − 1

)
, (C.40)

so that

ρ
ρ0

= y + √
y2 − 1 = r−M+√

r2−2Mr
M = (

√
r+√

r−2M)
2

2M . (C.41)

Consequently,

φ2 = r

ρ
= M

2ρ0

(
1 + ρ0

ρ

)2

. (C.42)

The asymptotic condition φ ∼ 1 at infinity fixes ρ0 = M/2, so that

φ = 1 + M

2ρ
, (C.43)

as in (C.35).
The fact that (C.37) gives a double cover can be made more explicit by putting it

in symmetric form with M/(2ρ) = e−λ [8]:

ds2 = − tanh2
(

λ

2

)
+ 4M2 cosh4

(
λ

2

)
ds2D (−∞ < λ < ∞), (C.44)
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Fig. C.3 A wormhole in a universe (N > 0, flat bent sheet) established by a double throat over
an intermediate world-sheet (N < 0). Stability is inherited from the analytic two-sheet solution
(C.44). Negative lapse is restricted to the intermediate sheet between two bifurcation horizons H1
and H2. World-lines passing through the double throat have N > 0 at both ends, consistent with a
positive time-positive energy relation in the universe

where ds2D = dλ2 + dθ2 + sin2 θdϕ2 is known as the donut line-element. The
fact that the throat defined by the bifurcation horizon ρ = M/2 is not a wormhole
follows from reversal of the direction of time according to a chance in sign in the
lapse function N = tanh(λ/2). Instead, exotic solutions can be envisioned with
two throats connected over an intermediate sheet (Fig.C.3). A trajectory that enters
a black hole can now return safely return (preserving direction of time) through a
white whole elsewhere (in the same sheet), following a double change in sign of the
lapse function.
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allocatable, 187
global, 189
local, 189
private, 189

Mercury, 249
Michel, J., 291
Minkowski spacetime, 318

Hermitian, 86
light cones, 86

Minmax theorem, 50
Mobility, 117
Möbius transformation, 59, 249, 281
Monge cone, 109
Moon, 226
Morera’s theorem, 48
Morphology

King, 281
Post Core Collapse, 281

Moving mirror problem, 317

N
N-body simulations, 286
Navier-Stokes equations, 252
Neumann series, 160
Neutrinos, 129
Newton’s constant, 250
Newton’s method, 200, 296

continuation, 298
convergence, 200, 297
two dimensions, 204

Newton, I., 291
Newtonian fluid, 255
NGC 6093, 281
NGC 6752, 281
Noether’s theorem, 274
Null space, 96
Null-cone, 127
Null-directions, 17
Numerical continuation, 208
Nyquist criterion, 190

O
OpenCL, 186
Orbital motion, 247
Ordinary differential equation, 223
Osmosis, 225, 237

hypertonic, 225
hypotonic, 225

Out-of-place, 189

P
Paco, 281
Pair creation, 317
Papapetrou forces, 66
Parseval’s theorem, 175
Partial fractions, 15, 42
Past domain of dependence, 110
Path integrals, 53
Pearson coefficient, 182
Pendulum, 245, 246, 274
Periastron, 281
Perihelion precession, 249
Period doubling, 256, 263
Peripheral Component Interconnect, 186
Permeability, 226, 237
Perturbation

regular, 244
singular, 245, 279

Peters & Mathews formula, 306
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Phase-coherence, 185
Photons

elastic scattering, 121
mean free path length, 121

Piece-wise linear, 223
PKS 2155-304, 292
Plancherel formula, 264
Plancherel’s theorem, 170
Poisseuille flow, 254
Poisson equation, 256
Poisson integral, 46
Poisson kernel, 51, 59
Poisson summation, 174
Poisson summation formula, 172
Pre-factor, 203
Precession, 249
Pressure

osmotic, 116
partial, 116

Prime numbers, 328
oscillatory behavior, 328
regularized sum, 328
Riemann hypothesis, 328

Principle value, 6, 25
Probability density function, 184
Projections, 137

least squares, 148
orthogonal, 142

Proton mass, 121
PSR 1913+16, 293

Q
QR factorization, 94
Quadratic nonlinearity, 263

R
Radiation decoupling, 232
Random walks, 115, 282
Rapidity, 19
Redshift, 234
Relaxation time, 284
Residue theorem, 43
Reynolds number, 243, 255, 265
Rheological medium, 243
Ricci tensor, 336
Richardson, 263
Riemann sum, 13
Riemann zeta function, 327
Riemann-integral, 222
Riemann-Lebesgue theorem, 47, 176
Rindler

trajectory, 319
Rindler observer, 168
Rindler observers

horizon, 317
inertia, 317

Rindler spacetime, 331
analytic continuation, 332
Riemann tensor, 332

Rodrigue’s formula, 136
Root finding, 197
Roots, 243
Rotations, 20, 88
Row space, 95

S
Salpeter initial mass function, 308
Saturn, 288
Scattering, 279, 283
Schwarzschild black hole

isotropic coordinates, 336
Kretschmann scalar, 331
Kruskal metric, 332
Kruskal time, 333
symmetric two-sheet cover, 337

Schwarzschild line-element, 329
geodesics, 331
Schwarzschild radius, 332

Scorpius, 281
Sequence

bounded, 10
Cauchy, 9
decreasing, 12
monotonic, 13
tail, 10

Series
Neumann, 15
power, 13
unique, 16

Shock formation, 256
Signal detection, 183
Signal-to-noise ratio, 185
Similarity variable, 118
Simple waves, 110, 126
Singularties, 45
SN1987A, 293
Snell’s law, 142
Solar radiation, 121
Solenoidal flows, 256
Solution

hypertonic, 116
hyptonoc, 116

Solution, dilute, 116
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Sommerfeld radiation condition, 319
Sonic point, 296
Sound speed, 115, 293
Spacetime

hyperboloc, 86
interval, 17
Minkowski, 17

Spectral energy density, 264
Spectrogram, 185, 186
Spinor, 87, 126
Stars, 278, 283

core-collapse, 308
effective radius, 309
main sequence, 307

Stationary point, 226, 229
Steepening, 256
Stirling formula, 12, 327
Stokes’ equations, 255
Stokes’ flow, 117
Strain amplitude, 305
Sun

lifetime, 122
luminosity, 122
sound crossing time, 122

Surface of last scattering, 232

T
Taylor series, 198, 223
Thomson cross-section, 121
Three-velocity, 19
Tidal deformation, 228
Tidal dissipation, 228
Tidal frequency, 229
Tidal torque, 230
Time

fast,slow, 246
stretched, 246

Traffic flow, 256
Trajectory, 214

hyperbolic, 281
Triangle inequality, 5
Turbulence, 256
Turbulent flow, 263
Two-body encounters, 281

Two-point correlation, 264
Two-timing method, 249
Type Ia supernovae, 232

U
UHECRs, 66
Unitary, 78
Unitary group

special, 85
Universe, 232
Unruh temperature, 196, 319

V
Vacuum, 318

empty state, 318
quantization, 318

Vacuum fluctuations, 234
Van ’t Hoff, 116, 225
Vectors, 63, 135
Veins, 255
Velocity, 215
Velocity four-vector, 17
Virial Theorem, 278, 286, 305
Virialization, 280
Viscosity

dynamical, 252
kinematic, 255

Vorticity equation, 258
Vorticity transport, 259

W
Wave equation, 125, 261
Wave fronts, 86, 126
Waves, 112
Weierstrass approximation theorem, 179
Weyl equation, 126
Winding number, 24, 40, 54
WorkItems, 189
Wormhole

bifurcation horizon, 338
two throats, 338
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