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Preface

This AISC volume contains the papers presented at the COMNET 2016:
International Conference on Communication on Networks. The conference was
held during February 19 and 20, 2016 at Ahmedabad Management Association
(AMA), Ahmedabad, India and organized by Computer Society of India (CSI),
Ahmedabad Chapter, Division IV and Association of Computing Machinery
(ACM), Ahmedabad Chapter. International Conference on Communication and
Networks (COMNET 2016) is an open forum for researchers, engineers, network
planners, and service providers targeted on newly emerging algorithms, commu-
nication systems, network standards, services, and applications, bringing together
leading international players in computer communication and networks. This
conference provides a forum to researchers to propose theory and technology on the
networks and services, to share their experience in IT and telecommunications
industries, and to discuss future management solutions for communication systems,
networks, and services.

This year the conference aims to bring researchers, industrialists, and experts on
a single platform to discuss the challenges and issues with the IOT revolution.
Internet of Things brings many small devices such as implantable medical devices,
house sensors, parking sensors, and smart city related devices work in a coordinated
manner. IOT requires these devices to be addressable remotely over Internet. IOT is
expected to solve problems which are considered impossible to be solved so far, for
example self-driving cars and self-managed houses. As this revolution provides
services never seen or expected before, they bring unprecedented issues and
challenges with them as well. Security, privacy, control, protocol design, and
organization policies to deal with personal and other IOT devices, integration of
IOT devices with conventional networking infrastructure, standardization of IOT
services are a few common challenges. This conference aims to bring such issues to
front and help participants to learn solutions proposed by researchers as well as
industry.
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This is a major international event organized by CSI Div IV (Communication)
and is hosted by one of the chapters of CSI every year. The event was held in the
past in various locations like Kolkata, Hyderabad, Udaipur, Trivandrum,
Coimbatore, etc.

This year, the event is hosted by CSI Ahmedabad Chapter and held at
Ahmedabad Management Association. COMNET 2016 was a two-day event
offering plenary sessions, technical sessions, and manufacturers’ presentations.

Research submissions in various advanced technology areas were received and
after a rigorous peer-review process with the help of program committee members
and external reviewer, 77 papers in a single volume were accepted with an
acceptance ratio of 0.51. The conference featured many distinguished personalities
like Dr. Andrzej Rucinski and Dr. Sumit Chaudhary and other well-known keynote
speakers. Separate Invited talks were organized in industrial and academia tracks on
both days. The conference also hosted few tutorials and workshops for the benefit
of participants. We are indebted to all supporting bodies and members of Computer
Society of India, Ahmedabad Chapter for their immense support to make this
conference possible in such a grand scale. A total of eight sessions were organized
as a part of COMNET 2016 including six technical, one plenary, and one inaugural
session. A total of 62 papers were presented in six technical session with high
discussion insights. The total number of accepted submissions was 75 with a focal
point on networks theme.

Our sincere thanks to all Sponsors, press, print and electronic media for their
excellent coverage of this convention.

Kadi, India Nilesh Modi
Norman, USA Pramode Verma
Ahmedabad, India Bhushan Trivedi
February 2016
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A Novice Approach for Web Application
Security

Jignesh Doshi and Bhushan Trivedi

Abstract Number of websites hosted increased exponentially in the past few years.
More and more organizations are doing their business on web. As a result the
attacks on web applications are increased. It is found that about 60 % of web
resources are vulnerable. So computer security is critical and important for Web
applications. There are various types of solutions exists for mitigating security risks.
Developer Skills and efforts are required in most of the solutions. In this paper, the
authors have proposed a model for remote database health check. The focus of
model is to provide higher level security assessment. The proof of concepts has
been implemented using python. The proposed model has been tested on various
test scenarios. Authors have also compared model with the topmost 3 vulnerability
scanners. The results were found promising and satisfactory.

Keywords Web application attacks � SQLI � Defensive coding � Hardening �
Vulnerability scanner

1 Introduction

Computer Security is the biggest challenge of the current era [1–3]. Data and
computer systems are key targets of attacks. As per IBM Data Breach Report, 12 %
increase in security events year-to-year [4]. Top 10 web application risks remain
same in the past few years [1]. Approx. 60 % of attacks are because of vulnerable
application code [5].

Most common approaches used to manage web application attacks are defensive
coding, hardening (filtering), static/dynamic code analysis or black box testing.
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Solutions based application adversely affect cost and developer’s efforts [6].
Testing is used for building secure applications. The major problem with testing is
that it requires code and web server access [6].

The authors have proposed a security Model to mitigate security risks. Our focus
is to develop Model which can be used for web application database health check
and act as a utility. Model which neither require developer skills nor code.

The remainder of the paper is formed as follows: Sect. 2 explains the importance
of Web application Security and SQL Injection attempts. Section 3 discuss the
problem statement (issues), Sect. 4 describe the proposed model, examining results
and comparison is provided in Sects. 5 and 6 respectively. The conclusion is
provided in Sect. 7.

2 Literature Survey

Injection attack is one of the top three attacks since 2010 [1, 7–15]. SQL Injection
and Blind SQL Injection are key attacks under Injection attacks. Most commonly
SQL Injection attacks are executed from application using user inputs or URLs [5,
9, 10]. The key impacts of SQLI attacks are data loss, application downtime, brand
damage, and customer turnover [7, 11, 16, 17]. Blind SQL Injection attacks are
used to List database information and dump data [1]. Both attack use Structure
query language for execution of attacks.

Most common approaches used to manage SQLI attacks are defensive coding,
hardening (filtering), static/dynamic code analysis, Intrusion detection system and
black box testing [8, 6].

Web application communities have developed various approaches for detection
and prevention of SQLI [11, 16–19]. Observations of various techniques (existing
and proposed) are summarized in Table 1 with reference to efforts, resource
requirements (Code and web server) [6, 16, 17, 20–27].

It is observed that most of the solutions require Developer Skills, developer
efforts and web server/code access (refer to Table 1).

Gap: A systematic, dynamic and effective solution is required to detect and
prevent SQLI [20, 21].

Table 1 Comparison of web application attack solution categories

Approach Developer Source code Web server

Skill Effort Required Required

Defensive coding X X X

Static analysis X X X

Static and dynamic analysis X X X

Black-box/penetration testing M X X X

IDS X X X

Hardening X X X
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3 Problem Statement

The authors have found that model with following functionalities is required.

(1) Any beginner can run model i.e. no or little technical knowledge is required to
execute the model [6, 17, 20–22].

(2) Model work as remote penetration testing i.e. access for source code is not
required [6, 17, 20–22].

(3) Web server access is not required i.e. model can be executed from remote PC
without installing it on server [6, 17, 20–22].

(4) Model can work as utility [6, 17, 20–22].

4 Proposed Model: Model for Remote Database Health
Check

In this research paper, the authors have proposed a novice approach for performing
remote database health check (web vulnerability checks).

4.1 Objectives of Model

The objectives of model are to develop model which can work as a utility with
minimum technical skills, companies of any size can perform investigations,
developers can develop highly secure web applications and organizations can
mitigate with web vulnerabilities.

4.2 Overview

Prototype model is developed using python and will focus on top 2 vulnerabilities
(SQL Injection and Blind SQL attacks). Model diagram is described in Fig. 1.

Following subsections describe each phase of the proposed model.

(i) Analyse Web Application This step will verify the existence of user entered
web application host name.

(ii) Information Gathering This step describes the process of investigating,
examining and analyzing the target website in order to gather information.
System Information (like Operating system name, Version etc.), Database
Information (like Database Name, Version, table/column Names etc.) and
Links (like number of static links, database links mailing and other links) are
gathered.

A Novice Approach for Web Application Security 3



(iii) Vulnerability Assessment In this step model will check the vulnerability of
web application using data gathered and rule database (payloads) for SQLI
and Blind SQL Injection attacks turn by turn. This task is divided into two
sub tasks. First, attacks are build using payload i.e. create injection strings
using payloads. Then using identified entry points, it will execute attacks.
During vulnerability check, Model will check for all types (attack vectors) of
attacks. The model is using payload database. Various payloads are used for
building and exploiting attacks like Login, Table and column names, attack
payload, rule and words. These payloads provide scalability for any new
attacks which may found in future.

The authors have prepared a prototype for implementing and testing this model.

5 Testing

5.1 Testing Environment

Figure 2 shows the test environment created for proposed model testing.

Fig. 1 Remote database health check model diagram

Fig. 2 Test environment
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Two virtual machines named VICTIM and HACKER are created on testing
machine. PHPEchoCMS web application is deployed on VICTIM machine and
proposed model is installed on HACKER Machine. For testing HACKER machine
is used.

5.2 Test Scenarios

For proof of concept verification, three test scenarios were considered.

(A) Test Scenarios 1 PHPEchoCMS
A Deliberately vulnerable web site is created for testing model using
PHPEcho CMS. The first test scenario ran with PHPEchoCMS, a deliberately
insecure J2EE web application developed. The purpose of this test campaign
to verify and test the proposed model.

(B) Test Scenario 2
Custom web applications (developed and hosted on local host). The web site is
developed using PHP and database as MySQL. The authors considered two
types of websites (static and dynamic) under this scenario.

(C) Test Scenario 3
Purpose of this scenario is to execute unit testing of developed screen. Under
this category one single login page is developed and testing is performed.

6 Results

6.1 Results

Testing results of above scenarios are summarized in Table 2.

Table 2 Testing results—vulnerability assessment

Test scenario No. of components No. of DB links SQLI Blind SQL

TS-1: Dynamic
(PHPEchoCMS)

25+ 11 TP TP

TS-2: Custom (static) 28+ 04 TN TN

TS-2: Custom (dynamic) 127+ 04 TP TP

TS-3: Dynamic
(under development)

1 4 TP TP

TS3: (Under maintenance) 80+ 5 TN TN

TN True Negative, TP True positive
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6.2 Performance

Table 3 summarize performance data of all testing scenarios. Performance data
shows that proposed model is quick in assessment.

6.3 Comparison

Four parameters used for comparison are Vulnerability coverage (SQLI and Blind
SQL), Feature (is solution GUI based), Developer Skill required and developer
efforts required. The comparison between proposed model and top 10 open source
tools is presented in Table 4.

It is found that

• Only eight out of top ten open source solution provide vulnerability assessment
for SQLI and Blind SQL Injection, while proposed model can do for both.

• Six out of top ten open source model do not provide Graphical interface, while
proposed model is menu driven

Table 3 Testing results—performance

Application Duration (s)

TS-1: Dynamic (PHPEchoCMS) 135

TS-2: Custom (static) 119

TS-2: Custom (dynamic) 181

TS-3: Dynamic (under development) 040

TS3: (Under maintenance) 177

Table 4 Comparison—top 10 open source solutions

Name SQLI Blind SQL GUI Skill/efforts required

Grabber X X No Yes

Vega X X Yes Yes

Wapiti X X No Yes

W3af X X Yes Yes

Web scarab X X Yes Yes

Skipfish X X No Yes

Ratproxy X X No Yes

SQLMap X X No Yes

Wfuzz X No Yes

Arachni X Yes No

Proposed model X X Yes No

6 J. Doshi and B. Trivedi



• Due to command line interface, technical knowledge is required in most of the
open source solution. While proposed model does not require developer efforts
for execution.

6.4 Comparison of Proposed Model with Top 3
Vulnerability Scanners

Table 5 describes comparison between proposed mode and top 3 vulnerability
scanners.

Table 6 represents resource requirement comparison between Net Sparker and
proposed model.

From Tables 5 and 6, we can conclude that proposed model can works with little
resource i.e. works as a utility. It do not require developer efforts, skills and con-
figuration. It is easy to use.

Table 5 Comparison—top 3 vulnerability scanners

Wapiti OWASP ZAP Net sparker Proposed model

Function Scanner
(act as
fusser)

Fusser Scanner Scanner

Required technical skills Yes No No No

Requires source code
access

No No Yes No

Configuration required Yes Yes Yes No

False positive Medium High Low No

SQL injection Yes Yes Yes Yes

Blind SQL Yes Yes No Yes

Vulnerability assessment Yes Yes Yes Yes

Operations Command
line

Auto and
manual

GUI Menu driven

Report Yes Yes Yes Yes

Purpose Audit Detect training Detect/exploit Detect and
exploit

Table 6 Comparison—resource requirement

Net sparker Proposed model

RAM requirement 1 GB RAM (min.) <512 MB

HDD 100 MB + 100 Mb per scanning and 4.2 GB per scan 1 MB

Installation Yes No

Developed using .NET Python 2.X

Platform Windows UNIX/Windows

A Novice Approach for Web Application Security 7



7 Conclusion and Future Work

Some investigation challenges for web vulnerabilities are exemplified in the pro-
posed model. It provides bases for utility. The model emphasizes on the require-
ments of changes needed in Vulnerability risk mitigation using a light weight
utility. To address challenges of multi tenancy of web application, Authors have
proposed a logging mechanism, which can be useful to address known as well as
unknown threats.

One of the key characteristic of Model is that it does not try to obtain sensitive
data. However, it extracts weaknesses to prepare attacks and evaluate web appli-
cation for vulnerability. The attack results are collected which can be used for
further analysis and code fix. As mentioned Model neither need code nor server
access to determine. Authors can run from any PC by giving an URL to the health
check.

Authors can conclude that they have successfully tested web applications using
proof of concept. The performance found was excellent. Model correctly identified
vulnerability in web applications.
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Correlation Between Text Book Usage
and Academic Performance of Student
in Higher Education Using ‘R’

Shanti Verma and Jignesh Doshi

Abstract In this paper authors try to focus one of the key factors to improve
student performance i.e. text book usage. In this study authors explore association
between students final Semester Grades and text books usage. Scope of study is
limited to only MCA program of Gujarat Technological University students and the
text book of subjects that are not issued for longer period by institute library.
Authors also take assumption that books are not purchased by students as they are
too costly. The aim of this paper is to use correlation and regression methods to
analyze the dataset containing 60 students of MCA semester III students and try to
find out that does the text book usage by student affects the academic performance.
The primary result of experimental analysis shows that if the text book usage
increases, performance of students also increases. The results are important for the
teachers to motivate students towards library as well as institutions to focus on
library utilization.

Keywords Correlation � Linear regression � Academic performance � Higher
education

1 Introduction

As per All India Council for Technical Education (AICTE), number of education
institutes and intake have increased exponentially in past decade [1]. Poor results
and quality are key challenges for universities nowadays. Each student can be
classified using into various groups using learning styles [2, 3].
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Data mining or Knowledge Discovery in Database (KDD) is a collection of
advanced analytical techniques to discover knowledge form large amount of data [3,
4, 5]. Data mining techniques are applied successfully in various areas like manu-
facturing, production, customer relationship management, tale-communication,
education for improvements [6, 7].

Many researchers have performed various types of analysis in education area [8].
In this paper, authors have applied correlation and regression methods to find
relation between reading textbooks and academic performance.

This paper is organized as below: Introduction to topic is provided in Sect. 1,
Objectives are defined in Sect. 2, Literature review is discussed in Sects. 3, 4 and 5
discusses experiment and results performed using correlation and regression using
R programming. Conclusion is provided in Sect. 6 and Future work in Sect. 7.

2 Objectives of Study

In current scenario there is a trend of using different online available data that are
not reliable. It is very important to find that how text book usage affects academic
Performance of student [9]. Thus, this study aims to investigate the association
between text book usage and academic performance in higher education. The
objectives are:

1. To find the degree of association between text book usage and academic per-
formance of student.

2. To determine the linear regression equation between text book usage and aca-
demic performance of student.

3 Literature Review

3.1 Related Work: Education Mining

Data Mining can be used in academic to enhance and evaluate the learning process
students [10, 11, 12]. Various data mining techniques are used by various
researchers in various areas for analysis like:

(a) Bhardwaj and Pal have performed research using Bays Classification to found
whether new comer students will be performer or not [13].

(b) Using data analysis, Galit tried to predict the results and to warn students at
risk before their final exams [14].

(c) Decision tree model was used by Al-Radiate, et al to predict the final grade of
students. Three different classification methods namely ID3, C4.5, and the
Naive ayes were used. The outcome of their results indicated that Decision
Tree model had better prediction than other models [15].
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(d) Pandey and Pal applied association rule and try to find the interestingness of
student in opting class teaching language [16].

(e) As per Ayesha, Mustafa, Sitar and Khan, we may use k-means clustering
algorithm to predict student’s learning activities [5].

(f) Jignesh explored Association rule, chi-square and lift techniques to predict
failures [17].

(g) Hijazi and Naqvi performed research using simple linear regression analysis to
discover that the factors like mother’s education and student’s family income
are highly correlated with the student academic performance or not [18].

3.2 Related Work: Correlation and Regression

Correlation technique is used by researchers to find degree association between two
variables. Regression coefficients are useful to predict dependent variable value for
some independent variable. Both techniques are used by many researchers to pre-
dict academic performance of student [18].

(a) Alan Chea et al. Used Data mining technique: correlation to associate various
variables that influence academic performance. These association results were
used to predict student’s academic success [8].

(b) Norman Poh, Ian Smythe used Regression techniques to predict student per-
formance. They predict student performance on basis of student performance
based on self-efficacy, socio-economic background, learning difficulties, and
related academic test results [7].

4 Experiment

4.1 Data Extraction and Transformation

In this paper authors have selected data sets from one of the Largest University
“Gujarat Technological University” of Gujarat and Library log records of “L.
J. institute of computer Applications”, one of the. largest intake college of Master of
computer Applications Program in Gujarat. The Data sample is taken from post
graduate course “Master of Computer Applications” semester III of 60 students.
Steps for Data Extraction, Collection and Transformation

1. Data Selection

a. Data of 2 institutes out of 40
b. Total 60 data collected out of 240
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c. Semester 3 students data taken only for two subjects Statistical Methods
(SM), SOOADM

2. Data Collection

a. University result data was collected from GTU web portal (www.gtu.ac.in)
b. Library log collected from LJMCA Library Software

3. Data Transformation

a. Convert student result grade as quantitative data (Table 1).
b. From Library log records find the frequency of book issued of each student

in subjects SOOADM and SM.
c. Initially data was entered in Notepad as tab delimited file.

4. Tool Used

a. Data Mining Tool- ‘R’

4.2 Technique: Correlation

Ho: Grades and Frequency of book used are positively correlated
Ha: Grades and Frequency of book used are not positively correlated
Steps to find the correlation value in ‘R’

1. Make a Two column tab delimited file. First Column name is Frequency of
Book used as independent variable and second is Grade as dependent variable.

2. Draw scatter plot.
3. Find correlation coefficient (Fig. 1 and Table 2).

In the above scatter plot author find out that in most of the cases as frequency of
book used is increased, grades also increased. In another words there is a positive
correlation between SOOADM text book frequency and grades (Fig. 2 and
Table 3).

In the above scatter plot author find out that in most of the cases as frequency of
book used is increased, grades also increased. In another words there is a positive
correlation between SM book frequency and grades.

Table 1 Academic grade
coding

Grade AA AB BB BC CC FF

New value 5 4 3 2 1 0
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4.3 Technique: Linear Regression

Regression coefficients for Subject SOOADM

Interceptð Þ Grade
1:55323 0:07381

Fig. 1 Scatter plot between
SOOADM text book usage
and grade

Table 2 Correlation
coefficient for subject
SOOADM

Sooadm.book.
frequency

Grade

Sooadm.book.
frequency

1.00 0.0640

Grade 0.0640 1.00

Fig. 2 Scatter plot between
SM text book usage and grade

Table 3 Correlation
coefficient for subject SM

SM.Frequency Grade

SM.Frequency 1.00 0.5270

Grade 0.5270 1.00
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Regression line for Subject SOOADM is
Grade(Y)= 1.5532 + 0.0738 * Sooadm.book.frequency (x)
Regression coefficients for Subject SM

Interceptð Þ Grades
0:6372 0:4588

Regression line for Subject SM is
Grades (Y) = 0.6372 + 0.4588 * SM.Frequency (x)

Here authors find that if the value of independent variable is increased, dependent
variable value also increased but not in the same rate as subject SOOADM.

5 Results and Discussion

We summarize experimental results as in Table 4.
Authors discover:

+ve Correlation
Text book usage and academic performance are positively correlated means if

text book usage increase/decreases, academic performance of student also increase/
decreases.
+ve Regression Coefficients

It states that text book usage and academic performance are positively dependent
to each other.
Predicted Value

Here authors take text book usage value 7 and check academic performance.
For SOODAM subject value is 2.069863 means that if students use text book
effectively at least 7 times in semester then he/she will get at least BC grade in final
semester Exam. For subject SM predicted value is 3.8488 means if students use SM
text book at lease 7 times in semester then he/she will get at least BB grade in final
semester exam.

Table 4 Experimental result summary

Correlation
coefficient

Regression
coefficient

Predicted value when text book
usage is 7

SOOADM 0.06403358 Intercept 1.55323 2.069863

Grade 0.07381

SM 0.5279365 Intercept 0.6372 3.8488

Grades 0.4588
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6 Conclusion

The objective of identifying student academic performance on data mining the text
book usage is achieved. We believe that these results could be important to predict
academic performance of student on the basis of text book usage.

Here authors validate the null hypothesis that text book usage and academic
performance are positively correlated. It is expected that results of the research are
useful for teachers to motivate students towards text book usage.

7 Future Work

We can take more variables that are dependent with academic performance and use
Multivariate analysis to improve results.
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Human Computer Interaction Through
Hand Gestures for Home Automation
Using Microsoft Kinect

Smit Desai and Apurva Desai

Abstract Gesture recognition has been an attractive area of research since a long
time. With the introduction of Microsoft Kinect, hand gesture and body gesture
recognition has become handy for the researchers. Here an innovative application
has been presented which controls all electrical home appliances through hand
gestures. The algorithm presented here is an assistive application useful for phys-
ically challenged and senior citizens. In this paper we have used Microsoft Kinect
for image capturing along with some important computer vision (CV) and digital
image processing techniques (DIP) for hand gesture recognition. Arduino Uno
microcontroller and relay circuits are used for controlling electrical devices. The
algorithm presented gives an accuracy of 88 %.

Keywords Microsoft Kinect � Human computer interaction (HCI) � Computer
vision (CV) � Depth sensor � Feature extraction � Feature classification � Arduino
uno

1 Introduction

Since a long time we have been using keyboards and mouse to interact with
computers. Off late different techniques like WI-FI and Bluetooth have became
more popular and handy for communicating with computers. With the development
of new software applications and research in the area of Human Computer
Interaction (HCI), need of a more effective communication media increased. In
recent time, brain waves, voice, touch, gestures etc. are used for HCI. The use of
human gesture and posture is strongly making its mark in the area of HCI. Hand
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gesture and facial expressions are the most popular areas of research for researchers
working in this dynamic field. Hand gesture recognition is a challenging task
mainly for two reasons: Localization and segmentation. Initially hand gesture
recognition was done using colour marks on fingers or coloured gloves, such as [1].
More information and historical development of use of gloves and various sensors
or devices used in hand gesture recognition is given in [2]. Nevertheless the use of
such devices or gloves is not advocated as it restricts the convenience of the user.
Constraint free hand gesture recognition has been more popular with the intro-
duction of depth sensors. Microsoft has introduced one such depth sensor called
Microsoft Kinect.

In this paper we have proposed an algorithm, which not only identifies the
gesture of palm of a hand but also controls the home appliances through them. We
have utilized Kinect sensor for video capturing and further Ardiuno is used as a
bridge between the hand gesture recognition engine and electronic home appli-
ances. The main motivation behind this work is to empower physically challenged
and senior citizens to have complete control over their home appliances with
minimal physical movements. Here in this work our proposed algorithm identifies
hand gesture and it sends appropriate signals to Arduino which then controls any
electrical/electronic device which is intermediately connected to a relay board. This
paper is divided into five sections. In section two we have presented literature
review which is followed by our proposed algorithm in section three. In section four
we have presented the results of our proposed algorithm. Conclusion is proposed in
the last section.

2 Literature Review

Without saying anything, human gestures can convey thousands of words and
therefore human gestures should be used more often for communication. For pro-
viding such natural capabilities to a robot or a computer, researchers of Computer
Vision (CV) and Human Computer Interaction (HCI) are inclined to identify and
recognize human gestures. According to Pavlovic et al. [3] human gesture can be
categorized as shown in Fig. 1.

Fig. 1 Classification of human gestures
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In addition to gestures, voice and touch are also used for human computer
interaction. Among the human gestures, hand and arm gestures are more expressive
and hence they are more popularly used in computer vision and human computer
interaction. Initially, for hand gesture recognition, gloves based devices, colour
bands on arm or wrist or some wired wearable devices were used. However, the use
of these gears or colour bands etc. used to restrict the freedom of the user, and
looses naturalness of interaction with the computer in particular and the machine in
general. Obviously the techniques based on these types of gears were vision based
techniques and therefore were more dependent on lighting and illumination con-
ditions [4, 5]. In the year 2010 Microsoft introduced a revolutionary device called
Kinect which was meant to be used with their XBOX 360 console. But researchers
found a different and more interesting use of Kinect, which completely changed the
field of CV. Kinect is the ultimate solution to combat with the problems of lighting
and illumination, since it has the capability to measure depth of the object.
Technically speaking Kinect is a depth sensor, which captures images in RGB
mode and maps them into the depth of the scene. With introduction of Kinect,
researchers came up with many interesting and innovative applications. In literature
one can trace plenty of algorithms for hand gesture recognition both with and
without the use of Kinect sensor. An algorithm based on gloves is presented by
Agrawal et al. [6], Ren et al. [7]. In [6] researchers have made the use of red
coloured gloves for localization and segmentation of hand. For hand segmentation
the authors have used R colour channel threshold value of G and B channel.
Whereas in [7] authors used a black coloured wristband for hand segmentation.
Here it is interesting to know that in the earlier work the researchers have not used
Kinect sensor where as in the later one Kinect has been used and hand has been
captured from a pre-specified depth range. Since these two algorithms are based on
colours, they have limitations like; if the colour is not properly captured the
algorithm will not work efficiently, if the colour of glove or band is visible in the
frame; in the form of background or elsewhere that part will also be captured as a
part of hand.

While addressing the problem of hand gesture recognition; localization and
segmentation of hand is the most crucial and important task. In almost all the
research done pertaining to this problem it has been suggested to keep the gesturing
hand in front of the camera. This is how the gesturing hand becomes the nearest
object. There are three different approaches adopted by the researchers to locate the
hand. The first approach is to find the centroid of the hand and then with some
minor adjustments in depth, the hand is localized [8–10]. The second approach is to
isolate the hand if it falls in a particular range of depth. Here researcher empirically
decided a range of depth and the user needs to keep his hand within that range to get
it captured by the camera [7, 11–13]. In the third approach researchers use math-
ematical model or some logical approach like finding corners of fingers, Time series
curve etc. This approach has been used in [14–16]. Once, hand is localized and it is
segmented the next task in the process of hand gesture is feature extraction of
various hand gestures. Biswas [14] has considered various hand gestures like ‘clap’,
‘call’, ‘greet’, ‘wave’, ‘yes’, ‘no’, and ‘rest’ whereas Jing and Guan in [15] have
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considered pointing finger gesture to create an application of virtual touch screen.
Against these sequential gestures one can find out applications where static hand
gestures are considered which recognizes sign language, numbers and alphabets of
some natural language [7, 8, 10–12, 17]. In many presented algorithms researchers
have used only fingers without palm for extracting features. Such algorithms need
to remove palm from the hand image. Marin [18], Ren et al. [7] used palm centroid
position given by Kinect and draw a circle from there which fits the palm area of
hand. By removing the area which falls into the circle, fingers can be identified. In
contrast to this approach many researchers use complete hand image to extract
features counting open and close fingers using some mathematical or structural
information of image [8, 10, 17, 18]. Mathematical feature sets are used in [7, 8, 11,
16] where tools like Fourier descriptor, SIFT, PCA etc. are used. Whereas [6, 9, 14,
18] have suggested structural features like contours, convex hull, and depth his-
tograms etc. Feature extraction is followed by identification of feature that is
classification. In literature some popular and widely used classification techniques
like; Support Vector Machine (SVM), Hidden Markov Model (HMM), K-means
classifier, Naïve Bayes classifier, template matching, Finger Earth Mover Distance
(FEMD) [6–10, 14, 16] are found to be used. One can find very exhaustive and
useful review information on Microsoft Kinect sensor and hand gesture recognition
in [19, 20] respectively.

3 Proposed Algorithm

The algorithm first captures images from the depth sensor Kinect and it localizes the
hand from the frame. In the next step, hand is cropped for further processes. The
image captured through Kinect requires some preprocessing before it is considered

Fig. 2 Block diagram of proposed system
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for feature extraction. Preprocessing task is done in the next step. In the successive
step the features are extracted and it is sent to the classifier. When the classifier finds
the gesture to be appropriate, signal is sent to Arduino which controls the appro-
priate appliance with the help of a relay board. Figure 2 is the complete block
diagram of proposed system. The detailed description of each step is as follows;

4 Hand Segmentation

For segmentation of hand, we need the user to keep his hand in front of the sensor.
When the user keeps his hand in front of sensor, the hand becomes the nearest
object visible in the frame. In this process we have used NITE library and a
predefined range of depth [11] for hand localization and segmentation. The fol-
lowing algorithm shows the process of hand segmentation. The output of this
process is shown in Fig. 3.

Step 1: Capture depth mapped video from Kinect sensor
Step 2: Capture location (Hx, Hy) using NITE. (Hx, Hy) is the centroid of the

visible hand.
Step 3: If the centroid (Hx, Hy) belongs to the predetermined range, then crop the

image.

Fig. 3 Localized and segmented hand images captured by Kinect
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5 Image Pre-processing

The pre-processing is a process which prepares the image for further processing. In
this stage the noise, slant etc. are removed as shown in Fig. 4. Here in this problem
we hardly have any noise as such but when the image is converted into binary some
information is lost and discontinuity in the image is added. Also the image captured
by Kinect and selected in the earlier stage is in RGB though it is appears to be in
binary. Therefore it is needed to convert it into binary for finding features of the
image. Here we propose removal of gaps and small holes from the image.

Step 1: RGB image obtained from pre-processing stage is converted into gray
image by converting each RGB pixel value to gray scale value by per-
forming weighted sum of red, green and blue component of respective
pixel.

IðXi; YiÞ ¼
X

ððRðXi; YiÞ � 0:2989Þþ ðGðXi; YiÞ � 0:5870Þþ ðBðXi; YiÞ
� 0:1140ÞÞ

Fig. 4 Set of hand gesture 1–5. a Original images, b images with smoothen boundary, c dilated
images, d images with filled in holes
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Step 2: Find a global threshold value using Otsu’s method [21] of gray scaled
image to convert it into binary. Otsu’s method minimizes intra-class
variation of black and white pixels. i.e.

Min r2G ¼ WFðtÞr2FðtÞþWBðtÞr2BðtÞ

where;
r2G is an intra class (foreground and background) variation,
WF , WB are weights of foreground and background class respectively,
r2F , r

2
B are variances of foreground and background class respectively,

t is a threshold value which minimizing intra class variation.
Step 3: Convert gray scaled image into binary suing threshold value calculated

in step 2.

B X;Yð Þ ¼ 0 if GðX; YÞ\t
1 if GðX; YÞ[ t

�

where;
B(X, Y) is a Binary image, and
G(X, Y) is gray scaled image

Step 4: Smoothen out the edge of the hand gesture image using median filter on
3 � 3 neighborhood.

Step 5: Perform morphological operation dilation and filling. While converting
hand gesture image in binary image, small holes are created in image. To
remove these holes, morphological operation dilation is performed.
Filling process will fill all small holes, if any, in the image

Step 6: Crop the gesture image to the region of Interest (ROI).

6 Feature Set and Classifier

In this work the user who wishes to operate appliances through hand gestures may
be of any age and gesture. Also the user may be at any distance and at any angle
from the Kinect sensor. In addition to this, the user may use any hand: left or right
to convey the gesture to the system. Left hand gestures and right hand gestures are
mirror images of one another. In all these cases, feature set should work effectively.
To consider these challenges and complexity we need to have a set of feature which
is invariant of scale, place and rotation. Hence, we propose to use Hu’s seven
moment invariants [22] as a feature set. Hu’s moment invariant are calculated as
below;
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M1 ¼ g20 þ g02

M2 ¼ g20 � g02ð Þ2 þ 4g211
M3 ¼ g30 � 3g12ð Þ2 þ 3g21 � g03ð Þ2

M4 ¼ g30 þ g12ð Þ2 þ g21 þ g03ð Þ2

M5 ¼ ðg30 � 3g12Þðg30 þ g12Þþ ððg30 þ g12Þ2 � 3ðg21 � g03Þ2Þ
þ 3g21 � g03ð Þ g21 þ g03ð Þð3 g30 þ g12ð Þ2� g21 þ g03ð Þ2Þ

M6 ¼ g20 � g02ð Þð g30 þ g12ð Þ2� g21 þ g03ð Þ2Þþ 4g11 g30 þ g12ð Þ g21 þ g03ð Þ
M7 ¼ 3g21 � g03ð Þ g30 þ g12ð Þð g30 þ g12ð Þ2�3 g21 þ g03ð Þ2Þ

þ ð3g12 � g30Þðg21 þ g03Þ ðð3ðg12 þ g30Þ2 � ðg21 þ g03Þ2Þ

where ηpq are normalized central moments;

gpq ¼
lpq
lc00

where c ¼ pþ q
2

þ 1 8pþ q� 2

and,

lpq ¼
X

X

X
Y
ðX � XÞpðY � YÞqf ðX; YÞ

Here it is interesting to note that M1 and M2 are called Hu’s moments of second
order where as remaining moments are called moments of order three. Thus for
each of the hand gesture a feature set of seven features is calculated.

There are many classifiers being used in shape identification. These popular
classifiers are Artificial Neural Network (ANN), Support Vector Machine (SVM),
and kNN. Here we propose to use kNN classifier; as it is a simple classifier and
does not need much prior information. We further propose Euclidian distance for
classification. We have also carried out our experiment for different values of k and
ultimately we decided to go with k = 1 as it gives more effective classification rate.

7 Experimental Results

For testing this proposed algorithm we have collected five gestures from fifty
subjects. Thus a total of two hundred and fifty hand gestures images are considered
in dataset. These subjects are of different age group and gender. Through Kinect
depth sensor we collected images at 640 � 480 resolution. Kinect sensor captures
images in eleven bits and it is sensitive to 2048 different levels. When hand comes
within the range of 250–650 mm from the sensor it captures the hand as the nearest
object. When any hand is identified in the given range it is captured and processed
as described above and Hu’s seven moments are calculated for it. Thus we have a
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feature set of size seven. Table 1 shows a feature set of hand gesture 1–5. Further
we have tested kNN classifier for various values of neighborhood values k and for
different training size. Figure 5a shows a chart of different neighborhood values
against total success rate for various size of training dataset and Fig. 5b is the same
chart for unseen dataset. From Fig. 5b it is evident that neighborhood value k = 1
and training 35 size of training dataset gives the best result.

From Table 2 it is seen that gesture one is the most successful gesture whereas
gesture two is the most weak gesture for identification according to this proposed
algorithm. Gesture two is misidentified as three and four for six and four times

Table 2 Confusion matrix of
test result when k = 1 and
n = 35

1 2 3 4 5

1 48 2 0 0 0

2 0 40 6 4 0

3 0 0 45 5 0

4 0 0 3 42 5

5 0 1 1 3 45

Table 1 Hu’s moment of hand gestures 1–5 shown in Fig. 4

Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5

M1 0.20365 0.2126857 0.2121163 0.2244263 0.2229706

M2 0.00444 0.004906 0.0046875 0.0055781 0.0047563

M3 4.32E−05 4.48E−05 4.49E−05 7.07E−05 2.04E−05

M4 3.00E−05 2.61E−05 2.97E−05 4.27E−05 2.87E−05

M5 4.90E−10 5.35E−10 −3.81E−10 1.32E−09 −1.23E−10

M6 −1.92E−06 −1.76E−06 −1.40E−06 −3.18E−06 −1.40E−06

M7 7.12E−10 3.33E−10 −1.75E−09 −8.33E−10 −1.46E−09

Fig. 5 Success rate of classifier for various k values and various size of train dataset. a Overall
performance, b performance on unseen data
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respectively. The identified gesture is then send to Arduino through a six channel
relay board to activate different home appliances like light, fan, mobile charger or
TV set. We assigned gesture one to light, two to fan, three to mobile charger and
four to TV set. Gesture five is off gesture which shuts down any of the open
appliance. The confusion matrix of appliance on/off is same as that of gesture
recognition.

8 Conclusion

The algorithm presented here is an attempt to assist physically challenged and
senior citizens who want to operate appliances with minimal efforts. This algorithm
uses Kinect sensor for image capturing and various computer vision and image
processing techniques. The total success rate achieved by this algorithm is 88 %.
There is ample scope for improving this algorithm at two stages. The first
improvement is possible in localization of hand and second is proper preprocessing.
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Enhancement of Security in IoTSyS
Framework

Hetal B. Pandya and Tushar A. Champaneria

Abstract IoTSyS is open source middleware for IoT and has the potential to
provide easy access to home automation. It incorporates RESTful web services on
HTTP/CoAP communication protocol. It has a gateway which communicates with
IoTSyS users as well as devices. Gateway consists of an oBIX server, CoAP server
and object broker for its execution. In IoTSyS, SSL security using TomCat Server is
deployed between Users and IoTSyS for secure communication. However, the area
of data communication between IoT Devices and Gateway is needed to be
addressed. In this paper, Message-level Security instead of transport level security
is used to provide end-to-end secure communication between IoT devices and
Gateway. Various symmetric and asymmetric security algorithms along with dif-
ferent data formats such as XML, JSON and EXI are executed and compared on our
experimental setup. Our results show that Blowfish encryption algorithm is more
suitable for IoTSyS framework.

Keywords Internet of things � IoTSyS middleware � Message level security �
Transport level security

1 Introduction

Internet of Things—In simple 3 words it can be explained as “web of things”,
allows interconnecting everything which we are using in our day to day life. It’s
like every generic thing, communicating to each other and acts accordingly. The
IoT is now a day’s playing leading role in various domains for fully automated
systems.
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IoT is the combination of various empowering technologies such as sensing and
communicating technology, middleware and communication protocols [1].

The communication technology includes the Two-D barcode, NFC, RFID,
Wireless Sensor Network node and RFID Wireless sensor network. These
devices/nodes are constrained in terms of processing power, flash memory and
battery power.

Middleware provides infrastructure to leverage IoT services such as
Interoperation, context awareness, device discovery and management, device
abstraction, integration various processes, managing the large volume of data.
There are various categories of middleware viz pervasive computing middleware,
message oriented middleware, and semantic web based middleware, LBS and
surveillance middleware, communication middleware etc. [2].

IoT needs different protocols for different operations. Like it requires a protocol
for collecting the data from sensors, communication protocol to send the data to
server infrastructure, protocols for a device to people communication, the protocol
for D2D/M2M communication. MQTT, CoAP, DDS, Zigbee, Zwave, AMQP and
6LoWPAN [3] are various IoT protocols.

IoTSyS is based on REST/SOAP based web service and uses HTTP/CoAP as a
communication protocol. REST on CoAP is the best approach for constrained
nodes in IoT network. This combination is light weight approach for constrained
nodes [4].

1.1 Motivation

Often the security problem is the major area of research in most of the domain. In a
communication network, the security of data should be considered on the priority
basis to avoid the malicious activity in a system by intruders. In IoT, the device to
Gateway data communication should be managed in a secured way such that the
confidentiality and integrity of sensitive data generated by the IoT devices should
be maintained. For example in multistoried building there are many sensors like
smoke detectors, motion sensors, cameras for video surveillance etc. and actuators
like alarm, firefighter etc. are deployed. Let say a building is having 20 floors and
500 rooms and each room is occupied with sensors and actuators. The Gateway
handling whole automated building system is residing on the topmost floor. All the
data generated from IoT devices are then transferred to Gateway. Now in this case it
may be possible that the data generated by smoke detectors or camera which are on
the ground floor are altered and send to Gateway. Or in reverse case if as per the
data received by the Gateway, it sends some information to actuators to carry out
actions for say activating an alarm for fire. That data can also be altered by intruders
making authority unaware of sudden fire at ground floor.

In such scenario, the data communication between IoT Devices and the Gateway
must be secured in such a manner that it satisfies the CoAP and REST requirements
of IoT. The term security counts a wide range of different concepts; among them are
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authentication, confidentiality, integrity and authorization. Employing the generic
devices into the Internet makes us think about the secured data communication
between the devices and gateway. Hence, a suitable security infrastructure is
required which will scale to accommodate the IoT sensors and devices. In order to
prevent the growth of such malicious activities, different cryptographic mechanisms
can be employed.

As mentioned in [5] DTLS can be adapted for securing the channel under the
CoAP protocol. However, DTLS is just a replication of TLS under User Datagram
Protocol (UDP) and it is not specially meant for constrained environment.

2 IoTSyS Framework

IoTSyS is open source middleware architecture for Home and Building
Automation. It consists of multiple projects based on different protocol standards
such as KNX, BACnet, WMBus etc. Using 6LoWPAN and the Constrained
Application Protocol, an efficient stack is provided along with oBIX to provide
interoperable Web technologies in the field of sensor and actuator networks. oBIX
is Open Building Information Exchange, is a standard for RESTful web services.

2.1 IoTSyS Architecture

IoTSyS Architecture is shown in Fig. 1. The Gateway is running servers such as an
oBIX server, CoAP server, Object broker and couch DB as a database to store the
status of IoT Devices. Using Obelix GUI, a user can be able to check the status of
the sensors and actuators in the network. The user can also able to set a new status
for an actuator. The copper plug-in of Mozilla Firefox can also be used to get or set
the status of devices which are registered to IoTSyS Gateway. The devices are
constrained devices in terms of processing power, flash memory, IP reconfigura-
bility, battery power. It uses various web services protocol bindings such as HTTP,
CoAP, SOAP and REST [4].

Various blocks of IoTSyS architecture are explained as follows:
Gateway: It is the heart of IoT system. It manages all the data communication

between the IoT sensors and Actuators. It also manages the communication
between the IoT devices and the Users of IoT System. It manages the state of
devices, registers the device, by using various communication protocols for data
communication.

Object Broker: It manages the contract registry of the entire object which is
registered to the Gateway. Only registered devices can be able to communicate
through Gateway.

CoAP Server: CoAP is light weight protocol specially designed for constrained
nodes. It runs on 5683 port.
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Couch DB: It is a database system which stores the states of writable objects,
such as actuators.

oBIX server: Open Building Interface Exchange (oBIX) server manages the
reading and writing of data on the network. It maintains histories, alarms and
watches for IoT devices.

TomCat Server: It is deployed for providing security of data communication
between users and IoTSyS Gateway. It uses SSL security for proving authentication
and encryption/decryption of command/data between user and Gateway.

Obelix: It is user interface designed in HTML5 using Angular JS technology.
Through Obelix, interface user can be able to access Gateway and can see the status
of IoT devices registered to the Gateway.

Copper Plug-in: Copper Plug-in is Firefox plug-in which is used as CoAP client
and it can communicate to Gateway for CURD operation on IoT Devices through
CoAP server.

2.2 IoTSyS Existing Security Mechanism

The existing system is being implemented with SSL security using Tom Cat server
between client i.e. user and Gateway. Figure 2 shows the block diagram for existing
security mechanism. Authenticated user can able to access the IoTSyS gateway and
can able to access devices through Obelix GUI. The incoming and out coming
messages between users and Gateway are transferred in security mannered under
HTTP using SSL security. Users need to import the digitals certificates into their
local key store, and then the tomcat server will make encryption and decryption for
the requests using the keys in the digital certificates.

Fig. 1 IoTSyS architecture
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This security is enough when we are considering the access of Gateway by
intruders. But we also need to consider the secured data communication between
IoT Devices and Gateway. Few cases we have discussed earlier.

3 Limitation of Existing System

In order to prevent the growth of malicious activities in IoTSyS environment,
different security concepts as authentication, confidentiality, and data integrity
should be employed.

Although various techniques are available but the most common approach fol-
lowed is transport layer security using DTLS in Constrained application protocol
(CoAP). DTLS provides authentication, data integrity, confidentiality and auto-
matic key management. It also supports a wide range of different cryptographic
algorithms, which makes it a potential security protocol [6]. But there are few
reasons why the DTLS fails to meet the requirements of IoT [7]. Such as:

1. DTLS does not support multicast communication which is one of the key
functions of CoAP.

2. DTLS uses 4 rounds of handshaking signals which consume battery power of
constrained devices while sending some stateless cookies.

3. If CoAP client needs Internet access that needs the CoAP/HTTP mapping
process, and then DTLS handshake process remains a challenge.

4. CoAP messages cost the network only 2 transactions (1 round-trip); one mes-
sage from the client (request) and the other from the server (Response). If DTLS
is used, 4 round trips are required; 3 round trips for DTLS (*40–50 B) plus 1
round trip for CoAP before CoAP’s actual contents are exchanged.

5. Transport layer security is hop-by-hop security. At each hop, the data packets
are decrypted and further route that packet towards destination after encrypting
it again.

So from the above reasons said, we can go for another approach i.e. Message
level security. As and when the data is generated at IoT devices it gets encrypted
and transferred to Gateway in the similar way the reverse communication between
Gateway and IoT Devices is to be done. The best part is that message level security

Fig. 2 Existing security
mechanism

Enhancement of Security in IoTSyS Framework 35



is independent of underlying communication protocol. Here no extra handshaking
signals are required, so it consumes less battery power compare to DTLS. Apart
from that if we need to provide access policies on the same object for multiple
clients then this can be possible through message level security. It provides
end-to-end security in the sense that data is encrypted at the source and decrypted at
destination node only. No intermediary node in the network route can be able to
decrypt the data.

We have used two methodologies for Message level, symmetric key encryption,
and asymmetric key encryption. For symmetric key encryption, we have used
Blowfish, JASYPT, and AES, whereas for asymmetric key encryption we have
used well know RSA encryption technique.

The data communication between IoT devices and Gateway is in XML format,
but this can further be serialized in binary format so that the bandwidth requirement
for data transfer gets reduce.

4 Proposed Approach

For our proof of concept, we have designed the following experimental setup. Here
Raspberry pi will work as data collector or we can say as resource server which
manages the sensors/actuators network. Here Rpi is managing the data communi-
cation between IoTSyS Gateway and various IoT devices such as motion sensor
relay switch, and moisture sensor in our case.

As these sensors/actuators do not have processing capabilities and they cannot
be uniquely identified in a network, Rpi provides this facility on their behalf. Rpi
will communicate with IoTyS Gateway through constrained application protocol
(CoAP). This communication channel should be secured in order to prevent the data
from intruders.

Secure communication using CoAP: The security in CoAP communication
channel can be achieved by two approaches:

1. Datagram Transport Layer security (DTLS) at the transport layer.
2. Message layer security at the application layer.

In DTLS, it first creates a secured communication channel by exchanging
handshake signals and then performs the encryption/decryption of the data. It
generally used in hop-by-hop communication.

Whereas, in case of message level security, it is independent of underlying
protocol (whether TCP/UDP), just use standard encryption algorithm for commu-
nication between endpoints [8].

Using our experimental setup as shown in Fig. 3, we perform various iterations
using different cipher algorithms, like Blowfish algorithm, JASYPT (PBE with
MD5 and TripleDES), AES algorithm, RSA and DTLS (AES-128 pre-shared keys)
approaches.
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Blowfish cipher is symmetric-key block cipher with 32-bit to 448-bit key length
and 64-bit block size. It can be a replacement of DES. JASYPT is java library
which provides high security, standards-based encryption technique. It allows
password encryption, text encryption through various algorithms which are
approved by JCE provider. Here we have used BasicTextEncryptor, which uses
(Password-Based Encryption (PBE) With MD5 and DES. It uses 1000 iterations to
generate the key. Advance Encryption Standard (AES) is a symmetric-key algo-
rithm based on substitution-permutation method. It has 128-bit block size with
128-bit, 192-bit, and 256-bit key length. RSA is well known asymmetric key
cipher. It uses a public key for encryption and private key for decryption.

Data Formats: Main purpose of oBIX is to provide the reading and writing
mechanism over the network devices. All the data generated in IoT network will be
converted to a common XML document. EXI is a compact form of XML which
provides high performance and need low bandwidth. So it’s better to use EXI
instead of XML. Apart from that JSON is also lightweight data format compare to
XML. So we tried to iterate the communication between IoT devices and Gateway
using various data formats along with different encryption methodologies.

EXI—Efficient XML Interchange is a compact form of XML which is Schema
based and uses grammar-driven approach [9]. There is EXI event and EXI stream
derived from XML schema and each event has been defined with event code, for
example, start document event has code 000. It cannot be read by a human.

5 Comparison of Various Security Approaches

We have considered the given performance measurements:

1. Round Trip time: It is encryption time plus communication time from device to
the gateway.

2. Message Size: File size after encrypting the data with the different encrypting
mechanism and with data format.

Fig. 3 Experimental setup using Rpi
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3. CPU utilization: Here we have considered the CPU utilization of Rpi while
encrypting the data with the different encrypting mechanism and with data
format.

4. Memory utilization: Memory utilized on Rpi.

After performing numerous iterations using the different security algorithms with
3 different data format on our designed experimental setup, we had drawn out the
following results. Here the input data size is common for all the approach. The input
file consists of single data generated by a sensor i.e. one file generate for single data
generation from a sensor. The size of input data is 60 B. Figures 4, 5, 6 and 7 shows
the analysis of various approaches we have used considering different aspects of
constrained IoT devices.

All the cases with EXI data format take less time for total communication
compares to JSON and XML. RSA and Blowfish prove to be better and efficient
than all others. It takes on an average less time to encrypt and transfer.

But using RAS public-private key encryption the main problem is of
public-private key distribution. It seems to be overhead for key distribution. We
need a trusted third party to perform this job. And as the number of devices
increases for a single gateway then it will be difficult to manage the public-private
key pair for each device.

In parallel DTLS is also proving its capabilities near to blowfish, but it requires
the handshaking signals before the actual data transfer. In case of transport layer
security it necessary to provide acknowledgment from the receiver to the sender,
which sometimes not necessary in some IoT cases. Like if I want to know the
temperature reading after specific interval, there is no need of acknowledgment after

Fig. 4 Encryption methodology versus round trip time
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receiving such readings. Due to network problem if anyone missed, then it will not
affect the further processing. JASYPT is also near to Blowfish. So considering the
key management in RSA and handshaking in DTLS, here we can vote for Blowfish.

The second aspect of parameter talks about the cipher file size. This is an
important factor when the encrypted data is to be stored on the IoT devices for
future reference. In such case Fig. 5 show that AES and RSA are better. As its

Fig. 5 Encryption methodology versus cipher file size

Fig. 6 Encryption methodology versus CPU utilization
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encrypted file size is much less compare to all other keeping the input data size
constant for all the cases. Here the file we are talking about is encrypted data.

The third parameter is CPU Utilization. Now here if we consider the EXI data
format for reducing the file size then at the same time the CPU utilization increases.
Figure 6 shows the graph between encryption methodology versus CPU utilization
with different data format. Whatever the data generate by the device needs to be
mapped to EXI data format, needs more CPU processing capability. The encryption
algorithm also needs some processing power, in our case AES approach needs more
processing power. Blowfish, RSA and JASYPT with XML and JSON are more or
less needs same processing power. Here we can conclude that for low processing
power devices we must avoid EXI data format, rather we choose XML or JSON.

Our fourth parameter we need to calculate the primary memory required to
process the data on the IoT Device. Figure 7 shows the comparative between
encryption methodology versus memory utilization on IoT Devices. Here DTLS
with EXI and JSON prove better. JASYPT and RSA stay next to DTLS.

Further, we had repeated the testing with a file having multiple data gathered
from multiple sensors. In this case, the file size is bigger compare to the previous
approach. Here the input file size is 1 kB.

From Figs. 8, 9, 10 and 11 shows the iteration of another scenario where we
have gathered more than one data of multiple sensors and then encrypted and
transfer it to the Gateway. From the graph, we can say that by increasing the input
file size, CPU utilization, and cipher file size affects the most. Rest total transfer
time and memory utilization change to a little extent. Here CPU utilization seems
more that 100 % in some cases because our Rpi is Quad processor.

Fig. 7 Encryption methodology versus memory utilization
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Fig. 8 Encryption methodology versus total transfer time for multi-dataset

Fig. 9 Encryption methodology versus cipher files size for multi-dataset
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6 Conclusion

Using our experimental setup, we have implemented various security mechanisms
such as message level symmetric encryptions as well as asymmetric encryption and
transport level DTLS encryption on the data communicating between Rpi network
and the Gateway. From the results and the discussion, we can analyze that message
level instead of transport level security will suits better. The symmetric approach
using Blowfish encryption algorithm will be better for IoTSyS framework whether
we use single data file or multiple dataset files. RSA is competent to Blowfish, but

Fig. 10 Encryption methodology versus CPU utilization for multi-dataset

Fig. 11 Encryption methodology versus memory utilization for multi-dataset
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asymmetric approach leads to an overhead of managing the public-private key pair
distribution management using third-party key manager. As per the usage of data
format, either EXI or JSON can be considered lighter than XML. However, use of
EXI data format may lead to more CPU utilization. So the constrained of processing
power should be considered while choosing the data formats. At the same time use
of EXI data format reduces the output file size and hence total transfer will be
reduced. Hence we can incorporate a security layer between smart IoT devices and
Gateway. While considering the constraints of data communication time between
sensors and gateway, memory of intelligent devices/sensors and their constrained
processing power, message level symmetric approach accomplishes the task of
securing the data communication between gateway and IoT devices. Furthermore,
the JSON data format is more suitable as it requires less memory storage and
processing power. Further, we can add the access policies on the same object for
different users. It can be done through message signature.
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Segmentation and Recognition of Fingers
Using Microsoft Kinect

Smit Desai

Abstract Hand gesture identification is a very important part of HCI. In this paper,
I have presented a very efficient algorithm for finger segmentation. Using fingers as
an input medium, our interaction with the computer can become easier. Microsoft
Kinect, which is a depth sensor is used to capture the image which is used for finger
segmentation. Background is removed from the captured image by accepting pixels,
which fall in a fixed range of depth. The image is further pre-processed and then
palm area is identified and removed to obtain separate fingers. Further, to identify
open fingers as gesture-kNN classifier is used. This proposed algorithm has
achieved more than 90 % accuracy.

Keywords Microsoft Kinect � Gesture recognition � Finger segmentation �
Centroid � Feature extraction � kNN classifier

1 Introduction

Since evolution of computers, wired input methods and devices are used for Human
Computer Interaction (HCI). With development of new and innovative computer
based applications and with ever evolving computing technology, researchers have
developed new HCI methods. After successful use of wired and wireless HCI
methods and devices, scientists are working on more complex but useful HCI
methods. Voice, touch and gestures are the next three HCI mediums that the
scientists are working on. Body posture, body language, facial expression, hand
gestures are very powerful mediums of interaction. Normally it is seen that these
medium of interaction are more powerful and convenient for human beings in
general and specially for physically challenged people. However, providing
understanding of such intelligence to a computer is a very challenging and complex
task. Such real time gesture identification task is even more difficult. Up until now
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many different hand gesture recognition techniques and methods are used for
interaction with machine. Some of them have made use of colored gloves or color
code on fingers such as [1] and some researchers have attempted to recognize
gestures without any color code. In this paper I have presented an algorithm which
recognizes open finger based gestures without any color code. I have used
Microsoft Kinect for capturing hand image from 3D space. This paper is divided in
seven section. This introduction section is followed by literature review.
Section three is devoted to introduction to Kinect sensor which is followed by a
discussion on hand capturing and its segmentation. In section six processing of
segmented hand images is discussed. In the following section feature extraction and
classification is described which is followed by concluding remarks.

2 Literature Review

Lately in modern computing technology hand gestures are used frequently for
interaction with computers. For example, Pavlovic et al. [1] have categorized
human gestures in three categories viz. one, hand and arm gestures, two, head and
face gestures and three, body gestures. The first category of gestures, that is, hand
and arm gestures including the palm and fingers are mainly used for applications
like game playing and understanding and interpreting sign languages etc. The
second category of gestures is manly utilized for applications like face recognition
or emotions or actions like blowing whistle, smiling, and anger recognition. The
third and last category of gestures include gestures and postures of entire human
body and therefore they are more useful for teaching and training of athletes,
dancers etc. Hand gestures are very useful and more and more researchers have
concentrated on it. Initially hand gestures were recognized by some color coding.
This technique used color gloves, bands or some indicative gears on their hand,
palm, wrist or fingers for identifying the gestures. Keskin et al. [2] presented their
work based on colored gloves for communicating with a healthcare system.
Agrawal et al. [3] developed a gesture recognition system based on colored gloves.
This system is designed as a tutor for hearing impaired people. In this paper authors
have used red color gloves for localization of hands, where as in Ren et al. [4] use
black colored wrist band for localization of palm. Though Ren et al. [4] use Kinect
sensor, they have use used color code for hand segmentation. Further they made use
of Finger—Earth Mover’s Distance for measuring dissimilarities between gestures.
In this work they demonstrated applications like arithmetic computation and
Rock-Paper-Scissors Game playing using hand gestures. Marin [5] has presented an
algorithm, which finds are of the palm using the centroid of the palm. Even though
authors used a depth sensor, they used a colored band for isolation of hand like
Zhou et al. [4]. There are many other work which are based on such color codes, but
since this technique is based on vision, it requires proper lighting and illumination
condition Erol [6] and Suwarez et al. [7]. After introduction of Microsoft Kinect
researchers started using it for gesture recognition. Since it has a built in depth
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sensor and also gives skeletal details of human body it has become more popular.
Many interesting applications of Kinect are found in literature. It consists of game
playing, assistive tools and many more. Le et al. [8] presented a work where they
proposed an algorithm which finds the center point of the palm and also identifies
fingers. Here they segmented the palm area and then image contour is used to find
moments. Raheja et al. [9] presented a work to find the finger tips and center of the
palm using finger tracking algorithm. This algorithm can track both the hands. Here
hand is segmented by taking a calculated threshold and NITE library [10]. Shukla
and Dwivedi [11] used Kinect to capture hand image with depth information. They
also used contour of the segmented hand image. For identifying hand gestures, they
used convex hull and convexity defects of the hand contour as the featureset. They
suggested Naiive Bayes classifier for gesture recognition. Biswas et al. [12] pro-
posed an algorithm which recognizes eight hand gestures clap, call, greet etc. Here
they capture hand gesture image through Kinect and then this image is processed
for back ground removal. They used depth histogram equalizer for identify fore-
ground. They further divided the depth image in ten bins to find features and then
they identified the features using support vector machine (SVM). Jing [13] pro-
posed an algorithm where they developed virtual touch screen tool using Kinect.
This is done by identifying and tracking the fingers.

3 Suggested Algorithm

The proposed algorithm captures images from Microsoft Kinect. The captured
images are in RGB color space, therefore it is converted into binary image and then
smoothing of the image is done. This smoothened image may have some discon-
tinuity which are removed by performing morphological operations. These three
processes are done under preprocessing stage. Now using moments, centroid of the
image is found and an ellipse which fits the hand image is considered and its minor
axis is computed. This minor axis is used as the diameter of the ellipse which is then
removed from the image. This circular area is calculated using the centroid as the
origin. Removal of this circular area will remove the palm from the image leaving
us with fingers and some noise. Here I have made one observation that most of the
hand images are connected with the boundary of image and therefore when circular
area is removed the forearm will remain with the boundary. I remove all the parts
which are connected with the boundary of the image and we will be left with
fingers. Now region of interest (ROI) is cropped for finding the featureset. After
finding featureset, kNN classifier is used for identifying open fingers as a gesture.
The block diagram of algorithm is shown in Fig. 1.
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4 Segmentation of Hand

As mentioned earlier, fingers are very reliable for HCI. When user wishes to use
hand gestures as a medium for interaction, he generally keeps his hand in front of
the imaging device. Here I have used Kinect as an imaging device which has an
inbuilt depth sensor. This depth sensor measures the depth of an object from the
device. I use this depth for segmenting hand from the body of the user. Here I
suggest depth range of [250 mm, 650 mm] from the device, as region of interest
(ROI) separating background from the hand as it is suggested in [4, 9, 10, 14]. That
means when users’ hand comes in the depth range of [250 mm, 650 mm] it will be
cropped and used for further processes. This is done using NITE library as it is
suggested in cliff et al. [10]. The cropped hand images are shown in Fig. 2.

As discussed, the image captured from Kinect is in RGB color space. For
processing this image we need to convert this image into binary. For converting
RGB image into binary, I propose to use Otsu’s global threshold [15].

The next pre-process step is dilation of the image. I propose dilation because
some times while converting the image from RGB to binary, some portion of the
image gets separated. To connect these separated parts, dilation is used. Even after

Fig. 1 Block diagram of proposed algorithm

Fig. 2 Gesture images captured through Kinect
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dilation, there is a possibility to have some aberrations in the form of holes in the
image and therefore in the next step we fill all such holes to make a complete image.
Major stages of this process have been illustrated in Fig. 3.

5 Processing

The next task is to determine the position of the hand in the image. Ren et al. [4]
and Guilo et al. [5] have used centroid for palm area identification. For estimating
position of the hand, we find centroid of the hand image, which is nothing but a
point where all the mass of an object is concentrated without changing its first
moment. It is a statistical measure which can be derived from the raw moments of
an object image. Let f(x, y) be a binary image, then its centroid is;

l10
l00

;
l01
l00

� �

where

l00 ¼
Xwidth
x¼0

Xheight
y¼0

x0y0f x; yð Þ

l10 ¼

Pwidth
x¼0

Pheight
y¼0

x f x; yð Þ

l00

l01 ¼

Pwidth
x¼0

Pheight
y¼0

y f x; yð Þ

l00

Here µ00 is zeroth raw moment and it gives the area of object image. The other
variables that we calculate for the hand image is the minor axis of an ellipse which
fits the object of the hand image. I noticed that when centroid of hand image is
calculated it generally falls in the area of palm. So if the palm area is separated and

Fig. 3 a Original gesture image, b boundary of hand smoothen, c holes are removed from image,
d image with centroid of the hand, e image with circle drawn from centroid with minor axis
diameter, f non-finger components are removed from image, g fingers cropped from the image
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removed from the hand image, we can segment fingers of the hand. Considering
this observation, we remove a circle taking centroid as the origin and minor axis as
the diameter. It is shown in Fig. 4.

In this process, some of the thin portions and tiny objects of the palm may still be
present in the image. To remove these thin portions we perform morphological
operation erosion. This process completely separates out forearm from the other
parts of the hand image. I noticed one more fact about the hand images that I had
captured with Kinect: Forearm of hand along with the wrist is usually also captured
while capturing the image and that portion of the image is usually connected with
the boundary of the image. Taking advantage of this fact I removed all the objects
which are connected with the boundary of the image.

In the next stage, these images are processed for counting fingers visible in the
image. This is what we are interested in. In most of the cases we get separate fingers
in the images but merely counting them does not serve our purpose because in
many cases we get joint fingers too. Figure 4 shows step wise process of algorithm
up to getting cropped fingers and Fig. 5 is a case where cropped image has joint
fingers.

Since there are possibilities of having images where joint fingers are there and
under segmentation we need to identify open finger gesture applying classification
technique. In the following section feature extraction and classification are
described.

Fig. 4 Ellipse over the object to determine minor radius of the object

Fig. 5 a Image with centroid of the hand, b image with circle drawn from centroid with minor
axis diameter, c non-finger components are removed from image, d fingers cropped from the
image
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6 Feature Extraction and Classification

Many feature extraction methods can be traced in the literature. Feature are usually
divided in three categories, structural features [5, 11, 16, 17], statistical features [4,
10, 17, 18] and hybrid feature. Since extracted fingers may be in any direction, here
we have used four projection profiles as it used in [19] for Gujarati handwritten
numeral identification. It is a structural feature of an object. To find four projection
viz vertical, horizontal and two diagonal profiles, first extracted finger image is
reduced to an image of size 16 � 16. For reduction of image size, I propose to use
nearest neighbor interpolation method. Now projection profile is found for the
extracted finger image. By projection profile we mean total black pixels in each of
the vertical, horizontal and two diagonals of the 16 � 16 image. That comes to 94
features, 16 each for horizontal and vertical profiles and 31 each for two diagonal
profiles, of an image. This projection feature set is illustrated in Fig. 6.

Many classification methods [3, 4, 11, 12, 17–19] are used for classification of
hand gestures. For classification purpose I propose to use kNN algorithm with
Euclidian distance. I tried out classification with different values of k, but after all
experiments I found that the best result is obtained with k = 1. Here I have used a
data set of five hand gestures collected from fifty people. Thus we have a total of
two hundred and fifty hand gesture images. I have trained our algorithm with fifty
percentage of dataset and tested it for the rest of the fifty percent of the images.
Tables 1 and 2 show the accuracy of success of proposed algorithm for k = 1 and
n = 25 (Fig. 7).

The results show that the proposed algorithm has achieved 91.20 % of success
for unseen data and 95.60 % of accuracy for complete dataset. The algorithm gives
100 % accuracy for the training data set. We have tried out Support Vector

Fig. 6 An example of joint separated fingers

Table 1 Confusion matrix of
test data set of size 25

1 2 3 4 5

1 23 1 0 0 1

2 0 25 0 0 0

3 0 1 22 0 2

4 0 0 0 19 6

5 0 0 0 0 25
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Machine (SVM) as a classifier to identify open finger gestures, but it gave us a
relatively lower accuracy of 65 %.

7 Conclusion and Future Work

The proposed morphological operation based algorithm gives high accuracy of
identification of open fingers based hand gestures. In this proposed algorithm I have
made a couple of assumptions. First, the hand must be in the range of [250 mm,
650 mm] for segmentation, and two the segmented hand must be connected with
one of the boundary of the image. Here if the segmented hand image is not con-
nected to the boundary of the image, we have cropped it to the lower boundary of
the image. The main reason of non-identification of gestures is the violation of the
second assumption made for the algorithm. There is ample scope of correction of
the results without any assumption.

Fingers create important and expressive gestures for human communication and
they are very widely used in game playing. This algorithm has open up various
avenues to work in the direction of developing an interaction media for commu-
nicating with any electronic devices [20] including computers. Touch screen
computers and other devices are currently market, but by extending this work, an
effective interaction will be made possible just by using fingers and without the
need of any touch.

Table 2 Confusion matrix of
test data set of size 50

1 2 3 4 5

1 48 1 0 0 1

2 0 50 0 0 0

3 0 1 47 0 2

4 0 0 0 44 6

5 0 0 0 0 50

Fig. 7 a Finger figure converted in size of 16 � 16, b horizontal and vertical profile of 16 � 16
image, c two diagonal profiles of 16 � 16 image
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Randomness Evaluation of ZUC, SNOW
and GRAIN Stream Ciphers

Darshana Upadhya and Shripal Gandhi

Abstract In 21st Century, Data Security is achieved through Cryptographically
secure Pseudo Random Number Generators (CSPRNG). Hence, all stream ciphers
uses CSPRNG. Mostly all the Hardware ciphers are developed using Linear
Feedback Shift Register (LFSR). Owing to linear nature of LFSR, cipher becomes
predictable and hence easily vulnerable to various LFSR based attacks. Secondly,
security enhancements cannot be deployed on it because of its hardcore imple-
mentation. Therefore, our focus is to implement the various ciphers on multicore
architecture without compromising throughput of the cipher. For this, we come up
with rigorous literature survey of various stream ciphers like ZUC 1.6, SNOW 3G,
GRAIN v1, WG-7, and DECIM v1, and also measure the randomness of above
ciphers using NIST Statistical Toolkit.

Keywords Linear feedback shift register (LFSR) � Cryptography � Stream
ciphers � GSM � LTE

1 Introduction

With advent of Computer Networks, “Network Security” has became a major
concern. All communication protocols use cryptographic algorithms (ciphers),
which are used to provide Confidentiality, Integrity and Availability for this pur-
pose. Linear Feedback Shift Register (LFSR) has input bit, which is linear function
of its previous state. Many ciphers have LFSR as their component. Study of various
ciphers that use LFSR as their component was done and their mode of imple-

D. Upadhya (&) � S. Gandhi
Department of Computer Science and Technology, Institute of Technology, Nirma
University, Ahmedabad, Gujarat, India
e-mail: darshana.upadhyay@nirmauni.ac.in

S. Gandhi
e-mail: 14mcei06@nirmauni.ac.in

© Springer Nature Singapore Pte Ltd. 2017
N. Modi et al. (eds.), Proceedings of International Conference on Communication
and Networks, Advances in Intelligent Systems and Computing 508,
DOI 10.1007/978-981-10-2750-5_6

55



mentation was studied. Ciphers Hummingbird 2, Dragon-128, SOSEMANUK,
ABC v2, CryptMT Version 3, Polar Bear, and Rabbit are implemented in Software
while ZUC 1.6, WG-7, MICKEY-128, DECIM v2, Edon80, F-FCSR-16, GRAIN
v1 and SNOW 3G have their implementation in Hardware. Our focus is to replace
the Hardware implementation of various LFSR based Stream Ciphers with Software
implementation along with improvement in their Speed, Memory and Randomness
[1, 2]. Hence, the ciphers ZUC 1.6, SNOW 3G, GRAIN v1, WG-7, and DECIM v2,
having Hardware Implementation were selected for this purpose.

Rest of this paper is designed as follows. Next Section describe details of
Literature Survey. Detailed description and Working of selected ciphers is
explained in Sect. 3. In Sect. 4, comparative analysis of ciphers is shown based on
Speed-Up Measurement, Memory Usage and Randomness. Finally, Sect. 5 con-
cludes this paper.

2 Literature Survey

As LFSR is linear in nature, it is possible to predict the working of LFSR after
many iterations. If cipher has been implemented in hardware, then the working of
cipher will be compromised. Hence, our goal is to go for software implementation
of cipher so that whenever it is compromised, it can be reinitialized. We have
selected five ciphers having LFSR component and with hardware implementation
for this purpose. SAGE/ETSI developed ZUC 1.6 and SNOW 3G ciphers, which
are used for LTE Standard and Universal Mobile Telecommunication System
(UMTS) network, respectively. ZUC 1.6 cipher forms part of 128-EEA3 and
128-EIA3 protocols [3] and SNOW 3G cipher forms part of UEA-2 and UIA-2 [3],
which are used for Encryption and Integrity in respective standards. WG-7 is a fast
and light-weight stream cipher and is used in RFID Encryption and Authentication
[4]. GRAIN v1 and DECIM v2 ciphers are selected for eStream portfolio, by
eStream project, for Phase 3, Profile 2 (Hardware). Restricted hardware environ-
ments and higher security as compared to ciphers E0 and A5/1 [5], are primary
design parameters for GRAIN v1. DECIM v2 is used in Hardware Applications
with limited resources [6]. Brief details of ciphers, like Number of LFSR used,
Length of each LFSR, their Applications, and Cryptanalytic Attacks of these
ciphers are given in Table 1.

3 Working of Various Ciphers

This section briefly describes the working of selected ciphers.
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3.1 ZUC 1.6 Cipher

In ZUC 1.6 Cipher [3], Key is of size 128 bits and Initial Vector (IV) is of size 128
bits. Output is a keystream of word of 32 bits at every clock. The cipher has been
divided into three logical layers: LFSR Layer, Bit-reorganization (BR) Layer, and
finally Non-linear function (F) Layer.

Execution of ZUC 1.6 Cipher is divided into two stages:

1. Initialization Stage: IV and Key are loaded in LFSR. Then, the cipher is clocked
32 times and its output is discarded.

2. Working Stage: Output of first clock is discarded and then for each clock, it
produces a 32 bit keystream.

Figure 1 depicts structure of ZUC 1.6 Cipher.

3.2 SNOW 3G Cipher

In SNOW 3G Cipher [3], Key is of size 128 bits and IV is of size 128 bits. Output is
a keystream of word of 32 bits at every clock. The cipher has been divided into two
logical layers: LFSR Layer and FSM Layer.

Execution of SNOW 3G Cipher is divided into two stages:

1. Initialization Stage: Cipher is clocked for 32 times in this mode and its output is
discarded.

2. Keystream Generation Stage: Output of first clock is discarded and then for each
clock, it produces a 32 bit keystream.

Structure of SNOW 3G Cipher is shown in Fig. 2.

Table 1 Brief details of LFSR based Ciphers

Ciphers Number
of LFSR

Length of
each LFSR

Cryptanalytic attacks

ZUC 1.6 16 31 bits Differential power analysis attack

SNOW
3G

16 32 bits Timing attack [S-Box LookUp]

GRAIN
v1

1 80 bits Weak Key-IVs attack, related key chosen IV
Attack, and differential fault attack

WG-7 23 7 bits Distinguishing attack, key recovery and algebraic
attack

DECIM
v2

1 192 bits Guess and determine attack, related key chosen IV
Attack, Side channel Attack and Distinguishing
Attack
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Fig. 1 Structure of ZUC 1.6 Cipher [3]

Fig. 2 Structure of SNOW 3G Cipher [3]
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3.3 GRAIN v1 Cipher

In GRAIN v1 Cipher [5], Key is of size 80 bits while IV is of size 64 bits. Output is
a keystream of bits at every clock. The cipher has been divided into three logical
layers: LFSR Layer, Non-Linear Feedback Shift Register (NFSR) Layer, each of 80
bits and Filter Function (H). Here, si; siþ 1; . . .; siþ 79 denotes bits of LFSR Layer
and bits of NFSR Layer are expressed as bi; biþ 1; . . .; biþ 79.

hðxÞ ¼ siþ 25 þ biþ 63 þ siþ 3siþ 64 þ siþ 46siþ 64 þ siþ 64biþ 63

þ siþ 3siþ 25siþ 46 þ siþ 3siþ 46siþ 64 þ siþ 3siþ 46biþ 63

þ siþ 25siþ 46biþ 63 þ siþ 46siþ 64biþ 63

ð1Þ

zi ¼ hðxÞþ biþ 1 þ biþ 2 þ biþ 4 þ biþ 10 þ biþ 31 þ biþ 43 þ biþ 56 ð2Þ

Execution of GRAIN v1 Cipher is divided into two stages:

1. Initialization Stage: Cipher is clocked for 160 times and its output is discarded.
2. Keystream Generation Stage: For every clock, Keystream is generated using (2).

Figure 3 shows structure of GRAIN v1 Cipher.

3.4 WG-7 Cipher

In WG-7 Cipher [4], the Key is of size 80 bits while IV is of size 81 bits. Output is a
keystream of bits at every clock. It operates in following two modes:

1. Initialization Mode: Cipher is clocked for 46 times in this mode, with nonlinear
permutation feedback, WP.

Fig. 3 Structure of GRAIN v1 Cipher [5]
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2. Keystream Generation Mode: For every clock, keystream is generated using
Non-linear WG transformation, WG7.

The Structure of WG-7 Cipher is represented in Fig. 4.

3.5 DECIM v2 Cipher

In DECIM v2 Cipher [6], Key is of size 80 bits while IV is of size 64 bits. Output is
a keystream of bits at every clock. It has been divided into three logical layers:
LFSR Layer, Filter function (F) Layer, and Irregular Decimation or ABSG
Mechanism Layer.

Execution of DECIM v2 cipher takes place in two modes:

1. Initialization Mode: Cipher is clocked 768 times in this mode.
2. Keystream Generation mode: Keystream is produced from bitstreams stored in

buffer, for every clock.

Structure of DECIM v2 is shown in Fig. 5.

Fig. 4 Structure of WG-7 Cipher [4]

Fig. 5 Structure of DECIMv2 Cipher [6]
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4 Comparative Analysis

The Comparative analysis will be done based on Speed-Up Measurement, Memory
Usage and Randomness.

(a) Speed-Up Measurement and Memory Usage:
The FPGA Implementation for these ciphers has been done by various researchers
on FPGA, and throughput achieved for respective frequencies of ciphers is shown
in Table 2. Implementation of ZUC 1.6, SNOW 3G and GRAIN v1 Cipher has
been done in C and their Execution time has been measured, which is calculated
for 1,00,000 streams of 256 bits each. It is shown in Table 3.

(b) Randomness Evaluation:
Various Statistical Tests like test for Block Frequency, Cumulative Sums,
Discrete Fourier Transform (Spectral), Frequency, Longest Runs, Runs, Serial,
and Linear Complexity were performed using NIST Statistical Toolkit and
graphical representation for ciphers ZUC 1.6, SNOW 3G and GRAIN v1 is
shown in Figs. 6, 7 and 8 respectively. Here, P Value is greater than 0.01, the
threshold value, and hence indicates unpredictable nature of ciphers for all the
tests, except Linear Complexity test, which is shown in Fig. 9.

Table 2 FPGA
implementation

Ciphers Frequency
(MHz)

Throughput
(Mbps)

Area
(slices)

ZUC 1.6 [3] 38 1216 1147

SNOW 3G [3] 104 3328 3559

GRAIN v1 [3] 177 177 318

DECIM v2 [7] 185 46.25 80

Table 3 Execution time of
cipher in C

Ciphers Average execution time

ZUC 1.6 1 m 04.17 s

SNOW 3G 1 m 59.95 s

GRAIN v1 1 m 20.08 s

Fig. 6 NIST test results for ZUC 1.6
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Fig. 7 NIST test results for SNOW 3G

Fig. 8 NIST test results for GRAIN v1

Fig. 9 Linear complexity test results
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5 Conclusion

In this paper, architecture and working of five well-known stream ciphers, ZUC 1.6,
SNOW 3G, GRAIN v1, WG-7, and DECIM v1 is presented. Literature Survey of
these ciphers has been carried out in the terms of Hardware Utilization and
Speed-Up Measurement on FPGA Toolkit. We have also implemented ZUC 1.6,
SNOW 3G, and GRAIN v1 ciphers on Software platform to generate keystreams.
Furthermore, various randomness parameters are measured using NIST Statistical
Toolkit. Linear Complexity as key parameters has been measured in terms of
proportion. Derived results indicate that the Linear Complexity of ZUC 1.6, SNOW
3G, and GRAIN v1 ciphers are lower than the threshold value suggested by NIST
toolkit.
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MSECHP: More Stable Election of Cluster
Head Protocol for Heterogeneous Wireless
Sensor Network

Kameshkumar R. Raval and Nilesh Modi

Abstract Wireless networking of few hundreds or thousands of low-priced sensor
nodes enables us to monitor a secluded area. By using clustering protocol, we get
much accurate results of the sensing field with low transmission costs. In this paper
we develop and analyze MSECHP, a heterogeneous aware protocol and effect of
applying virtual grid on the sensor network field to evenly divide the entire WSN
into the optimal number of clusters. To calculate the probability, of a sensor node to
become cluster head three factors are considered. These factors are energy distri-
bution among all the nodes of the same cluster, equal energy distribution among
sensor nodes which have different residual energy and distance from the sink node.
We show by the result of the simulation, MSECHP provides more stability than
other clustering protocols.

Keywords WSN � Wireless sensor network � Energy efficient � Sensor nodes �
Base station � BS � Sink node � Clusters

1 Introduction

Wireless Sensor Network (WSN) is a network of very small sensor nodes, which
senses the data from the external environment and transmit it to other sensor node
or sink node which also known as a base station using wireless communication
protocols [1]. In most cases wireless sensor nodes are deployed to monitor remote
areas or locations, which do not have sufficient resources for network communi-
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cation, such as wired network or consistent power supply. WSNs are mostly
operated in the infrastructure less environment, therefore sensor nodes use battery
as power (energy) source and it uses wireless transceiver to transmit or receive the
data from sink node or other sensor nodes.

Structure of the sensor node consists of sensing unit to sense the data from the
external environment, limited on board processing unit to process the data and radio
transceiver to transmit or receive the data for communication. Because of the
network is operated in unattended environment, replacement of the battery of the
sensor nodes are not possible. So to increase the life time of the wireless sensor
network, energy aware communication protocols are most needed.

In the TEEN [2] sensor networks are classified into (1) Proactive Networks, in
which sensor nodes periodically sense the data and send the data towards the sink
node (SN) or base station (BS) and (2) Reactive Network, in which sensor nodes
sense the data and transmit it to the BS if and only if there is sudden drastic change
in the data. Such protocols are well suited for real time or time critical applications.

2 Related Work

Sensor node is a low cost and tiny device having limited processing capability and
limited energy. In Direct Transmission (DT) [3] method sensor nodes are directly
transmitting the data sensed, to the BS. Because of the consumption of the trans-
mission energy is depends on the distance from transmitting node to receiving node,
much energy spent by those nodes which are very far from the sink node. So the node
which is at longer distance from the sink node tends to dies quickly. In the Minimum
Transmission Energy [3] sensor node transmit its data by multiple intermediate hops
to the sink node. In theMTEmethod, those nodes whose physical location is just near
to the BS, lose their energy faster and so they die very soon, because they have to
sense their own data, not only that they also have to route the data from the other
sensor nodes, situated at very longer distance from BS and forward it towards BS.

In both protocol discussed above, energy distribution among the sensor nodes of
the network is not well balanced. LEACH [4] is a protocol in which, clustering
scheme is introduces. Nearby sensor nodes can have same type of data, so it is
wastage of energy if individual nodes are transmitting their data to the sink node.
Sensor nodes which are near to each other are creating cluster. From all the nodes
which belong to the same cluster, randomly any one live node is appointed as a
cluster head. Periodically member nodes transmit their data to the head node of the
cluster, and head node transmit only summarized data to the BS. The same process
is repeated round by round. In LEACH algorithm, sensor nodes operated in
autonomous mode. Much energy is wasted to manage clusters. Other limitation of
the protocol is all the node of the WSN having equal energy. It is possible to
increase network life time few more sensor nodes are added to the network later on.
This will introduce heterogeneity of the sensor nodes (nodes having different level
of residual energy).
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LEACH-C [5] is another protocol in which cluster management handled cen-
trally by the sink node. It will reduce much energy wasted for creating and
managing clusters because sink node do not have resources limitation like energy
and processing. Heterogeneity is also introduces in the protocol. LEACH-C pro-
vides much better results than original LEACH protocol. In the LEACH-C protocol
two types of nodes are placed in the area of sensor network that are, advanced nodes
and normal nodes. Advanced nodes are those which will have high amount of
residual energy than normal nodes. But the energy distribution between advanced
nodes and normal nodes are not balanced. In the result of the LEACH-C normal
nodes dies quickly than advanced nodes. At the end of the simulation all the normal
node dies quickly and all the advanced nodes remain alive for a longer period of
time. LEACH multi-hop [6] is another variant of LEACH protocol in which cluster
heads sends its aggregated data via multiple intermediate cluster head nodes which
act as a router.

HEED [7] is another protocol in that residual energy of the sensor node is
considered in the selection of cluster head node, which increases stability period of
the network and increase network life time. SEP [8] protocol gives much preference
to the heterogeneity of the sensor nodes and tries to distribute residual energy
between advanced and normal node. The protocol increased stability period of the
heterogeneous sensor node network, by increasing the probability of a sensor node
to become cluster head by its residual energy. Advanced nodes get much preference
to become cluster head, so the life time of the normal nodes can be increase. LPCH
and UDLPCH [9] are another protocol which uses LEACH algorithm in the first
round for cluster head selection, and from second round onwards those nodes which
have minimum y-coordinates from the previous round’s cluster head’s
y-coordinates are selected as a cluster heads. SECA [10] is an algorithm which
propose a new way of finding better cluster head technique for energy saving.

2.1 Our Contribution

In our current research work, some assumptions considered by us are listed here.
The both advanced and normal sensor nodes are energy constraint nodes. Sink node
is located at the central place of the sensor network field and does not have resource
limitation such as energy or processing power capabilities. The location of the sink
node or base station is known well in advance. In the area of the wireless sensor
network sensor nodes (Advanced and Normal) are randomly deployed. The pro-
tocol is used for such application in which the sensor nodes are static and do not
change its location. In fact there are some applications of the sensor networks are
there in which sensor nodes are considered to be dynamic (node can change its
position). We will further extend our work for dynamic nodes which can change
their position with time. The main intent of this paper is to introduce newly
developed protocol called MSECHP to elect better cluster head sensor node which
will provide much stability (more number of living nodes for longer time period)
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and increase overall lifetime of the heterogeneous WSN. We utilize the energy of
the advanced node to provide more stability period to the network and the simu-
lation result shows that it outperforms than LEACH-C and SEP protocol.

3 Radio Model

We assume simple first order radio model for energy dissipation for transmitter and
receiver sensor nodes. In which transmission energy ETX_elec and receiving energy
ERX_elec are same as 50 nJ/bit.

Eelec ¼ ETX elec ¼ ERX elec ¼ 50 nJ/bit ð1Þ

3.1 Transmission Energy

To transmit L bits of data up to d distance:

ETX dð Þ ¼ Eelec * LþEamp * L ð2Þ

Now based on free space or multipath model energy used by the amplifier (Eamp)
is calculated as follows:

Eamp ¼ efs � d2 if d\d0
emp � d4 if d� d0

�
ð3Þ

where d in the formula represents distance between transmitter node and receiver
node, and the value of d0 is calculated as:

d0 ¼
ffiffiffiffiffiffiffi
efs
emp

r
ð4Þ

For our simulation purpose, we consider the value of efs = 10 pJ/bit/m2 and the
value of emp = 0.0013 pJ/bit/m4. If we put the value of the Eq. (3) in to Eq. (2) then
we can calculated the energy dissipation by the transmitter for L bits of packet up to
d distance is:

ETxðL; dÞ ¼ Eelec * Lþ efs * d2 * L if d\d0
Eelec * Lþ emp * d4 * L if d� d0

�
ð5Þ
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3.2 Receiving Energy

Energy requires for receiving of L bits of packet is:

ERX Lð Þ ¼ Eelec * L ð6Þ

4 Our MSECHP Protocol

4.1 Cluster Optimization

Rather than electing cluster head node randomly, our proposed protocol is focuses
on geographic location of sensor field. We have divided the entire sensor network in
to the number of clusters by considering geographic location. We have considered a
virtual grid to evenly divide entire WSN into the number of clusters.

To find optimal number clusters we have used the following equation derived in
[5] if the distance from the BS is more than d0 for most of the sensor nodes of the
WSN field then:

kopt ¼
ffiffiffiffiffiffi
n
2p

r ffiffiffiffiffiffiffi
efs
emp

r
M
d2toBS

ð7Þ

But if the distance is less than d0 than following equation is used to find the
optimal number of cluster, derived in [8].

kopt ¼
ffiffiffiffiffiffi
n
2p

r
M

dtoBS
ð8Þ

Where Kopt is optimal number for the clusters in WSN, n is number of nodes in
the wireless sensor network, efs is energy for free space model, emp is energy for
multipath model, M is the area of the WSN field, and dtoBS is the mean distance
from head node of the cluster to the BS.

For our simulation we have considered n = 100 nodes, efs = 10 pJ, emp = 0.0013
pJ. To find out average distance from cluster head node to the base station (dtoBS),
we have used following equation derived in [8]

dtoBS ¼
Z
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p 1
A
dA ¼ 0:765M

2
ð9Þ

So, if we put M = 100 in the Eq. (9), then we can find average distance from
cluster head node to the base station, that is dtoBS = 38.25 m.

If we put the value of dtoBS and all other simulation parameter described above in
to Eq. (8) then we can find out the optimal number of clusters, that is Kopt = 10.43.
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So we have divided the entire sensor network in the 9 equal sizes of clusters, by
applying logical grid of 3 rows * 3 columns by considering its geographic loca-
tions. Thus entire sensor network area is divided into 9 equal sizes of clusters. One
more cluster is created by the sink node itself. If any of the cluster node find its
distance smaller to the sink node than all other cluster head nodes, then that node is
allowed to transmit the data directly to the sink node rather than transmitting the
data to any other nearby cluster head.

4.2 Cluster Head Appointment

Once the entire sensor network is divided into the number of clusters by applying
virtual grid, we need to appoint cluster head for each cluster. One of the node form
the specific cluster is appointed as a cluster head from the set of all the living nodes
(energy level is greater than 0) resided in the specific cluster. Election of the cluster
head is based on the probability value of the sensor node. Probability value is an
aggregation of the three different probabilities described below.

Rotational Probability
Cluster head receives the data from all cluster members, aggregates the data and
sends this data to the sink node. So cluster head tends to spend much energy to
receive the data, to aggregates the data and finally transmit this data to the sink
node. To distribute the energy within the cluster, rotation of the cluster head is
much important. A node which is elected as a cluster head for the specific round,
should not become cluster head for the next ncounter − 1 round, where ncluster
variable stores the number of nodes belongs to the specific cluster. We have used
another variable ncounter will be initialize with the same value as ncluster. Rotational
probability nrporb is calculated as:

nrprob ¼ ncounter * 100
ncluster

ð10Þ

Initially before starting first round every node within the cluster will have
probability 100 %. To elect optimal cluster head we are finding the max value of
nrprob and the node having highest value of nrprob and residual energy is more than 0
will be promoted to be a cluster head for that specific round. After electing a node
as a head of the specific cluster ncounter will be decrement by 1, so that the prob-
ability to become a head of the cluster is reduced and that node will not become a
cluster head for next n − 1 round. When ncounter will become zero, then it will be
again initialized with the value of ncluster.

Energy Probability
In the heterogeneous network, the residual energy levels of all the nodes are not
same. To evenly distribute the energy within the cluster, probability of those nodes
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which is having highest residual energy has to be increased. To calculate energy
probability first of all we have to calculate average energy of the cluster.

Eavgcluster ¼
Pncluster

i¼1 Ei

ncluster
ð11Þ

where, Ei is the residual energy of the node, which belongs to the specific cluster.
ncluster is the number of nodes resided in the specific cluster and Eavgcluster is the
average energy of the cluster. Based on the residual energy and average cluster
energy, energy probability is calculated as follows:

neprob ¼ En * 100
Eavgcluster

ð12Þ

Where, En is the residual energy of the sensor node. Those nodes having residual
energy more than average cluster energy, its neprob is set to 100 %.

Location Probability
Importance of this probability is to find out location wise better cluster head. From
all the nodes of a cluster, those nodes which are near to the sink node are better
nodes to be as a cluster head, which is shown in the Fig. 1.

In Fig. 1a all the sensor nodes are submitting their data in the opposite direction
of the sink node, because cluster head is appointed, is in the opposite direction of
the sink node. Here cluster head tends to spend much energy to transmit the
aggregated cluster data to the sink node, because cluster head is at very far from the
sink node.

In Fig. 1b all the sensor nodes are using their transmission energy to transmit the
data in the direction of the sink node, because cluster head is in the same direction
of the sink node. Further more because of cluster head is nearer to the sink node,
less transmission energy is used to transmit the data from the cluster head.

Fig. 1 a Cluster head nodes are far from sink. b Cluster head nodes are near to the sink
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So, it is preferable to appoint cluster head from the set of those sensor nodes
which have smaller distance to the sink node. To implement this we have introduce
location probability which can be calculated as follows.

To find location probability we have find distance of all sensor nodes of the
cluster, from the sink node. Then we have found the max distance from the sink
node, and finally we have found the location probability as follows:

nlprob ¼ nmax�dist�sink � ndis�to�sinkð Þ * 100
nmax�dist�sink

ð13Þ

where nlprob is the location probability, nmax-dist-sink is maximum distance from the
sink node within the cluster and ndist-to-sink is the distance of the specific node from
the BS.

To elect sensor node as a head of the cluster mean probability of rotational,
energy and location probability is considered. In each round, that node which will
have highest mean probability among all the nodes within the cluster is elected as a
cluster head. Which will receive the data sensed by all the member sensor nodes of
the cluster, aggregate the cluster data, and finally transmits this aggregated data to
its destination.

nfinal�prob ¼
nrprob þ neprob þ nlprob
� �

3
ð14Þ

5 Simulation

5.1 Simulation Parameters

We simulate a virtual grid based wireless sensor network with the field dimension
100 * 100 m in MATLAB. Out of n = 100 sensor nodes, we have considered 10
advanced nodes as well as 90 normal nodes randomly deployed across the field of
WSN in our simulation. So for every sensor node X-coordinate and Y-coordinate
are taken as uniformly from 0 to 100. Initial energy of the normal nodes is set to 0.5
Joules and for the advanced node it is 1.0 Joules, same as LEACH and SEP
protocol. Other radio characteristics parameters are used in the simulation are
discussed in the Sect. 3.

5.2 Result of MSECHP Protocol

We have run the simulation of MSECHP for more than five times and compare the
results with LEACH-C and SEP protocols. The comparative result is plotted on the
graph which is shown in the Fig. 2. The analytical comparisons of the first node
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dead in the round and number of dead nodes at the middle of the simulation, for the
above protocols, for different simulations are shown in the following table.

From Table 1 we can say that in the LEACH-C protocol on an average, first
node dies in the 990th round, in the SEP protocol first node dies in the 965th round
and in the MSECHP protocol first node dies in the 1091st round. So we can say that
MSECHP protocol provide much stability period to the network.

During the middle of the simulation, LEACH-C has 12–17 live nodes, SEP has
13–19 live nodes and MSECP has 28–46 live nodes are there. More number of live
nodes in the network provides much accurate information about sensor field. So we
conclude that MSECHP provides much stability than the other protocols.

Network Lifetime
There is a tradeoff between stability of the network and network lifetime. If we
utilize the energy of the advanced nodes, and will give higher priority to the node
having highest residual energy to be a cluster head, stability of the network
increases. But because of we are utilizing much energy of the advance nodes,
advanced nodes die quickly and that will reduce network lifetime. In our proposed
protocol and SEP protocol to provide network stability we are utilizing the extra
energy of the advanced nodes. Because of LEACH protocol do not utilize the
energy of the advanced nodes, at the end of the simulation all advanced nodes will
remain alive, while all normal nodes dies quickly. We have run all the protocols for
2000 round at the end of the simulation (after 2000 round) dead advanced nodes,
normal nodes and total nodes are shown in the Table 2.

In Table 2, N stands for normal nodes, A stands for advanced nodes and T stand
for total nodes. The statistical analysis says that in the LEACH-C protocol all the

Fig. 2 Comparative analysis of LEACH-C, SEP and MSECHP protocols
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normal nodes die quickly which will introduce much network instability. More
numbers of advanced nodes are alive at the end of the simulation. In the SEP and
MSECHP protocols because of the energy of the advanced nodes are distributed we
can find less number of normal nodes are dead at the end of the simulation.
Compare to the SEP less number of nodes are dead at the end of the simulation,
which shows MSECHP is more stable protocol which extends lifetime of the sensor
network.

6 Conclusion and Future Work

We proposed MSECHP (More stable election of Cluster Head Protocol) for
heterogeneous wireless sensor network, in which optimal number of cluster heads
are appointed by dividing entire sensor network by virtual grid, so that in all the
region of the sensor field network, we get the cluster head node which reduces
transmission cost for the cluster member sensor nodes. We have also tried to evenly
distribute energy among normal and advanced nodes. We have compared the
simulation results of our MSECHP protocol with LEACH-C, SEP, HEED and
many other energy optimization based protocol and we found better results for
stability and network life time of the sensor network. In this work we have assumed

Table 1 Analitical comparison of LEACH-C, SEP and MSECHP protocols

Simulation First node dead in the round Live nodes after 1450 round

LEACH-C SEP MSECHP LEACH-C SEP MSECHP

1 996 893 1112 13 16 28

2 1075 1041 1026 16 17 46

3 1002 896 1096 15 18 28

4 943 995 1107 12 13 37

5 938 1002 1115 17 19 42

Table 2 At the end of the simulation dead nodes

Simulation Dead nodes after 2000 rounds

LEACH-C SEP MSECHP

N A T N A T N A T

1 90 3 93 89 10 99 87 9 96

2 90 2 92 90 9 99 89 9 98

3 90 1 91 90 9 99 87 9 98

4 90 1 91 90 9 99 87 9 96

5 90 4 94 90 9 99 89 9 97
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that all the nodes are static. There are many applications of the sensor networks are
there in which sensor node can move from one location to another location. In the
future we will expand our work for the motion based sensor nodes.
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Use of ICT for Development of Smart
City-Ahmedabad

Aditya Patel and Mansi Joshi

Abstract Citizens of India residing in large cities face several issues related to
citizen services in their day to day lives due to rapid growth, congestion and
unplanned development of cities (Mega/Metro cities). In this paper, we have
studied the concept of smart city and identified various parameters/requirements for
smart city (in context of Ahmedabad city) as envisioned by national level mission
of Government of India for creation of 100 smart cities in India. Various ICT based
information systems/software/mobile apps for providing state of the art citizen
services used in top 5 smart cities of the world has been studied. Based on literature
survey and data collection, major problems and issues faced by citizens of
Ahmedabad city have been identified. To address the problems, Information and
Communications Technology (ICT) based model has been proposed. The paper
also discusses related systems and Mobile Apps which can contribute towards
making Ahmedabad, a smart city and provide better citizen services.

Keywords Information and communication technology � Smart city Ahmedabad �
Smart city architecture � Smart traffic � Smart energy � Smart health

1 Introduction

Development of towns and cities in human civilization has happened to improve the
lives of people, provide better services fulfilling the needs of people residing at one
place. In current times, with the development of civilization and technology, the
needs and aspirations of people from a modern day city have increased manifold.
Smart city concept is an initiative by governments of various countries which aims
to improving the quality of lives, provide better citizen services, improve
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governance and promote economic development with planning and effective use of
technology. In current times, the role of ICT is very important for development of
smart city and to improve citizen services and governance using technology. ICT is
a set of technologies for computing and communication to process data/information
and transfer it from one system to another. In ICT, Internet of Things (IoT) allows
objects to be sensed and controlled remotely enabling direct interaction between the
physical world and computers for better precision. The goal of IoT is to ease the
connection of heterogeneous devices and develop potential applications in various
domains. ICT and IoT can help in managing some major sensitive issues such as
natural disasters, urbanization and health care [1]. The accurate prediction of forest
fires, earthquake, floods, etc. can guide us to a more manageable and controllable
situation for recovering from these natural disasters. The automated traffic man-
agement systems can help us to determine the traffic in an area for avoiding traffic
jams, making the city more urbanized and organized. The smart wearable devices
for health care can help us detect and recover from the potential diseases before
even they occur. These enhancements can lead to a better economic growth of the
infrastructure around us making it a better place to live; making life easier than we
think we can [2].

2 Problem Definition and Motivation

Ahmedabad, one of the fastest growing mega cities of Gujarat, has been recently
identified by the Ministry of Urban development (MoUD), Government of India’s
smart city mission to be converted to smart city in near future [3]. But on the way,
there are several hurdles and issues which need to be addressed to achieve this goal.
One of the important issues is the efficient management of infrastructure and
resources to fulfill the needs and aspirations of its citizens. Apart from availability
of core infrastructure services like water, electricity, the city should provide good
quality of life to its citizens and pollution free sustainable environment and
resources using smart solutions. In rapidly growing city like Ahmedabad, the
resources are plenty, but the allocation is improper. The water supply in one area is
24 h a day, while in another area, it is 2 h a day, and there is inefficient use, lack of
monitoring and wastage of water resource.

Ahmedabad Municipal Corporation (AMC) has been focusing on improving
urban infrastructure and services (i.e. water, electricity, internet connectivity, roads,
Sabarmati River Front, BRTS). Still, there are many problems and issues faced by
citizens of Ahmedabad, which have been identified as follows—Traffic jams and
bad roads, Increase in air and water pollution, Electronic medical records and
unified Health care monitoring systems, Inadequate parking zones and lack of
efficient mobility and public transport system, Inadequate digitization, city
automation using ICT and internet connectivity, Lack of sanitation and cleanliness
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in many areas, Lack of public services in a single computerized platform, No
universal complaint and resolution platform for citizens, Security and safety of
citizens and crime control, e-Governance and participation of citizens in decision
making among others.

3 Literature Survey

3.1 Defining Smart City

The definition and meaning of smart city varies from people to people and country
to country. A city can become a smart city when it comprises of a proper infras-
tructure in every aspect with the use high-tech heterogeneous systems based on
ICT/IoT technologies for reaching a new level of urbanization. A smart city can
improve the quality of life of citizens and also boost to the economical growth of a
country. According to the Smart city mission [3], the core infrastructure of the smart
city includes adequate resources such as water, electricity, urban mobility and
public transport, affordable housing, etc. for a safe and sustainable environment.
Smart solutions need to be listed for faster development of a city towards becoming
a smart city. In a recent study about road spaces and population in Ahmedabad, it
shows that this city has 70 cars, 250 two-wheelers per 1,000 people and 0.6 per
capita road space per person, which is very less as compared to the other cities in
India and other countries [4]. No designated parking space in areas makes the
commuters to do random parking on streets; and BRTS project has made the roads
even smaller for transport, making it more difficult for the general public to drive
their vehicles which then results in traffic jams. The city authorities must take an
early initiative for appropriate traffic management in the city else, this problem
would be more difficult to handle in times to come.

3.2 Smart City Features and Solutions

According to the Indian government, the following are some of the smart solutions
for various services and resources in cities [3]:

E-Governance and citizen services—public information, grievance redressal,
Electronic service delivery, citizen engagement etc.
Waste management—waste to energy and fuel, recycling and reduction
Water management—smart meters, water quality monitoring, leakage identification
Energy management—smart meters, renewable energy, energy efficient buildings
and homes
Urban mobility—intelligent traffic management, integrated multi-modal public
transport, smart parking.
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3.3 Study of Top Smart Cities in the World

According to Forbes, there are top 5 smart cities in the world for the following
smart reasons [5]:

Barcelona, Spain [6] Famous for its environment and smart parking, this city has
its own City OS for connecting and processing the information in real time of the
whole city. The main objective of this OS is to do analysis of the stored data and
simulate situations for solving potential problems in the city.
New York, United States Famous for its smart city lightening and traffic man-
agement, this city has an interactive platform called “City24/7” for delivering
necessary information and alerts to the people across the city. The real-time
information is available on easy to use smart screens, enabling citizens to retrieve it
using touch, voice and audio technology. New York has plans to build nation’s
largest city-wide Wi-Fi networks by replacing payphones with state-of-the-art
public connection points.
London, United Kingdom [7] Famous for its high technology and open data, this
city has a huge data store called London Data store, one of the first platforms to
make public data open and accessible to its developer community to build apps for
better functioning of the city. An initiative called “The Love Clean London” has
been taken to keep this city neat and clean through the complaints/reports of the
people via a mobile app. The users can post pictures or texts as complaints in the
app and can view the actions taken by the council.
Singapore, Republic of Singapore [8] Famous for its smart traffic management
and technology, this city is building world’s first Smart Nation Platform (SNP) for
connecting the whole city and allowing citizens, business industries, research
institutions, and government to work together and contribute ideas for co-creating
innovative solutions to improve lives of citizens. The ministry of Heath, Singapore
is providing a smart health app called “iHealth” on iOS platform for finding nearest
health care services such as clinics, laboratories, nursing homes, hospitals, etc.
along with their necessary information. One can also find health care professionals
such as doctors, dentists, pharmacists, nurses, etc. on this app in an emergency
situation.

3.4 Mobile Apps for Smart City

The following is the survey of mobile apps across the world which uses ICT
technologies in various well-known areas to make it ‘smart’:

Smart App City (Smart City) [9] This app provides information about all the city
services to the tourist and promotes city businesses. It is currently available in India,
Spain, Chile, and will be spread across the world in near future as this app is
adaptable to any city. The tourist can view the following things across the city—
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Bus stops and estimated bus arrival times, City traffic to avoid traffic jams, City and
tourism guide to know more about the area, Sport reservations to book events,
parking’s to indicate the location and occupation, Charging stations to recharge an
electric vehicle, Pharmacies to find closest on-duty pharmacy shops and its timings,
Gas stations to find the nearest one along with its best prices, Nearby businesses to
find shops, bars, restaurants, and hotels, Platform to submit suggestions or com-
plaints to the city council.
INRIX Traffic App (Smart Traffic) [10] This mobile app provides the best route
with least delay to reach to a destination from a particular point. It updates billions
of data points to provide accurate, real time traffic information. It provides insight to
current traffic conditions as well as traffic forecasts for all highways, city streets, and
local roads in order to help users to avoid traffic jams. It shows traffic cameras to the
users for providing visuals to the upcoming route. It gives traffic alerts for nearby
accidents or delays on the route. Users can save their places and routes on numerous
devices for future purposes.
Kill-Your-Watts (Smart Energy) [11] A free utility app in iOS to keep track on
the energy consumption of the residential electricity and provides energy reduction
strategies. In order to use the app, one must sign into a free account with Green
Button Connect, so that the energy consumption data will get uploaded. Users can
see the hourly, daily, and monthly usage of the electricity. It is also available in
form of graph and pie chart. It shows tips on how to decrease the electricity usage.
One can also see the Energy usage score and carbon footprint as compared to the
national average. Users can also challenge their family and friends to lower energy
costs through twitter.
Google Fit (Smart Health) [12] It is a health tracking android app developed by
Google. It uses user’s mobile sensors to track and record various fitness activities
such as walking, running or cycling. Users can set activity goals and based on the
progress, the app will provide results such as calories burned in all these activities
and also performance-based recommendations will be listed by the app. One can
also see weekly, monthly or active time graphs along with the time spent on
activities, number of goals met, and other graph details. Numerous app are con-
nected with Google Fit such as Nike + Running, Heart Rate Plus, Aqualert, Atari
Fit, etc. This app is compatible will all Android Wear Devices.

3.5 AMC Mobile Portal (AMC CCRS)

Ahmedabad Municipal Corporation (AMC) has launched a mobile app called
Comprehensive Complaint Redressal System (CCRS) [13] for the people to register
complaints about various facilities provided by AMC in Ahmedabad. The app
provides following functionalities—Users can create and manage their profile in the
app, register complaints related to drainage, water, garden, slum, cleaning and solid
waste, tree cutting, etc., check status of their complaints, access nearest problem
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area location via Know Your Ward feature, collect information about the CCRS and
call centre, view information about the professional and property tax from the AMC
site.

3.6 Problems Faced by Citizens of Ahmedabad and Study
of Existing System

In order to obtain information about the issues and problems faced by the citizens of
Ahmedabad, primary data was collected from randomly selected citizens of
Ahmedabad residing in different parts of the city using Questionnaire. Following is
the summary and analysis of the responses collected from the citizens:

66 % of citizens consider the traffic management in the city as poor or not
satisfactory
57 % of citizens feel that BRTS (Bus rapid transit system) project has increased
traffic issues in the city
73 % of citizens are facing insufficient public parking situation, when parking zones
are full or unavailable
69 % of citizens are ready to use paid parking spaces if they are available for
booking
60 % of citizens face cleanliness related problems in the city
89 % of citizens face the need of public information system like kiosks or citizen
service information systems/mobile apps to be available across the city
80 % of citizens think that there should be single complaint portal to address and
resolve all citizen complaints and issues related to city and services provided by
government authority
87 % of citizens are willing to use the citizen services mobile app, if it covers all
citizen services in single app (electricity, water, telephone, internet etc.).

There are several major concerns in the city which adversely affect the lives of
people. People are not aware of various web-based services by our government
such as mobile apps and websites. E-waste management is also not done properly in
the city as people are not fully aware of proper disposal of electronics.

4 Proposed ICT Model

To address the problems discussed in previous section, following ICT based model
is proposed for the Ahmedabad city with different ICT enabled components. The
model also proposes the use of IoT sensor devices for collection and monitoring of
different resources of the city like water, air, temperature, energy consumption,
mobility of public transport and internet usage. The model also proposed the use of
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crowd sourcing and crowd sensing where the citizens can push various real time
information about the city from their mobile devices.

4.1 Traffic Management

As the population and number of vehicles in Ahmedabad are increasing day by day,
an intelligent and computerized management of the traffic should be done by cre-
ating a system which would help monitor traffic in various areas of the city and
would analyze and forecast situations where traffic jams can occur in real time.
Citizens can post traffic violations and illegal parking to government using their
mobiles. The concept of allotted parkings should be introduced in the areas where
traffic jams occur due to reckless parking on roads.

4.2 Cleanliness and Complaint Management

There should be a single complaint portal to address and resolve all citizen com-
plaints and issues related to city and services provided by government authority.
Citizens should be able to post cleanliness and other problems with photo proofs
using their mobile devices and complain should be automatically assigned to
concerned municipal officer of the area. If the complaints are not solved within
allotted time, there should be provision for auto escalation of complaints to higher
govt. authorities.

4.3 Energy Management

An initiative should be taken for managing the energy using smart IoT enabled
meters for monitoring and reducing the wastage and inefficient use of electricity.
A smart meter app should display the real time electricity consumption in the house
and usage of electricity by different category of devices. The rates for electricity
should vary based on time of the day and demand/supply situation during peak
hours. The corporation should also come up with a system which automatically
manages the functioning of street and road lights according to the needs and
conditions such as weather, sun light, etc.
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4.4 Unified Citizen Services Mobile App

We propose a common platform for all citizen services—Mobile App for all Citizen
Services of Ahmedabad for all the stakeholders and citizens of the city. It should
provide following functionality oriented to provide citizen centric services—pay the

Fig. 1 Proposed smart city architecture
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bill of various services provided such as electricity, water supply, income tax, etc.
The mobile app will use the citizen unique ID for accessing all the government
services.

4.5 Health Management

A mobile app for electronic and unified health records should be introduced for
managing the health of the citizens. The citizens and doctors can records their
health issues and diseases with the app and can later it can be analyzed by the
doctor for frequency of the problem and allergies and early warning/prediction of
diseases can also be given (Fig. 1).

All smart city systems and apps should be hosted on smart city cloud infras-
tructure providing 24 * 7 availability, reliability and efficiency of public services.
The services provided by all systems and apps should be accessible by all citizens
using any mobile or computing device like computer, laptop or mobile device.

5 Conclusion

In this paper, various features and requirements for a smart city has been discussed
with reference to applicability of ICT. Study of various smart cities of the world and
information systems and mobile apps used by them have been discussed. The
results of survey regarding various issues and problems faced by citizens of
Ahmedabad city have been discussed. To address the problems of citizens and
provide better services, ICT based model for smart city and its various components
has been proposed in the paper.
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Optimization of the Neighbor Parameter
of k-Nearest Neighbor Algorithm
for Collaborative Filtering

Vimalkumar B. Vaghela and Himalay H. Pathak

Abstract Collaborative Filtering (CF) is one of the prime techniques used in the
field of Recommender System. The recommender system is used for predicting the
preference of the user based on his earlier preferred items. This process of pre-
dicting involves k-Nearest Neighbor (kNN) method, to find the users with similar
type of preferences, interest or taste. In this paper, the experiments are carried out to
check the influence of parameter k on the results obtained from kNN algorithm and
to find the value of k for which we get the optimal accuracy for the kNN algorithm.

Keywords Collaborative filtering � k-Nearest neighbor � Recommendation sys-
tem � Neighbor parameter

1 Introduction

Recommendation system which recommendations various items to the user, uses
the CF which is the memory based reasoning variant, which is basically aimed at
providing personalized recommendation. The recommendation system recommends
the item to the user on the basis of his historical preferences and the interest. The
involved CF technique uses the kNN for the extraction of similar users from the
group of users.

In this paper, we are going to analyse the behaviour of the neighbor parameter
k of the kNN algorithm used for finding the similar users. The kNN is used for the
CF, which is been implemented for the recommendation purpose. Also, the
experiments are carried out for the purpose of finding the influence of parameter
k on the results.
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2 Collaborative Filtering

Collaborative Filtering is the memory-based reasoning variant [1], specifically used
for providing the recommendation personalization. The CF technique recommends
the user on the basis of the user’s preferences and interest, in history. According to
the preferences obtained earlier from the user, similar users who has the same
preferences are been selected as neighbors by kNN. Then the votes of the neighbors
are obtained which are then weighted by distances to make the recommendation.
The weight is been calculated by distances, which means the distant neighbors’
votes will be counted less and the nearer neighbors’ vote will be counted more.
Thus, CF is the technique to find an item according to the known preferences of the
user by using the known preferences of the group for the item. Hence, CF is
sometimes known as social information filtering.

For recommending the item to a new user, the CF accounts the following steps:

(a) Building a user profile by obtaining the new user’s ratings for various fields,
for knowing his interests and preferences.

(b) Selecting k number of nearest neighbors, based on the comparison of the new
user’s profile with the existing users’ profile.

(c) Recommending the new user, based on the interest and preferences of the
neighbors.

2.1 Detailed Study of Every Step

(a) Building a New Profile: The limitation of the CF is that the items without the
ratings and which is to be rated are often than the items that are having known
ratings and are already rated. This means that the profiles are generally suf-
fering from sparsity and thus this result in very less match between the profiles
of the users, which is not a favourable condition for making a recommenda-
tion. And the user profile is the entity with single element per item and having
a huge amount of items to be rated. Every element of the entity refers the
rating for an item, by the user to whom the profile belong, on the scale with
positive, negative and a neutral values.
If there are large quantity of elements in the entity and if every user makes a
choice for rating particular items, then there is a scope that there is some kind
of matching between the two user profiles. While on the contrary, if rating for
a particular group of items is made compulsory for all the users, then it will be
in vain as the rating for the uncertain and the vague items are more likely to
understand about the user’s preference and choices.
Thus, it would be more sensible and appreciable to make the new user rate a
particular optimum number of items and then should be set free whether to rate
more items or not.
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(b) Comparing the profiles: As the profile for a new user is ready after building
step, next step is the measurement of its similarity with the other users’ profile.
For this, it would be a reasonable method of considering the entities of user
profiles as the point in the space and then find the nearest neighbor based on
the distance between the points which represents the user profiles in the space.

(c) Predicting the Recommendation: The end step of the CF is the consideration
of the rating for an item, by the nearest neighbor users, for the recommendation
of a rating for the user that haven’t yet rated that item. The method for this is
calculating the weight of the rating given by the neighbors, for an item, on the
basis of the distance of the neighbor. Then, taking its average and the obtained
value is the recommendation for the user who hasn’t yet rated that item.

Let us take an example where the rating for a movie M by user A is to be
predicted on the basis of other users P, Q, R, X, Y and Z. On the basis of the kNN
algorithm, nearest neighbors of user A are user X and user Y.

As shown in Fig. 1, user X is at distance 4 from the user A and has rated 1 for
the movie M. And the user Y is at distance 2 from user A and has rated 2 for the
movie M. Then the recommendation for user A is obtained as:

1=2 2ð Þþ 1=4 1ð Þð Þ= 1=2þ 1=4ð Þ ¼ 1:25=0:75 ¼ 1:67

Thus, on the basis of the neighbors’ ratings, the recommendation for user A to
rate movie M is 1.67.

Recall and Precision are the measures for measuring the efficiency and the
suitability of the recommendation obtained by the Recommender System.

Fig. 1 The neighborhood of
A
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Recall refers to the percentage of the relevant recommendation that were
retrieved, out of the total relevant recommendations.

Recall ¼ relevant recommendationf g \ retrieved recommendationf gj j
frelevant recommendationgj j ð1Þ

Precision refers to the percentage of the relevant recommendation that were
retrieved, out of the total retrieved recommendations (Fig. 2).

Precision ¼ relevant recommendationf g \ retrieved recommendationf gj j
retrieved recommendationf gj j ð2Þ

Higher the percentage of Recall and Precision, higher the efficiency and suit-
ability of the recommendation obtained by the Recommender System.

3 k-Nearest Neighbor

k-Nearest Neighbor algorithm is basically a classifier which is labor intensive in
case of large data [2], which was designed in 1950s and became popular in 1960s
after the availability of advanced computation powers and methods. Its wide usage
is in the field of pattern recognition.

The kNN works by analogically comparing the test data with the set of training
data. The data is in the form of tuples and each tuples needs n attributes for its
description. Thus, a tuple can be represented by a single point in the n-dimensional
data space.

The working of kNN can be described as, in case of any unknown tuple given it
is describes as test tuple. Now the kNN classifier finds from the training data, the
almost similar, or say, almost close tuples as the test tuple. Out of them, the
k number of tuples that are closest to the test tuple are been selected as the nearest
neighbors of the test tuple.

Fig. 2 Recall and precision
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The “closeness” here refers to the distance between the points representing the
tuples in the n-dimensional data space. For the measurement of the distance
between two points, the metric used may be any distance metric as Euclidean
distance, Cosine distance, Pearson Correlation, etc. If we consider the Euclidean
distance, then the distance between the two points A1 = (a11, a12, a13 … a1n) and
A2 = (a21, a22, a23 … a2n) can be obtained as:

dist A1;A2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

a1i � a2ið Þ2
s

ð3Þ

Generally, before the application of the distance formula, the values are gen-
erally normalized to solve the issue, in which, the larger values neglect the effect of
the smaller important values. Usually, Min-Max normalization is used for the
transformation of each attribute of the tuple into a definite and equal range.

v0 ¼ v� minA
maxA � minA

ð4Þ

Here, v refers to the numeric value of the attribute A, v′ refers to the normalized
value of the numeric value of the attribute A. maxA and minA refers to the upper
limit and the lower limit respectively, of the attribute A.

On the basis of FkNN algorithm [3], we can write the pseudo code for the kNN,
and it will include the following steps:

_____________________________________________________________________
Step:1 The dataset and a value of k
Step:2 For
Step:3 Compute the function for every two 

instances of the dataset.
Step:4 If i ≤ k
Step:5 Include in the set of k nearest neighbor.
Step:6 Else If
Step:7 Delete the farthest from the set of k nearest 

neighbor
Step:8 Include in the set of k nearest neighbor.
Step:9 End If
Step:10 End For
_____________________________________________________________________
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4 Experiments

4.1 Dataset and Algorithm

The kNN algorithm is been applied to all the datasets in the Weka [4, 5] tool, the 5
datasets used are from the UCI repository and 1 dataset is from standard Weka
datasets. The summary of 7 such dataset is in Table 1.

Table 1 Summary of the
datasets

Dataset Instances Class Attributes

Labor 57 2 17

Iris 150 3 4

Glass 214 7 10

Ionosphere 351 2 35

Vote 435 2 17

Soybean 683 19 35

Table 2 Accuracy for
various values of k

Dataset Accuracy (%) for

k = 1 k = 3 k = 5 k = 10

Labor 82.456 91.228 85.964 91.228

Iris 95.333 95.333 95.333 96

Glass 70.560 71.962 67.757 66.355
Ionosphere 86.324 86.609 84.900 84.900
Vote 92.413 92.643 92.643 92.873

Soybean 91.215 91.361 90.190 87.701

Fig. 3 Graph of accuracy (%age) ! Datasets
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The accuracy percentages obtained on applying kNN algorithm on different
datasets with various values of k, are as shown in Table 2.

On the basis of the accuracy percentage obtained for the various values of k, the
maximum accuracy for a particular dataset has been italicized, and the minimum
has been bolded.

The graph obtained from the above percentages for different values of k for
various datasets, is as follows (Fig. 3).

From the graph and accuracy percentages obtained, we can notice that for k = 3,
the accuracy is maximum or nominally low as compared to the highest accuracy.

5 Conclusion

The Collaborative Filtering using the kNN algorithm is the widely used approach
for the predictions and the recommendations by the Recommender System. Here,
the kNN algorithm helps by selecting the neighbors nearest to the test case, from the
training set. These neighbors are then used to recommend for the test set, or say, the
target user.

On the basis, of the analysis of the behaviour of the neighborhood parameter, the
experimental results and the obtained graph, we can conclude that, when we set
parameter k = 3, i.e., when we select 3 nearest neighbors to the test case, from the
data space, we gain the optimal accuracy.
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The Efficient Scheme for Contention
Reduction in Bufferless OBS Network

Dilip H. Patel, Kiritkumar Bhatt and Vedvyas Dwivedi

Abstract The bufferless Optical Burst Switched (OBS) Network, suffers severely
from heavy contention loss. The existing reactive contention resolution schemes
solve contention without any try to minimize the occurrences of contention.
Therefore, we are presenting novel proactive scheme for reducing the occurrence of
contention known a Dynamic Hybrid Cluster and Deflection Feedback (DHCF). In
proposed DHCF scheme entire OBS network is partitioned into many small clusters
and one node acts as cluster head in each cluster. The contention is minimized using
clustering approach and the simulation results show improvement in Burst Loss
Probability (BLP) in the range of 31–38 % in OBS network.

Keywords Contention resolution � Burst Loss Probability (BLP)

1 Introduction

The OBS is all-optical transmission network for future optical internet [1]. Burst
contention occurs when two or more control packets try to reserve a same wave-
length channel at the same time. Several methods have been evolved in the liter-
ature to resolve the problem of burst contention [1–3]. A comparative investigation
clearly indicates [3] that they do not provide technically viable solution. Therefore,
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an alternative approach to control the contention loss using traffic management
method in a proactive manner is very much desirable. The proactive schemes [4, 5]
have been proposed to minimize the occurrence of contention and they give some
improvement in occurrences of contention at the cost of generating additional delay.
However, they fail to provide improvement in contention loss and delay at a high
load [6].

Therefore, the Dynamic Hybrid Cluster and Deflection Feedback (DHCF)
scheme is proposed in this paper to minimize the generation of number of con-
tentions itself. In DHCF scheme, the entire OBS network is divided into group of
small clusters and within each cluster one node acts as a cluster head. The con-
tention avoidance clustering approach effectively handles the network from entering
into heavy contention states. Also, the deflection routing based feedback scheme is
employed in DHCF scheme along with cluster approach to further reduce the
occurrence of contention. The dynamic deflection routing concept [7] is used along
with clustering approach in this paper. The designated cluster head collects the
information related to network resources and transfer the updates of the resources to
other cluster heads within network.

The rest of the paper is organized as follows. Section 2 presents the model of
cluster generation. The simulation environment is presented in Sect. 3. The
numerical results are presented in Sect. 4. Section 5 conclude the paper.

2 Proposed Dynamic Hybrid Cluster and Deflection
Feedback Scheme

First, the process of cluster generation is considered. The Mn is a set denoting the
number of nodes in network and the Pr is a set denoting the degree of each node in
the network. The Nr denotes one of node within the set Pr, where r is the degree of
node n in the given network and C j is a set denoting the number of nodes within the
jth cluster. The cluster head is decided by looking at the node that have maximum
degree in the set Pr. The first cluster is formed by adding all the nodes that are one
hop distance to cluster head. The entry of selected nodes in the first cluster is
deleted from the set Mn with their degree from the set Pr. Once the first cluster is
created then the process of selecting second cluster begins, wherein the degree in set
Mn for all the remaining nodes is checked. The node that has a maximum degree is
chosen as second cluster head. As long as the entire set Mn reaches zero node value,
the process of new cluster formation is repeated. It may happen that the cluster has
only one node. In DHCF scheme, the number of nodes in particular cluster is
considered as the important design parameter. The minimum number of nodes that
are taken for one cluster is four. A 12 nodes vBSN network topology is considered
as shown in Fig. 1 for purpose of cluster formation. In order to make first cluster,
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the cluster head needs to be decided. It can be observed from the set Pr that, four is
the maximum degree with node 4 in a twelve nodes vBSN topology. After for-
mation of first cluster, the remaining nodes in the set Mn, Pr and C1 can be written
as,

Mn ¼ 6; 7; 8; 9; 10; 11; 12½ � ð1Þ

Pr ¼ 62; 74; 84; 92; 103; 113; 122½ � ð2Þ

C1 ¼ 1; 2; 3; 4; 5½ � ð3Þ

Similarly, after formation of third cluster, the zero nodes remain in the set Mn,
Pr. The cluster heads are shown in Fig. 1 by a node with a square shape. It can be
observed from Fig. 1 that, the cluster 3 has only 3 nodes and it can be easily added
to either the first cluster or second cluster based on their hop distance from
respective cluster head. Finally, the four minimum node criterion is fulfilled in the
form of two clusters.

Fig. 1 The vBSN network with final two clusters
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3 Simulation Environment

The 12 node vBSN topology is considered as the OBS core network as shown in
Fig. 1. The C++ code is developed for the purpose of simulation which includes all
the required OBS modules [8]. The existing contention LHDR and DHRD scheme
[9] is compares with DHCF. There are 28 wavelengths (10 Gb/s on each) for data
transmission on each link.

4 Result Analysis and Discussion

It can be observed (Fig. 2) that the DHCF scheme outperforms the LHRD and
DHRD for all ranges of traffic load. For example at very high load (load � 0.8),
the proposed DHCD scheme gives better BLP performance, about 63.5 % less BLP
than DHDR and 74.56 % less BLP than LHRD.

Figure 3 shows the actual average delay against the traffic load. It can be
observed that the proposed DHCF scheme outperforms other algorithms like LHDR
and DHRD in terms of actual delay at all traffic loads. For example, when network
load is very high (load � 0.8), the results shows that DHCF gives better delay
performance, about 31.30 % than LHDR and about 38.75 % than DHRD.
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5 Conclusion

This paper presents a novel contention minimization DHCF scheme for OBS net-
works. The DHCF scheme tested on a vBSN network and based on simulation
results the proposed scheme is validated. The improvement in BLP performance at
very high load in our scheme is attributed to the fact that cluster based approach
ensures wavelength channel which is more likely to be free or least congested on
the desired path to destination. Also, the rise in the delay in the DHCF scheme is
maintained in safe limit to prevent the higher BLP.
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Empowering Throughput Over Proactive
Wireless Network Using Multistreaming

R. Dhaya, F. Abul Hasan and R. Kanthavel

Abstract The intend of this manuscript is toward enhance the throughput in a
Proactive manner using SCTP, which is more reliable, message oriented and
infrastructure based transport layer protocol. The conventional protocol is Transport
control protocol (TCP) which thinks packet losses in erect hand over transmission
time causes congestion plus as an effect thus humiliating throughput. In TCP, the
‘Proactive hand off’ method has been used to increase the throughput of the
wireless network showing poor performance and so, it is a high need to introduce a
new technique in order to increase the throughput. Here a novel method and
architecture for throughput enhancement algorithm for proactive wireless network
have been proposed. Simulation of projected system was accepted in Network
Simulator 2. Throughput was intended for the projected method in Proactive sce-
nario with the multihomed technique. The relative investigation of the outcome
point out the throughput enrichment more than the TCP protocol for Proactive
approach was 22 % and whereas throughput enrichment in SCTP, it is proved that
the increase the throughput in Proactive approach is 36.8 % compared with TCP
protocol.

Keywords Throughput � Network simulator � Proactive approach � Conventional
protocol
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1 Introduction

Wireless mesh networks named the peer-to-peer multi network hop form are rising to
improved exposure, consistency, and easiness of arrangement. A wireless ad-hoc
network can be believe as a particular wireless mesh network, anywhere a compi-
lation of mobile nodes outlined or created a provisional network lacking the help of
some recognized communications or infrastructure. Routing or direction-finding in
ad hoc networks is demanding owing to the lively topology and limited properties.
A perfect routing or direction finding protocol have to offer precise routing data at all
required times at the same time, slaying no bring in preserving motionless ways. The
majority obtainable routing protocols may pro-active or re-active [1]. Moreover
elevated command for multimedia rich requests in great cellular client support has
named for outlook worldwide mobile communication schemes [2]. These schemes
are listening carefully to give important augmented network capacities to hold large
numeral of concurrent voice and data users being wherever and all-time, with
unreliable obligation of bandwidths, moderately at advanced data rates present for
high-quality performance, as the nodes are mobile, need improved throughput
methods. So in order to increase the throughput in the network a reliable transport
protocol is very much wanted and such a protocol is SCTP [3]. SCTP is intended to
deal with the boundaries and complication of TCP andUDPwhile conveying genuine
time signaling and data or information [4]. The presentation performance and relia-
bility of SCTP is due to its new service forces such as multi-homing, multi-streaming,
improved head-of-line blocking, and improved security appearance [5].

Multihoming is one of the main significant texture in SCTP, which is utilized by
the data source to propel data to a destination by unusual ways [6]. The advantage
of Multihoming is potentially better survivability of the assembly in the holder of
network breakdowns [7]. SCTP is stood on the TCP protocol, but included a
numeral values of superior and sole texture that are not obtainable in TCP. The
purpose of the proposed work is to enhance the throughput of SCTP in a Proactive
manner. To adjust congestion window according in a network, while hand over
process is being completed, thereby increasing the throughput of the wireless
network [8], proactive approach is proposed through multihoming technique. The
Proactive movement is that the congestion window is attuned according to the
novel network system while the handover procedure is being finished, shunting
slow start throughout this procedure to eradicate the delay in window alteration for
improved throughput.

2 Existing Problem

So far there were no routing scheme developed for enhancing throughput for
multipath transfer of data using TCP, owing to its limitation of strictly acknowl-
edgement based transfer, and Head of line blocking [9].
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Khurrum Aftab et al. [10], found that in TCP packet loss happens during vertical
hand over transmission period as congestion and as a result thereby degrading
throughput. The throughput enhancement they achieved over the TCP protocol for
Proactive approach was 22 %.

Martin Hynes and Liam Kilmartin [11] offered a numeral of various protocols to
hold the idea of wireless mortal mobility. They alerted on additional ornamental
functionality to bear switching among the obtainable trails in order to find the
overall data throughput among the device nodes.

Federico Perotto et al [12], opened an omnipresent network systems using TCP
and SCTP as transport protocols and evaluated their presentation where TCP simply
bears from recurrent route breakdown and disputation on the wireless channel than
SCTP.

From the overall points it is identified that in TCP, the Proactive Hand off
method is used to increase the throughput of the wireless network. But some
packets may lose while transferring the data starting the source to the destination
leads to the unordered data delivery of packets at the receiver end [13]. There is
only one path between sender and the receiver in TCP, if any packet loss
retransmission of packets is not possible, also TCP does not have a Partial Reliable
data transfer technique [14]. As an end of the result, if the link smashes because of a
path failure, data turns into out of stock until the association is re-established. The
severe series preservation in TCP not only creates incomplete arranging of data
unfeasible, it also roots unwanted delay on the whole data release. in addition, if a
single packet is misplaced, release of following packets is steriled until the lost TCP
packet is delivered, which causes head-of-line (HOL) blocking [15].

To conquer the harms or troubles in the already offered TCP and to advantage
from network boundary or interface redundancy and give end-to-end network fault
tolerance, SCTP that authenticates the multihoming at the transport layer in the
projected wireless network is planned to boost throughput.

3 Proposed Multihomed Wireless Network

The proposed wireless network is shown in Fig. 1 with 8 nodes. Data transfers
between the sender and the receiver, The Multistreaming technique offers in SCTP
that the paths are independent and if one of the path failures, the other path can still
deliver data.

Consider the data is transferred between the sender and receiver using the
interface 1 and 2. If any packet loss occurs while reaching the interface 2, then the
interface 1 takes the secondary path, between interface 3 and interface 4 to reach the
receiver destination. Before the occurrence of the handoff itself, the receiver node
will send the data to the sender node and the congestion window in the sender node
adjusted according to that hand off in the proactive.
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4 Proposed Proactive Throughput Enhancement
Algorithm

A brief explanation of the proposed algorithm is given below:

1. Handshaking process is taken place between the interfaces from the sender side
to the receiver end.

2. Start the file transfer protocol to transfer the packets.
3. Send a data chunk from one of the interfaces among the sender node to the

receiver node.

Fig. 1 Proposed system architecture for data transfer in SCTP protocol

Fig. 2 Malfunction of the interface 1 and packets drop on the node 1

104 R. Dhaya et al.



4. An acknowledgement is returned from the receiver node to the sender node on
successful transmission.

5. If any data loss or path failure occurs,

a. The sender node will have to find another interface to transfer data to the
receiver node.

b. The sender node will be acknowledged by the receiver node.
c. Find round trip time and path failure time.

6. Continue the transfer protocol to transfer the packets.

5 Results and Output

If any packet loss occurs while reaching the interface 2, then the interface 1 takes
the secondary path, between interface 3 and interface 4 to reach the receiver. Before
the occurrence of the handoff itself, the receiver node will send the data to the
sender node that the hand off is going to occur, the congestion window in the sender
node adjusted according to that hand off and thus the proactive approach is

Fig. 3 Time versus packet sent for proactive in SCTP
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calculated before the handoff. The Throughput estimation and the round trip time
can be calculated for Proactive approach here as follows:

The Round Trip Time (RTT)

RTT ¼ Received Buffer Size=MaximumThroughput of SCTP

Throughput is measured based on the number of packets reached in a given time.
Let the handover time be taken as 50 s. After hand over, the number of packets

sent is going less times. No of packets dropped during handover time at 50 is low.
No of packets received = 4.15 * 103 kb/s. So, proactive throughput is 22 % and the
throughput 3000 kb/s. So the increasing throughput is 4150–3000/3000 * 100 % =
38.6 %. So the high throughput is achieved comparing the SCTP and TCP [10].

Figure 2 shows the output of the SCTP protocol on a Proactive approach. Node
1 and node 2 are taken as sender and receiver respectively. At first the packet is
transferred from the node1 (interface 1) to node 2 (interface 4) and the acknowl-
edgement is received by node1 from interface 5.

Figure 3 shows the malfunctioning of the interface 1 that causes the intermission
in the transmission of packets. Due to this packet drop, acknowledgement from the
node 2 not reaches the node 1. So the node 2 will be waiting for the packets to

Fig. 4 The throughput assessment among SCTP and TCP in a proactive manner
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reach. In this Proactive approach the congestion window is adjusted before the hand
off. The acknowledgement sends from interface 5 to interface 2 to receive the
packets.

Figure 4 shows the Time versus packet sent for the Proactive approach using
SCTP. The time taken to send the packet is 10*kb/s. Here the hand over time is
taken as 50. It is clearly identified that before the handoff there were some packet
loss. In this proactive approach, the congestion window is adjusted before handoff.

6 Comparison of Proactive Graph Between SCTP Versus
TCP

Table 1 shows the throughput. Throughput assessment among SCTP and TCP in a
proactive manner. From the experiment, it is also found that in TCP the throughput
is only 22 %. But in SCTP the throughput estimation is 38.6%

7 Conclusion

The throughput Enhancement over the Wireless network could be effectively
improved by applying Multistreaming and Multihoming technique of SCTP. If any
malfunctioning in the interface occurs, the packet takes alternate interface to reach
the destination and if out of coverage happens the interface will search for the
nearest node to come into coverage area and make the packets to be transferred. The
outcome of projected method was too evaluated with TCP protocol. The compar-
ative study of the outcome indicates the throughput improvement over the TCP
protocol for Proactive approach was 22 % whereas throughput enhancement
increase the throughput for the proposed is 40 %. Hence the throughput is greatly
increased, which is evident from the graphs. Here we have analyzed the throughput
enhancement for a Wireless network in a SCTP protocol by implementing,
proactive approach by considering eight interfaces. In the future, the same algo-
rithm can be applied in the Wireless Mobile Wireless Ad Hoc Networks (MANET).
The number of nodes and interfaces may be increased and the proposed algorithm
can be used and tested for effectiveness with different topology.

Table 1 Representation of
comparison of throughput
enhancement over SCTP
versus TCP

Protocols/methodology Proactive Reactive

Throughput in %

SCTP 38.6 52

TCP 22 17
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Control of Robot Using Neural Networks

Nikhil Nagori, Sagar Nandu and Alpa Reshamwala

Abstract The paper deals with motion control of autonomous robot. For an
autonomous robot the main functionality which is to be implemented is its
movement. The robot should be able to move from source to destination success-
fully avoiding all the obstacles in a known or unknown environment. This paper
explains in detail 3 approaches for the motion control: (1) Neural Network where
the problem is divided into sub problems FindSpace and FindPath (2) ANFIS
(Adaptive Neuro-Fuzzy Inference System) where 6 layers are present (3) Fuzzy
Logic along with neural network. Some simulation results are given which shows
that Neural Network and fuzzy logic together gives better performance than Neural
Network and fuzzy logic alone.

Keywords Neural networks � Autonomous robots � Robot navigation � ANFIS �
Neuro-Fuzzy system

1 Introduction

A robot can be understood as a machine which can work like humans or animals.
There are two types of robots Semi Autonomous and Autonomous. Autonomous
robots are bots which work on their own without any human help or human
intervention learning on its own. These robots can considered as having brain just
like humans and animals have to make decision on its own.
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To make the robot learn on its own and make decisions on its own we use
various techniques or systems. Neural Network and Fuzzy logic are the techniques
discussed in this paper. Neural Network in robotics can be considered as the ner-
vous system in the humans or animals. The nervous system is the main system in
the human body that sends signal to the brain and using these signals the brain
makes the movement. Same way for robot to learn neural networks act as their
nervous system. Fuzzy logic is logic which works on the principle of true and false
or If and Else. Fuzzy logic is used for decision making. It helps neural network to
make appropriate decisions.

2 Brief Description

2.1 Neural Network

The space in which robot works is called as environment and there are many
obstacles. To achieve autonomy sensing and reasoning are required. Sensing is
provided by sensors attached to the board used while reasoning can be achieved by
devising algorithm. The motion problem is divided into two sub problem Findspace
and Findpath problem. It is an iterative algorithm in which the last move of robot is
stored and the next move direction is selected.

The algorithm follows:

1. Identify the object, start state, goal state and environment space.
2. Set the current object state equal to the goal state.
3. Start range finder to identify the local part of the map of the working envi-

ronment space.
4. Load the first neural network, which uses the input data from range finder to do

the calculations and it is iterated until all the inputs combine to obtain a single
free space.

5. Start the second neural network, this network gives the direction k for the next
movement step.

6. Generate the robot motion path in the direction k and go to the step 3 [1].

FindSpace problem basically can be treated or understood as to find the free
space around the robot when it detects an obstacle. To solve this problem Principal
Component Analysis (PCA) [2] network is used. This network takes input from
ultrasonic range finder.

Ultrasonic Range scanner Sensor works on the principle of SONAR [3]. The
work of PCA Network is to reduce the data to few principal components. It uses
feed forward network to do the classification. Feed forward network is a network in
which the data or information moves only in one direction [4] (Fig. 1).

Hidden layer in this topology is basically any layer that is not an output layer.
The output of this PCA network is the few principal components differentiated from
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the input data i.e. the appropriate free space. Now when we have the free space we
need to find the exact direction or path for the next robot movement. This is the
FindPath problem. To solve this problem MLP (Multilayer Perceptron) network is
used. MLP network is layered feed forward network which is trained with static
back propagation [1]. This network takes in input, the output of PCA network and
gives the exact path for next Robot movement. This network has 3 layers only i.e.
input layer, hidden layer and output layer (Fig. 2).

The output of this layer is then feed into the control system of Robot.

Fig. 1 PCA network
topology [1]

Fig. 2 MLP network
topology [1]
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2.2 ANFIS

This approach is using ANFIS which stands for Adaptive Neuro-Fuzzy Inference
System [5]. Neuro fuzzy means combination of neural network and fuzzy logic.
Fuzzy logic is a type of logic that recognizes more than simple true and false values
With fuzzy logic, propositions can be represented with degrees of truthfulness and
falsehood.

In this system fuzzy logic is used to make explicit decision such as where to
move, in which direction exactly whereas neural network is used for learning.
Neural network makes the controller learn through the previous data. For an
example if a robot is moving in an environment and it comes across an obstacle
fuzzy logic will help the robot make decision to stop or make the next movement
i.e. to move left or right or back or diagonal or in particular direction. Neural
network will store this data for learning and with the help of data obtained from
fuzzy logic it will find appropriate space in that direction to move.

ANFIS Approach:
The ANFIS is a hybrid system combining Artificial neural network and Fuzzy

inference system. The current analysis includes four inputs. These inputs are
basically 3 obstacle distances (x1, x2, x3) and a target angle (x4) where x1 = front
distance, x2 = right distance, x3 = left distance, x4 = target angle. The output is a
steering angle.

ANFIS has following if-then rules:
Rule: IF x1 ¼ Aj; x2 ¼ Bk; x3 ¼ Cm; and x4 ¼ Dn

THEN Fi ¼ pix1 þ rix2 þ six3 þ tix4
Where
Fi ¼ pix1 þ rix2 þ six3 þ tix4 þ ui for steering angle
J ¼ 1toq1; k ¼ 1 to q2; m ¼ 1 to q3; n ¼ 1 to q4 and i ¼ 1 to q1:q2:q3:q4
There are 6 layers in ANFIS model. Each node of same layer have same

functions. The output of the previous layer is the input of the current layer. The
layer after input is fuzzy layer and all the other layers after that are neural network
layers (Fig. 3).

Layer 1:
This layer receives input from sensors in form of signals. The input from sensors

(x1, x2, x3, x4) defines the obstacle in the environment space of both kind static and
dynamic.

Layer 2:
All the nodes in layer 2 are adaptive nodes and have a node function

O1
i ¼ lAiðxÞ

where, x = input node i, Ai = linguistic label associated with the above node
function and lAi = member function of Ai, Typical lAiðxÞ is
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lAi ¼ 1

1þ ½ðx�ci
ai
Þ2�bi

Layer 3:
The nodes present in layer 3 are fixed nodes. The output of this layer is mul-

tiplication product of all the incoming signals. These nodes gives firing strength
wið Þ. The output Oið Þ is

Oi ¼ wi ¼ lAiðxÞlBiðyÞ

Layer 4:
The nodes in layer 4 are also fixed node and are named as norm. The output or

the value of ith node in this layer = firing strength Wið Þ/sum of all rules firing
strength

Layer 5:
The nodes present in layer 5 are adaptive nodes having node function

Fig. 3 Six layers of ANFIS model [5]
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Oi ¼ wifi ¼ wiðpixþ qiyþ riÞ

where

wi output of Layer 3
pi; qi; ri parameter set

Layer 6:
This layer contains only a single node which is a fixed node named as sum. The

output of this node is the summation of all incoming signals.
The above ANFIS structure consists of six dimensional space partitions and has

four regions (q1, q2, q3, q4) where each region is controlled by if-then rules of
fuzzy logic [6, 5].

2.3 Neuro-Fuzzy System

In this approach an AUV is considered. Under water vehicles main work or the most
important task is to avoid obstacles at any cost. Various methods are there to solve this
problem but due to complex and dynamic nature of ocean these methods are not
suitable so a method using Fuzzy Neural Network is used. To obtain the input sonar
sensors are used. The basic working of the whole system is shown in the figure below.

From the Fig. 4 we can see that first the input is taken through sonar sensors
which is then given to the local path planner and then the output of local path
planner is given to Fuzzy neural network, also the state and disturbance info of the
AUV is given to Fuzzy neural network which then give its output to the AUV. This
final output is the path or the direction for the AUV to move ahead [7] (Fig. 5).

Local path planner basically means that to avoid obstacle we need to have
certain data of the obstacle, i.e. the distance of the obstacle from the AUV which is
obtained by the sonar sensors. Fuzzy neural network controller is used. This con-
troller consist of fuzzy logic controller and artificial neural network.

From the diagram it is seen that the planner info is given to the fuzzy logic
controller which handles the reference model to give the expected values, but the
real values are not given. The output of the fuzzy logic controller is without

Fig. 4 Overview of whole
system [7]
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considering unknown or dynamic oceanic movement. For this neural network is
used which has the capability of back propagation. These two together adapt well to
the environment. The variation in ocean environment also known as disturbance
force are considered in neural network. Thus neural network gives the real values.
These real values are clubbed with expected values and an definite answer is
obtained which is the desired output [7].

3 Results

The robot in the first approach is a 3 wheeled bot with dimensions (850 mm � 500
mm � 750 mm). It is built on prism platform. The steerable wheel is at the front and
the on the rear side there are two passive wheels. The motors used for driving are
stepper motors are used. For obtaining the input from environment ultrasonic range
sensors capable of rotating from 0 to 360 are used and on the bumper 3 tactile sensors
are placed. From the simulations results it can be said that the robot was able to reach
the destination successfully avoiding the obstacles in a known as well as unknown
environment.

The bot chassis in the second approach has dimensions (130 mm � 70 mm) and
it weighs 690 gm having pay load of approx 2000 gm. The processor used is DsPIC
30F5011 at 60 MHz containing 4 kB on DsPIC and 64 MB KoreBot RAM. The
motors used is 2 DC brushed servo motor. The sensors used includes 9 infrared
proximity, 2 infrared ground proximity sensor, 5 ultrasonic range sensors having
range of 0.2–4 m. The battery used is Lithium Polymer battery with capacity of
1400 mah. From the simulation results it is observed that The robots are able to
move the surroundings using the embedded infrared sensors.

In the third approach an AUV is used to test. The main component used is Sonar
sensors i.e. ultrasonic sonar sensors. The simulation results is given in. From the
results it can be said that the AUV was able to avoid the obstacles using fuzzy
neural network method (Table 1).

Fig. 5 Control system [7]
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It is observed that form all the three above approaches the robot is able to avoid
obstacles successfully. But in the first approach the MLP network used for second
part to find free path has some disadvantages. It trains slowly and it requires more
training data. So the amount of processing in the first approach will be more. From
the Fig. 6a, b it can be seen that the performance of the ANFIS approach is better
than neural network. The length of path in ANFIS is small than in Neural Networks
and also the time is less in ANFIS. So it can be said that the first approach is less
effective than the other two. The first approach is using only neural network while
the other two approaches are using neural network and fuzzy logic together. So the
system using neutral network with fuzzy logic are more efficient and better than
system using only neural network or only fuzzy logic.

4 Conclusion

The approaches were successful in helping the robot avoid the obstacle. The system
with neural network and fuzzy logic both are better than system with only neural
network or fuzzy logic. The second and third approach are better than first

Table 1 Comparison with various scenarios [4]

S. No. Simulation results of different methods Length of path Time

1. Neural network controller 12.2 12.93

2. ANFIS approach 6.6 7.02

Fig. 6 a Navigational path using neural network. b Navigational path using ANFIS approach [4]
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approach. But there is scope of further optimization in the second and third
approach. So there may be methods with much better performance than these which
need to be found out and also further optimization techniques need to be found out
to make these existing system more favorable.
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Achieving Energy Aware Mechanism
in Cloud Computing Environment

Komal Patel, Hiren Patel and Nimisha Patel

Abstract Cloud Computing is an emerging technology and it provides pay-per-use
computing model over the Internet without giving hassle of resource management
to the users. With the increasing demand and usage of Cloud applications world-
wide, the issues of energy consumption, carbon emission and operational cost
require special attention. Many researchers have tried to address these issues in
different facets. In this paper, we first explore few research carried out in the
direction of energy efficiency. We further propose (a) architecture for energy-aware
mechanism in Cloud and (b) pre-processing approach by considering Virtual
Machine (VM) allocation and consolidation techniques as key factors to achieving
energy efficiency in Cloud Computing.

Keywords Cloud computing � Energy efficiency � Energy aware architecture �
Allocation � Consolidation for VMs

1 Introduction

Availability of high-speed internet computing and large scale computational power
at processor level has lead us to think a completely new model of computation viz.
Cloud Computing where resources such as Processors, Memory, Storage etc. are
used on rental basis and payment is made in pay-per-use form.
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National Institute of standards and Technology [NIST] [1] categorizes the
computing resources into networks, servers, storage, applications and services.
These resources are provisioned to demanding users and cost to the users is cal-
culated on the basis of the resource-usage. Further, the provisioning is elastic i.e.
resources may be added if required and removed when not required. Additionally,
based on the type of services offered, NIST classifies three service models viz.
Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and
Software-as-a-Service (SaaS). Based on territorial deployment concerns, NIST lists
four deployment models viz. Private, Public, Hybrid and Community model.

Traditionally, the concept of Cloud Computing is implemented by a group of
data centers managed and operated by Cloud service providers. These data centers
are equipped with large number of processing elements and huge amount of other
resources such as memory, storage, and bandwidth etc. The power consumed by
these computational resources is significant and has attracted the attention of many
researchers. In 2012, total power consumption to the data center is around of 38
Giga Watt [GW] and that is equal to 63 % and more than the power consumption of
2011. And that is sufficient for fulfilling the energy requirement of all residential
households of United Kingdom [2].

The fundamental technology which makes the idea of Cloud computing prac-
tically possible is virtualization. It creates virtual instances of a physical server and
these instances are offered as a service to the user on a shared basis. These instances
are often known as Virtual Machines (VMs). Physically, every host (sometimes
known as server or node) consists of many VMs. And many such hosts comprise a
data center. To address the issue of energy consumption, it is suggested to keep
minimal number of host live (active or running) at any given point of time. To
achieve this, one may need to migrate few VMs from one host to another based on
certain criteria. Hence, VM migration can be used to address the issue of energy
consumption.

In this paper, we aim to focus on the issue of reducing energy consumption by
considering the communication cost between user and service provider using
geographical location as one of the factors. Moreover, after selection of data center
with lowest communication cost, we intend to reduce number of running hosts by
applying existing VM consolidation and migration techniques.

The rest of paper is organized as follows. In Sect. 2, we explore various research
carried out in the direction of energy efficiency. We also analyze strength and
limitation of the approaches. We have compared few researches based on the
criterion they have used to achieve energy efficiency. In Sect. 3, we present our
proposed work with neat architecture, flow-diagram and algorithm. We further
show the possible incorporation of VM selection and placement techniques in our
proposed work. In Sect. 4, we conclude our research with mentioning our forth-
coming plan of action to implement and validate the proposed mechanism.
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2 Related Work

In increasing demand for internet based services, in that large amount of process as
like computational data, resource management and network based communications
that are significantly contribute to energy consumption. And Cloud computing is a
multidirectional solution to make process and network communication easier. In [3]
authors presented, the analysis a comprehensive energy consumption to consider
both public and private cloud. And which includes the energy consumption in
transmission and switching also data storage and data processing. And they assess
three services to consume energy, namely the storage as a service; software as a
service and at last service is processing as a service. In cloud switching and
transmission process that represents a significant percentage to the total energy
consumption in cloud computing services for storage at high and medium usage
rates. These analyses tell that Cloud computing offers to save energy through
mostly use virtualization and server consolidation techniques.

Energy aware cloud service provisioning approach [4] used an energy con-
sumption model with the component part called a Trigger engine. And this engine
will be used Pre-processed data [PPD] for the automatic live migration process of
virtual machines to preserve the energy consumption in green cloud computing
environment.

The wide recognition of cloud services and a wide spectrum and combined
application can be increasingly deployed in the data center in cloud, communication
in DCs is ever compact [5, 6]. As the Data center network is more complex, and
switches and cables are major issues for energy consumption in data centers.

In IT companies, data centers are basic necessary for the function of commu-
nications, academic, business, government system. But data centers have concerns
because they produce high energy consumption [7]. The Environment Protection
Agency [EPA] report to the high amount of energy consumption is increasingly in
last 5 years and their cost is $7.4 billion annually [8]. Impact of huge energy
consumption for environmental is causing concern because the carbon emission of
ICT is growing rapidly. In 2006, it was estimated 2 % of global carbon emission,
and it equivalent to the emission of the industry [9]. In 2007, Carbon emission is
14 % of ICT for data centers and this is projected to be 18 % in 2020 [10].

The majorities of research work it provides a range of hardware and software
solution the problem of energy consumption and minimize the carbon emission in
the cloud. Turning on and shutting down the servers and putting them to sleep are
some simple method for energy saving and that used for servers in clouds. In that
use two common and popular technique are Dynamic Voltage and Frequency
Scaling (DVFS) [11] and second is Dynamic Power Management (DPM) [12].
DVFS technique use for arrange the CPU power accordingly there offered load and
use virtualization techniques for better resource utilization. Virtualization technique
is reducing the energy consumption using live migration [13] and resource con-
solidation techniques. And DPM scheme use for down the power for whole servers,
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and also include their memory, buses and disks, which is make a technique more
energy efficient.

The movement of virtual machines between physical nodes in data centers, and it
is enables to dynamic migration of VMs according to the requirements of perfor-
mance. When provided resources are not use VMs that time VMs can be resized
logically and consolidate minimum number of physical nodes. While idle nodes can
be turn off in sleep mode to eject them and reduce the total energy consumption for
data center [14]. In heterogeneous infrastructure the formulated algorithm can be
used for VM allocation and migration process. These techniques are not depend on
type of VM request and not required application information and which is run on
that VMs. And that can be handle strict SLA and heterogeneous VMs.

In virtual machines scheduling algorithm [15] presents a combination of the two
methods. Allocation algorithm used for allocate the jobs and a migration algorithm
for optimal migration of VMs. These techniques use linear integer program and that
is noticeable and significant amount of energy save and it is depend on the load of
the system. In [16] proposed Energy and Carbon Efficient VM Placement and
Migration techniques, is use the VM allocation and migration process in federated
cloud datacenters and also consider carbon footprint rate of different datacenters.

We see the various research techniques to attain the energy consumption and
reduce power consumption. But some researcher tried to only reduce the energy
consumption for different data centers to considering only allocation and migration
techniques, but they do not reduce the communication cost. So we tried in our work
to reduce the communication cost between users and service providers in cloud that
will be reduce the energy consumption.

We proposed a new approach, called Energy aware mechanism in Cloud com-
puting Environment, which is unique from the above described techniques as we
have tried to optimize the problem of energy consumption and carbon emission in
the cloud data centers having Pre-processing phase in that also use allocation and
migration techniques to achieve maximum energy efficiency based on geographical
location. Table 1 describes comparison of energy model and their approaches will
be described above.

3 Proposed Approach

In this section, our contribution is Energy Aware Architecture to related cloud
computing environment. And this is differ from the above mentioned techniques
and we have tried to optimize the problem of Energy Consumption in the cloud data
centers having Pre-Processing Phase. And this phase uses the allocation and
migration technique to achieve maximum energy consumption (Fig. 1).

The cloud based services use the users via a service request processor. Users data
and organization software data are store on server site based on remote location.
Service request processes are manage (submission and handle) all requests for
service to the server. Customized the processes to call the customer needs, and this
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process is depend on type and complexity of the customer request. An adminis-
tration tool is cloud controller, and it maps the resources like services, storage to
server node. And it includes centrally data and take the decision correspondence.

In server virtualization process a many users share a single server in that process,
that why increase the service utilization and that time reduce the number of server
and it is required for processing. And also user not need and not required any
information of the task and workloads for performed by another user, utilize the
server when task will be complete and they are only user on that server. During the
time of less requirement server enter into sleep mode that time reduce the idle
servers and reduce the energy efficiency. The Energy Consumption to reflect to
profit utilization of server, consolidation of Pre-processing data is performed.
Figure 2 presents our proposed mechanism.

In Pre-Processing Phase the allocation process can be designed into three phase
as follow:

(1) First phase: In step (A) Fig. 2, each data centers is the distributed cloud
architecture. And we find the nearest host and data centers for based on their
Geo-Graphical location.

(2) Second phase: In step (B) Fig. 2, based on selected host in step A Calculate the
(B.1) Current Host Utilization, for better resource utilization. (B.2) Predicted
Load. Predict the host loads of every data center using the two prediction
algorithm are (B.2.1) Short-Term Prediction and second is (B.2.2) Long-Term

Fig. 1 Energy aware architecture [4]
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prediction. And selection of right prediction is depending on two factors
(1) Time of the prediction and (2) Type of the data. And in computer system
short-term prediction is the range of minute or hours and long-term prediction is
the range of days, week or month.

(3) Last phase: To find optimum host in step (C) Fig. 2, we use the following
equation to calculate threshold values for every host selected in step B.
T = {TH1, TH2, TH3…THn}

TH ¼ 1� kð ÞCþ kP ð1Þ

where

TH Threshold value
k Constant ranging from 0 to 1
C Current host utilization
P Predicted host utilization

To find optimum host, we believe that the value of threshold should vary
between two bounds viz. upper bound and lower bound. Host with threshold less
than lower bound tend to go underutilized and host with threshold more than upper
bound tend to go overutilized. Hence, we selected only those host whose threshold
lies between these ranges:

START

(A) Based on Geo-Graphical location, find nearest 
host/data center

DCloc : DCloc * Clientloc → Distance

(B) Calculate 
(B.1) Current Host Utilization using
(B.2) Predicted load using

(B.2.1) Short-Term Prediction
(B.2.2) Long-Term Prediction

(C) Based on (B.1) and (B.2), find optimum host on 
which new job request can be mapped. 

STOP

New Job
Request

Fig. 2 Proposed mechanism
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Optimum Host ¼ MINTupper

Tlower
fTg ð2Þ

Where set of threshold values for each selected host T = {TH1, TH2, TH3…THn}

Tupper Upper bound threshold value
Tlower Lower bound threshold value

We further assume that detection of overloaded or underloaded hosts may be
carried out using already available techniques. Based on this detection, selected
VMs can be migrated using one of the existing VM migration approaches:

1. Selection of Virtual Machine
2. Placement of Virtual Machine based on Selected VM

1. Selection of Virtual Machine
For current virtual machine the optimization process for allocation is work on
two steps: (1) Select the VMs that need to be migrated, (2) Choose VMs and put
on the hosts use the MBFD algorithm in [18]. When and which VMs can be
migrated that is depend on the policies for VM selection. Basic thing is define
the upper and lower utilization threshold values for hosts and keep the total
utilization for CPU, and on host all VMs allocated between threshold values.
Selection process will be use Minimization of Migration (MM) policy.

2. Placement of Virtual Machine based on Selected VM
Virtual Machine allocation process problem can be divided in [17] two part: the
(1) Insert a new requests for VM provisioning and placing the VMs on hosts,
(2) Optimization of the current VM allocation. In modification, the Modified
Best Fit Decreasing (MBFD) algorithms, short all VMs in decreasing order of
their current CPU utilizations, and every VM can be allocate host and that
supply the least of increasing order of energy consumption due to allocation.
This is allowing for leveraging the heterogeneity of resources chooses based on
energy efficient aware nodes first.

4 Conclusion and Future Work

In this research, we identified energy consumption as one of the key issues to be
addressed and we analysed various approaches leading toward energy efficiency in
cloud environment. Broadly divided into two phases, we select nearest data center
to reduce communication cost in first phase for selection of hosts. In second phase,
using appropriate VM selection and migration techniques, we have minimized
number of active running server to reduce energy consumed. Our research is at
elementary level and in future, we wise to implement the proposal and validate the
results against our claim.
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Information Security Emergency Plan
Management System

K. Lingaraj, N. Sreekanth, Moddiudin Kaja, K.M.S. Lokesh,
Keni Prashanth and V. Biradhar Nagaveni

Abstract Aiming at such problems as decentralized management, difficult
querying and modification, poor information sharing, etc. of the current Information
Security Emergency Plan Management (ISEPM), ASP.NET MVC design mode has
been applied for designing and developing the Web-based ISEPM in realizing
formulation, auditing and publicity for plans via workflow.

Keywords Emergency plan � ASP.NET MVC framework � Workflow

1 Introduction

In ISEPM, different plans are required to be formulated according to different types
and levels for emergencies, and scientific management shall be adopted catering to
all kinds of plans and files resources formed by plan practice [1]. Plan Management
includes Plan Information Management, Plan Resources Sharing, Plan Upgrading
and Updating, etc. With the upgraded information system, effective integration and
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management shall be carried out for plans together with the upgraded resources,
which is beneficial for taking in-time call in commanding process for accident
rescue; in this way, emergent, modified and formulated new plans could be coped
with. At the same time, the corresponding scheduled practices shall be done, and
the plans require to be modified according to the practicing process and the results
so as to effectively complete emergency coping works at different phrases.
Procedural and standardized Emergency Plans are the foundation for the fast and
accurate Information Security Emergency Accident handling; which means, stan-
dardized documents for offering operation guidelines shall be worked out before
ahead accidents happen so as to make scheduling and operation staff at the place in
time. At present, these related regulations and codes are all saved in forms of texts,
which are in great chaos, and inconvenient for querying and searching, difficult for
modification and updating with poor information sharing [2]. In order to adapt the
requirements raised by the modernized management on ISEP, a unified platform in
taking management for the current operation management codes and emergency
plans boasts great significance. In this Paper, ASP.NET-based ISEPMS has been
designed and developed in terms of the classification for emergent accidents,
combining the required features for emergency plan handling, management and
application; taking emergency plans, equipments and emergency resources as the
application objects and adopting such technologies as framework and workflow in
purpose of standardizing the business process for handling Information Security
Emergencies and improving the management level for Information Security
Emergency Plans.

2 System Design

2.1 General

ISEPMS is designed to quickly and accurately start plans in case of emergent
accidents occur, effectively coordinate strengths from all parties, make orderly
emergency operations, control the accident developments and try all means to
minimize the losses and influences rested on human beings, properties and envi-
ronment. The ISEPMS designed in this Paper possesses the following features:

Procedural workflow the editing, auditing and starting works are all under-taken
by workflows, which truly simulate the real workflows.

Framework-based development the most advantage for framework is to attach
emphasizes, while the obtained largest multiplexing method oriented for object
system is the framework.

Personalized customization and visit control role-based visit control technology
has been applied so as to realize the personalized customization for users and the
visit control for information access.
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2.2 System Functions

Based on the requirements for Plan Management and considering related extended
functions and flexibilities, Plan Management System is systematically divided into
4 sub-systems, while each sub-system is composed of several function modules, as
shown in Fig. 1.

Within which, Plan Management Sub-System is available for online compila-
tion, approval and starting for plans, displaying the current visible state for the
process and the actual operation condition of the procedures; related information for
publicized plans could be inquired by classified Division, Plan Type, Plan Name,
Release Time or Key Words; information is allowed to be browsed and printed by
such functions as Limited Access for Browsing, Printer Permissions, Reading and
Printing; plan browsing and printing will be automatically kept by the System. For
guidelines and instructions of accidents, special support for PDA is rendered by
Plan Inquiry Module for searching accident on-site emergency plans. File Service
Sub-System is available for document (for instance: codes, operation animation and
demonstration) uploading, downloading and browsing, which is convenient for
document delivery and sharing. Visible maintenance and management for system
data are available via System Maintenance Sub-System; furthermore, updating and
leveling up are also available for the system. Relying on Equipment Management,
Resources Management, User Management Modules, adding, inquiring, modifying
and deleting are applicable for equipment, resources and user, and assignment for
user role and permission. Static Analyzing Sub-System provides comprehensive
inquiring and statistic for accident information, includes: statistics according to
accident type, accident level, statistics based on unit; the Sub-System is available
for analyzing security accident developments and allows exporting and printing
statistic analyzing reports.

Fig. 1 Function module structure of ISEPMS
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2.3 Structure Design

The wide-spread popular ASP.NET MVC framework has been applied for system
development and design. In MVC mode, the model encapsulates core data, logical
relations and business rules, provides the processing process for business logic. On
the one hand, the model is called by controller, completing the operation process for
problem handling; on the other hand, the model provides access data for view in
obtaining displaying data. Since there has no relation between model and data
format, a model could provide data for several views; in this way, after the model
been complied for once, it could be reused by multiple views in prevention from
re-compiling code. View is an interface under the MVC mode observed and
interacted with users, it does not includes the handling for any business logic, it has
been taken as an approach for outputting data. In MVC mode, controller works as a
navigator, it calls the corresponding models and views according to the input made
by users and completes the requirements of users. Controller does not output
anything; it accepts users requirements and makes decisions on using models for
handling problems and using views to display the feedback data after models were
processed. Based on ASP.NET MVC framework, the system structure for PMS
falls into 3 layers, as shown in Fig. 2.

Presentation Layer, this Layer is mainly engaged in providing logical views and
completing the interaction function between the interface and users, covers infor-
mation and data inputting and displaying. And this Layer is also divided into 2

Fig. 2 The system structure for ISPMS
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parts: View and Controller. Business requirements are accepted by Controller from
the browser at client side, and the requirements are resolved and converted to be
Model input parameters; after then, when the businesses were completed, the
Controller calls the corresponded View in accordance with the handling results
made by Model, generates corresponding pages and backs to the browser at client
side. In application program, there are some aspx server page code and some C
module codes. Business Logic Layer, this Layer is corresponded to Model part in
MVC mode; the main responsibility is to encapsulate and access the lower data-
base, encapsulate a certain business handling logic and provide the corresponded
interface for user interface later. Data Access Layer, integrates all kinds of data
resources distributed in different databases via data integration middleware so as to
provide the unified access interface for Business Logic Layer.

Fig. 3 Plan management procedures
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2.4 Emergency Plan Management Procedures

Compilation, audit and start for plans are managed by the system in an approach of
workflow. There are altogether 4 phrases for this kind of plan: compilation, audit,
storage and start. Audit phrase is followed with plan compilation; the auditor
attaches permission for the plans and adds the plans into emergency plan base in
case of inquiring. The plans are triggered when accidents happen or there are
practices, modifications will be given to these plans upon the evaluations after the
accidents were settled or the practices were finished; in case that modification is
required, compilation phrase will be back to, as shown in Fig. 3.

3 Database Conception Design and Run Environment
of System

3.1 Database Conception Design

According to module analysis of the system, as for the settlement for emergent
accidents in Emergency Aid Management System, the information saved in the
database mainly includes the following 5 kinds of entities: Emergency Plan,
Information Security Event, Emergency Resource, System User and System
Operation Limit. The relation among these entities is: Each System User has
multiple operation limits in the system in accordance with the limits distributed, and
the User is available to formulate several emergency plans in terms of the limits;
each emergency plan is able to be applied for several information security emer-
gencies, and each information security emergency is applicable for several emer-
gency resources; furthermore, each System User can call several emergency
resources according to the distributed limits. The relation among these entities is
shown in Fig. 4.

Therefore, targeting to these 5 entities, there are corresponding system operation
limit table, system user table, emergency plan table, information security emer-
gencies table and emergency resources table, altogether 5 data sheets.

3.2 Development and Operation Environment

The Plan Management System designed in this Paper is development based on
ASP.NET environment; its development and operation firstly requires the editing
environment of Microsoft Visual Studio 2005 and IIS application server; in addi-
tion, database server (such as Oracle, SQL Server, Sybase, etc.), and the System in
the Paper applied SQL Server 2000 Database. Reliability is the key for ISEPMS;
only reliable technologies and equipments could play the advanced functions and
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advantages into full play. As a result, related international and Chinese standards
and specifications were strictly abide by for system design and equipment selection,
the server is IBM System X3850 considering about the maturity of the technologies
and equipments; disk array was adopted for data backup, and Windows Server 2003
has been chosen as the operation system.

3.3 Login Screen

System Function Interface is for the interaction with users and finally attains for
using requirements. Complete and logical system is able to bring more convenient
and quick processing for users, and this is also the advantage for computer system
that superior to manual artificial processing. The login screen for the system is
shown in Fig. 5; before login the system, file configuration for app.config is needed
and connected to the server deployed by database. In order to ensure the system
safety, userIsExits has been applied so as to check users identity; the login is valid
upon the true return value.

3.4 Main Interface

The main interface is available to be realized through programming, and the
operation result could be yielded as shown in Fig. 6. By resorting to this system, the
System User could quickly obtain the accurate Information Security Plan and make
the plan to be oriented and time-based one so as to quicken the aid.

Fig. 4 Plan management procedures
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4 Conclusion

Emergency plans are managed and handled for the system by means of Web;
therefore, it is available for sharing resources, adding module for emergency plan,
standardizing management and ordered procedures; in this way, appraisal and
statistics could be available for emergency plans; classifying and related organizing
are completed for information security emergency plan; the management is avail-
able for emergency plans; the emergency plan using becomes more informative and
is supported with graphs. Finally, the management level for emergency plans is
leveled up. Further researches and improvements are still needed for this System.
Actually, ISEPMS is a complicated digital plan management system, providing
functions in multiple aspects, not only covers the functions researched in this Paper.
We still have gaps to be narrowed: research on data mining applied in emergency
plan management system. The emergency plans in the system aim to summing up
successful experiences and experiences learned from difficulties after handling
schemes for emergencies. By making use of these data plus data mining, potential,
effective and novel knowledge and rules could be obtained, which could provide
assisted decision for plan formulation or emergency handling in the future.

Fig. 5 Login screen for ISEPMS

Fig. 6 The main interface for ISEPMS
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Reliability-Aware Workflow Scheduling
Using Monte Carlo Failure Estimation
in Cloud

Nidhi Rehani and Ritu Garg

Abstract Cloud Computing is a novel paradigm which offers large-scale resources
and services through the Internet. These services are supported by huge data centers
with thousands of servers. One of the core issues in Cloud is the proper utilization
of computation power. Efficient task scheduling can help utilize the cloud resources
up to their capacity. Moreover, in real-world scenarios, it is important to consider
the reliability of computation resources at the time of scheduling since the failure of
tasks can be critical to both the cloud service provider and the user. In this paper,
we proposed a Cloud computing framework to model the failure characteristics of a
cloud environment. We developed a Monte Carlo Failure Estimation (MCFE)
algorithm that considers Weibull distributed failures in cloud, using Monte Carlo
simulation method to determine the probable occurrence of failures and a
Failure-Aware Resource Scheduling (FARS) algorithm that considers the reliability
of task execution while assigning tasks in a workflow application to virtual
machines. In order to analyze the performance of our algorithm, we compared it
with the popular scheduling algorithm namely HEFT. For simulation analysis,
randomly generated task graphs and task graphs for numerical real world problems
like Gaussian Elimination (GE) and Fast Fourier Transformation (FFT) were
considered. The simulation results show that the proposed algorithm performs
better in real world scenarios where reliability is a critical issue.
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1 Introduction

The vast development in technology today has given rise to a novel paradigm Cloud
Computing, which offers resources and services to various users through the Internet
on a pay-as-you-go model. These services are supported by a large infrastructure that
consists of huge data centers equipped with thousands of servers and other equip-
ments. The services offered can be classified as Infrastructure-as-a-service (IaaS),
Platform-as-a-service (PaaS) and Software-as-a-service (SaaS) [1]. The cloud pro-
viders responsible for delivering these services to the users can be public, private or
hybrids. The U.S. National Institute of Standards and Technology (NSIT) [2] defines
Cloud Computing as a model for enabling ubiquitous, convenient, on-demand net-
work access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.

The powerful computational resources offered by cloud are used to execute
various scientific, computation-intensive precedence constrained tasks (workflow
application) submitted by the users. Efficient scheduling of these tasks in the
workflow application helps us to utilize the cloud resources up to their potential.
Workflow Scheduling is to map heterogeneous computational tasks onto the
available resources such that the precedence requirement for various tasks is sat-
isfied along with the aim to optimize the execution time of the application. The
problem is NP-Hard [3] in nature and thus requires the use of heuristics, approx-
imations or meta-heuristics in order to achieve a near optimal solution. It becomes a
challenging research area in cloud because of the added virtualization, the diversity
of tasks involved and the on-demand nature of allocation of resources. Effective
workflow scheduling can help to improve the performance of the application and
the reliability of its execution. Researchers have proposed various workflow
scheduling approaches for the allocation of user submitted tasks to distributed
resources. Some popular workflow scheduling algorithms include Heterogeneous
Earliest-Finish-Time (HEFT) algorithm [4], Critical-Path-on-a-Processor (CPOP)
algorithm [4], Min-Min algorithm [5], Reliability-aware scheduling algorithm with
Duplication (RASD) algorithm [6], Hierarchical reliability-driven scheduling
(HRDS) algorithm [7] etc. HEFT algorithm is one of the most popular scheduling
algorithms defined for heterogeneous computing systems. It calculates an upward
rank for each dependent task in the application and then assigns these tasks to the
available processors in the order of non-increasing upward rank such that the
earliest finish time for each task that is allocated is minimized.

However, work on providing reliable allocation of cloud resources remains
limited. The failure of resources and the corresponding tasks executing on them can
lead to severe financial losses for both the cloud providers and the users. Thus, it is
crucial to consider the reliability of resources while provisioning as it can help
improve the performance of the application. In order to incorporate the failure of
cloud resources into workflow scheduling, it is important to understand the fine
grained failure and repair characteristics of cloud resources. Garraghan et al. [8],
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attempted to understand the failure characteristics of a large-scale cloud environ-
ment. They analyzed the Google Cloud Trace Log in order to determine the failure
and repair characteristics of cloud servers and workloads, consisting of over 12,500
servers spanning over 29 days of operation. The failure of cloud servers is found to
follow Weibull distribution whereas large variance is found in case of repair
characteristics. Fiondella et al. [9], analyzed the cloud incidents reported in clou-
tage.org database and categorized the failures as outage, vulnerability, auto fail,
data loss and hack.

The existing literature for estimating the reliability of cloud resources mainly
considers Poisson distribution for estimating the failure of resources [6, 7, 10, 11].

According to Poisson distribution, failure rate is constant with a specific mean
time between failures. Poisson distribution simplifies the failure scenario in cloud
environment. Current research on cloud shows that cloud resources follow Weibull
distribution for the occurrence of failures. Therefore, we consider Weibull dis-
tributed failures in our work for cloud resources. Weibull distribution is a gener-
alization of Exponential distribution that takes into account the age of the system
while calculating its failure probability.

In order to analyze the reliability of complex systems, various modeling tools are
present in the literature, such as Markov analysis, Bayesian networks, Monte Carlo
simulation etc. The Monte Carlo Simulation (MCS) method for analyzing a system
to obtain the future patterns of its operation has gained popularity in recent years
[12]. It is a computation-intensive, statistical method that has been employed in
various engineering and scientific domains. We used the Monte Carlo simulation
method because of its ability to correctly model a complex system and produce
results highly close to the reality of complex system operation. Monte Carlo
Simulations can also be parallelized easily to reduce the computing time by using a
split and merge pattern for parallelization [13].

In this paper, we developed a cloud model to simulate the cloud environment
using Monte Carlo Simulation (MCS) method with Weibull distributed failures. We
determine the future states of the virtual machines present in the system so as to
incorporate the failure of nodes into resource scheduling, leading to a more robust
schedule with very less chances of occurrence of any failure, which ultimately leads
to a better overall makespan (execution time) of the application and a high relia-
bility of task execution.

2 Cloud Computing Framework and Problem Statement

2.1 Cloud Computing Architecture

Figure 1 represents our cloud computing architecture, in which we consider a
compute cloud that consists of clusters of various virtual machines present in
different data centers geographically distributed over a large area. A Cloud
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Manager works in coordination with a Scheduler and a Monte Carlo Simulator
(MCSimulator) in order to schedule tasks in the workflow application submitted by
the user to a set of virtual machines in the data centers available with the cloud. The
MCSimulator takes the resource information submitted by the Cloud Manager in
order to simulate the cloud environment i.e. the failure behavior of various virtual
machines present in the cloud. This failure information is passed by the
MCSimulator to the Scheduler. Whenever the user submits a workflow application,
the Scheduler uses the information provided by the MCSimulator and the Cloud
Manager in order to generate an appropriate workflow schedule for execution. This
schedule is then used to allocate various tasks in the application to the corre-
sponding computing nodes by the Cloud Manager, such that the overall makespan
for the execution is minimized, while taking into consideration the probable failures
of various computing nodes present in the data centers.

2.2 Cloud Computing Model

In our cloud computing model, we considered a set of virtual machines present in
computation servers distributed across different geographical areas. The set of
virtual machines is represented as vm 2 V ; ð1� i�mÞ, where m is the total number
of virtual machines present in the cloud. The computing speed of the virtual
machine vmi, expressed in MIPS (millions of instructions per second), is repre-
sented as speedi. The bandwidth linkage between any two virtual machines is
considered to be uniform. It is represented as bw, expressed in Mbps.

User

Workflow
Application

Scheduler

Resource Failure
Characteristics

MCSimulator

Resource Workflow
Information Schedule

ResourceResults

Cloud Manager Information

Resources

vm ... vm vm vm vm vm . vm

Fig. 1 Cloud computing architecture

142 N. Rehani and R. Garg



2.3 Workflow Model

A workflow application consists of a set of parallel, precedence-constrained tasks
which can be represented by using a Directed Acyclic Graph (DAG). In this paper,
we represent the workflow application submitted by the user as (DAG) W = < T,
E > that consists of a set of n tasks ti 2 T; ð1� i� nÞ. The weight of the task ti,
represented as w(ti), is the computation requirement of the task, expressed in mil-
lions of instructions (MI). The dependencies between the tasks is represented as a
set of edges E ¼ ei;j; ð1� i� n; 1� j� n; i 6¼ jÞ, where ei,j represents a dependency
from task ti to tj. The dependency ei,j means that task ti must be completed before
the execution of task tj can begin. The weight of an edge, w(ei,j), is the data transfer
requirement from task ti to the dependent task tj, expressed in MB. All the
immediate parents of a task ti are denoted as parenti and all the immediate children
of task ti are denoted as childi. We assume that the workflow has only one starting
task and one exit task. The parent set for the starting task and the child set for the
exit task is considered to be empty.

In order to represent a workflow application, an example DAG is shown in
Fig. 2 that consists of 10 tasks. The weight of the node represents the average
execution time of the task. The dependencies between the tasks are shown with the
help of edges, and the weight of the edge ei,j represents the data transfer time (DTT
(ti, tj))for the task ti and tj.

The execution time of a task ti on virtual machine vmj, represented as ET(ti, vmj),
is the time taken to execute the task ti on virtual machine vmj, given as:

ETðti; vmjÞ ¼ wðtiÞ
speedj

ð1Þ

Fig. 2 An example workflow
application
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The Data Transfer Time (DTT) between two dependent tasks ti and tj, repre-
sented as DTT(ti, tj), is the amount of time needed to transfer the required data
between dependent tasks over the communication channel and can be computed as:

DTTðti; tjÞ ¼ wðei;jÞ
bw

ð2Þ

If two dependent tasks are executed on the same virtual machine, the Data
Transfer Time (DTT) between them is assumed to be zero.

3 Monte Carlo Simulation of Cloud Environment
for Failure Analysis

3.1 Monte Carlo Simulation Method

Monte Carlo Simulation (MCS) is a computation-intensive, statistical method
which can be used to model the behavior of a complex system and obtain relevant
information about its working. MCS has been widely employed in various engi-
neering and scientific domains because of its ability to produce results highly close
to the reality of complex system operation. The method has gained popularity in
recent years because now access to vast computation resources is easily available
[12]. MCS method is inherently parallel and thus can be easily parallelized using a
split-and-merge pattern [13].

We used the MCS method to simulate the failure scenario in the cloud envi-
ronment. Before performing the simulation, the statistical properties of the cloud
environment are required. Researchers have already analyzed the cloud environ-
ment in order to determine its failure characteristics [8, 9]. Garraghan et al. [8],
analyzed the failure characteristics of the cloud environment and determined the
statistical properties associated with it. They concluded that failures in the cloud
servers follow Weibull distribution. Conforming to this, we use Monte Carlo
Simulation method with Weibull distributed failures to model the cloud.

Weibull distribution, a generalization of Exponential distribution, considers the
age of a system as a factor in determining its failure probability i.e. it assumes that
the probability of occurrence of an event is time dependent [12]. It was proposed by
Weibull in 1950s. It uses two parameters: a (shape) and b (scale).

The probability density function (pdf) and cumulative distribution function
(cdf) for Weibull distribution are:

fTðtÞ ¼ a
b

t
b

� �a�1

e�ðt=bÞa ð3Þ

FTðtÞ ¼ 1� e�ðt=bÞa ð4Þ
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The failure rate (k(t)) for Weibull distributed failures is given as:

kðtÞ ¼ a
b

t
b

� �a�1

ð5Þ

In order to perform the simulation, a stream of random numbers between 0 and 1
is generated which represents the probability of occurrence of failure at a given time
[14]. Using this random variable, we perform sampling by the inverse transform
method, using Weibull distribution, in order to determine the Mean Time to Failure
(MTTF) for various computing nodes in the cloud.

After sampling the random variable r, the Time-to-failure is computed from
Weibull distribution as:

t ¼ bð� lnð1� rÞÞ1=a ð6Þ

Using this process, a large number of random walks through the system are
performed i.e. the system is simulated a large number of times, from the beginning
of system operation to a particular mission time, and then the average time to failure
(TTF) and average time to repair (TTR) for each virtual machine over time is
calculated. These simulations of the system can be performed in parallel.

3.2 Working of Monte Carlo Simulator

We proposed the Monte Carlo Failure Estimation (MCFE) algorithm to simulate the
cloud environment using Monte Carlo Method. Algorithm 1 presents the Monte
Carlo Failure Estimation (MCFE) Algorithm in detail. Prior to the submission of the
workflow application by the user, the MCSimulator simulates the cloud environ-
ment using its statistical properties and the equations mentioned in the previous
section. For this, a stream of random numbers is generated. Using the first random
number from this stream, the first time to failure (failure(1)i) is calculated for a
particular virtual machine vmi using Eq. (6). Subsequently, the corresponding time
to repair (repair(1)i) for vmi is calculated using the repair parameters for the
machine. This process is then repeated rf (recalculation factor) number of times
using the random number stream and the average values for failure and repair of the
virtual machine vmi are obtained. The clock is then updated to reflect the failure and
repair event. This process is continued for the virtual machines currently available
in the system until a specific mission time is reached. A large number of such
simulations are performed and the results are then averaged out in order to remove
any extreme values that might arise because of the selection of extreme random
numbers.
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Algorithm 1: Monte Carlo Failure Estimation (MCFE) algorithm
1. Specify α and β (weibull distribution) parameters for each virtual machine 

currently available in the cloud.  
2. for each virtual machine vmi, do  
3. for N simulations do  
4. While currentTime < missionTime
5. for rf times  
6. Generate a random number r1.
7. Compute time to failure(TTF).   //according to Eq. (6)
8. Generate a random number r2.
9. Compute time to repair (TTR).   //according to Eq. (6)
10. Calculate average TTF value.  
11. Calculate average TTR value.  
12. Update the value of the Clock.  
13. Update system state as availability or non-availability state.  

As a result, the simulator provides the probable TTFs and TTRs for the future
operation of the virtual machines present in the cloud. Based on these values, the
virtual machine can be in the availability state or non-availability state at a given
time. When the virtual machine is in the availability state, we consider it to be in
working condition and thus, schedule appropriate task on it for execution. In the
non-availability state, we consider that the virtual machine has failed and thus, do
not schedule any task on it. The value of number of simulations (N) and recalcu-
lation factor (rf) can be chosen appropriately. Larger values indicate more accuracy

4 The Proposed FARS Algorithm

This section presents Failure-Aware Resource Scheduling algorithm named FARS,
derived from the HEFT algorithm [4]. It aims to achieve high reliability in cloud
which improves the application execution performance by reducing the overall
makespan and the number of task failures during the execution of the application.
When the user submits a workflow application, the tasks are first prioritized and
then scheduled to the currently available virtual machines while taking into account
the reliability of the machine during the execution of the task.

4.1 Task Prioritization Phase

For a workflow application submitted by the user, all the tasks are prioritized for
execution based on their precedence, execution time on different virtual machines,
and the data transfer cost (DTT). The priority to each task is assigned as:
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priorityðtiÞ ¼ ETðtiÞþ max
tj2childi

DTTðti; tjÞþ priorityðtjÞ
� � ð7Þ

where ET(ti) is the average execution time for a task that can be calculated as:

ETðtiÞ ¼

Pm
j¼1

ETðti; vmjÞ

m
ð8Þ

For the exit task of the application, since the child set is considered to be empty,
the priority is defined as:

priorityðtexitÞ ¼ ETðtexitÞ ð9Þ

Based on this prioritization, the tasks are sorted in the non-increasing order of
their priority and the schedule is then created by taking each task from this task-list
in order and assigning it to a virtual machine.

4.2 Assignment Phase

During the assignment phase, the scheduler selects the appropriate virtual machine
for the task based on the lowest Earliest Finish Time (EFT) of the task on each
machine. For this, we first need to calculate the Earliest Start Time (EST) of the task
as:

ESTðti; vmjÞ ¼ max readyðvmjÞ; max
tp2parenti

EFTðtpÞþDTTðti; tpÞ, if tp 62 vmj

EFTðtpÞ, if tp 2 vmj

� �� �
; if vmj 2 availðkÞj

repairðkÞj; if vmj 2 notavailðkÞj

8<
:

9=
;

ð10Þ

where ready(vmj) represents the time at which the virtual machine is ready for
execution of the concerned task, avail(k)j represents the kth availability state for the
virtual machine at the concerned time and repair(k)j represents the repair time of the
virtual machine for the kth non-availability state. We assume the virtual machine to
be initially available at time 0. Using EST, the EFT for each task can thus be
calculated as:

EFTðti; vmjÞ ¼
ESTðti; vmjÞþETðti; vmjÞ; if EST þET þ P

tk2childi
DTTi;k 2 availðkÞj

repairðlÞj þETðti; vmjÞ; if l[ k& repairðlÞj þET þ P
tk2childi

DTTi;k 2 availðlÞj

8<
:

9=
;

ð11Þ
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where l represents the index of the earliest availability state for vmj for which the
machine is assumed to be available during the complete execution period. The
overall makespan for the workflow application is calculated as:

makespan ¼ EFTðtexit; vmjÞ ð12Þ

Thus, the finish time for a task on a virtual machine is calculated while con-
sidering the precedence constraints of the workflow and the failure of the nodes. If a
virtual machine is expected to fail during the execution of a task, the task will be
scheduled on that virtual machine only after the virtual machine is expected to be
repaired and in working condition again (availability state). This will reduce the
overall makespan of the application as the probability of failed tasks is drastically
reduced. It will also safeguard the application against critical losses due to failed
tasks and improve the availability of the cloud resources. Algorithm 2 presents the
complete FARS algorithm.

Algorithm 2: Failure Aware Resource Scheduling (FARS) algorithm
1. Determine availability and non-availability states for each  using the

MCFE algorithm.
2. Compute average execution time for all tasks. //according to Eq. (8) 3. 
Compute the data transfer time (DTT(ti, tj)) for each edge.

//according to Eq. (2)
4. Compute priority(ti) of execution for each task.

//according to Eq. (7) and Eq. (9)
5. Sort the tasks into a task-list by non-increasing order of their priority.  
6. While the task-list is not empty  

a. Remove the first task ti, from the list.  
b. Calculate the EST and EFT for each  in the Cloud for the  

task. //according to Eq. (10) and Eq. (11)
c. Select the virtual machine, vmj with the lowest EFT for execution.  
d. Add task ti assigned to virtual machine vmj along with EST and EFT

to schedule S.
7. Compute makespan for the schedule. //according to Eq. (12) 8. return S.

vm V
j

∈

vm Vj∈

5 Experimental Results and Analysis

We used the CloudSim [15] toolkit to model the cloud environment and conducted
extensive experiments based on simulation strategy. In this section, we present the
comparative evaluation of our proposed FARS algorithm with the most popular
scheduling algorithm HEFT [4], in order to verify its effectiveness.
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5.1 Simulation Model

To generate precedence-constrained workflows, we have used randomly generated
task graphs and task graphs that represent numerical real world problems such as
Gaussian Elimination (GE) [16] and Fast Fourier Transformation (FFT) [17]. The
performance of FARS algorithm is analyzed based on its comparison with HEFT
algorithm, using makespan as the performance metric. First, the algorithms were
evaluated based on their performance on workflows represented by random task
graph and the results are analyzed as:

5.1.1 Effect of Varying the Size of Task Graph

The size of the input task graph was varied from 40 to 120, in steps of 20, as {40,
60, 80, 100, 120}. We executed the tasks on 16 virtual machines where the com-
putation capacity of each virtual machine was generated randomly by a uniform
distribution with an appropriate mean value. Figure 3 depicts the effect of varying
the size of input graph on the makespan of the application. We conclude that the
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Fig. 3 Makespan for randomly generated task graphs at different number of tasks, CCR and
number of virtual machines respectively
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performance of our algorithm improves as the size of the task graph increases. This
is because as the number of tasks increase, the number of failures occurring in the
execution of the workflow also increases, which in turn increases the makespan of
HEFT. FARS executes tasks based on the reliability of the virtual machine and
hence, performs better when the size of the input task graph is large.

5.1.2 Effect of Varying the CCR Value

The performance of our algorithm was also analyzed by varying the CCR value
from 0.4 to 2.4, in steps of 0.4. It is observed that the performance of FARS
algorithm improves in comparison with HEFT as the value of CCR increases. This
is because FARS algorithm ensures reliable data transfer among virtual machines
along with reliable computation of tasks (Eq. 11). As the value of CCR increases,
the tasks become more communication intensive.

5.1.3 Effect of Varying the Number of Virtual Machines

The number of virtual machines was varied from 16 to 64, in steps of 16, with 100
tasks. It is observed that as the number of virtual machines increase, the makespan
for both FARS and HEFT decreases. With less number of virtual machines, a large
variation is observed for the makespan. This is because of less reliability in case of
limited number of virtual machines for HEFT. The makespan for FARS improves
slightly as the number of virtual machines increase because it always selects the
more reliable virtual machines for execution.

We conducted similar experiments for GE and FFT. For GE, the number of tasks
was varied as {14, 27, 44, 65, 90}, considering 16 virtual machines for execution.
The results found have been summarized in Fig. 4. For the simulation of FFT
application, the tasks were varied from 14 to 96, as {14, 38, 65, 94}, considering 16
virtual machines for execution. The results obtained are summarized in Fig. 5.

The results for GE and FFT applications show similar performance as randomly
generated task graphs. Thus, we conclude that in real world scenario, where reli-
ability of a virtual machine is an important aspect in cloud, our algorithm performs
better than the HEFT algorithm.
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6 Conclusion

In this paper, we aim at developing a workflow scheduling algorithm for cloud that
incorporates the reliability of task execution while scheduling. In order to analyze
the failure characteristics of computing nodes present in the cloud environment, we
propose the MCFE algorithm that uses Monte Carlo Simulation method with
Weibull distributed failures. We chose Monte Carlo Simulation method because of
its ability to produce results in closer adherence to the reality of complex system
operation. We considered Weibull distributed failures because they appropriately
represent the failure scenario in cloud environment. The FARS algorithm performs
reliable allocation of tasks to resources by using the information provided by MCFE
algorithm.

The performance of the FARS algorithm is analyzed by comparing it to one of
the most popular task scheduling algorithms for heterogeneous distributed systems,
HEFT. We analyze the performance of our algorithm considering randomly gen-
erated task graphs and task graphs for numerical real-world problems like Gaussian
Elimination and Fast Fourier Transformation. It is observed that in real-world
scenario, where reliability of task execution is a critical issue, our algorithm sig-
nificantly outperforms the HEFT algorithm in terms of makespan for task execu-
tion. In future, we plan to improve our existing algorithm by considering other
important parameters in cloud environment like budget and security.
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Realization of Virtual Resource
Management Framework in IaaS Cloud
Federation

Anant V. Nimkar and Soumya K. Ghosh

Abstract Virtual resources can be collectively and securely managed by one or
more participating stakeholder(s) in the federated cloud through a Virtual Resource
Management Framework (VRMF). VRMF provides authorization, authentication
and identity solutions in IaaS cloud federation. System performance must be
evaluated before and after the deployment of all modules in VRMF because it may
vary significantly as each module uses one or more other module(s) to perform its
function. This paper presents an implementation of VRMF for managing virtual
resources and then evaluate the system performance in federated clouds. The
implementation uses the response time as the performance parameter for evaluating
the ecosystem before and after integration of all individual modules. The integrated
framework with authorization, authentication and identity services shows encour-
aging results.

Keywords Virtual resource management � Framework � IaaS � Cloud federation

1 Introduction

Infrastructure as a Service (IaaS) cloud delivers virtual resources (i.e. virtualized
instances of switches, routers, machines and links) as a utility over the Internet. If
cloud provider cannot fulfill customers’ requirements, it may borrow virtual
resources to form virtual networks from other cloud providers. In IaaS cloud fed-
eration, Service Providers (SePs) federate with Infrastructure Providers (InPs) and
supply virtual networks out of data centers to their customers [1]. Virtual networks
consist of sets of virtual nodes connected by virtual links. In IaaS cloud federation,
collocation of tenants’ virtual networks across data centers, is called as Multi-tenant
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Network Collocation (MNC). The management of federated virtual resources needs
two special treatments. First, management of federated virtual resources must be
cooperatively handled by subsets of federating stakeholders, viz. SePs, InPs and
customers. For example, virtual nodes and links are collaboratively created and
deleted by their respective InPs on receiving requests from SePs. Further, virtual
resources need to be cooperatively configured by their SePs, users and InPs.
Second, the management of federated virtual resources must be handled securely, as
and when federations are established or torn down respectively.

Virtual Resource Management Framework (VRMF) [2] provides a mechanism
to securely manage federated virtual resources through three local and global
modules for (i) Authorization over objects (i.e. federated virtual resources),
(ii) Authentication of subjects (i.e. collective stakeholders) and (iii) Identity solution
for subjects and objects in IaaS cloud federation. Each module makes use of one or
more other module(s). The performance of the system must be evaluated before and
after the deployment of all modules in VRMF since it may vary significantly as
each module uses one or more other module(s) to perform its function.

VRMF uses Federation Access Control Model (FACM), Name-and-Label Space
Model (NLSM) [3] and Caucus Authentication Protocol (CAP) for authorization,
identity solution and authentication respectively. FACM and NLSM use a new
concept of subjects as subsets of federating stakeholders. The authorization of
subjects over objects is carried out using NLSM, FACM and CAP as follows. CAP
allows authentication of subjects composed of one or more federating stakeholder
(s) using a variant of Multi-Party Computation (MPC). NLSM provides identities
and security labels of subjects and federated virtual resources required in the FACM
authorization process. FACM authorizes subjects to access federated objects by
collective decisions of (i) comparison of security labels using Cartesian operators
and (ii) federated discretionary access rights using MAC and DAC policies
respectively.

In this paper, NLSM, FACM and CAP are realized as Node-and-Path Label
Distribution Protocol (NPLDP), Access Control Enforcement Engine (ACEE) and
Caucus Authentication Mechanism (CAM) in VRMF respectively. Further, the
realization uses minimal part of FACM as MAC-based Enforcement Engine
(MACEE) for secure multiplexing and de-multiplexing of users’ traffic in virtual
and physical infrastructures. NPLDP is implemented as a distributed signaling
protocol to instruct physical routers for secure embedding of virtual resources.
CAM is implemented as a distributed protocol running on all stakeholders’ pre-
mises. Further, the simulation has been carried out on different number of users’
authorization requests to evaluate the system using response times before and after
integration of authorization, authentication and identity solution as suggested in
VRMF.

The rest of the paper is organized as follows. Section 2 presents a synopsis on
IaaS cloud federation and Virtual Resource Management Framework in Sects. 2.1
and 2.2 respectively. Section 3 presents a realization of VRMF using
Name-and-Label Space Model, Federation Access Control Model and Caucus
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Authentication Protocol in Sects. 3.1, 3.2 and 3.3 respectively. The simulation
study and results are presented in Sect. 4. The concluding remarks are given in
Sect. 5.

2 Background

This paper gives an implementation case study on collocation of tenants’ virtual
networks in federated clouds through Virtual Resource Management Framework.
This section presents fundamentals of IaaS cloud federation and Virtual Resource
Management Framework.

2.1 IaaS Cloud Federation

In IaaS cloud federation, each cloud provider can be a Service Provider (SeP),
Infrastructure Provider (InP) or both. SePs supply virtual networks to their cus-
tomers through a brokered collaboration among InPs. Virtual networks consist of
sets of virtual nodes connected by virtual links. Figure 1 shows an ecosystem of
IaaS cloud federation. It shows federations among three cloud providers, viz.
InP#1/SeP#1, InP#2 and SeP#3/InP#3 and three users, viz. User#1, User#2 and
User#3. The physical networks of InPs are shown in black plain-line rectangles at
the bottom. The service provider SeP#1 borrows a virtual network segment {VN6}
for User#1 from InP#3 and thus provides a virtual network {VN1, VN6}. Similarly,
the service provider SeP#3 borrows virtual network segments {VN3, VN4} and
{VN2} from the InPs and provides virtual networks {VN3, VN4, VN7} and {VN2,
VN5} respectively. The blue single-dot-dash and saffron double-dot-dash ovals
indicate the boundaries of controls of SeP#1 and SeP#3 respectively.

A few implementation of IaaS cloud federation are as follows. The first step
towards IaaS cloud federation includes the three-phase cross federation [4],
mobile-agent based cloud federation [5] and Reservoir Model [6]. IBM’s Virtual
Data Center (VDC) [7] is an industry implementation of IaaS cloud federation.

2.2 Virtual Resource Management Framework

Virtual Resource Management Framework (VRMF) [2] has three types of stake-
holders, viz. (i) IaaS cloud providers, (ii) A broker and (iii) Users as shown in Fig. 2.

IaaS cloud can be SeP, InP or both. The data center of IaaS cloud has a con-
troller, a physical infrastructure (PIn), a virtual infrastructures (VIn) and a set of
software modules. The software modules consist of (i) local and federated Resource
Access Control (RAC), (ii) local and federated Identity Management (IdM) and
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(iii) local Authentication Agents (AA) and federated Authentication System (AS).
The federations among stakeholders are established by the controllers of InPs using
three standard functions—matching, discovery and advertisement—of brokered
architecture. The users have only local Authentication Agents (AA) to participate in
the authentication process. Each user also has local Authentication Agent (AA) for
authentication of subject as collective stakeholders.

3 Implementation

The authorization, authentication and identity solutions in IaaS cloud federation are
addressed by designing FACM enforcement policies, implementing CAP and
deploying NLSM respectively. The details of FACM, CAP and NLSM are

Fig. 1 An ecosystem of IaaS cloud federation among three InPs/SePs
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subsequently presented in this section and their implementation details as ACEE,
CAM and NPLDP are later presented in Sect. 4 respectively.

3.1 Name-and-Label Space Model

Name-and-Label Space Model (NLSM) uses the concepts of ordered tuple and set
theories for the formation of identities and security labels respectively in IaaS cloud
federation ecosystem. NLSM uses security labels of the form hSLSeP, SLU , SLInPsi
where SLSeP, SLU and SLInPs denote security labels of SeP, its user and a set of InPs
respectively. NLSM also uses three binary Cartesian operators on tuple based
security labels. The binary Cartesian operator j returns true if the first two fields of
two security labels are non-empty and same, and the third field of first security label
is a subset of the third field of second security label. The binary Cartesian relation �
returns true if the first two fields of two security labels are non-empty and all the
three fields are same in both security labels.

Fig. 2 Virtual resource management framework
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3.2 Federation Access Control Model

Federation Access Control Model (FACM) combines mandatory and federated
discretionary based access control model. In FACM, subjects can be authorized to
access objects by collective decisions of (i) Comparison of tuple based security
labels and (ii) Federated discretionary access rights using Cartesian operators, MAC
and DAC policies. FACM can be formally defined for r InPs as 5-tuple as follows.

F ¼ fðSi;Oi;Pi;Fi; LiÞ j1� i� rg ð1Þ

Si and Oi are sets of subjects and objects in r InPs respectively. Pi is a set of
3-tuple access permissions that can be exercised by each subject over the objects. Fi

is a set of ordered pairs of security label mappings of subjects and objects at a
particular time instance. Li is a partial order set of each individual InP’s security
levels at a particular time instance. FACM provides integrity and confidentiality
among all stakeholders in the federations. The integrity of services/software in the
federation is treated differently and it is higher with increasing federating partici-
pants in the subjects.

3.3 Caucus Authentication Protocol

In IaaS cloud federation, services are cooperatively executed by subjects as subsets
of federating stakeholders. Caucus1 Authentication Protocol (CAP) efficiently
authenticates such subjects which cannot be handled by all identity management
solutions including WS-Federation [8] and Shibboleth [9]. CAP needs three inde-
pendent services, namely Caucus Server (CS), Role Client (RC) and Role Servers
(RSs) running on an authentication server, a stakeholder as authentication initiator
and all stakeholders except authentication initiator.

Caucus Authentication Protocol first authenticates all stakeholders s 2 S and
finally the subject S using the concept of MPC [10] as follows. In the first step, an
authentication initiator out of all stakeholders in the subject (i.e. sa 2 S) sends a
request to CS for authentication of a subject, S. In the second step, CS creates role
tickets for all stakeholders in S and then sends them to authentication initiator, RC
(i.e. process running on sa). In the third step, RC forwards role tickets to all RSs
(i.e. processes running S� sa). In the fourth step, all RCs send role tickets to CS to
share their MPC values. Finally, CS creates an authentication ticket using all MPC
values and then sends it to RC after its validation. Any stakeholder in the subject
can use this authentication ticket for execution of federation services before the
validity of the authentication ticket.

1The dictionary meaning of the word “Caucus” is “a small group of people who have same
interests”.
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4 Simulation and Results

The modules of FACM, CAP and NLSM are implemented as Access Control
Enforcement Engine (ACEE), Caucus Authentication Mechanism (CAM) and
Node-and-Path Label Distribution Protocol (NPLDP) respectively. Figure 3 shows
a block-level view of realization of all modules on k number of SePs/InPs in
federated ecosystem. Each SeP has variable number of users. Similarly, each InP
has a controller and variable number of Physical Nodes (PNs) on which variable
number of Virtual Nodes (VNs) can be installed. All modules are implemented as
different modules in ns3 environment.

Node-and-Path Label Distribution Protocol (NPLDP) is an combined and dis-
tributed implementation of NLSM and signaling protocol. NPLDP runs on all
controllers and PNs. CAM is a distributed protocol running on SePs, InPs and user
premises to facilitate authentication of subjects as subsets of federating participants.
CAM consists of two parts namely, Caucus Authentication Server (CAS) and
Caucus Authentication Agent (CAA). CAS and CAA are implemented as ns3
application module. ACEE is a distributed implementation of FACM running on
the controller while MACEE is a minimal MAC part of FACM for securely for-
warding user and network-centric traffic between physical and virtual networks.

Fig. 3 Secured federated clouds architecture
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NPLDP uses Virtual Label Information Base (VLIB) and distributes identities of
virtual routers and virtual links as follows. The labels of virtual routers and links are
entered in VLIB whenever FACM successfully executes virtual resource manage-
ment services using ACEE. In case of virtual labels of virtual links, NPLDP has a
set of procedures to send the virtual labels along a optimal physical path. The
virtual labels of virtual resources are deleted from VLIB whenever delete-node and
delete-link services are successfully executed by ACEE. ACEE provides security
provisions by enforcing MAC and DAC policies. MACEE uses MAC policies and
Security label Information Base (SLIB) to multiplex and de-multiplex traffics of
local virtual routers.

The simulation has been carried out for the different values of number of
InPs/SePs (i.e. k). It has been observed that the response times for management of
virtual resources and authentication of subjects for different values of k were found
in the same range. Figure 4 shows the performance of VRMF for 10 SePs/InPs by

(a) Response times for authentication of subset subjects

(b) Response times for management of virtual resources

Fig. 4 Performance evaluation of virtual resource management framework
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considering the response times before and after the integration of ACEE, CAM and
NPLDP. Figure 4a, b show that the response times are in the range of 0.04–0.06 ms
for both management of virtual resources as well as authentication of subjects.
Further, Fig. 4a, b show that the response time after the integration of ACEE, CAM
and NPLDP has marginally increased.

5 Conclusion

Virtual resources in federated cloud can be collectively and securely managed by
one or more participating stakeholder(s) using Virtual Resource Management
Framework (VRMF). VRMF has local and global modules for authorization,
authentication and identity management solution in IaaS cloud federation. The
authorization, authentication and identity solution have been implemented as case
study for management of virtual resources in federated clouds to evaluate the
individual modules and the system itself after integration of all modules using
VRMF. The simulation results show a marginal increase in the response time while
the integrated framework provides secured management of virtual resources.
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Designing an Enhanced Simulation
Module for Multimedia Transmission
Over Wireless Standards

Mayank Patel and Naveen Choudhary

Abstract Extensive use of multimedia application over the internet conduces use of
video transmission. This leads the performance consideration of video transmission a
popular research area for the industry and academia researches. The wireless LAN is
playing important role to connect the users over the internet. As the video trans-
mission increases it poses traffic congestion which in turn degrades the network
efficiency. There are various performance parameters to be known for designing the
WLAN such as throughput, end to end delay, Queue utilization, jitter, PSNR and
many more. We aimed in the paper to develop simulation scenario for video trans-
mission over IEEE 802.11n WLAN standard. For this we modify the both the fedora
and NS2 settings and successfully performs the video transmission simulations.

Keywords Video transmission over WLAN � Simulation module � NS2 �
H.264/SVC � IEEE 802.11n

1 Introduction

Providing real time Quality of Service over Wireless Local Area Networks is
becoming a very challenging task in heavy loaded traffic scenario [1]. Currently
high throughput wireless standard (IEEE 802.11n) with a high data transmission
rate with 600 Mbps is used [2]. Even with high transmission data rates real time
video content must be compressed before transmission. This leads the need of
simulation surround for simulating and performance analysis of the video
transmission over enhanced WLAN [3]. Along with the video transmission, the
important performance parameters must be evaluated for industry and academia
researches [2].

M. Patel (&) � N. Choudhary
Department of Computer Science and Engineering, CTAE, MPUAT, Udaipur, India
e-mail: mayank999_udaipur@yahoo.com

N. Choudhary
e-mail: naveenc121@yahoo.com

© Springer Nature Singapore Pte Ltd. 2017
N. Modi et al. (eds.), Proceedings of International Conference on Communication
and Networks, Advances in Intelligent Systems and Computing 508,
DOI 10.1007/978-981-10-2750-5_17

165



For developing the simulation environment we choose Network Simulator–2
(NS2) as it freely available and recognized by various researches [4–7]. We can use
NS2 in Microsoft Windows operating system by Cygwin [8]. But the Cygwin leads
to the various limitations in the performances parameters; therefore we pick out
Fedora operating system. In Fedora some parameter settings has to be modified for
running NS2 properly [9]. As both are freely available therefore they can be used
hazel free. For video transmission simulations and obtaining the performance
parameters we have to change and modify the various libraries of NS2. For make
more users friendly we also implement combination of Fedora and NS2 in virtual
machine, which can be used through Microsoft windows operating system [10].
Thus we design a module for evaluating and research on multimedia transmission
over WLAN.

The residual of this paper is organized as follows. We present brief procedural
steps to be done for devising Fedora to support NS2 in Sect. 2. In Sect. 3 we
describe the steps to support multimedia evaluation over NS2. In Sect. 4 we
implement and tested our simulation environment. Finally in Sect. 5 we conclude
our work.

2 Making the FEDORA Ready for NS2

Fedora-20 version has been used for developing a simulation model. Following
steps are performed.

Step 1: Install fedora from the official fedora site
After fedora installation we have to install some packages to support
NS2 simulations. Packages will be updated or installed in root user mode

Step 2: Enter in root user mode and the follow to update fedora operating sys-
tem, command yum -y update

Step 3: To support gnuplot in fedora
yum -y install gcc tcl-devel libX11-devel libXt-devel libXmu-devel
gnuplot

Step 4: For using Python script in our code
Step 4:a: yum -y install gcc gcc-c++ python
Step 4:b: yum -y install gcc gcc-c++ python python-devel
Step 4:c: yum -y install bzr
Step 5: Installing mercurial repository in fedora

yum -y install mercurial
Step 6: Installing wireless model faithfulness in GUI and GTK-based configu-

ration system
Step 6:a: yum -y install gsl gsl-devel
Step 6:b: yum -y install gtk2 gtk2-devel
Step 7: For building dynamic analysis tools

yum -y install gdb valgrind
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Step 8: Generating documentation from C++ source codes
yum -y install doxygen graphviz ImageMagick texinfo texinfo-tex

Step 9: For creating our simulation documentation
yum -y install texinfo dia texinfo-tex texi2html

Step 10: Installing flex lexical analyzer and bison parser generator
yum -y install flex bison

Step 11: To make binaries
yum -y install compat-gcc-34

Step 12: To support Datbase
yum -y install sqlite sqlite-devel

Step 13: To support database for the frame work
yum -y install sqlite sqlite-devel

Step 14: To develop XML application
yum -y install libxml2 libxml2-devel

Step 15: For creating object file and binary programs
yum -y install binutils

Step 16: Updating Fedora kernel
yum -y update kernel

Step 17: Installing kernels for gcc to run tcl script in NS2
Step 17:a: yum -y install kernel-devel kernel-headers dkms gcc gcc-c++ xorg*
Step 17:b: yum -y install gcc-c++ compat-gcc-34-c++ automake autoconf libtool

libX11-devel
Step 18: For implementing X Window System

yum-y install libXext-devel libXau-devel libXmu-devel xorg-x11-proto-devel
Step 19: To support GNU and NSAM for X264/AVC Encoder

yum -y install yasm
Step 20: Installing to move Nautilus from console from Nautilus

yum -y install nautilus
Step 21: Installing FreeGult to read input/output devices on the terminal and

resultant outputs
yum -y install freeglut

Step 22: Install perl module for Makefiles and build modules
perl-ExtUtils-MakeMaker

Step 23: Installing Synaptic Package Manager for cleaning operations.
yum -y install dconf* bleachbit

Step 24: Installing Wget for accessing files through HTTP and FTP.
sudo yum install wget

Step 25: To run windows based executable file in Fedora
Step 25:a: yum -y install apt
Step 25:b: yum -y install wine
Step 26: Installing GPAC multimedia frame work for to support MPEG-4

Step 26:a: Download the GPAC tar file
Step 26:b: unzip both folder and paste gpac_extra_libs-0.4.5 folder in

gpac/extra_libs
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Step 26:c: SU: password
Step 26:d: yum -y install freeglut
Step 26:e: yum -y install freeglut-devel
Step 26:f: cp -R/home/mayank/Downloads/gpac/usr/local/src
Step 26:g: cd/usr/local/src gpac
Step 26:h: chmod +x configure
Step 26:i: ./configure –enable-pic
Step 26:j: make lib (it will take 10 min)
Step 26:k: make apps
Step 26:l: make install lib

Step 26:m: sudo make install
Step 26:n: cp bin/gcc/libgpac.so/usr/lib
Step 26:o: ldconfig
Step 26:p: cp -r/home/mayank/Downloads/gpac/include/* /usr/include/
Step 27: Checking working of MP4Box

[root@localhost gpac]#which MP4Box
===> /usr/local/bin/MP4Box
wget “http://blog.andreas-haerter.com/_export/code/2011/07/01/install-
msttcorefonts-fedora.sh?codeblock=1”-O”/tmp/install-msttcorefonts-
fedora.sh”

Step 28: Downloading Microsoft Fonts in Fedora
Step 29: Installing Microsoft Fonts in Fedora

Step 29:a: chmod a+rx “/tmp/install-msttcorefonts-fedora.sh”
Step 29:b: su -c “/tmp/install-msttcorefonts-fedora.sh”
Step 30: Restart the fedora.

It will leads to successfully installation of prerequisites tools for NS2 and video
simulation over the fedora.

3 Installing NS2 with Supporting Multimedia Simulations

Step 1: Step 1: Download NS2.29
Step 2: Unzip at Home directory
Step 3: $ cd ns-allinone-2.29
Step 4: For using C/C++ compiler for NS2 compilation

$ export CC=gcc34 CXX=g++34
Step 5: Installing patch for supporting NAM

$ cd/home/mayank/ns-allinone-2.29/tk-8.4.11
Step 6: $ patch -p0<tk-8.4-lastevent.patch
Step 7: Installing patch for wireless application

$ patch -p1<ns-2.29_wireless_update_patch
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Step 8: yum install autoconf
Step 9: yum install compat-gcc-34-c++(this is very important as gcc3.4 is

required for successful installation)
Step 10: export CC=gcc34
Step 11: export CXX=g++34
Step 12: yum install libtools
Step 13: yum install libX11-devel
Step 14: yum install xorg-x11-proto-devel
Step 15: yum install libXt-devel
Step 16: yum install libXmu-devel
Step 17: Setting all files permission to executable
Step 18: Installing NS2 in fedoara

$. /install
Step 19: set the environmental paths in.barsh file (home/.barsh)
Step 20: cd ns2.29 ->./validate
Step 21: Testing the NS2

Step 21:a: goto the terminal
Step 21:b: $ns
Step 21:c: % nam (Nam window will be opened)

Above steps will successfully install NS2 on the fedora and can be used for
simulations. The output of running NS2 terminal and NAM window is shown
Fig. 1.

4 Testing of Simulation Environment

After successfully implementation of NS2 over fedora, next we simulate a topology
consisting of video transmission and background traffics as shown in Fig. 2.

We transmit a BUS SVC QCIF video of 352*288 with 30 frames per second
over the 802.11n standard and evaluate various parameters such as throughput, end
to end delay, jitter, and PSNR. Received video snapshot is shown in Fig. 3.

We transmit a BUS SVC QCIF video of 352*288 with 30 frames per second
over the 802.11n standard and evaluate various parameters such as throughput, end
to end delay, and PSNR. Received video snapshot is shown in Fig. 3.

Total packet end to end delay is 0.031479 s; graph is shown in Fig. 4.
Total throughput of the network is 752.52 kbps; graph is shown in Fig. 5.
PSNR of every individual frame is shown in Fig. 6. Total PSNR of received

video is 32.43(dB).
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Fig. 1 Output on NS and NAM command

Fig. 2 Simulation topology
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Fig. 3 Received video

Fig. 4 Packet end to end
delay in seconds
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5 Conclusion

As per the recent needs of performance evaluation of multimedia transmission over
enhanced WLAN, we aimed to develop a module to do this. For developing such
environment we install NS2 on Fedora operating system. To support simulations of
NS2 we install some prerequisites tools and packages of Fedora. Some patches of
NS2 have been installed to support multimedia applications. We successfully
develop our simulation module and test by simulating a topology and analyzing the
performances parameters. Thus our module can be used by researches to evaluate
multimedia applications over wireless network.

Fig. 5 Throughput of the
network

Fig. 6 PSNR of individual
received video frames
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Mitigating Data Segregation and Privacy
Issues in Cloud Computing

Bansidhar Joshi, Bineet Joshi and Kritika Rani

Abstract Cloud Computing refers to rendering services to the users over the
internet. It includes the hardware and software in the datacenter which facilitates
these services. This concept was introduced to increase the utilization of the
resources available and to decrease the cost to the user because of the sharing nature
of the resources. It offers a number of benefits but with those benefits come a large
number of challenges. These challenges need to be tackled by the service provider
in order to provide secure and reliable service. Data Storage being the main area of
concern as the private data of all the users are stored at one place at all times. This
data must be kept available only for that user to whom it belongs and an additional
level of security must be introduces in order to prevent breach into these private
sections. This paper tries to address these issues and strategies to mitigate them.

Keywords Cloud computing � Data storage � Mitigate � Private data

1 Introduction

Cloud Computing is a term for delivering services over the internet. These services
maybe application services (SaaS), platform services (PaaS) or even infrastructure
services (IaaS) [1]. IaaS provides basic storage and computational services to the
users over the network thereby enabling the users to have more flexibility and
control over their data security. PaaS provides the users the flexibility to develop, run
and manage their applications without the complexity of managing and maintaining
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the infrastructure and thus saving the infrastructure maintenance cost. This way users
are in full control of their application but they cannot modify the underneath plat-
form. SaaS is a model in which applications are hosted over the internet. The user
only has the control of his application but not over how his requests or data is being
handled. IaaS provides maximum flexibility and control over the data whereas SaaS
provides the least flexibility and control [2, 3]. Cloud computing is a paradigm which
enables resource sharing. It has following advantages:

• Reduced Cost: The billing model of a cloud is on pay as per usage i.e. the user
has to pay only for the services that he is using. As the infrastructure is not
purchased by each user, so a huge amount on the infrastructure is saved. Also
the maintenance cost is reduced [4].

• Increased Storage: There are a number of occasions when a few more giga-
bytes of storage is required only for few hours. So paying for the extra gigabyte
of storage at all time is wastage of money and resources. Instead, they can be
acquired only at the time of requirement as the cloud can scale dynamically.
Thereby saving on the storage cost and also increasing the utilization.

• Flexibility: With the ever growing market, enterprises are constantly moving up
and adapting to these changes. But what really matters is how quickly these
changes reach to the users. Cloud Computing enables the enterprises to get their
products to a huge market in a very short span of time [5].

With all these advantages of the cloud, there are many issues which surround the
world of Cloud Computing; data security and integrity being the most critical ones.
In this paper we discussed the data privacy issues, why we need to segregate the

Fig. 1 Basic infrastructure of a cloud depicting resource sharing
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data and how can that be accomplished. Basically what we intend to do is to
classify the user’s data as private or non-private and then apply additional security
measures on the private data (Fig. 1).

2 Privacy Issues

With the exponential increase of cloud services, the issues of data privacy in cloud
computing services are at the utmost importance. As the time is passing, numbers of
service providers are increasing and due to this data stored in data centers are on a
rise. This increases the risk of the data being disclosed accidentally or deliberately.
Here are few of the data privacy issues which are of utmost importance:

2.1 Loss of Sensitive Data

In a cloud all the resources are shared to reduce the cost due to which the data of all
the users is kept in the same container (User’s data is stored in individual buckets
and these buckets are stored in a common container). If this data is not managed
properly and proper access rights are not set then this data can mix or may even be
lost. For example in 2007, the British government misplaced personal details of 25
million child benefit records [1]. This lead to huge financial losses to the govern-
ment as the records could not be tracked.

2.2 Theft

As the storage provider puts everything in a single container, there might be
chances when your data can be accessed by unauthorized personnel who may
misuse it. The risk of data theft increases as it goes outside our own datacenters and
now it becomes the responsibility of the service provider to provide security. For
example in 2014, a hacker hacked into Apple’s Cloud and private files of many
celebrities were flashed online [6]. Also in 2014, nearly 5 million login credentials
of Google account users went public on the internet. So one must ensure that cloud
service provider must take guarantee of your data in the security point of view.

2.3 Insecurity in Logical Separated Space

Earlier every organization used to store their data in a physically separated envi-
ronment which used to provide them with extra security for their private data. We
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do not face this problem when we are using a private cloud as only one organization
is in control of that cloud and the data belongs to that single organization. But once
we switch to a public cloud, which is used by a number of organizations, the
concept of physically separated space is replaced by a logically separated space.
This means that it might be possible that data sets of two competitor companies are
logical neighbors of each other and thus their data is vulnerable and insecure. Thus
the risk of data being stolen is real even when the data of each and every client is
logically isolated from each other.

2.4 Data Integrity and Availability

We know that the resources are shared in data centers and data may be kept in the
same container. This way the data of one organization can be altered by any other
organization or a disgruntled employee could alter or destroy the data. No orga-
nization can compromise its data just to reduce the cost. Every organization needs
its data at all times to run their business, so we need this data separated and
available at all times.

3 Methods of Separating Data

After discussing major threats to the data, we are in the need to perform some
operations so as to protect our data from being misused. There are many techniques
which have been already implemented. Let’s first discuss these techniques along
with their drawbacks and then we would propose our algorithm for the same. Here
are the techniques which have already been implemented:

3.1 Logical Space Separation

Data of each user must be separated from the data of others. With all the data being
stored in the same container, it becomes difficult to ensure that the data is separated.
There might be times when the data overflows from one user to the other (Data
Leakage Issue) [1].

3.2 Identity Access Management

Proper authentication practices must be performed. Also every user must have a
defined set of permissions to access or edit or update any file. This multi-level
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authorization system can be proven to be very useful in organizational structure.
But even this system cannot be a complete solution all by itself [2].

3.3 Encryption

This is one of the most widely used and best ways of protecting data on the internet.
In this method the data is encrypted by the user using any suitable algorithm and
then transferred on the network to the service provider. This encrypted cipher is
stored as it is in the storage container. On requesting access to this file, only those
personnel can view this file that have the key. This way the data can be protected.
However in the recent past it has been observed that even the encrypted ciphers can
be decrypted and thus the data can be stolen [7].

4 Proposed Solution

As we have seen above that encrypted ciphers can also be decrypted without a key
and we might face data leakage issues in case of logical space separation, we
propose that just separating the logical space of each and every user is not enough.
What we need to do is that along with separating the logical space we also need to
classify the users’ data as Private or Non-Private. We used probabilistic methods for
such classifications and all the private data was stored in a Private Data Bucket
(PDB) which has an additional level of security i.e. additional encryption, and the
rest of the data was stored in a Non-Private Data Bucket (NPDB). Now these two
buckets can be encrypted using a single common key and can be stored together in
a common data container. Additional level of authorization was also added for the
private data bucket (i.e. proper access rights were given to appropriate users) which
would grant the access to the files in this bucket (Fig. 2).

4.1 Results and Discussions

First we need to understand that the collection of datasets is a critical task because
of the fact that these datasets would help us understand the performance of the
system and its feasibility. This can be done in three ways: by using real traffic, by
using sanitized traffic, or by using simulated traffic, with the third one being the
most common way to create datasets on a test bed network. This traffic made
request to upload documents and these documents were to be processed. The
environment used for the deployment of the cloud was Ubuntu 10.04 and tech-
niques of Big Data like Map Reduce were used to handle huge chunks of data
because of its ability of parallel processing by dividing them into sets of
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independent tasks. This style of parallel processing is supported by some of the
major frameworks like Hadoop, Google’s Big Table and Spark. For this work we
used Hadoop framework. The basic Hadoop framework have the following com-
ponents; Hadoop Common containing all the library and utility files, Hadoop
Distributed File System which stores data in a distributed manner over a network of
nodes, Hadoop YARN responsible for resource management activities and Hadoop
Map Reduce which is a programming paradigm for large scale data processing.
With our approach we were able to classify the data as private or non-private and
thus segregate it. Through the segregation of data into private and non-private
buckets, it becomes easier to classify the data, not only logically, but also in terms
of confidentiality. The additional level of security in terms of authentication
requirements for the private data bucket ensures that the confidential data is not
tampered with by the wrong hands. In simple terms, extra security ensures that
one’s private data remains private. The testing is done on the datasets. We used the
above said techniques which enables us to handle data set of significant size. With
this we are able segregate the data flawlessly in a small amount of time. Also, as the
size of the dataset increased, so did the processing time, as can be seen from the
graph below (Fig. 3).

Fig. 2 Proposed architecture for the cloud by segregating private data of each user
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5 Future Work

We have observed that with our approach we can successfully classify the data as
private or non-private. However there might be chances that few non-private files
may be classified as private and vice versa. In order to attain more accurate results
in the future, we may use techniques of Big Data like Machine Learning
Probabilistic Methods which constantly keep on learning the parameters from the
input data and thus the number of parameters and their weights constantly keep on
changing thus giving us more appropriate classifications. Also better authentication
practices can be adopted such as one-time passwords so as to provide better security
to our private files. Even though the segregation of data had to be done manually, it
leaves a wide scope of improvement in future versions of the project.

6 Conclusion

Cloud Computing is an on-demand access to the shared resources. It helps to reduce
the cost, management responsibilities, maintenance, and increase the efficiency of
the resources. The advantages are many but with those advantages come challenges
which need to be tackled by the service provider like loss of data, theft, reliability,
availability etc. This paper majorly focuses on the Data Storage issues, especially
on how to secure the private and confidential data of the users. Using the above
technique we can definitely prevent breach into our private data even when we face
Data Leakage issues in case of logical space separation.
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Software Risk Measurement
and Interpretation with Generated
Precedence Matrix

Harshit Tripathi and Subhash Chand Gupta

Abstract Any software which is in its operational environment, the chances of it
being a success is very high, however there are many chances of it being a failure
too. It is established that there are several risks involved in making an awfully prime
software on time and within budget. However, for it to process and be productive
we need to handle such risks somehow. They need to be remunerated for a per-
ceived reward. This paper focuses on essentially the procedures to tackle software
risks, their management and mitigation.

Keywords Software risks � Risk Id � Risk impact � Risk occurrence � Rank
probability � Qualitative analysis matrix

1 Introduction

After understanding the fundamentals of software risk measurement and before
developing this application, we formulated/assumed a real-world situation involv-
ing a big IT software organization that has its branches across the world. When the
organization wins a software project and requires its team members to work from
geographically different or same locations, it becomes very difficult for the mem-
bers(specifically for the senior people) to communicate with each other, especially
on the significant phases of the project [1].

Keeping this objective into consideration, I have planned to develop an appli-
cation through which I have assumed three important people who are associated
with the project that would be able to log in securely in the application in order to
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identify and evaluate risks associated with the project. The respective designations
of these 3 people have been assumed as: Project Manager, Team Leader and Senior
Developer.

2 Literature Review

In order to mitigate various risks of a project, first of all it was decided on which
policy a particular software project is made. Policy is basically the procedure on
which how a software project is made that involves gathering all the requirements
for the development of the project. Then it involves deciding or forecasting
demanding of the project in limited duration of time. The most important thing is to
decide what actually you are going to do or what will be the outcome of the project
or what will the ultimate product after the project is successfully deployed [2]. Then
what you are going to decide is on which platform and what manpower and time
span you have decided to allocate to each and every particular task.

Then what actually comes in a software project management is the review phase.
It is in this phase our actual work starts. What basically is done in this phase is we
actually find what are the various risks associated with the project on the basis of
assessment done by the major people involved in the project that could be project
manager, team leader, senior manager.

Then comes monitoring phase in which above personnel who have great
knowledge or experience in their field and are excellent, determine what could
actually be poised a major threat or risk to the project. So, what they do is give a
particular Risk Id, Risk Name, Risk Impact which could be High, Medium, Low
which is given to a particular risk on the basis of its effect on the successful
completion of the project. Also the manager can give cause description and rate
them according to their effect on occurrence of a particular risk [3] (Fig. 1).

Policy Review

Monitoring

Fig. 1 Risk evaluation and
mitigation mechanism in
software companies
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3 Methodology

The users would log the details of all possible risks associated with any project. The
risk creation for any software consists of below properties.

Risk id: Every risk will be assigned a unique auto-generated identification
number fora convenient reference and naming.

Risk Name: This would be the name of risk associated with the project. Any user
who would be analyzing the risks will name it according to its behavior. The risk
name is assumed to be entered in such a term that is understandable to all other
users using this tool.

Risk Impact: The impact of a risk could be Low, Medium or high depending
upon the user’s perception of its impact on the project. For ex: If the risk is of High
impact, it may adversely affect the successful completion of a project; may be even
resulting in situations like huge overheads or compensation being paid by the
company to the client.

In that scenario, the user will evaluate all the possible causes that may lead to the
occurrence of that risk which will help him to devise effective measures for the
risk-elimination. Similarly, the Medium and Low impact risks would be identified
based upon their impact on the project in terms of time and cost. The whole
significance of this parameter is to identify the rate the possibly involved risks in a
project and eliminate them according to their severity by eliminating all their
possible causes of occurrences [4].

Cause id: This would be an auto-generated identification of the cause of a risk in
order to refer to a particular cause conveniently.

Cause Description: This would include a short description about the cause for a
particular risk. For ex: if the risk is time, the possible causes could be Manpower
Shortage, Technical Competency, and Project Overload etc. It is assumed that the
cause description would be entered in such a manner that is understandable to all
other users using the system.

Cause Probability: This would be the probability of occurrence of a particular
cause on a scale of 0–10. The cause-probability of a particular risk signifies the
proximity or contribution of a particular cause in the occurrence of a corresponding
risk. It is assumed that this value is selected very carefully by the user based upon
his/her experience and project’s characteristics like domain, complexity, time etc.
because this number will be later used in the calculation and determination of
overall probability of occurrence of a risk based upon its inherent causes.

Rank Probability: This would be the rank or sequence no. of occurrence of a
particular cause. The rank probability of a particular cause will highlight its position
in the chain of occurrence of causes of a particular risk. We realistically assume that
the selection of rank probability will be done by the user based upon his/her
experience and project’s characteristics like domain, complexity, time etc. [5]
because this number will be later used in the calculation and determination of
overall probability of occurrence of a risk based upon its inherent causes.
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Rank Probability: This would be the rank or sequence no. of occurrence of a
particular cause. The rank probability of a particular cause will highlight its position
in the chain of occurrence of causes of a particular risk. We realistically assume that
the selection of rank probability will be done by the user based upon his/her
experience and project’s characteristics like domain, complexity, deadline etc. As
this figure in relation with cause probability will determine the severity or impor-
tance of a particular cause occurrence of a risk, the user needs to select it with
utmost responsibility. The user should also be able to modify the inputted risk
details. The editing of risks could be done in 3 ways namely [6]: Risk Editing:
Through this feature, the user would be able to edit the Risk Name, Risk Impact. As
we know, the evaluation, analysis and measurement of risks involved in a software
system is a continuous process and involves discussion amongst the team members
who are involved in the system.

Hence, there always exists a possibility to change the risk details based upon the
mutual perception of team members regarding same. It may be noted that modifying
the impact of a particular risk will seriously affect its overall probability of
occurrence in the project and therefore, should be done with utmost caution and
responsibility in order to have accurate predictions or statistics about risk evaluation
Moreover, this functionality will also enable the user to delete any particular risk.
Again, this is an extremely significant decision to delete the complete details of any
risk and we assume that it is done after extensive discussion among the team
members and a mutual decision on same. If all the users think that all the possible
causes for that risk can be completely and safely eliminated, the corresponding risk
should be removed from the system. This action requires utmost caution and
responsibility. Moreover this functioning will also enable you to delete the risk. If
all the users think that all the possible causes for that risk can be completely and
safely eliminated, the corresponding risk should be removed from the system. This
action requires utmost caution and responsibility.

Editing Risk-cause: Through this feature, the user will be able to modify or edit
the particular cause(s) of any risk. The modification of risk-cause properties will
impact in the calculation of overall risk-occurrence probability [7].

Hence, we assume that this feature will be used after mutual discussion and
decision of the involved team members about alleviating or degrading any cause in
the chain. Plus, this feature will also enable the users to delete particular cause(s) of
the risk. Again, we realistically assume that any risk-cause will only be deleted if
the team members are absolutely confident of its successful elimination.

Addition of new risk-causes: This function will enable the user to add further
more causes to a particular risk. As we know that the analysis and measurement of
risks involved in a software system is a continuous process, if all the team members
mutually decide upon the addition of more causes to a particular risk, they can do it
through adding the [8] Cause Description, Cause Probability and Rank Probability
features of the cause of a particular corresponding risk.

Risk Probability: The occurrence probability will be calculated by the summa-
tion of multiplication of corresponding cause and rank probabilities of causes of a
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particular risk divided by the summation of rank probabilities of the corresponding
causes of that risk.

This calculation will give us the probabilities of occurrence of any particular risk
on a scale of 0–10 and will help us in prioritizing them for elimination. The
determination of risk probability in terms of High, Medium and Low will be done
based upon the below condition:

Low: 0 < Risk probability <= 3
Medium: 3 < Risk probability <= 7
High: 7 < Risk probability <= 10

Qualitative Analysis Matrix: This matrix will help me in determining the risk
severity on the basis of its value it is placed in the matrix. Based on the observed
risk impact and calculated risk probabilities, we will place the risks in the matrix.

Along the x-axis or horizontal axis is “Risk Probability” and y-axis or vertical
axis “Risk Impact”. After I have placed all the risks in the appropriate cells, it will
become convenient and well classified to sort and prioritize the risks based on their
severity.

4 Result

In the above sample output, it is being shown how the risks would be finally aligned
in a 3 by 3 matrix on the basis of their probability and impact. The matrix quadrants
would consist of Risk ID and Risk Name as the data. The above interpretation will
help the organizations to prepare mitigation strategies for those risks first that fall
into the quadrant of high impact and high probability by eliminating their cause(s)
one-by-one in the order of priority (Fig. 2).

Fig. 2 Qualitative analysis matrix
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5 Conclusion

There are many risks involved in creating high quality software on time and within
budget. In order to successfully manage a software project one must learn to
identify, assess, analyze and control the risks. Software Risk Management basically
involves the process of brainstorming in identifying all the possible risks involved.
This activity is usually done by the people involved in the heart of application
development. But since manpower employed in this process is not found worth-
while to identify and mitigate risks especially in a company which operates in
several different locations. This paper orients itself on analyzing and prioritize risk
aspects and try to rectify it with proper policy and procedures, which then can easily
be acknowledged and mitigated by senior officials.
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IMSS: A Novel Approach to Design
of Adaptive Search System Using Second
Generation Big Data Analytics

Dheeraj Malhotra and O.P. Rishi

Abstract In this present era of Big Data, different search engine users have dif-
ferent information requirements at different intervals of time. Thus, search results
should be adapted to user’s requirements [1, 2]. In this research work, we propose a
novel approach to adaptive web search augmented with capabilities of carrying out
Big Data Analytics using second generation HDFS. Moreover, unlike conventional
personalization techniques, the proposed approach does not require additional
efforts from user such as reporting feedback/ratings etc. The proposed system can
be implemented in the form of Intelligent Meta Search System (IMSS Tool) to
overcome the problem of irrelevant web page retrieval faced by user of generic
search engines. An extensive experimental evaluation shows that the average
ranking precision of adaptive IMSS tool improves with trial runs when compared
with a popular search engine.

Keywords Second generation HDFS � Personalized search � Big data search
system � Meta search engine � Intelligent meta search system (IMSS) tool �
Adaptive web search

1 Introduction

Adaptive search when supported by HDFS-Cloud framework leads to easy and
efficient analysis of Big Data available on WWW to retrieve useful personalized
page ranking patterns. Search engines are known to retrieve far larger information
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but still no search engine can index more than about 16 % of index able web [3, 4].
The issue is not just only the volume but is also the relevancy with respect to user’s
information needs [1, 2]. When the same query is searched by different users, even
a state of art search engine returns the same result, irrespective of the user sub-
mitting the query. For example, if a user is tech savvy and usually searches for
laptop/mobiles then an incomplete query search like Blackberry should return
documents related to Blackberry mobiles by intermediately expanding the query
rather than returning the documents of some fruit. There are various types of
conventional personalized search systems as discussed in literature. However these
search systems fail to satisfy the user personalized requirements without having
explicit ratings/feedback from user. Moreover such systems can’t handle second
generation Big Data as they not just require scalability, partial failure support etc.
but also need to support multiple analytic methods on varied data types, as well as
the ability to respond in near real time.

2 Contribution from the Study

To the best of our knowledge, this proposed research work is the first formal
attempt to design and development of adaptive search system using intelligent big
data analytics and is also deployable on cloud framework. Various contributions of
the proposed approach may be summarized as follows:

• The user effort for providing explicit ratings/feedback in order to use person-
alized search system will no longer be required.

• The proposed system will overcome the limitations of traditional mining
approaches to extract useful web search and page ranking patterns from Big
Databases of Search engines by providing features like Scalability, Partial
Failure Support etc.

• The proposed research work discusses the design of future ready intelligent
search tool i.e. IMSS which can well satisfy the requirements of next generation
Big Data Search System such as Real time response, support of multiple analytic
engines.

3 System Design

The proposed system will follow modular approach as shown in Fig. 1. Here we
first accept user search query and expand the same to intermediate query based on
user’s preferences obtained from his search history [5–7]. Proposed system will
build user profile using user’s long term and short term preferences derived from
browsing history of n days ago and of current day of usage respectively. Meta key
word recommender is used to derive Meta keywords of search from extracted
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URLs. Similarly, Concept Recommender and Word Sense disambiguation pro-
cesses are used for expanding user query into non ambiguous and more meaningful
query as shown in Fig. 2. Module 2 is used for ranking of web pages obtained from
backend search engines. HDFS Map() and Reduce() approach is used to calculate
content relevancy vector; other relevancy vectors such as semantic relevancy vector
(SRV) to determine the semantic closeness of user query with respect to web
document under consideration, similarly Time Relevancy Vector is based on
importance given by previous user of same web page. The detailed functionality of
module 2 to determine weighted rank of candidate web page is shown in Fig. 3.

4 Second Generation HDFS and Map Reduce

There are two significant trends of Second Generation Big data Systems [2, 8] that
are responsible for choosing second generation HDFS as a preferable deployment
framework in proposed approach. (i) There is rapid growth in network bandwidth as
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compared to hard drive bandwidth (ii) Development of In-memory computation
models is urgently required to allow intermediate results to be kept in memory and
hence reduces overhead of iterative analytics as suffered by conventional HDFS [9,
10].

HDFS is now adapted as long term store from which applications read their
initial data and write their final results. The data layer is divided into sub layers for
consistent storage and for intermediate objects separately to handle second gener-
ation of Big Data as shown in Fig. 4. In our proposed System, Map function will
accept cluster ID as key and cluster log as second argument to tokenize each of web
link entry in cluster log, obtained from back end search engine used by IMSS tool,
to count individual occurrence of each of the keyword of search query. Extract ()
function is used to generate elements in list one at a time. Reduce function is coded
to aggregate over all the occurrence of each keyword as provided by Map ()
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backend search en-
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Call Map () and Reduce () functions to 
determine content relevancy and store in 
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quired by user
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ontology language and to determine 
SRV[X]

Rank (Cluster (i)) =
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Fig. 3 Design of Module 2—web page ranking using HDFS based cloud framework
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function [11] to determine keyword frequency in each of the web document and
hence to determine the content relevancy vector. Map and Reduce code to be used
by Proposed System is as follows:

5 Intelligent Meta Search System

In order to evaluate the proposed research design, IMSS tool using HDFS frame-
work for analytics of second generation of Big Data is implemented using ASP.
NET framework. The interface of IMSS tool is shown in Fig. 5. After Sign In, the
inter-face of tool may allow user to select some or all of the four popular search
engines like Google, Yahoo, ASK and Bing, for the purpose of intermediate web
pages retrieval and search box allow user to specify search string. After clicking the
Search button, tool will assign personalized rank to some of the top web links
retrieved from back end search engines based on the calculation of various ranking
vectors such as AV, SRV, CRV, TRV, RTV. The tool will return web links in the
order of their ranking along with statistic of selected advanced search criterion.
However Take Me Fast tab will not allow selecting any of the search criteria and
will give result directly on the basis of user’s history of browsing patterns stored in
user’s contextual database, which could be retrieved using his/her profile.

6 Comparative Precision Analyses—IMSS Tool V/S
Google

In order to evaluate the effectiveness of our proposed approach, we recruited 10
human volunteers with age varied from 20 to 50 years with minimum of 5 years
web search experience. 6 of them were males, 4 were females. They are asked to
bring their personal laptops with installed IMSS tool followed by initial profile sign
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up process on tool, we followed following steps and asked volunteers to repeat the
process for at least 4 trial runs one by one on Tool and Google:

1. In the first step, we asked volunteers to search an intentional incomplete query,
for example a query like Black Berry rather than Black Berry Mobiles or Black
Berry Fruit.

2. In the second step we asked volunteers to give points from 0(worst) to 5(best) to
various precision parameters such as personalized page relevancy, page fresh-
ness, page size and response time to the top 10 links with respect to their shown
rank in output of IMSS and Google.

3. After collecting data from each of the volunteer, we normalized the value of
various precision parameters using expression:

Qfabg ¼ ðHIG ðPfabgÞ � PfabgÞ = ðHIG ðPfabgÞ � LOW ðPfabgÞÞ

where, Pab = Value of bth Parameter of ath web page; Qab = Normalized value of
bth Parameter of ath web page; LOW, HIG = Lowest and Highest value of each
of the parameter of precision.
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Fig. 5 Interface of IMSS tool
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4. In the next step, we calculated the overall weighted precision of each web page
retrieved by each volunteer as Na =

P
Wb � Qab, where, Na = weighted preci-

sion of ath web page; Wb = Weight assigned to bth parameter by volunteer,
usually 0 <= Wb <= 1

5. Finally we determined overall precision by calculating average of all the
weighted precisions as obtained from volunteers, Precision = AVG (Na).

6.1 Observation

The graphical analysis in Fig. 6 shows that during first trial Run, precision of
Google is reported as high; however with increase in number of trial runs, average
precision of Tool improves slowly over Google. This is due to the fact that that Tool
will build user profile and by employing personalized search can better satisfy the
user for incomplete or ambiguous queries; On the other side, generic search engines
try to interpret the query with all possible meanings without considering the pref-
erences of user who searched for query and hence fails to achieve high value of
personalized search precision.

7 Conclusion and Future Work

This research work present a HDFS based adaptive search framework for analytics
of second generation of Big Data through implementation of IMSS Tool. The
effectiveness of proposed approach is justified by experimental evaluation and
comparison of personalized precision of IMSS tool over Google. The proposed
approach can be applied to retail transactional or E Commerce website database as
such transactional databases are also growing in the scale of Terabytes on daily
basis and hence they require second generation Big data analytics system to mine
useful customer buying patterns rather than conventional data mining techniques.
The proposed system design can be enhanced by incorporating other advanced
technologies such as Back Propagation Neural Networks, SVM etc. to further
improve the precision of tool.
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Energy Efficient Cluster Head Selection
in Energy-LEACH

Hiral Pambhar, Kausa Aghera and Naren Tada

Abstract Wireless sensor network (WSN) is all time researched area as well as
new concepts are introduced frequently. Here we will consider the hierarchical
clustering routing protocol called LEACH and its variant as E-LEACH (energy
leach). There may be a case in E-LEACH that selected cluster heads may be
accumulated in certain specific area (or not distributed) due the consideration of
only residual energy. Our proposed method includes the consideration of residual
energy as well as selected cluster heads to be distributed in the entire wireless
network. This balance load and increase the network life time.

Keywords Load balancing � Distributed cluster heads (CHs) � Residual energy �
Energy efficient protocol � Cluster heads (CHs) selection

1 Introduction

WSN is a real time environment. That includes large number of sensor nodes and
base station (sink) connected with each through wireless medium [1]. The sensor
nodes are configured such that it is capable to sense the environment factors like
temperature, pressure, motion and etc.

This information is transmitted or forwarded (in the form of signals) to the base
station (BS) where processing is carried out. In Wireless Sensor Networks (WSNs),
battery, bandwidth, transmission power and processing capabilities are main con-
straints which cause maximum energy dissipation. So there must be some tech-
niques which reduce energy consumption. WSNs facilitate many applications like
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target tracking, environmental monitoring, habitat observation (Healthcare),
Military monitoring, Building monitoring and so on. Most of these applications
require only the aggregated value to be reported at the base station (or sink).

Routing protocols which uses clustering technique are used for having higher
energy efficiency and also for increasing network life-time. This paper proposes
technique for selecting cluster head in energy-efficient manner with consideration of
residual energy.

2 Leach

2.1 Introduction

LEACH is a routing protocol for wireless based network. As name suggest it is
cluster-based, adaptive (node can be added or removed into the cluster) as well as
hierarchical (more than one hope i.e. sensor node to CH and from CH to BS). In
short LEACH includes following customized features such as: randomized selec-
tion of CHs, self-configuring cluster formation, controlled aggregated data transfer
using routing techniques. Concept of LEACH protocol is resides on forming
clusters which includes sensor nodes as a member based on RSSI and use local CH
as routers to BS i.e. all members have to forward data which is sensed, to the BS
through CH. It reduces the extra wastage of energy which was there in conventional
protocols that is each and every sensor node of WSNs can transmit information to
BS, leading to more energy consumption due to more communication distance
between sensor motes and sink as well as traffic.

Working of LEACH protocol is divided in rounds. Each round is completed
when its two phases—(i) setup (ii) steady state phase are executed completely. In
first step CHs and clusters are formed. Here, nodes are randomly self-elected as
CHs after considering probability value P with checking whether the node was CH
or not prior to current round. Those which were not CHs in prior 1/p rounds select
number between 0 and 1, selected value if lower compared to threshold T(n) then
nodes results into the CHs. Calculation of T(n) is taken as a formula [2]:

TðnÞ ¼
p

1�p�ðrmod1pÞ
if n 2 G

0 if n 62 G

�
ð1Þ

According to this formula G is set, that consist of nodes that not been elected as
CHs in prior 1/p rounds, P is percentage of CH which need to be considered
(number of CHs to be selected depends on many factors), r is current round.
Selected CHs broadcast their state using CSMA/CA (Carrier Sense Multiple
Access/Collision Avoidance) protocol. Non-CH nodes select their CHs by com-
paring the received signals strength (RSSI) from multiple selected CHs. Once the
clusters are formed, all CHs will create TDMA (Time Division Multiple Access)
schedule for members within the cluster and broadcast it.
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On the completion of set-up phase, a steady state phase begins, that is generally
larger compared to previous step. In the second step, nodes (non-CHs) forwards
data to own CHs in their assigned time slots (the allotment of the TDMA slot to the
non-CHs is done by the CH) thereby keeping its antenna active (ON state) during
their data communication. For rest of period they are left in sleep mode (OFF state)
thereby, increasing battery lifetime. Here CH is always going to remain in active
state. On receiving data information from all members within cluster from
non-CHs, CHs will accumulate and aggregate this data (information) and transmit it
to the BS [2].

Figures 1, 2 and 3 shows flowcharts of LEACH protocol [3], cluster creation in
LEACH and various processes involve for nodes in LEACH [3] respectively.

2.2 Advantages of LEACH

The benefits of this routing protocol are such as: no more large distance interaction to
BS is necessary. No need of acquiring exact area of nodes in network required, in
order to establish uniform cluster creation. Moreover, overall interaction is not
required to form clusters and no assumption required about present status of

Fig. 1 Flow diagram of
LEACH
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remaining node while cluster creation. Here aim is to have overall result of formation
of clusters out of available nodes, by local decisions taken individually by every
node. LEACH-protocol randomly elects CH node considering prior rounds selection
of CH, So that energy of whole network is uniformly divided among all sensor nodes
that can reduce energy wastage hence increases network life period [4].

2.3 Disadvantages of LEACH

Though LEACH enhance network life period with respect to conventional
multi-hop and static routing, some of issues are still found. Randomly cluster heads
(CHs) are chosen or elected, so optimal number and uniform distribution of CHs
may not be obtained. Nodes having minimum residual energy get equal chance to
become CH, along with node having maximum residual energy. Hence, there is a
chance for nodes having minimum left energy may be selected as CHs sometimes
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that may result into the dying of these nodes sooner with respect to other [5]. This
make LEACH protocol very less energy efficient. The cluster head nodes interact
with the BS in single-hop method which makes LEACH cannot be utilized for the
purpose of huge-scale wireless sensor networks for limit effective communication
range of the sensor nodes.

3 Energy-Leach

3.1 Introduction

As described in previous section, LEACH protocol uses normal function of prob-
ability number CH and avoids all information related to energy source of sensor

Fig. 3 Various process of nodes in LEACH
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nodes. This paper discusses a key variant routing protocol of LEACH called
E-LEACH to optimize energy utilization of sensor nodes for giving solution to
imbalance energy utilization issue [6]. The E-LEACH takes concept of rounds
similar to conventional LEACH protocol. The number of CHs is a prime factor to
be considered for performance of routing protocols, in hierarchical routing.
Energy-LEACH [5] enhances the energy efficiency by considering remnant energy
of node as basic concept in order to conform if sensor nodes can result into CH or
not in upcoming round. After calculating the remnant energy of all nodes, according
to required number of CH nodes equal to this number with highest residual energy
is elected as a CHs. Thus nodes with low residual energy are considered as a normal
nodes or non-cluster head nodes. Thus E-LEACH gives enhanced network lifetime
and increased energy saving with respect to LEACH. In E-LEACH we use any
shortest distance algorithm among CH nodes and select any one CH that having
maximum left energy as the root node.

Figure 4 shows the flowchart of Energy-LEACH protocol [3].

Fig. 4 Energy-LEACH protocol
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3.2 Disadvantage of Energy-LEACH

E-LEACH protocol requires calculation of residual energy for selecting required
number of that are having highest residual energy. This criterion for cluster-head
selection may not always leads to balance clusters inside the network. Sometimes
this also leads to imbalance if all nodes with the highest residual energy are
physically located in same area, so it is difficult to cover entire network area
covering all the nodes in the cluster with CH. This makes less energy-efficient
because more energy is utilized to cover those nodes inside the cluster, which are
located at a longer distance from this area of cluster-heads.

4 Proposed System

To overcome the above disadvantage the proposed system gives solution by con-
sidering remnant energy of the nodes within cluster. That is node having maximum
residual energy within existing cluster must be chosen as a CH, for next round.
With this node as cluster head with highest residual energy will again form the new
clusters in network (by set up phase). This gives the uniform cluster head distri-
bution in entire network because initially this cluster-heads are uniformly dis-
tributed to form the cluster as every nodes are having equal energy.

Here is the algorithm for the proposed system for cluster-heads selection:

1. Start round one
2. For each node in the every cluster calculating residual energy of nodes.
3. Selecting node having maximum residual energy as CH node from each existing

cluster for the next round.
4. Announcing of all the new cluster-heads by the sink to every other node in

network.
5. Formation of new clusters with the selected cluster-head node also known as

cluster set-up phase.
6. Data aggregation by cluster-head nodes collected from non-CH nodes and

sending back to BS also known as steady-state phase.

5 Conclusion

This paper, proposes a new cluster-head selection concept in E-LEACH routing
protocol which is based on most used LEACH protocol which can enhance the
energy efficiency and uniformly distribute load that is not balance in LEACH.
Future task will be considered for how to implement the proposed algorithm for
cluster-head selection process in Energy-LEACH protocol.
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MMR-LEACH: Multi-tier Multi-hop
Routing in LEACH Protocol

Kausa Aghera, Hiral Pambhar and Naren Tada

Abstract Wireless Sensor Network (WSN) is an advance technology which con-
sist a set of sensor nodes. These sensors are responsible for sensing and collecting
data form environment in which they deployed. This information is further trans-
mitted to the base station (BS) via routing protocol. Energy dissipation is major
concern while data transmission is done. Various routing protocols are used to
reduce energy consumption in WSN. Hierarchical routing protocols are considered
to reduce energy consumption. In this paper, we proposed MMR-LEACH protocol.
MMR-LEACH protocol divides WSN into various numbers of cluster layers (i.e.,
multi-tier) with introducing another node as a Vice Cluster Head (VCH) rather than
Main Cluster Head (MCH). In MMR-LEACH, after the selection of MCH, it is
responsible to select VCH based on residual energy. In this protocol, MCH is also
responsible for collecting, aggregating and transmitting data from sensor nodes to
BS and VCH is act as a mediator between lower layer MCH and BS for the
transmission purpose. These all results into increase the lifetime of WSN.

Keywords Hierarchy � Clustering � LEACH � Multi-hop LEACH � MCH �
VCH � Multi-tier � Layered clustering

1 Introduction

WSN is a certain area in which various numbers of sensor nodes are plotted. Sensor
nodes are small and cheap device which sense the surrounding changes and
transmit this changes to BS over a flexible network architecture. With the recent
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advancement in WSN, it is used in a various domains such as: environmental
observation, military application, building monitoring, healthcare, home and office
applications, automotive applications, etc. Energy consumption in sensing, com-
munication and data transmission is a major challenge in WSN because the reason
of battery, which cannot be recharge or replaced. Various routing protocols [1] are
used for the purpose of reducing energy consumption in WSN which results into
increasing the lifetime of WSN.

The routing protocols based on hierarchy [2] is well-known for reducing energy
consumption. In which the whole WSN is partitioned into several clusters. Each of
these clusters has one sensor node which act as a cluster-head. The responsibility of
collecting and transmitting aggregated data to the base station is relay on
cluster-head. LEACH and Multi-hop LEACH are an example of hierarchical
routing protocols.

This paper contains detailed information of proposed MMR-LEACH protocol.
In MMR-LEACH, another node selected as a Vice Cluster Head (VCH) rather than
Main Cluster Head (MCH). Base station is responsible for multi-tier i.e., layered
clustering. After that MCH it is responsible to select VCH based on residual energy.
MCH is also responsible for collecting, aggregating and transmitting data from
sensor nodes to BS and VCH is act as a mediator between lower layer MCH and BS
for the transmission purpose.

The remaining portion of this paper is as follows. Section 2 contains detailed
information of LEACH. Section 3 contains detailed overview of MH-LEACH
protocol. Section 4 gives idea about proposed MMR-LEACH protocol. Section 5
describes overall conclusion.

2 LEACH: Low Energy Adaptive Clustering Hierarchy

LEACH [3] is a well-known example of routing protocol based on clustering
hierarchy concept. LEACH introduce the concept of rounds. Working of LEACH is
done in two phase. First phase is set-up phase and second phase is steady-state
phase. Formation of clusters are occur in first phase and transmission of data to BS
is occur in second phase. First of all cluster heads are selected from all the sensor
nodes in WSN. For this purpose, random number between 0 and 1 is selected by
each node. Based on the value the selection is done. Selected nodes has number
which is always less than a threshold value T(n). The threshold value is calculated
as [3]:

TðnÞ ¼
p

1�p r mod 1
pð Þð Þ n 2 G

0 others

(

ð1Þ

where T(n) = Threshold value, n is no. of total nodes, p is the desired percentage
for selecting as a cluster head, r is number of current round, G is set of all nodes
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which are not becoming cluster head in the past 1/p round. Each node has a chance
to become cluster head once during 1/p round. At the round r = 0 all node has an
equal eligibility to elect as a cluster-head. For next 1/p rounds, once selected as a
cluster-head node cannot be selected again. After 1/p rounds, again each nodes are
eligible for selected as cluster head.

After elected as a cluster head, advertisement message is broadcast to all nodes
in WSN using same energy. After receiving message, all the non-cluster head nodes
choose one cluster head and send the reply message to correspondent cluster head.
Now, cluster head create TDMA schedule and broadcast this schedule to that nodes.
Based on this TDMA schedule, nodes know when to transmit data. After that
clusters are created and schedule for nodes is fixed in the WSN, transmission of
data to the base station can begin. The cluster head transmit aggregated data to the
BS. After that next round is started.

LEACH protocol’s communication architecture is as shown in Fig. 1. The fol-
lowing Figs. 2, 3 and 4 shows LEACH protocol [4], cluster formation of LEACH
protocol [4] and different processes [4] are shown respectively.

3 Multi-hop LEACH

MH-LEACH [5] is variant of LEACH routing protocol. In LEACH protocol, each
cluster-head transmit data directly to BS no matter how far it is located. If the
distance between cluster-head and BS is increased beyond certain level then it will

Fig. 1 LEACH protocol’s communication architecture
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consume lot of energy. To solve this problem, MH-LEACH protocol is comes into
picture.

Multi-hop LEACH improve the communication mode by allowing multi-hop
between CH and BS instead of single-hop. MH-LEACH protocol works in two
phase. In Multi-hop LEACH protocol, set-up phase worked same as in LEACH but
the main difference is in steady state phase, in which CH collects data from sensor
nodes and perform aggregation. After that aggregated data is transmit directly to BS
or other CH to the base station.

Figure 5 shows Multi-hop LEACH protocol’s communication architecture.
Figure 6 shows the flow chart of routing of Multi-hop LEACH protocol [4].

4 Proposed System

MMR-LEACH divides its operation into three phases, which are:

(i) Cluster formation with two cluster heads
(ii) Layered clustering (multi-tier) by base station
(iii) Scheduling.

Fig. 2 LEACH protocol
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4.1 Cluster Formation with Two Cluster Heads

In the beginning of first phase, selection of nodes as a Main Cluster Head (MCH) is
started. Selection of MCH in MMR-LEACH protocol is same as in conventional
LEACH protocol. For this purpose, random number between 0 and 1 is selected by
each node. Based on the value the selection is done. Selected nodes has number
which is always less than a threshold value T(n). The threshold value is calculated
as [3]:

TðnÞ ¼
p

1�p r mod 1
pð Þð Þ n 2 G

0 others

(

ð1Þ

Fig. 3 Cluster formation of LEACH protocol
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where T(n) = Threshold value, n is no. of total nodes, p is the desired percentage
for selecting as a cluster head, r is number of current round, G is set of all nodes
which are not becoming cluster head in the past 1/p round. Each node has a chance

Fig. 4 Difference process of nodes in LEACH protocol

Fig. 5 Multi-hop LEACH protocol’s communication architecture
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to become cluster head once during 1/p round. After elected as a MCH, adver-
tisement message is broadcast to all nodes in WSN using same energy. After
receiving message, all the non-cluster head nodes choose one cluster head and send
the reply message to correspondent MCH with its T1 value. The reason behind
calculating T1 is, the selection of VCH is done by MCH is based on this value. T1 is
calculated by each non-cluster head as [6]:

T1 ¼ Er

Ei
þ Na

Ni
þ Sr

Sc
ð2Þ

where Er is the remained energy, Ei is the initial energy, Na is the total no. of
neighbor, Ni is the max. no. of neighborhood sensor node at initial development, Sr
is the distance to CH and Sc is the max possible strength of received signal. After
receiving the value of T1 from all its member nodes, the MCH compare those
values and a sensor node with maximum value of T1 is selected as a VCH. Now,
MCH create TDMA schedule and broadcast this schedule to that nodes. Based on
this TDMA schedule, nodes know when to transmit data. After that clusters are
created and schedule for nodes is fixed in the WSN, transmission of data to the base
station can begin. The MCH and VCH transmit aggregated data to the BS. After
that next round is started.

Fig. 6 Routing of multi-hop
LEACH protocol
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4.2 Layered Clustering (Multi-tier) by Base Station

During this phase, ID of BS is broadcast over the flexible network channel in WSN.
All VCHs which receive this message will note the base station ID. Using equal low
level power, all VCHs send their ID’s to BS. Layer one is formed by all VCHs
which are neared to BS i.e., at single hop. Now BS broadcast message which
include all layer one VCHs ID’s. All VCH except VCHs of Layer one must send
reply message using equal low level power with own ID’s plus ID’s of layer one
VCHs. Since ID’s of layer one VCHs are resides in the message, they will not
respond to this message. Because of lower level power broadcasting, this message
directly not reach to BS. For that, Layer one VCHs act as a mediator and pass the
message to the BS because of the distance between them is one hop. During this all
procedures, BS will record all the information such as the ID’s of VCHs and
MCHs, level of VCHs and MCHs and ID of mediator VCHs. BS repeats this
procedure until all the VCHs in the sensor network are discovered. After all VCHs
in WSN are discovered. BS use all these information like ID of VCH, Level of
VCH and immediate VCH ID to form cluster of cluster head (i.e., layered clus-
tering). Layered clustering (i.e., multi-tier concept) is shown in following Fig. 7.

Fig. 7 Layered clustering (i.e., multi-tier concept)
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4.3 Scheduling

Each MCHs and VCHs are responsible for scheduling of member nodes using
TDMA (Time Division Multiple Access). All the MCHs and VCHs of lower layer
send its data to the VCHs of upper layer. Upper layer VCHs allocate large time slot
to their member of lower layer MCHs and VCHs because they send larger data in
comparison to other nodes.

5 Conclusion

In WSN, consumption of energy is one of main challenge because of limited battery
power of sensor node. As a solution of this problem MMR-LEACH protocol is
proposed which uses multi-tier concept with selecting two cluster-heads. In
multi-tier concept, whole sensor network is partitioned into several layers of
clusters. For the data transmission, another node selected as Vice Cluster Head
(VCH) rather than Main Cluster Head (MCH). MCH is responsible for collecting,
aggregating and transmitting data from sensor nodes to BS and selection of VCH
based on residual energy. VCH is act as a mediator between lower layer MCH and
BS for the transmission purpose. The lifetime of sensor network is exceeding by
MMR-LEACH protocol in comparison to conventional routing protocols. In future
work, implementation of the proposed system (MMR-LEACH protocol) is
considered.
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Cooperative Sensors for Identifying
an Impulsive Events of Asynchronous
Environment

N. Prabakaran and R. Jagadeesh Kannan

Abstract Reducing the risk of person in vehicular network is essential, has premier
priority to be achieved with prominent specifics such as collision detection and
avoidance. Advances in image processing, falling cost on hardware and others
allowed decreasing number of accidents are involved and step out from it. Today,
new vehicles list safety as one of the highest priorities and use it as their main
selling points. Existing series can detect obstacles in the path, and apply the brakes
faster than the car user can. Introducing sensor backed scheme using light control
for detecting proximity entity at emergency and decision is made in advance to
avoid risk due to fatigue while driving. Falling cost of camera technology, manu-
facturers are started to equip their vehicles with cameras positioned at various
places around the body of the vehicle. To remove any blind spots while driving,
where as unpredictable traveling object found. Aim of this scheme is for detecting
when a vehicle meets risk zone, drifts out of lane, or when it is within the safe
stopping distance of an object ahead of it. This system is vision based, Instead of
using the camera again to calculate the distance of the object to determine whether
it is within the safe stopping distance, a short wave sensor used. This is done to
ensure if such a system is possible, based on minimal cost and hardware usage
implementation would be built.

Keywords Sensor networks � Proximity � Power optimization � Minimal cost
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1 Introduction

WSN environment applications such as target tracking, home automation, energy
conservation monitoring etc. are using wireless sensor networks to fulfil the
ubiquity. To access the data anytime anywhere it must be regulated to be available
always. Wireless sensor networks act independently but supportively to route data
and hop-by-hop towards base [1]. WSN assists in communication between physical
and virtual through integration of sensing, communication, computing and control
Based on delivery types, sensing differ in sensor networks. Figure 1 indicates the
simple flow of communication among tiny nodes with intended user. The spatially
distributed nodes are behaving under constraints such as event based, query based,
continuous and hybrid networks [2]. WSN has data centric functional to process
huge data for monitoring an environment and they have tiny sensor nodes which
consist of microcontroller to control the whole system. Sensor nodes are capable of
sensing and generating data according to environment without human intervention.
To detect the obstacle and to assist the driver for decision making these sensor
nodes are deployed in front side of the vehicle [3].

Existing traffic light systems have timers that are set at regular intervals which is
taking longer time to accomplish a task. Two kinds of sensors are involved in this
system, which are Simple proximity sensor and Modulated IR sensor [3, 4]. Simple
Proximity sensor detects nearby objects without any physical contact and proximity
sensor often transmits electromagnetic radiation (infrared) and looks for changes in
the field or return signal [5]. Sensors and actuators are fixed inside to interact with
each other and enable the user to monitor remotely of various devices. Camera
techniques and image processing play vital role in obstacle detection with the help
of internet but it is not possible in remote areas, uneven roads and too expensive

Fig. 1 Simple wireless sensor environment
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when they are replaced. Low cost ultrasonic sensors can be deployed and com-
municated together to establish the task in which nodes work independently from
external resources. Based on the behavior observed from sensor nodes the intended
user gets warning through light control; direction and distance can be measured
using mathematical model without the help of Internet which is irregular in
updating of remote location [6].

2 Related Works

The technique about obstacle avoidance in intelligent automatic vehicles has been
developed huge so far to make the vehicles travel in unknown environments
securely. Bug Algorithm is the simplest obstacle avoidance algorithm [2]. When an
obstacle is encountered, the vehicle fully circuits the object in order to find the point
with the shortest distance to the goal and is obviously inefficient. The Bubble Band
Technique requires a ring of sensor set to detect the obstacle in all directions [4].
Grids method for mobile robot to obstacle avoidance is robust and allows contin-
uous and fast motion of the robot without stopping in front of obstacles. However
increasing scalability, will take a large computational time [6]. Some of the algo-
rithms such as the one presented in need prior knowledge to the environment, such
as the obstacle’s shape and size, and hence will not be suitable for unknown
environments. In this paper, we address obstacle avoidance which doesn’t require
any pre requisite. In order to reduce computation, we define by using semi-algebraic
sets. Defining the position of the vehicle as the origin, the danger zone is repre-
sented using several semi-algebraic constraints defined by the relative velocity
information. The formal displacement of the object can be retrieved by using
d = vot + 1/2 at2 to reproduce the velocity from displacement use, vo = d/t − 1/2
at2. Then the detection is made by comparing obstacle belongs to the region of
intersection. Using single sensor to get the most of the information about the profile
of obstacles and find out the passable routes. This algorithm does not require prior
information in advance and results with the calculated range to determine the way
to avoid the obstacles with minimum computation load [7]. We also used the
projection of obstacle distance and checking danger zone constraints to determine
the best direction to move around the obstacles. The combination of the danger
zone concept and the distance projection information for best avoidance maneuver
for multiple obstacles will be pursued in the future [8].

3 Model of Sensor Backed Monitoring

Sensing unit does the role of gathering information and processing unit has
on-board memory to deal with procedures that allow the sensor node to perform
sensing, execute the related algorithms and cooperate with other nodes. Hierarchical
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architecture of Wireless sensor networks using various categories are depicted in
Fig. 2 which shows the basic communication model. Communication among nodes
is possible through transceivers only and when lifespan of network is stretched
longer then power generator is needed [9]. To support the well facilitated view and
safety wireless sensor nodes are deployed in front side of the vehicle. Alerting a
driver is vital role to avoid taking risk on persons and provide reduced risk out of
extreme tiredness. This system optimizes the spreading of light from the front lights
according to environments. The power usage depends upon velocity and obstacles
detected on the path. To avoid frequent alert, when the vehicle passes over uneven
road then the system analyses the speed of the vehicle whether it is suitable to
control or not. This scheme presents a method, in which the tracking performance
can be improved at minimum computational cost by utilizing the information
associated with the kinematics of the light spots along with their appearance. It uses
the position and size to describe a light spot and information about the light spot is
used for tracking and data association. The appearance based features will allow for
an appearance based comparison. The tracking is expected to perform better than a
tracker which relied on kinematic information alone. As a baseline a tracking
method which uses Kalman filters and data association using nearest neighbor is
considered. The design flow architecture depicts the communication flow when
using sensor nodes through sink and gateway [10, 11].

Fig. 2 Design flow of the
Hierarchical architecture of
wireless sensor networks
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4 Power Optimization

When the vehicle is in safe zone then there is no need detection of obstacle, whereas
on the other hand intensity is high when a curve road or any obstacle detected.
Intensity of the light is initially at 65–70 % which is sufficient enough to make the
road or the way visible to the driver and when the obstacle is detected, the sensor
will detect that obstacle and will alert the driver through the electronic vibrator and
it will allow the microcontroller to increase the glowing intensity of the light. As a
result, 30–35 % of the power supplies working parallel for both, obstacle detection
and light control. The decision making algorithm experiments the test-bed result
based on real world instances. Based on region which falls shorter, the intensity of
light beam is decided. The proximity sensors senses and objects falls in the nearby
range and velocity is computed for further comparison. The positive time factor id
computed using,

d ¼ votþ 1=2 at2 ð1Þ

By rewriting into quadratic equation,

0 ¼ 1=2 at2 þ vot� d ð2Þ

which implies

0 ¼ At2 þBt� d ð3Þ

After substituting a, b and c, t is equivalent to

T ¼ �V0 �p
V2

0 þ 2at
� �� �

=a ð4Þ

5 Architecture Setup and Discussion

This implemented approach has minimal cost sensors and mounted over the pre-
ferred design, inside vehicle, in such a way that they can detect the threat on the
front way of vehicle. The logic behind is benefited mostly when the threat detected
is in motion too. Ultrasonic proximity sensors are widely used for obstacle detection
and estimation. These sensors employ sound waves to detect objects, so texture,
climatic condition and atmospheric parameters do not affect the internal properties
and functionalities of the sensor. This makes them ideal for a variety of applica-
tions, including the long range detection of objects and shape estimation. In the
proposed scheme, five ultrasonic sensors are placed at various locations over the
vehicle at a particular angle and orientation so that the entire proximity of the
vehicle can be detected for the presence of obstacles.
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The parameters mentioned in Table 1 are considered for hardware specification
and logic is illustrated by means of algorithm. Role of LEDs are to glow only when
the obstacle is detected through sensors. The Head light of the vehicle will be also
connected with the microcontroller. The characteristics of roads are feed and trained
for sensors in order to understand the environmental scenario and listed few ele-
ments below in Table 2.

Environmental scenario is to detect the obstacle and alert. To do this, instead of
using cameras, we use distance measuring sensors which are placed in front face of
the vehicle. The idea for not using cameras is proposed and direction and time taken
to reach obstacle is done by using decimal representation after computing T. The
situations where using cameras are not best choice because it will display the result
in a device such as monitor to show a real time view which will mislead the focus
and it’s not suitable uneven roads or rough terrain. By using minimal cost sensors
the environment is achieved and tested the experiment and shown below in Fig. 3.

Experimental scenario has been designed and results are illustrated based on the
event detection in an uneven or asynchronous environment. Figure 4 illustrates ad
hoc nodes movement are immediately down not off, when the obstacle is nearby
and gradually increased only if the obstacle is crossed.

Table 1 Algorithm for decision making and parameters configuration for experimental scenario

Table 2 Characteristics of roads

Objects trained (percent) Normal (in colors) Others (in)

Road surface Dark black 0.25

Middle of the road White (continuous single/double line) 0.10

Side end Yellow 0.05

220 N. Prabakaran and R. Jagadeesh Kannan



Figure 5 illustrates there is no change in the movement of nodes if there is no
obstacle and stopped if there is a raise of obstacle. All these comparisons are made
with the help of trace file using network simulator 2.29.

Fig. 3 90 1′ 05″, 2′, 3′, 4′, 5′ decimal representation and 90 1′ 10″, 20″, 30″, 40″, 50″ decimal
representation

Fig. 4 Results for detection of obstacles nearby and far away

Fig. 5 Results for detection of obstacles and no obstacles found
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6 Conclusion

Research into similar systems had shown that a system which detects when lane
departure had occurred was possible using a forward facing camera. This scheme
shows that lane detection without using a camera and alert is possible without
embedded device and other external resources. Active usage of energy and per-
formance of cooperative sensor nodes are accomplish without consuming much
resources. This scheme is trustworthy for decision making over ad hoc network
communication and improving consistent resource usage. Minimal hardware setup
leads to power optimization in low cost and easier to handle. The collision detection
calculation is done for safe stopping distance of the vehicle and being accurately
able to measure the distance to the object at a*20 m. However, it is showing that a
mono vision based approach rather than radar based, could function to some degree
at detecting objects in the path of the vehicle to detect biological objects that radar
passes through. Future work concentrates on scalability of tiny nodes which must
be less in number when high sensitivity of detection is needed.
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Trust Integrated Federated Architecture
Ranking Service Models in Cloud
Computing Environment

M. Saravanan and M. Aramudhan

Abstract Cloud Computing is an inevitable technology using by the internet users
for their day to day usage, Various cloud service providers offering different ser-
vices (like Software, Platform, Infrastructure, Storage etc.,..) to various customers
through the Internet. Users are confused to choose best and cost reduction service
provider. Our frame work designed based on user concerned, this will aid to user to
select suitable and optimized cost service provider based on the necessary key
performance indicators. We proposed frame work will address the key issues like
User categorization, Trust analysis, Cost analysis, ranking the service providers,
and Priority based selection. Hence Cost analysis based on the Service Level
Agreement (SLA) cost of components, Ranking to be done based on grade values,
and Priority Feedback Decision Tree applied to select best service provider from
similar highest rank list.

Keywords Federated broker architecture � Scaling grade values and priority �
Feedback selection algorithm

1 Introduction

Cloud computing is an interconnected computing resources to provide on demand
access basis to the user, (e.g., infrastructure, platform, and software) Cloud com-
puting identifies “five essential characteristics”: On demand self-service. Wide
network access, Resource pooling, Rapid scalability, Measured service.
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1.1 Resource Provisioning

User self-provisioning: Customers buy cloud services directly from the provider,
typically through internet. The customer pays on a per-transaction basis.

Advance provisioning: Customers contract in advance a predetermined amount
of resources, which are prepared in advance of service. The customer pays a usage
fee or a monthly fee [1].

1.2 Key Performance Indicators

Key performance Indicators used to appraise the cloud service providers [2].
Availability, Service/System availability, Cost, Performance, Capacity, Response
time, Elapsed time, Meantime between failure, Meantime to repair, Throughput,
Bandwidth, Processor speed, Storage capacity, Storage Types, Service/System
scalability, Security, Audit, Back up etc.

2 Proposed Work

We proposed frame work will address the key issues like User categorization, Trust
analysis, Cost analysis, Ranking the service providers, and Priority based selection
are used to select the appropriate service provider for their requirements. Feedback
Decision Tree applied to select best service provider from similar highest rank
service provider list. We used scaling grades are High, Normal, and Low to cate-
gorize the resources, scaling grade values are 1.0, 0.5, 0.25, to represents key
performance components.

2.1 Cloud Federated Broker Architecture

Enhanced Federated cloud model categorizing user as registered and non register,
former one user always work only the particular service provider, so that our frame
work helps to choose best service providers based on their requirements as usual as
cost. Our previous model works only to rank the best service providers but new
model added to rank the service providers based on the cost. User requirement [3]
classified based on the performance indicators. Proposed frame work functions as
three zones. (i) Users zone (ii) Federated cloud agent zone. (iii) Cloud provider’s
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zone, [1] this zone have Discovery phase, Allocation and Monitoring, Marketing
and Billing [4] (Fig. 1).

2.1.1 Users Zone

Users zone describe that cloud users. Users access cloud services from anywhere at
any time. Some of the users try to persist with only particular service providers;
they registered and regularly access same service providers without concern about
cost and others in the internet world, but most of the users like non registered with
any particular service providers try to identify best service providers or low cost
service providers from pool of list available in the open networks.

2.1.2 Federated Agent Zone

Federated Broker Manager defined as Federated Agent Zone. Functions of pro-
posed frame works are (i) Discriminating the users as registered and non register,
(ii) Trust Evaluation, (iii) Credential evaluation, (iv) Requirement analysis, (v) Cost
analysis of user, (vi) Ranking allocation to the service providers (vii) Priority
selection based on user request.

Fig. 1 Federated Broker Architecture
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3 Grading Methodology

3.1 Scaling Grade Weights

We proposed scaling grade weights are used as follows High, Normal, and Low.
Each grade assigned with values (1, 0.5, and 0.25). These grade values applied in
the scaling grade distribution algorithm, key performance indicators represented as
user required components, tolerable range also allowed to provide dynamically by
the user, here based on the tolerate value assume as maximum necessity of an user.
In our algorithm assumed tolerate value as 10 % from requested component for
‘High’ and 5 % of requested value for Normal grade values. Thus tolerate values
are not fixed, any time variable based on the user request.
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3.2 Scaling Grade Values Distribution

3.3 Total Scaling Grade Computation Methodology

Service providers are assigned rank, based on the Scaling Grade values, These values
to be allocated to each components required by the user. N represents number of
components required for user request. Tolerate value 10 and 5 % are adjustable range
based on the user submission request. User also to be permitted for submits tolerable
range. Available service providers listed according to the total scaling weights.

½SPW �Total ¼
XN
i¼1

Wi ð1Þ

[SPWtotal]n = {SPW1, SPW2, SPW3, SPW4,…SPWn} n—number of service
providers.

SPWTotal½ �n¼
XN
i¼1

Wi ð2Þ
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3.4 Service Providers Ranking Method

Federated Broker Manager receives user requests and pulls out the required func-
tional and non functional components and Algorithm-2 shows scaling grade values
distributed to the each available components of the service providers based on the
user requirements [5]. Now grade table maintaining the service providers grade list,
from the grade table, grade weight total [SG]total and grade average [SPWtotal]avg to
be computed and stored in the table. Service providers are ranked based on their
grade total average [SPWtotal]avg, if more than one service providers on similar
average values of highest rank, then selection process submitted to Priority
Feedback decision tree (PFDT).

SPWTotal½ �AVG¼
PN

i¼1 Wi

N

" #
ð3Þ

4 Cost Analysis

See Fig. 2.
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5 Priority Feedback Decision Tree

Decision trees are powerful and popular tools for classification and prediction.
Decision trees represent rules, We have introduced two set of rules into the decision
tree. In our discussion, Primary level priorities (Pa) assigned with rule 1, Secondary
level priorities (Pb) assigned with rule 2 (Fig. 3).

5.1 Rule 1

User permits to choose (N) number of priority components, if all priorities grade
values are computed, then the maximum value of (لا) to be noted. When 1=لا then
respective service provider [SP]K identified and fixed the service provider suitable
to the customer as they required. K value varies from 1 to R, R is the total number
service provider in the similar highest rank.

Fig. 2 Cost Analysis Architecture

Fig. 3 Priority Feedback Decision Tree
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c; ½SP�K
� � ¼ YN

a¼1

Pa; c ¼ 1;P 6¼ 0; K ¼ 1; 2; 3; ; ;R ð4Þ

Priority scaling grade value (P) should not zero for any component of user
submitted component.

5.2 Rule 2

Rule 2 to be executed when priority components of user not satisfied in rule 1. Any
one of the components of primary level priority set is less than the 1 value in scaling
grade value table of each service provider, then the respective service provider
moves to the second level priority test. Hence number of service providers listed as
R and number of user components varied from 1 to N. Pb represents priority
components.

d; ½SP�K
� � ¼ YN

b¼1

Pb; d� 0:5;Pb 6¼ 0;K ¼ 1; 2; 3. . .R ð5Þ

K varies from 1 to maximum services providers. Hence priority values computed
from rule 2 if values of d� 0:5, then K value identified and respective K value
service provider assigned as best service provider.

6 Simulation Results and Summary

In our simulation we considered four service providers, Federated Broker Manager
receives the request and requirement components from the user, check the avail-
ability of service and list out the service provider. Then each component of service
provider assigned scaling grade values according to the algorithm-2, compute total
scaling grade values for single service provider using [SPW]Total continued the
process for all four service providers, Finally computed [SPWTotal]AVG for all
service providers, Based on the average values arranged the service providers in the
sequence, identified the largest average value from the sequence and respective
service provider assigned to the user. If we get more than one service provider in
similar highest rank then process redirected to Priority Feedback Decision Tree
(Table 1).

From above table maximum grade mean value [SG]mean found for Service
Provider (S3), So service provider S3 considered to be a best service provider
among all service provider.
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7 Conclusion and Future Work

Our frame work not only solves ambiguity among the cloud user also creating a
healthy competition among the cloud service providers so that they able provide
quality and cost reduced services to user. In future, planned to add security
enhanced architecture with this frame work.
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Leakage Power Reduction Technique
by Using Multigate FinFET in DSM
Technology

Ajay Kumar Dadori, Kavita Khare, T.K. Gupta and R.P. Singh

Abstract Leakage power dissipation is the dominant contributor to total power
dissipation today in CMOS integration design. Scaling is the prime thrust for
development of CMOS circuits, which increases in the number of faults and leakage
current in manometer scale in ultra low power circuit design. Here, in this paper we
first reviewed the leakage power of various gates and highlight their merits and short
come. FinFET technology completely substitute the CMOS to maintain the Mores
law of scaling, next generation is of CNTFET which replaces the FinFET technology
in term of scaling. We have calculated various parameters of basic logic gates like
dynamic power, static power, delay, PDP and validation of results we have also
implemented over C17 (ISCAS 85) benchmark circuit. Extensive HSPICE simulator
on some basic gates and benchmark circuit by using SG and LP mode of FinFET and
CNTFET technology at different temperature by using 32 nm Berkley Predictive
Technology Module (BPTM), with supply voltage of 0.9 V at 100 MHz frequency.
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1 Introduction

From the history in electronics down scaling is major requirement for development
of VLSI design, according to MOORE’s law [1]. scaling leads to an increases in
density, and also cost of the chip, power was always an important concern after
speed and area of chip but with this aggressive downscaling power consumption is
serious issue of concern, excessive heat dissipation shortens the battery life and the
techniques used for this heat minimization leads to addition of cooling fans etc.
which in turn increases the chip size. In order to overcome the problem associated
with Bulk CMOS technology like Short channel effect and DIBL, Sub threshold
slope degradation, threshold voltage roll off, that is as the miniaturization take place
source and drain area encroaches into the channel are due to which leakage current
easily from through them which make it very difficult to turn off the transistor
completely [2].

FinFET is a non-planar 3D structure that contains thin vertical channel that
resembles like fish’s fin surrounded by gate along these sides forms Drain and
Source unlike MOSFET the conducting channel gate is wrapped around the fin
allowing very less leakage of current through the body during off state and pro-
viding better control over the channel, in turn threshold voltage gets lower short
channel effect get decreased and performance enhances [3]. There are two types of
power consumptions—Dynamic power consumption associated with active mode
condition second is static power consumption associated with ideal mode condition.
There are approaches to condense the power dissipation of the circuit at various
design. Leakage currents with sub-threshold i.e. (source-to-drain leakage), band-to
band tunneling, gate oxide tunneling, and from other current which are drawn
continuously from the power supply leading to static power dissipation [1–3]. To
minimize (DPS) dynamic power dissipation it is necessary to first reduce the supply
voltage, but after a certain limit this reduction of supply voltage disturbs and affects
the performance of the circuit [2], in order to maintain its performance it is nec-
essary to then decrease the threshold voltage also, but it direct to leakage power
dissipation. FinFET is a double gate structure device where front gate and back gate
are differently connected. FinFET on the basis of these gates are classified as Tied
gate and Independent gate [3]. In first type both gates are tied together giving rise to
short-channel effect immunity and in other type i.e. in independent gate FinFET one
gate is used for adjusting the threshold voltage and second gate is used for the
switching action of transistor this lead to better control, independent gate FinFET
minimizes the leakage in turn reduces power consumption to enhance the perfor-
mance [4, 5].

Drain-induced barrier lowering DIBL is the major outcome effect of Short
channel effect in this the high electric fields lowers the barrier from the drain which
is supposedly controlled by gate only. While dealing with SCE very low Vth and
very ultrathin tox is required to maintain speed of the device and variation to be
under control because this effect can degrade the subthreshold slope of the device
and can lead to change the threshold voltage (Vth).
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In Fig. 1 LGate is the length of the FinFET wrapped over the thin silicon channel
which is quite similar structure of planar FET. W is the width of the FinFET it can
be defined as [6]

W ¼ 2Hfin þ Tfin

where Hfin is the height of the FinFET and Tfin is the thickness of the FinFET of thin
silicon Fin respectively. Figure 2 shows the top view of the FinFET which consist
of front gate and back gate which is tied over the thin silicon channel of the FinFET.
In order to suppress shorter channel effect and enhance the area efficiency in
FinFET, fin thickness is much smaller than fin height [7]. In SG mode both the front
and back gate tied together with same supply voltage, but in LP mode front and
back gate is biased independently so as to mitigate leakage power consumption.

Figure 3 represent pFinFET and nFinFET with, we consider two parallel tran-
sistors with two independent biasing front gate and back gate of FinFET

Fig. 1 3 Dimensional
FinFET structure

Fig. 2 Top view of FinFET
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technology. Two independent gates alter the threshold voltage of the transistor
which mitigate leakage current [8, 9]. Table 1, show drain current versus Front gate
(VFG) voltage of nFinFET, we varies the VFG and Back gate voltage is kept con-
stant (VBG) from the table it is observe that variation of the threshold voltage take
place IOFF current reduces drastically and ION current of the FinFET device
increases exponentially. It is calculate that VBG biasing is more benefit for nFinFET
device and reduces the subthreshold current without degradation of DIBL effect
[10].

2 Carbon NanoTube (CNT)

CNT is a long thin tube in hexagonal lattice structure of carbon rolled into a
cylindrical form. Carbon belongs same group in the periodic table as silicon with
four valence electrons in its outermost shell. Iijima in 1991 [11] was the father of
CNTs who discover large molecular that are unique for their size, shape and
superior physical properties. The strength and stability is due to the SP2-bonds
between C-C (carbon-carbon) atoms and this bond in CNT is stronger than SP3

bonds as in diamond. Single walled and multiwall carbon nanotubes (SWCNT &
MWCNT) are its types. The conducting or semiconducting behavior depends on the
chirality vector which is defined as the direction in which the graphene sheet is
rolled. The rolling up is geometrically represented by the indices n and m which

VFG VFGVBG VBG

VS

VD

VS

VD

(a) (b)Fig. 3 a 4T pFinFET device.
b 4T nFinFET device

Table 1 Ids versus VGS

curve of nFinFET
(W/L = 80/32 nm)

VFG Ids
VBG = 0 VBG = 0.2 VBG = 0.4 VBG = −0.4

0 2.77E−08 5.31E−06 5.56E−06 5.56E−08

0.2 3.87E−05 3.87E−05 9.70E−05 2.63E−06

0.4 1.35E−04 9.70E−05 1.36E−04 5.02E−05

0.6 1.59E−04 1.11E−04 1.47E−04 7.23E−05

0.8 1.76E−04 1.20E−04 1.56E−04 8.25E−05

1 1.91E−04 1.27E−04 1.63E−04 9.06E−05

1.2 2.02E−04 1.34E−04 1.70E−04 9.77E−05
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specify the diameter and the helicity angle h of the CNT and determine its fun-
damental properties [12–14]. Semiconducting or metallic behavior of carbon nan-
otube is depends on its indexes (n, m): the tube is metallic if n = m or n − m = 3i,
where i is an integer. If not follows the above condition then it is semiconducting.
The possible structures are defined as armchair, zigzag and chiral. In this paper,
only SWCNT and Zigzag structure (n, 0) is accounted for calculation of all
parameters. An array of SWCNT is used to drive a large current. CNTs exhibit
one-dimensional (1D) carrier transport which greatly reduces the scattering prob-
ability phenomena and therefore provides to a large mean free path, high current
carrying capability and shows excellent thermal, mechanical and electrical prop-
erties [15].
Rolled-Up vector:

Ch ¼ na1 þma2 ð1Þ

To determine whether a CNT is metallic or semiconducting in nature is based on
indexes factor (n, m) (i.e. metallic if n = m or n − m = 3i, where i is an integer.
Otherwise, the behavior of tube is semiconducting.)

L ¼ Modulus of Ch ¼ a
p

m2 þ n2 þmn
� � ð2Þ

Chirality Vector & Bandgap Energy:
See Table 2.

Threshold Voltage:
It is defined as the voltage required to on the transistor and it is related with

inverse of the diameter of the tube. In a CNT, the threshold voltage can be adjusted
by controlling the chirality vector (i.e., the diameter) as:

Vth ¼ Eg=2e ¼
ffiffi
3

p
3 aVp

e � DCNT ð3Þ

where Eg = Band-gap energy = 0.83/DCNT eV, a = is the c-c bond distance = 2.49°
A, Vp = is the carbon p–p bond energy = 3.033 eV.

Table 2 Bandgap energy of
CNT with various Chiral
vectors

Material Chirality vector Bandgap energy

CNT 10,0 0.98

CNT 11,0 0.95

CNT 13,0 0.76

CNT 14,0 0.74

CNT 16,0 0.62

CNT 17,0 0.61

CNT 19,0 0.52

CNT 20,0 0.51

CNT 22,0 0.45
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Tube Diameter: The diameter of the tube is evaluated with the help of the
expression [11–13].

DCNT ¼ Ch

p
¼ a

p

pðn2 þ nmþm2) ð4Þ

3 Carbon Nanotube Field Effect Transistor (CNFET)

For the past several decades the scaling of CMOS offered improved performance
from one technology node to the next. However, as device scaling goes beyond the
32 nm node, significant technology challenges will be faced. Currently two of the
main challenges are: the considerable increase of standby power dissipation and the
increasing variability in device characteristics which in turn affects circuit and
system reliability. Now a day, it is nano-fabrication revolution and beyond scaling
of conventional bulky CMOS, the CNT based FET (as shown in Fig. 4) technology
with high thermal stability, superior controlled in process variation, excellent gate
controllability and very high drive current is now achieved. Carbon Nanotube Field
Effect Transistor (CNFET) devices are made by growing nanotubes on top of a
thick silicon dioxide. The nanotube plays a role of channel between source and
drain [14] for conduction. CNFET operates faster and it even consumes less power
due to its ballistic transport and low off current properties. Hence due its extraor-
dinary properties, a high stability, nanomemory, ultra-low power consumption
devices with the replacement of Si is possible. The threshold voltage of CNFET is
depends on the chirality vector and diameter of the CNT. The threshold voltage of
CNFET is uniquely controlled by the variation of Dcnt [15, 16].

In this paper we analyze the behavior of different gate in FinFET and CNTFET
technology we calculate the average power, delay, PDP and static power of all the
gates. Two input NAND gate depend upon the input vector if either input is zero

Fig. 4 Simple cross-sectional and top-view structure of CNTFET
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output is one [10]. This logic gate is used to implement other gates in FinFET
technology. Figures 5, 6, 7, 8, and 9 shows the FinFET based NAND, NOR, AND,
XOR and XNOR gate in SG and LP mode of FinFET technology.

4 Results and Discussion

The circuit is simulated using HSPICE simulator at 32 nm at CMOS, FinFET and
CNTFET technology with supply voltage of 0.9 V output capacitance is of 1 pF at
temperature 25 and 110 °C with operating frequency of 100 MHz. As leakage
current reduces shorter channel effect (SCE) reduces, according to the simulation

Input 1 Input 2
Out

Vdd Vdd

GND

Fig. 5 Two input NAND
gate

A

B

A B

Out

Fig. 6 Basic NOR gate
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results. The power dissipation and delay of various logic gates are observed. It is
clear that the CNFET based logic gates show less power dissipation than con-
ventional FinFET devices. Therefore the CNT based device is applicable in future
where there is issue of achieving less power consumption or a system with very
high performance. The waveform indicates that there is no degradation in both the
logic 0 and logic 1 CNTFET in terms of Average power, Delay, PDP and Static
power in basic logic gate and C17 (ISCAS 85) Bench mark circuits. Simulation
results shows that Fig. 10 of two input Nand gate generate proper logic level of two

Input 1 Input 2

Out

Vdd Vdd

GND

Fig. 7 Basic AND gate

A

BB

A

A

BB

A

Out

Fig. 8 Basic XOR gate
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input combination. In Table 3 we have observed that LP mode have lower power
consumption both dynamic and static power at different temperature. In Table 4.
Huge amount Dynamic power, delay and static power is saved in Nand gate
dynamic power in SG mode is 0.143 µW, in LP mode 0.1017 µW and in CNTFET
3.291 nW at 25 °C. Saving of Static power is 0.024 nW in basic Nand gate in
CNTFET with respect to 0.530 nW in SG mode and 0.128 nW in LP mode of
FinFET technology (Fig. 11).

A B

B A

A B

B A

Out

Fig. 9 Basic XNOR gate

Fig. 10 Transient response of NAND gate by using CNTFET technology
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Table 3 Comparison of dynamic power, delay, PDP and static power in SG and LP mode of
FinFET technology

Basic gates SG mode LP mode

Dynamic
power
(µW)

Delay
(pS)

PDP
(aJ)

Static
power
(nW)

dynamic
power
(µW)

Delay
(pS)

PDP
(aJ)

Static
power
(nW)

NOT 25 °C 0.126 1.009 0.127 7.868 0.0281 1.419 0.039 1.641

110 °C 0.710 0.867 0.615 95.61 0.1882 1.332 0.250 24.75

NOR 25 °C 0.130 2.497 0.324 15.72 0.1005 10.77 1.082 3.280

110 °C 0.627 2.361 1.480 190.4 0.2516 9.143 2.300 49.36

AND 25 °C 0.345 4.923 1.698 12.70 0.2053 14.18 2.911 0.368

110 °C 1.785 8.678 15.47 392.1 0.5930 13.73 8.141 19.74

NAND 25 °C 0.143 5.715 0.817 0.530 0.1017 11.82 1.202 0.128

110 °C 1.045 5.636 5.889 9.746 0.3587 11.72 4.203 2.873

EXOR 25 °C 0.270 8.315 2.245 15.55 0.1650 18.91 3.120 3.233

110 °C 1.298 7.856 10.19 185.6 0.4490 17.58 7.893 4.834

EXNOR 25 °C 0.261 7.584 1.978 15.67 0.1614 17.24 2.782 3.276

110 °C 1.294 7.316 9.466 184.5 0.4498 16.49 7.417 48.72

C17
(ISCAS 85)

25 °C 0.469 4.594 2.134 245.7 0.2891 19.92 5.756 94.01

110 °C 7.431 5.321 39.54 398.5 3.9344 20.91 82.17 193.9

Table 4 Comparison of dynamic power, delay, PDP and static power in CNTFET technology

Basic gates CNTFET mode

Average Power
(nW)

Delay
(fS)

PDP
(aJ)

Static power (nW)

NOT 25 °C 2.872 3.920 11.25 0.412

110 °C 4.242 25.06 106.3 4.735

NOR 25 °C 1.915 28.69 54.94 0.840

110 °C 2.949 28.44 83.86 8.236

AND 25 °C 4.612 44.12 203.4 0.063

110 °C 6.235 49.23 306.7 2.572

NAND 25 °C 3.291 24.83 81.71 0.024

110 °C 5.267 29.67 156.2 0.273

EXOR 25 °C 7.891 34.89 275.3 0.853

110 °C 9.268 53.29 493.8 0.993

EXNOR 25 °C 7.935 35.01 277.8 0.832

110 °C 9.671 54.09 523.1 8.073

C17 (ISCAS 85) 25 °C 17.28 69.15 1194 7.189

110 °C 29.29 76.08 2226 12.09
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5 Conclusion

In this paper we have calculate Dynamic power consumption, delay, PDP and Static
power by using FinFET and CNTFET on all basic gates and C17 (ISCAS 85)
benchmark circuit. For Simulation HSPICE is taken as a simulator tool. It requires a
spice code (Transistor level net-list) of the desired circuit for their parameters
calculation. All the circuits are mapped with 32 nm BPTM technology file. The
Carbon Nanotube Field Effect Transistor (CNFET) is best idle and suitable can-
didate in the future implementation to achieve very low power dissipation or
consumption as compared to conventional FinFET. In this paper the power dissi-
pation of various CNFET logic gates are calculated. The conclusion resulted in this
work is that the CNT based FET logic style is ideally suited to the deep submicron
VLSI design technology for high performance systems. All kind of analysis with
mapping of this file is shown through the flow of HSPICE design flow.
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Home Automation Using Single Board
Computing as an Internet of Things
Application

Suneha Ashok Patil and Vishwakarma Pinki

Abstract This paper presents an implementation idea of home automation system
that uses Wi-Fi. It is concerned with the automatic control of home appliances like
fan, tube light, television, etc. using internet which means saving electric power and
human energy. The home automation system consist of two parts central web server
which communicates with single board computer (Raspberry Pi) and provides
On/Off status of electronic home appliance and second part is single board com-
puter which monitors and controls the electronic home appliance through relay
switch. Information exchange format between central web server and single board
computer is XML based.

Keywords Internet of Things � Home automation � Web server � Raspberry Pi

1 Introduction

Home automation explains the uses of computer and information technology to
control home appliances automatically and remotely. Hence home automation is the
rising field that has pulled the attention in the commercial and research field. There
is continuous growth of mobile devices which leads to the demand of advanced
ubiquitous mobile application development. To provide remote service access or to
enable application for communication with each other web services is the most
efficient way. In home automation system, it provides remote interface to the
domestic appliances via Wi-Fi, to provide controlling and monitoring via a smart
phone. An example of such device would be to turn On/Off particular home device
when away from home.
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Internet of Things (IoTs) can be considered as interconnected network of elec-
tronic devices, controller system and the internet. The noteworthy progress of IoTs
has formed an innovative aspect to the world of communication and information
technologies. The IoTs concepts can be implemented across variety of home utility
devices, in order to provide automated decisions, and ease handling. Adding arti-
ficial intelligence to controller devices can result in betterment of various areas such
as conservation of energy, remedial activity in adverse circumstances. Hence home
automation can be viewed as one of the developing application of IoTs.

2 Related Work

Today’s house can be transformed into environment, where everything evolves as
smarter, capable to qualify the needs of the householder [1]. Home automation will
include [2] Energy and water consumption monitoring to recommend proper usage
of resources, Switching on and off remotely appliances to avoid accidents and
wastage of energy, Detection of intruders, observing circumstances inside store-
houses. As electronic world is getting developed, the field of home automation is
growing. Various means of signaling have been proposed such as Bluetooth [3],
internet [4], short message service (SMS) [5], etc.

3 Methodology Used

System Architecture
IoT based home automation system will allow electronic home appliances such as
fan, television, etc. to be controlled remotely using internet enabled devices such as
smart phones, tablets etc. This system will support control measures like turning
ON/OFF, setting up rules for alert/notification based on state of the device (Fig. 1).

• Number of handheld devices connects to the internet to access central web
server.

• Central web server is connected to N Single Board Computers (SBCs) (example
Raspberry Pi) through internet.

• Each Single Board Computer of N will connect to home appliances (fan, Light,
etc.) through relay switch.

• Central web server will maintain the record of each home appliances.
• Example: Mobile application will send a request to switch ON devices to

Central web server and SBC will pull device controller request from Central
web server and delegate to relay switch.
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System design steps are as follow:

1. In this project ‘DC Fan (12 V)’ is used as ‘Thing’.
2. Raspberry Pi (Model B) is used as ‘Device’ which controls ‘DC Fan’ using

relay switch.
3. Java Servlets and web pages deployed on tomcat server is used as ‘Service’.
4. ‘DC Fan’ is controlled using relay switch which is interfaced with General

Purpose Input & Output (GPIO) module of ‘Raspberry Pi’.
5. GPIO module is controlled using open source library (Pi4J) which provides

high level Java APIs and abstracts low level Input/output operations such as
writing to or reading from pin.

6. Database table is created which stores information about devices (MySQL
database).

7. Java servlets are deployed on tomcat server which handles operation to:

• Retrieve device configuration
• Save device configuration
• Retrieve device status
• Save device status

Fig. 1 System architecture
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8. Servlets use JDBC API to retrieve and save device status to database.
9. SMS notification services uses HTTP based APIs provided by smsc.biz.

10. Java web application listener is deployed on tomcat, which uses device data-
base to manage SMS notifications.

Raspberry Pi has ARM processor and standard ports, such as VGA/HDMI port
for display and sound, USB ports and Ethernet (LAN) port. Wi-Fi dongle which is
connected to USB port of Raspberry Pi gives wireless connectivity to Raspberry Pi.
Raspberry Pi provides a general purpose input-output port (GPIO) port which lets
controller circuitry of external devices to be interfaced simply.

The GUI of web page is designed using Twitter bootstrap framework. This GUI
act as medium between user and Raspberry Pi connected relay switch for con-
trolling as well as viewing the present status of the devices connected to relay
switch. Open JDK7 and Tomcat Web Server have been used as controller service
provider.

Figures 2, 3, 4 and 5 shows sequence diagram of the system for overall process
of GUI. The GUI of the system can be accessed from any hand held devices such as
a PC/laptop or Smartphone using several options, using web browser, remote
networking, etc. Hence it is flexible system.

• In home automation system which is developed as a part of this project ‘DC Fan
(12 V)’ is used as ‘Thing’.

• Raspberry Pi (Model B) is used as ‘Device’ which controls ‘DC Fan’ using relay
switch.

• Java Servlets and web pages deployed on tomcat server is used as ‘Service’.
• ‘DC Fan’ is controlled using relay switch which is interfaced with General

Purpose Input & Output (GPIO) module of ‘Raspberry Pi’.

Fig. 2 Sequence diagram 1
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Fig. 4 Sequence diagram 3

Fig. 5 Sequence diagram 4

Fig. 3 Sequence diagram 2

• GPIO module is controlled using open source library (Pi4J) which provides high
level Java APIs and abstracts low level Input/output operations such as writing
to or reading from pin.

• Database table is created which stores information about devices (MySQL
database).
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• Java servlets are deployed on tomcat server which handles operation to:

– Retrieve device configuration
– Save device configuration
– Retrieve device status
– Save device status

• Servlets use JDBC API to retrieve and save device status to database.
• SMS notification services uses HTTP based APIs provided by smsc.biz.
• Java web application listener is deployed on tomcat, which uses device database

to manage SMS notifications (Table 1).

4 Result and Analysis

The result is divided into following three parts:

1. Hardware Result

In order to test the functionality of the home automation system LEDs were used
to indicate the change of signal of the interfaced devices. The Raspberry Pi con-
nected to four channel 4 channel 12v ULN2003 based relay board module. Hence
four pins are shown in GUI for the demonstration (Table 2).

Pin represents logical name of device interfaced with Raspberry and button to
turn change status of LEDs to ‘On’ or ‘Off’.

2. Graphical User Interface Result

Figure 6 shows the webpage with two tabs, first is device configuration tab and
second is device status control tab.

Table 1 Database table design

Column Description

PIN_ID Unique identifier for device control pins

DEVICE_NAME Logical name of physical device which is interfaced with
Raspberry Pi (e.g. Hall Fan)

NOTIFY_INTERVAL Interval for notification alert in minutes

STATUS Indicate status of pin (ON/OFF).

DEVICE_START_TIME Time when device status was changed to ‘ON’. Used for handling
notification alert

LAST_NOTIFY_TIME Time when last notification alert was sent
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3. Home Automation with Internet of Things

Internet of Things (IoT) is the latest buzz in the computer world. Industry experts
believe that this trend will only continue to grow and develop even further in the
coming few years. Home automation can viewed as application of IoT. In home
automation system there multiple home appliances connect to Raspberry Pi GPIO
pins. There are various types of Single Board Computers (SBC) are available in
market other than Raspberry Pi such as Galileo, Arduino. For this reason data
exchange which would be machine readable and interoperate across heterogeneous
system is vital requirement. XML standards have evolved and accepted as de-factor
standard for exchange of messages. XML provides reformatting of data for multiple
devices and platforms. In this automation system the simple XML format is gen-
erated as shown in the Fig. 6 (Fig. 7).

Table 2 Mapping of GPIO output pins

Pin Button GPIO GPIO output

Pin 0 ON LED 1 11 The LED1 has changed the state ON to OFF and OFF to
ONOFF LED 1

Pin 1 ON LED 2 12 The LED2 has changed the state ON to OFF and OFF to
ONOFF LED 2

Pin 3 ON LED 3 18 The LED3 has changed the state ON to OFF and OFF to
ONOFF LED 3

Pin 4 ON LED 4 17 The LED4 has changed the state ON to OFF and OFF to
ONOFF LED 4
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5 Conclusion and Future Work

Concept of Internet of Things (IoT) was implemented for home automation system
supporting control of devices over internet with Raspberry Pi model B as controller
and generic XML schema for exchange of messages amongst elements of IoT has
been proposed.

Standard protocol could be developed for exchange of messages between vari-
ous elements of ‘IoT’, similar to ‘Financial Information eXchange’ protocol (used
in stock market transactions) and ACORD (Association for Cooperative Operations
Research used in insurance industry). Such protocol would further offer interop-
erability across ‘device’ implementation (e.g. Raspberry Pi, Arduino, Beagleboard
etc.) and ‘service’ implementations (.Net, Java, php based services) and vendors of
‘IoT’ enabled ‘things’ (such as electronic appliances manufacturer like Samsung,
Phillips, Onida etc.)

Fig. 7 Sample XML format generated as result and Fig. 6 shows proposed XML schema
definition for exchange of messages amongst elements of IoT

Fig. 6 The GUI for system interface for device configuration and device control panel
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Objective Quality Assessments
of Restoration Images

Rasool Reddy Kamireddy, Shivaramakrishna Punem,
Supriya Jangala, Geetha Ramakrishna Dutt Chamarthi
and Kota Yedukondalu Srinivas

Abstract Picture (image) restoration is one of the significant concerns in the
domain of image processing. It aims to recover the original picture (image) from its
degraded observed image. After restoration, quality is another important task.
A handful of various quality assessment approaches are used to evaluate the quality
of a restored images, among them objective quality assessments is the best leading
approach compared to others. Here our proposal mainly focuses on the analysis of
restored images using several techniques of objective fidelity criteria. From simu-
lation results we can easily examine the performance of different image restoration
algorithms under different restored objects.

Keywords Image restoration � Degradation model � Image quality � Quality
assessments � Objective fidelity criteria

1 Introduction

As we know that improving the quality of an image is a well-known technique for
removal of unwanted artifacts in image. While performing the image enhancement
operation sacrifices at least a small amount of resolution, but this cannot be
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applicable in more applications especially like in fluorescence microscope. These
problems are overcome by using an advanced technique in processing of an image
like image restoration. In the recent years, image restoration is a challenging
problem in processing of an image and vision through computer applications. In
general, the camera devices are generating the degraded images due to intrinsic
(lens distortion factor, focal lens arrangement) and extrinsic (human being)
parameters of a camera. The method of Image restoration operation is to estimating
the cleaned image with respects to its degraded image. Image restoration is unlike
differs from image enhancement because the enhancement of an image is a sub-
jective criteria and the image restoration is an object criteria. The usage of
‘restoration of an image’ method in the processing of an image applications reaches
to a greater level since from the last two decades [1–12].

In this proposal our discussion is about the various restoration techniques which
formulates and evaluates the objective fidelity criteria of restored images. The rest
of the paper organized as, in Sect. 2 discuss the various image restoration tech-
niques, in Sect. 3 discuss the various image quality metrics, in Sect. 4 discuss the
experimental results and in Sect. 5 discuss the conclusions.

2 Related Work

In this section we will discuss and review the some well known restoration
techniques.

2.1 Inverse Filtering

Inverse filtering [13] is a familiar technique for restoration of an image and it is
assumes an accurately estimated transfer function H. It generates a linear restoration
filter, which satisfies the criterion of MSE (Mean Squared Error)

min g� h � f̂�� ��2n o
ð1Þ

where f̂ ¼ m � g and ‘m’ represents PSF (Point Spread Function) and then inverse
reconstruction filter is given by

Minverse ¼ FTfmg ¼ 1=H ð2Þ

The crucial drawback of the inverse filtering is, when H = 0 the image can’t be
perfectly restored even in the absence of noise because of the indeterminate form.
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2.2 Wiener Filtering

This filtering method is developed to reduce the additive random noise in images is
based on Wiener filtering [13]. The extensive drawback of Wiener filter is, the
restored image get smoothed, so that an optimum linear MSE estimator is used to
minimizing the mean square error and is follows

min E ðf � f̂Þ2�� �� ð3Þ

where ‘f’ = Original image and ‘f̂ ’ = Restored image.
The MMSE (Minimum MSE) wiener filter restoration is given [13] by

Mwiener ¼ H� � SNR

Hj j2� SNRþ 1
ð4Þ

where H = Degraded function and H� = Complex conjugate of H.
The great advantage of wiener filter is, It provides a good noise performance

(M = 0) when H = 0.

2.3 Geometric Mean Filter

Inverse filtering provides good resolution at lower frequencies, but poor at higher
frequencies. Whereas wiener filter provides very good noise performance but this
filter can be achieves higher smoothening restored images. Therefore, to attain the
amount of resolution at higher and lower frequencies region we introduce geometric
mean filter [13]. The restoration filter of geometric mean filter is

MGeometricMean ¼ Minverse½ �a MParametricwiener½ �1�a ð5Þ

where the parameter 0 � a � 1.

MParametric wiener ¼ 1
H

1

1þ csn= Hj j2sf

" #
ð6Þ

where

sn Noise power spectral density
sf Signal power spectral density and c � 0.
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2.4 Constrained Deconvolution

The Constrained Deconvolution [13] is similar to inverse filtering; in this the
Restoration of an image is by an unknown PSF. The constrained deconvolution of
filter restoration is given by

MConstrainedDeconvolution ¼ H�

Hj j2 þ c Cj j2 ð7Þ

where ‘C’ is Fourier transform of sampled constraint function I and ‘c’ related to
the Lagrange multiplier. The value of ‘c’ is adjusted so that the fixed error criterion
is satisfied. The constrained deconvolution restoration is more noise sensitive than
wiener filtering.

2.5 Homomorphic Deconvolution

The Homomorphic Deconvolution [13] is also known as Blind Deconvolution. In
Homomorphic Deconvolution, the image gets restored by unknown PSF. The blind
deconvolution of a filter restoration is given by

MBlindDeconvolution ¼ sff=sgg
� �1=2 ð8Þ

where sff are an estimated PSD from an undegraded image and sgg estimated PSD
of blurred image.

If the noise wide image get sensed in stationary and it is a uncorrelated random
process, then the estimated PSD of blurred image is given by

sgg ¼ Hj j2sff þ snn ð9Þ

The magnitude of blind deconvolution MBlindDeconvolutionj jð Þ is equivalent to the
magnitude geometric mean MGeometricMeanj jð Þ when a = 1/2 and c = 1.

MBlindDeconvolutionj j ¼ MGeometricMean; a ¼ 1
2
; c ¼ 1

����
���� ð10Þ

The utmost drawback of the blind deconvolution algorithm is computational
complexity because of additional processing is required to determine the filter
phase.
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2.6 Block-Matching and 3D Filtering (BM3D)

The BM3D [14] filtering method is accomplished by grouping the homogeneous
2D image blocks into 3D groups and performing collaborative filtering on 3D
groups. In the BM3D the corrupted image is subdivide into fragments (blocks) in
sliding window manner and each fragment is processed by searching matched
fragments with fixed thresholding. Finally these similar fragments are categorized
together to form 3D group and then apply collaborative filtering to achieve better
results. But while performing denoising using BM3D it introduces ‘blocking
effects’ in the results.

2.7 Joint Statistical Modeling (JSM)

The characterization and formulation of local smoothness (LS) and nonlocal
self-similarity (NLS) methods are mathematically challenging issues in processing
of an image. In this work, the mentioned above two properties are well charac-
terized and formulated from statistics of an image and introducing a JSM [15] for
image restoration. Therefore, the JSM is including of two modules.

1. Local Statistical Modeling (LSM)
2. Nonlocal Statistical Modeling (NLSM)

wJSM uð Þ ¼ swLSM uð Þþ xwNLSMðuÞ ð11Þ

where s, x are represents regularization parameters.
wLSM Represents the Local Smoothness and is given by

wLSMðuÞ ¼ Duk k1¼ Dvuk k1 þ Dhuk k1 ð12Þ

where Dh and Dv represents horizontal and vertical finite difference operators. The
Eq. (12) can be acquired by putting v = 1 in Eq. (13)

PGGD xð Þ ¼ #nð#Þ
2C 1

#

� � 1
rx

e�½n #ð Þ xj jrx�# ð13Þ

where n #ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 3

#

� �
C 1

#

� �q
and

R1
0 e�uut�1du is gamma function, rx is the standard

deviation and # is shape parameter.
wNLSM Represents the Nonlocal Self-similarity and is given by

wNLSMðuÞ ¼ Hk k1¼
Xn
i�1

T3DðZuiÞ�� ��
1 ð14Þ
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where

Zui Each stack from Siu into 3D array i = 1, 2, …, n
T3D Transform of 3D and coefficient of Zui

ui Image divided by ‘n’ overlapped blocks.

The Eq. (14) can be acquired by processing the following steps

Step 1: The image u will be divided with N into n overlapped blocks of ui of size
bs, where i = 1, 2, 3, …, N

Step 2: Define Su
i the set including the ‘c’ best matched blocks to ui in the

searching window.
Step 3: Each block in the Su

i stack belongs to a 3D array is represented by Zu
i

Step 4: Denote T3D as an operator of 3D orthogonal transform and T3D (Zu
i ) are

the coefficients of the transform for Zu
i . Let Hu be the column vector of

an image ‘u’ having all the transform coefficients with size k = bs *
c * n built from all the T3D (Zu

i ) arranged in the lexicographic order.
Step 5: The histogram of the transform coefficients are analyzed by

Substituting Eqs. (12) and (14) in Eq. (11) we get

wJSMðuÞ ¼ s Duk k1 þ x
Xn
i¼1

T3DðZuiÞ�� ��
1 ð15Þ

Therefore JSM is able to local smoothness and non-local self similarity of
natural images richly and combine the both models for improving reconstruction
quality.

3 Image Quality Metrics

In this section we will discuss various image quality measurements to find out the
quality of a restored image obtained from different restoration methods as we
discussed in Sect. 2.

3.1 Mean Square Error (MSE)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * N, then Mean square error is given by

MSE ¼ 1
MN

XM
x¼1

XN
y¼1

fðx; yÞ � gðx; yÞð Þ2 ð16Þ
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3.2 Peak Signal to Noise Ratio (PSNR)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * N, then Peak signal to noise ratio is given by

PSNR ¼ 10 log10 2552=MSE
� � ð17Þ

3.3 Normalized Cross Correlation (NCC)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * N, then Normalized Cross Correlation is given by

NCC ¼
XM

x¼1

XN

y¼1
fðx; yÞ � gðx; yÞð Þ=

XM

x¼1

XN

y¼1
fðx; yÞð Þ2 ð18Þ

3.4 Absolute Difference (AD)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * N, then Absolute Difference is given by

AD ¼
XM

x¼1

XN

y¼1
f x; yð Þ � gðx; yÞð Þ=MN ð19Þ

3.5 Structural Content (SC)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * N, then structural content is given by

SC ¼
XM

x¼1

XN

y¼1
fðx; yÞð Þ2=

XM

x¼1

XN

y¼1
gðx; yÞð Þ2 ð20Þ

3.6 Laplacian Mean Square Error (LMSE)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * N, then Laplacian mean square error is given by
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LMSE ¼
XM

x¼1

XN

y¼1
Oðf x; yð ÞÞ � Oðg x; yð ÞÞ½ �=

XM

x¼1

XN

y¼1
Oðf x; yð ÞÞ2

ð21Þ

where

O f x; yð Þð Þ ¼ f xþ 1; yð Þþ f x� 1; yð Þþ f x; yþ 1ð Þþ f x; y� 1ð Þ � 4fðx; yÞ ð22Þ

3.7 Normalized Absolute Error (NAE)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * M then Universal Quality Index (UQI) is given by

NAE ¼
XM

x¼1

XN

y¼1
f x; yð Þ � gðx; yÞj j=

XM

x¼1

XN

y¼1
f x; yð Þj j ð23Þ

3.8 Universal Quality Index (UQI)

Let f(x, y) and g (x, y) represents original image and restored image with a
dimensions M * M then Universal Quality Index (UQI) is given by

UQI ¼ 4rfg�fg

r2f þ r2g

	 

f2�g2

ð24Þ

where �f ¼ 1
M

PM
x¼1 fx and �g ¼ 1

M
PM

x¼1 gx

r2f ¼
1

M� 1

XM

x¼1
ðfx � �fÞ2 and r2g ¼

1
M� 1

XM

x¼1
ðgx � �gÞ2

3.9 Feature Similarity Index Measurement (FSIM)

The FSIM [16] contains 2 stages

1. The local similarity map (PC) is determined between f(x, y) and g(x, y).
2. Pool the similarity map into a single similarity score (GM).
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Then

FSIM ¼
P

x	X SL xð Þ � PCmðxÞP
x	X PCmðxÞ ð25Þ

where

SLðxÞ ¼ SPCðxÞ � SGðxÞ ð26Þ

SPCðx) ¼ 2PC1ðx) :PC2ðx) þT1

PC2
1 ðxÞð Þþ PC2

2 ðxÞð ÞþT1
ð27Þ

SGðx) ¼ 2G1 xð Þ:G2 xð ÞþT2

G2
1 ðxÞð ÞþG2

2 ðxÞð ÞþT2
ð28Þ

PCm xð Þ ¼ max PC1 xð Þ; PC2 xð Þð Þ ð29Þ

4 Experimental Results

In this section, we discuss the performance evaluation of restoration techniques
using various objective quality metrics like AD, SC, NCC, LMSE, NAE, PSNR,
UQI and FSIM. In that FSIM is achieves higher consistency than other quality
metrics. The FSIM and UQI value always lies between 0 and 1. The higher FSIM
and UQI means provide better quality.

The Tables 1 and 2 represents the quality assessments of various restoration
techniques on SRK and Barbara256 restored images from Gaussian blur with
r = 0.5. By seeing the Tables 1 and 2, we can say that JSM is provides significant
improvement in terms of PSNR, FSIM, and UIQ compared to all other state-of-art
techniques like BM3D, Wiener filtering, Blind Deconvolution, Geometric Mean
and all the simulations are carryout in MATLAB 8.1.0.604 in DELL VOSTRO
1014 (Figs. 1, 2, 3 and 4).

Table 1 Quality Assessments of restored SRK image from Gaussian blur

Method AD NCC LMSE NAE PSNR SC UQI FSIM

JSM 0.0028 0.999 1.094 0.005 47.107 0.998 0.887 0.997

Wiener 0.005 0.972 5.55 0.052 27.65 0.923 0.214 0.951

Blind deconvolution 0.014 0.984 3.473 0.088 25.33 0.957 0.601 0.959

Geometric mean 0.015 0.387 4.726 0.996 4.4566 0.872 0.413 0.6137

BM3D 0.0743 0.996 1.245 0.0699 37.98 0.993 0.748 0.985
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Table 2 Quality Assessments of restored Barbara256 image from Gaussian blur

Method AD NCC LMSE NAE PSNR SC UQI FSIM

JSM 0.0028 0.9938 0.550 0.046 28.53 0.999 0.831 0.925

Wiener 0.026 0.9980 1.9540 0.076 26.45 0.996 0.679 0.877

Blind deconvolution 0.396 0.9889 1.265 0.145 19.97 0.987 0.387 0.739

Geometric mean 0.1159 0.9958 2.0413 0.084 25.52 0.995 0.639 0.851

BM3D 0.0032 0.9943 0.853 0.058 27.38 0.998 0.785 0.892

Fig. 1 a Blurred SRK image. b Restored SRK image using JSM
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5 Conclusion

In this paper, we evaluate the performance of various image restoration techniques
using objective quality metrics like AD, SC, NCC, LMSE, NAE, PSNR, UIQI and
FSIM. From the experimental results, we can say that the joint statistical modeling
technique has higher PSNR, UIQI and FSIM compared to all other techniques.
Therefore from above analysis, we can say that the joint statistical modeling is
providing significant performance compared to all other state-of-art techniques. In
future, this study carried out on various restoration techniques by using better image
quality metrics.
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miBEAT Based Continuous and Robust
Biometric Identification System
for On-the-Go Applications

Jayasubha Yathav, Abhijith Bailur, A.K. Goyal and Abhinav

Abstract In recent years, Biometric identification has taken a giant leap from
objective security access system such as retina scan or a finger print scan to a
continuous biometric identification based system and for that a single lead
Electrocardiogram (ECG) signal is considered to be a good marker. However the
parameters normally considered for biometrics from ECG normally requires several
parameters which again depend on a good resting signal. For applications involving
on-the-go Biometric identification, such systems do not provide a reliable solution.
This paper describes a novel approach to a robust and continuous biometric iden-
tification system by obtaining touch based ECG as well as Photoplethesmogram
(PPG) signal simultaneously from miBEAT (an open source CE certified innovative
platform to develop medical grade systems) and by mapping variability features in
real time common to both the signals. By validating the system on 20 healthy
individuals, it was found that this system works with minimum limitations and
thereby can be considered for a robust biometric identification system where higher
security measures are required.
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Variability
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1 Introduction

According to a report by Global Industry Analysts (Global Industry Analytics,
2011) Biometrics market is estimated to cross $16 billion by 2017. Several dis-
tinctive features such as facial features, hand geometry, speech, walking manner,
hand writing, prints in finger and iris have been explored to identify an individual in
the conventional biometrics systems. Phua et al. [1, 2] validated exponentially
uniqueness of the heart, where two heart sounds form different characteristics.
Recently scientists, researchers and developers have migrated from such sporadic
analytics to a continuous authentication system which involves biomedical signals
such as ECG among others. Validation of ECG as the parameter is accompanied by
the fact that the geometrical and physiological differences of the heart’s function in
different individual indicate uniqueness in the cardiac signal taken [3]. ECG fea-
tures have been effectively incorporated for high precision identification and
authorization of individuals to access the secured portion [4].

However, further analysis using ECG for an individual revealed obvious char-
acteristic that may not be present in recordings from any other individuals. Agrafioti
[5] proposed a fiducious feature extraction algorithm, with a 12 lead ECG system.
However for a single lead ECG, the three primary aspects incorporated for bio-
metrics are relative amplitude, angle and interval [6].

In prior studies, utility PPG signals as a biological trait has also been explored.
ReşitKavsaoğlu et al. [7] proposed the application of the Photoplethysmography
(PPG) signal and the time domain features acquired from its first and second
derivatives for biometric identification. Moreover PPG is the optical measurement
of heart which provides HR (Heat rate), rate of the flow of blood and blood oxygen
saturation. But ECG and PPG systems are prone to noise and motion artifacts.
Moreover these signals when captured during exercise show a different morphol-
ogy. For environments with sporadic noise, the systems are bound to fail or give
erroneous results at worse. This limits the system to work in places having high
ambient noise and for on-the-go applications. This limits the application of ECG
and PPG for basic biometric identification only.

This paper proposes a unique approach which captures ECG as well as PPG
signal simultaneously from its user using a custom made hardware designed using
miBEAT (an open source hardware to develop Medical Grade systems) and per-
forms signal processing to identify unique features common to both the signals. The
beauty of the system is in the fact that this system can give authentic results even in
the noisiest of environment and also can be used for on-the-go applications even
during exercise. ECG which is the electrical activity is the ‘Cause’ and the blood
flow activity i.e. PPG is its ‘Effect’. Because for healthy individuals, the variation in
ECG will result in synonymous variation in PPG, this property can be utilized to
perform biometric identification by cross verification of extracted parameters from
the two signals. In the following sections, we discuss the design of customized
hardware for this application and present a comparative analysis of ECG and PPG
signals acquired after processing them for biometric applications.
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2 Materials and Methods

The ECG and PPG signals are simultaneously recorded using customized hardware
developed using miBEAT—an open source CE Certified hardware platform that
relays a medical grade single-lead ECG signal adopting 2 metal based electrodes
and a PPG signal employing the reflective type pulse sensor. The data is plotted and
saved in real time on a smart phone having Android OS wirelessly through
Bluetooth 2.0 (Fig. 1).

miBEAT hardware typically has a band pass Sallen-Key Filter with critical
frequency band of 0.5–40 Hz (monitoring mode) for ECG. ATMEGA microcon-
troller implements a real-time Digital filtering of the order 100. The complete
system is designed to work at 3.3 V/5 V obtained using low drop out voltage
regulators.

The pulse sensor is attached to one of the ADC pins of ATMEGA through which
PPG signal is captured from the index finger. By multiplexing the two signals at the
microcontroller, the data is sent serially through Bluetooth. Both ECG and PPG
signals are sampled at 250 samples per second and are of 8 bit each. The pulse

(a) miBEAT board

(b) ECG and PPG on Mobile 

Fig. 1 Final miBEAT®
board
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sensor is a reflective type 3 wire interface which can help capture blood flow rate
from the index finger with ease.

The miBEAT hardware utilizing lead-I ECG system to capture ECG from touch
(using thumbs) and the Pulse Sensor (from left index finger) are put in an
ergonomically designed casing to capture the signals simultaneously with ease. This
system is designed to allow its user to get ECG and PPG signals by merely holding
the casing with both the hands. The data from Hand-Held BEAT is wirelessly
transmitted to a smart phone running on Android OS where the application
de-multiplexes the signal to separate the ECG and PPG signals (Fig. 2).

Data was recorded from 20 healthy individuals of the age group of 23–45 with
no known history of cardiac diseases. The data was recorded during sleep, rest and
exercise.

3 Signal Processing

Pre-processing of ECG and PPG signals were separately performed. Pre-processing
involved notch filtering, baseline wander correction and smoothing (Fig. 3a). After
which peaks were detected for Heart Rate Variability calculation from both ECG as
well as PPG. A dB6 mother wavelet was used to perform wavelet decomposition
and to remove baseline wander. A smoothing filter was applied to remove the
glitches.

PPG signal which was acquired simultaneously with the ECG signal is processed
alongside. Threshold value is set to obtain the peak of the PPG signal. Heart Rate
Variability graph plotted with the peaks in the PPG allowing the analysis of HRV in
time domain. Then valley HRV was derived as a reference following modal
algorithm.

After all the relevant points were identified, HRV was calculated with input
signal from peaks, notches and valley.

Fig. 2 Custom hardware
with ECG & PPG
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4 Experiment and Results

The ECG and PPG signals were recorded simultaneously using the custom hard-
ware and signal processing was performed to calculate HRV for comparison. The
table below show cases the comparison of ECG and PPG parameters to showcase
the parameters that can be safely used for Biometric identification.

Fig. 3 a Represents ECG signal after the application of wavelet and smooth filter, b Peaks are
detected and marked in the ECG signal, c Heart rate variability calculated employing the RR
interval, d PPG signal with detected peaks, notches and valleys, e HRV from Notch Interval of
PPG signal, f HRV from Valley of PPG signal
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As observed in Fig. 4, the HRV from ECG and PPG signals show a similar trend
for various time intervals. It is relevant that if the ECG varies there will be cor-
responding variations in the PPG signal.

Other than Heart Rate Variability graph, absolute values for Mean Heart Rate,
SDNN (Standard Deviation of NN) and RMSSD (RMS values of Standard
Deviation) for ECG and PPG signals from Notch, Valley and Peaks were also
calculated and tabulated as shown in Table 1.

5 Conclusion and Future Work

On-the-go biometric identification requires robust hardware and sturdy algorithms
which can reliably be used in the noisiest of environment. Also the system should
be easy to use and should not cause discomfort for its users.

Keeping these factors in mind, a custom made handheld system developed using
miBEAT was designed to capture lead-I ECG system from touch (using thumbs)
and the Pulse Sensor (from left index finger) simultaneously. The data were sep-
arately processed to calculate Heart Rate Variability for comparative analysis. It
was found that signals obtained from subjects even during exercise showed similar

Fig. 4 HRV comparison of ECG and PPG signals for different time intervals

Table 1 Comparative analysis of the parameters that can be used for biometric identification

Parameter Mean HRV SDNN RMSDD

ECG 74.32 0.0593 0.05570

PPG peaks 74.44 0.0559 0.05244

PPG valley 74.44 0.0559 0.05244

Notch 74.18 0.0555 0.053685

Average 74.34 0.0566 0.0535667

% Accuracy (ref. PPG from Notch & ECG) 99.86 99.99 99.998
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values of HRV, SDNN and RMSSD. These factors are easy to calculate and can be
deployed for real time analysis for cross verification for data captured on the go.

This paper shows promising results in utilizing ECG and PPG signals recorded
simultaneously for biometric identification applications. By performing cross ver-
ification of the parameters from ECG and PPG, biometric identification systems
will be robust and immune to changes in environment and hence can be safely
utilized for on-the-go applications.

Acknowledgments This work was carried out using miBEAT developed by the support of
Department of Scientific and Industrial Research (DSIR), Government of India.
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Classification of Technical
and Management Metrics in Object
Oriented Software Engineering

Devesh Kumar Srivastava and Ayush Singh

Abstract From the dawn of technical age, software projects have always been
significantly difficult to estimate and manage well. Over costing, delays in schedule,
and out front cancellations of these projects have been a common issue we are
facing for over 50 years now. Poor quality of the software, when delivered, remains
to be a highlighted issue. Although, several tools for management of software
projects are available, when even used by experienced managers to estimate the
complexity of software project raises the odds of unsuccessful completions. Project
management tools have many subcategories. However, they can be classified into
two major groups of tools: [1] For estimation and planning of software projects; [2]
For reporting and tracking of costs and status of project while they are underway.

Keywords Object oriented programming � Software metric � Java

1 Introduction

Over nearly past 50 years, this industry has grown into one of the leading industries
of this century. On global basis, software and its applications are the main tools of
various corporations, govt. agencies and even allied forces. This industry employs
thousands of professionals every year [3]. Because of the high costs and importance
of development and maintenance of software combined with lower optimal quality,
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it becomes mandatory to measure both productivity and quality of the software with
a high precision. This research paper is divided broadly into 2 sections, Technical
and Management Software Metrics and they are analyzed as follows.

1. For Technical Software Metrics, Object Oriented programs were studied and
selected software metrics are applied to estimate their complexity to explore and
compute whether each of these proposed metrics are independent of each other
and effective in calculating complexity of any proposed program

2. For Software Management Metrics, Requirement Engineering is performed on
several aspects of projects development. Work is broken down for providing an
overview of development and 11 composite software management metrics are
derived for every stage of development to support. Both sets of these metrics
aim to describe a quantitative method for the prediction of difficulty it for
designing, implementing, and maintaining the system. Their secondary goal is to
create a mutual understanding for to initiate some important cost changes to
decrease unnecessary costing over lifespan of given software

1.1 Technical Metrics

As we know, metrics are the key source of knowledge used for making decisions, a
vast majority of Object Oriented metrics were proposed over a period of 10–
15 years to exhibit the functioning and architecture of an Object Oriented program
and also are directly related with the other extrinsic factors to measure quality [4].
As the total count of metrics which are available today is large, the sequential
method to perform the calculation of the required metrics and obtain result from the
resulting values becomes tedious. Also, as the count of these metrics which are
proposed are bigger as compared to features like cohesion, coupling, size, poly-
morphism and inheritance exhibited by these metrics, our objective is to explore
and compute whether each of these proposed metrics are independent of each other
or is it possible to select a portion of the metrics which have equal measures and use
like the preselected set.

To achieve that target, a set of 11 metrics is first selected and is defined with
examples. The corresponding metric values are calculated for a standard project
study and their interrelationships from the values are interpreted and recorded [5].
The faulty classes were defined based on previous investigations which were
derived empirically.
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2 Research Methodology

The OO metrics that were selected for the analysis of this project can be further
grouped into 4 different categories which are coupling, class, reuse and inheritance
metrics. Metrics taken in consideration are defined below [3, 6–10].

1. Response For Classes (RFC). The class with a mathematical set of response
(RFC) can be technically termed as a mathematical group of all methods which
could be interpreted as a reply to any message that is received by any object
made for the class.

2. Weighted Methods for every Class (WMC). It is calculated by counting the
total of the complexities of individual methods of that class.

3. Data Abstraction Coupling (DAC). This metric formally represents the total
number of all the instances of classes other than given class and within it. It is
the number of all the external classes that the given classes may use.

DAC ¼ count of ADTs defined per class

4. Message Passing Coupling (MPC). This coupling metric helps us to measure
the total count of all those calls by a method that are defined inside the methods
of that sample class to the methods in others.

5. Inheritance Tree’s Height/Depth (DIT). The metric measures the degree of
effect of ancestor/parent classes on the given class. The class’s depth according
to the tree made by estimating inheritance is directly proportional to the
behavior inherited from its super class(s).

6. Count of Subunits (NUS). The total count of subunits represents the count of
all procedures and functions that are defined for a given class.

7. Number Of Children (NOC). This metric measures the total count of
immediate children in the model of hierarchy.

8. Inheritance Dependencies. The metric aims to exhibit characteristics of tree of
inheritance. Inheritance Tree’s Height/Depth = max (length of the path of the
inheritance tree)

9. Factoring Effectiveness. Hierarchies of Inheritance can be controlled by the
process named factoring. This process aims at minimizing the count of places
inside the hierarchy tree of inheritance within which a selected method is
executed. It can be estimated by:

Factoring Effectiveness ¼ Count of specificmethods=Total count of everymethod
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10. Reusability Ratio (RR). This metric is informally represented as

U ¼ Total Count of super class=Total count of all the classes

11. Specialization Ratio (S). This metric is mathematically represented as

S ¼ Count all the subclasses=Count of superclass

To further understand the application of these metrics, we are going to calculate
these metrics on a sample java source code which exhibits the characteristic of
OOPs like polymorphism, inheritance and data abstraction to know if these metrics
fulfill our demand of an accurate estimation of complexity or not.

2.1 Source Code in Java

Page 1 
import java.io.InputStream; 
import java.util.Scanner.;
class sportsman
{ static Scanner in = new 
Scanner( System.in );

public int no; private 
string fullname; public void 
readinput()  { 
System.out.println("Please
Input Full Name:"); try { 
String fullname= 
in.nextLine();
System.out.println ("Please 
Input Number :"); 

int no=in.nextInt();} 
catch(Exception ex){} } 
public void showoutput()  { 

Page 2
System.out.println("Your
Fullname is:" +fullname); 
System.out.println ("The ID
is="
+number); }
public void display()
{
System.out.println("This
completes Sportsman Class"); 
} }

class golfplayer extends 
sportsman
{ protected float penalties ; 
protected String trophyname ; 
public void readinput()
{ try{
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Page 3
super. readinput();
System.out.println("Please
Input Trophy Name:");  String 
trophyname= in.nextLine();
System.out.println("Please
Input Golf Club Penalties:"); 
float penalties =
in.nextFloat();}}
catch(Exception ex){} 
} public void showoutput()
{
super. showoutput();
System.out.println ("Trophy 
Name:" +trophyname);
System.out.println("Penalties
:"+penalties);
} public void display1()
{
System.out.println("This
completes golfplayer class"); 
} }
class badmintonplayer extends
sportsman { protected int 
shuttle ; public void 
readinput()
{ 
try{

super. readinput();
System.out.println ("Please 
Input the count of shuttles 
used:") ; int shuttle= 
in.nextInt();}
;} catch(Exception ex){} 
} public void showoutput() 
{super. showoutput();
System.out.println ("Total 
Count shuttles used:" 
+shuttle);
} }
class coach inherits 
sportsman
{ protected int workhrs;  int 
sum=0;
void readinput()
{ try{ 
super. readinput();
System.out.println ("Please 
Input no. of Work Duration:") 
;

Page 4
measure();
} catch(Exception ex){} 
}
public void measure( ) 
{
total = workhrs*50;
}void showoutput();
{
super. showoutput();
System.out.println ("Work 
Duration:" +workhrs) ; 
System.out.println ("Sum:" 
+sum);
} }
class hourwisecoach inherits 
coach
{ protected int workhrs; 
protected double inc; void 
readinput()
{ try{
super.readinput(); income(); 

}
catch(Exception ex){} 
} public void income()  
{
inc=super.workhrs*200;
}
void showoutput()
{
super. showoutput();
System.out.println ("The 
Total Income is " +inc);

public static void 
main(String args[]) 
{ golfplayer g1 = new 
golfplayer();
golfplayer g2 = new 
golfplayer();
badmintonplayer b1 = new 
badmintonplayer();
coach c1 = new coach();
hourwisecoach s1 = new 
hourwisecoach();
System.out.println ("Please 
Input credentials of first 
golf player"); g1. 
readinput();
System.out.println ("Please 
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2.2 Calculation of Selected Object Oriented Metrics

1. WMC (Weighted Methods for every Class): This metric is estimated by
analyzing and counting all methods present in every class.

a b c d e f

WMC 3 3 2 3 3

2. RFC (Response For a Class): This metric is calculated by the count of every
procedures that may be interpreted in unique class [11].

a b c d e f

RFC 3 5 4 5 7

Page 5
int workhrs= in.nextInt();
golf player");
g2. readinput();
System.out.println Please 
Input credentials of first 
Badminton player"); 
b1. readinput();

System.out.println ("Please 
Input credentials of 
firstSystem.out.println
("Credentials of first 
coach");    c1. showoutput();
System.out.println
("Credentials of first 
hourwise coach ");    s1. 
showoutput();
coach”);
c1. readinput();

Page 6
Input credentials of second
System.out.println ("Please 
Input credentials of first 
hourwise coach");
h1. readinput();

System.out.println
("Credentials of first golf 
player ");   g1. 
showoutput();
System.out.println
("Credentials of second golf 
player ");   g2.showoutput();
System.out.println
("Credentials of first 
badminton player");    b1. 
showoutput();
}
}

0 

5 

1 2 3 4 5 6

3. NOC (Count of Immediate Children): The count of immediate children is
calculated by counting all direct subclasses of a class.

a b c d e f

NOC 3 0 0 1 0
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4. DIT (Inheritance tree’s Depth): The height of the phenomena of inheritance is
the basic level of a specific class within the scheme of hierarchical inheritance,
and the base class being on level Zero.

a b c d e f

DIT 0 1 1 1 2

5. NUS (Count of all Subunits): The total count of subunits is basically the
quantity of all the procedures and functions termed for any given class.

a b c d e f

NUS 3 3 2 3 3

6. DAC (Data Abstraction Coupling): This metric mathematically specifies the
total number of instances of any specifically selected classes present in a
selected class [12].

a b c d e f

DAC 0 1 0 1 0

7. MPC (Massage Passing Coupling): This metric exhibits the total number of a
function/method calls or calls of procedure that were directed to any extrinsic
units.

a b c d e f

MPC 0 2 2 2 4

8. Factoring Effectiveness (FE): Effectiveness of Factoring = Total count of
specific methods/Count of methods = 4/14 i.e. 0.29

9. Inheritance Dependencies (ID): Depth of the Inheritance tree = max (length
of path of inheritance tree), according to the class specific diagram, Depth of
Inheritance tree = 3

10. Specialization Index (SI): The index of specialization (S) = Total count of
subclasses/Total count of all the superclass. Index of Specialization = 5/2 = 2.5

11. Reusability Ratio (RR): Reusability ratio = U = Total count of
superclass/Actual count of classes. Reuse ratio = 2/5 = 0.4
After studying and analyzing the above, following traits were derived with the
relation of the complexity of selected programs written in java.
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1. Weighted Methods for every Class (WMC). A large value of WMC leads
towards larger quantities of errors. Classes having a greater count of methods
are actually more software specific, and limits reusability. Study suggests that
increasing the average of WMC also elevates complexity but lowers quality.

2. Response for a Class. Higher count of methods from any class which may be
called through messages, the larger the complexity of that class. Programs
written in java are somewhat not complex because the average value for a
specific metric is less for such codes.

3. Depth of Inheritance tree. If any specific class is deep in that hierarchy, more
methods will be inherited, increasing its complexity. Deep trees have greater
design complexity, as more number of classes and methods are involved, but
reusability also increases due to inheritance.

4. Number of Children. A high count of immediate children indicate a larger
chance of malpractice of abstraction, which might be a case of misusing of sub
classing ability. However, higher NOC exhibits higher reuse, as inheritance is
another form of reuse but also increases complexity [4]. A class with more
children requires more testing but fewer errors due to higher reuse.

5. Message passing and coupling. A higher number of passing of messages
indicates higher coupling between given classes in a code. It makes them highly
dependent and spikes the overall complexity of that java code and also makes
the scalability and modeling difficult.

6. Data Abstraction Coupling. Complexity of the software increases as DAC
increases. For Java, data is more important than methods and procedures. The
data is usually not shown to the customer or user. DAC is generally not high for
all programs of java.

7. Count of Subunits. As frequently as the count of methods and functions spike,
classes grows more prone to error. So, complexity somehow also increases with
a growth in quantity of such metric. So, the final value of NUS metric is
discovered as low generally for programs in java.

8. Inheritance Dependencies. As a tree with a greater depth is somewhat more
difficult in testing, a greater value of ID indicates greater complexity of pro-
grams in java. Comprehensibility might be decreased for a larger count of
layers of inheritance.

9. Factoring effectiveness. A smaller count of places of implementation for an
average method means that fewer mistakes were made while designing. An
inheritance hierarchy with a high factor is the largest degree until which a
function can be reused. A highly factored application indicates a smaller count
of places of implementation for an average function with lower complexity.

10. Specialization Index. It misses the empirical and theoretical validation. If
Specialization Index is increased, class maintainability becomes more difficult.
The value of SI is usually high for java programs increasing usability and hence
complexity.
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11. Reuse ratio. If the final value of RR is coming to be zero, nothing is inherited.
As this value approaches one, the tree of inheritance deepens as a chain with
single root and single leaf exactly. When RR was estimated for several other
programs in java, we discovered that the results were intermediate.

3 Concluding Results and Further Research

The Canonical aim of the aforementioned research study was basically to validate
and verify the utility of proposed Management Metrics of Software and the
applicability of carefully selected OOP Metrics to calculate the total complexity of
an Object Oriented code or software. Complexities of such software and application
can be measured with several types of metrics. But in this study we evaluated and
classified a defined set of 11 well known OOP metrics which are measured to
serialize software codes with the complexities to estimate maintainability for those
programs. By this work, we may deduce that we must compromise the intrinsic
attributes of software to continue maintaining a high scalability while also main-
taining complexity and coupling as low as possible. Although, further in depth
study may be focused on empirical validation of metrics for an environment of
multi languages, we can still expect from our study and analysis that it can be
further used by software project and application developers for developing a reli-
able, error free, maintainable Java software product.
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Publish/Subscribe Mechanism for IoT:
A Survey of Event Matching Algorithms
and Open Research Challenges
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Abstract The number of sensors getting deployed around the world is increasing
due to emergence of Internet of Things. It provides advanced connectivity and
communication between devices which goes beyond machine-to-machine commu-
nication. Huge amount of data is expected to be generated from different locations
that will be aggregated, processed and forwarded very quickly. Publish/Subscribe
mechanism is powerful way to allow IoT devices to connect and communicate with
each other. One of the major bottlenecks in using Publish/Subscribe systems is the
efficiency offiltering incoming message. This is a very challenging problem because
in a Publish/Subscribe system the number of subscriptions can be very large. There
are quite a few event matching algorithms proposed in the literature to improve its
efficiency. The aim of this research paper is to study and analyze how existing
approaches ensure fundamental event matching requirements and discuss the open
challenges and future work in the area.
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1 Introduction

The IoT (Internet of Things) is network of physical objects with advanced con-
nectivity and communication which helps achieve greater value and service [1].
Numbers of devices getting connected in such distributed systems are increasing
day by day. Publish/Subscribe mechanism is powerful way to allow IoT devices to
connect and communicate with each other [2]. Ability of Publish/Subscribe to
supports dynamic, anonymous, many-to-many and asynchronous communication
plays very important role in providing high scalability in distributed environment.
The loose coupling can be classified into following three ways:

1. Space Decoupling: Publisher can share information with subscriber without
knowing each other.

2. Time Decoupling: Publishers and Subscribers are not required to be actively
participating in the interaction at the same time.

3. Synchronization Decoupling: Publishers are not blocked while producing the
events. Occurrence of the events can be asynchronously notified to the
Subscribers.

Each participant in a Publish/Subscribe based communication system can either
act as a publisher or a subscriber of the information. Publisher produces information
which will be consumed by subscribers. This information is denoted by the term
“Event” and the act of delivering it by the term “Notification”. Publisher does not
directly send information to the corresponding subscribers, but it is sent indirectly
according to the content of the notification. A subscriber expresses its interest for
specific events by issuing subscriptions. Later on subscriber will be asynchronously
notified for all events, produced by any publisher, that match their subscription [3].
Subscribers may also unsubscribe their interest for particular event (Fig. 1).

Efficient filtering of incoming messages is one of the major concerns in using
Publish/Subscribe systems for large scale distributed systems [4]. This is a very
challenging problem because in a Publish/Subscribe system the number of

Fig. 1 Publish/subscribe model
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subscriptions can grow very large. Considering high event arrival rates and large
volume of subscriptions an efficient event matching algorithm is highly desirable.
There are quite a few event matching algorithms proposed in the literature to
improve the performance [5–10].

The outline of the contributions of this paper is as following.

1. We provide an overview of some of the key event matching techniques pre-
sented in the literature and provide a summary of related research work, open
challenges and future work.

2. We present need for new and/or improved event matching mechanism for
Publish/Subscribe system.

The rest of the paper is organized as follows. Section 2 depicts overview about
event matching process. In Sect. 3 we discuss about existing work done in the area
of event matching. Section 4 finally concludes the paper providing insight on the
future work in the area.

2 Overview of Event Matching

As seen in above section Publish/Subscribe is an important communication para-
digm used in IoT. Due to its ability to provide dynamic, anonymous, many-to-many
and asynchronous communication between the sender and the receiver it is gaining
increasing attention in large scale distributed system [11].

Event matching is one of the key aspects of Publish/Subscribe system [12].
Event matching is a process of finding set of subscriptions from large volume of
subscriptions that successfully match against the occurring events. Event matching
in Publish/Subscribe system is a tough challenge as these volumes of subscriptions
and event arrival rate could be very high for the applications [13].

In Publish/Subscribe system the subscriptions are represented in the form of
boolean expressions [14]. This offers greater flexibility to user to represent their
interests in the events. Key terms involved in event matching are as follows:

1. Predicate: It is the primary unit in the boolean expression. It is a triplet con-
sisting of an attribute A, an operator OP and an operand OD. It takes an input
value X and outputs a boolean value indicative of whether or not the operator
constraint is satisfied or not.

P(A, OP, OD)(X) ! {True, False}, where P is a predicate and X is a input value.

2. Boolean Expression/Subscription: A boolean expression is combination of
predicates formed by using conjunction (AND) and/or disjunction (OR).
A subscription S (boolean expression) can be defined over n predicates are
follows:
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S = P1(A, OP, OD)(X) AND P2(A, OP, OD)(X) AND P3(A, OP, OD)(X)
AND…AND Pn(A, OP, OD)(X), where S is a subscription and P1…. Pn are
predicates. Table 1 shows the list of five subscriptions (S1 to S5) where A, B, C
and D are the attributes.

3. Event: An event is the attribute-value pair published by the publishers. E:
(A = v), where E is an event, A is an attribute and v is value for an attribute A.

Example: E1: {T = 50}, where E1 is the event occurred with attribute T with a
value of 50.

4. Boolean Expression/Subscription Match/Event Match: We can say successful
subscription match when predicates of a subscription have corresponding
attribute-value pair occurred in the form of events.

Example: Suppose event E1: D = True occurs then, with the help of event
matching algorithm we can come to a conclusion that subscription S4 is suc-
cessfully matched and its corresponding subscriber needs to be notified for this
event.

With this basic overview about Publish/Subscribe system and Event Matching
process, we discuss its related work and open challenges in the next section.

3 Related Work and Analysis

As discussed above one of the major bottlenecks in using Publish/Subscribe sys-
tems for large scale distributed systems is the efficiency of filtering incoming
messages. Also this problem is very challenging in a Publish/Subscribe system as
the number of subscriptions can be very large and event arrival rate is also very
high. There are quite a few event matching algorithms proposed in the literature to
improve its efficiency.

Lot of work has also been carried out in the area of indexing to efficiently
identify matching subscriptions [5–10]. The subscription database is divided into
subsets of predicates using any of the existing hashing technique and each predicate
subset is organized using inverted list data structure. For every attribute-value pair p
in the incoming event, appropriate inverted index lists are searched to identify

Table 1 Subscription list Subscription ID Query

S1 (A = True and B = True)

S2 (A = True and B = True) or (C = True)

S3 (A = True and B = True and C = False)

S4 (A = True or D = True)

S5 (A = False or B = False) and D = False
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predicates of subscription that match p, and a counting mechanism is used to
determine matching subscriptions for occurring events.

It is a tough challenge to efficiently indexing Disjunctive Normal Form
(DNF) and Conjunctive Normal Form (CNF) of Boolean expressions over a
high-dimensional multi-valued attribute space. The objective is to quickly find the
set of complex boolean expressions (including NOTs) that evaluate to true for a
given assignment. Inverted list data structure can be used to efficiently match
complex boolean expressions [9]. Proposed design talks about working with DNF
and CNF boolean expressions with different set of algorithms. Working with
combination of DNF and CNF boolean expression could be tough here and can be
taken up as an extension to this work.

Many Publish/Subscribe systems are capable of handling large volume of sub-
scriptions and high event arrival rate. In many cases these system does not prove to
be effective with high dimensional and sparse database (e.g. E-Commerce Database).
An efficient in-memory index (OpIndex) is scalable to the volume and updating of
the subscriptions. It is also scalable to the arrival rate of events and the variety of
attributes that can be subscribed. OpIndex uses a two-level partitioning scheme to
organize the subscription predicates into disjoint subsets. Each of these subsets is
independently and efficiently indexed to minimize the number of corresponding
subscriptions accessed for event matching. In this way, OpIndex design is a highly
efficient and extensible approach for subscription matching which can support
complex predicate matching operators [5]. One of the drawbacks here is in its
inability to handle temporal events (events of our interest occurring at different time
stamp). One could extend the current work to efficiently handle the temporal events.

Sometimes users are interested in receiving up-to-date geo-textual objects
according to their requested location and interest. The continuous queries issued by
user could be very large, which can post challenge in efficiently matching them
against geo-textual objects. A system called SOPS (Spatial-Keyword Publish/
Subscribe System) is capable of efficiently processing spatial keyword continuous
queries. It uses IQ-tree (Inverted File Quad Tree) data structure to efficiently match
events [8]. Queries are organized in IQ-tree and geo-textual objects are matched
using this index. For each new object the IQ-tree is traversed to find the queries that
have object as the result. One of the drawbacks here is that the spatial information is
always prioritized while index construction not considering the distribution pattern
of the queries. One can extend the current work to consider distribution pattern of
the queries while index construction and traversal.

The amount of geo-spatial data being generated is increasing day by day at an
unprecedented scale. Users want them to be notified of interesting geo-textual
objects during a period of time. Matching stream of incoming Boolean Range
Continuous (BRC) queries over a stream of incoming geo-textual objects in real
time can post challenge as the number of continuous queries issued by users could
be very large. An index structure called IQ-tree (Inverted File Quad-tree) can be
used for matching the queries with the incoming geo-textual objects. The IQ-tree
integrates the Quad-tree for organizing the spatial information and the inverted file
for organizing the keyword expression of the BRC queries. The IQ-tree is nothing
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but a Quad-tree extended with inverted files. Each node in the IQ-tree is associated
with an inverted file which organizes the keyword expression of the BRC queries
that are associated with the node [7]. One of the drawbacks here is that the spatial
information is always prioritized while index construction not considering the
distribution pattern of the queries. One can extend the current work to consider
distribution pattern of the queries while index construction and traversal.

Efficiently processing continuous spatial-keyword queries over geo-textual
streams is a tough challenge. Simple variant of inverted index data structure does
not performwell in such cases. R-tree and IQ-tree are two indexing structure available
to handle geo-textual information. They suffer from fundamental drawback like “the
spatial factor is always prioritized during the index construction not considering the
keyword distribution of the query set”. An index structure called Adaptive
spatial-textual Partition Tree (AP-Tree) can be used to effectively organizes contin-
uous spatial-keyword queries and overcome the drawback of spatial factor always
first in IQ-tree and R-tree [10]. This method will adaptively select either keyword
partition or spatial partition depending on the evaluation of the cost model.

Location aware Publish/Subscribe systems have become widely available on
mobile devices. Since the message and the subscription contains both the location
and textual information, a high performance location aware systems are required to
deliver publisher’s message to relevant subscribers. We can use R-tree based index
structure by integrating textual description into R-tree nodes to achieve the same [6].

Solutions proposed in the literature involve usage of the following techniques
Inverted List, IQ-tree, R-tree, OpIndex and AP-tree. Below Table 2 enlists the ben-
efits and limitation of the techniques used in the proposed solution of the literature.

Solutions discussed above suffer from one common problem that is assumption
of assignment (group of events) generation. But practically assignment generation
does not seem possible due to following reasons.

1. Group of events cannot be done at gateway node as the very basic feature named
loose-coupling of publish/subscribe will be disturbed. Also not all data required
by an application gets generated under single gateway node.

2. Group of events cannot be done at central node as well, as in real life the events
occur asynchronous and independent from each other. Also events need not
come together due to communication delay as well.

So in practical world generation of assignment is not possible. Hence subscribers
(applications) subscribing with more than two predicates will not get successfully
matched and notified. So considering events as an assignment is not a correct way
to handle them.

In order to overcome the above mentioned problem one could think of designing
the solution which is based on temporal (events of our interest occurring at different
time stamp) and causal (Occurrence of the event influences the end result) property
of the events. This area could be explored further, to successfully match sub-
scriptions with multiple predicates against the events occurring at different time
stamp.
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4 Conclusion and Future Work

The Publish/Subscribe paradigm is well suited for large scale distributed systems
due to its ability to provide dynamic, anonymous, many-to-many, asynchronous
communication between publisher and subscriber. We can say event matching is
one of the key feature of Publish/Subscribe system, where there is significant
amount research scope in terms of providing better efficiency, scalability and high
performance. We have discussed few of the state-of-the-art research that have been
carried out in the area of event matching for Publish/Subscribe system and their
related challenges. Challenges could be summarized as designing a
Publish/Subscribe system based on temporal and causal property of the events,
Publish/Subscribe system to support efficient event matching for geo-spatial data
and Publish/Subscribe system providing high flexibility to user in registering their
interest in the events.

Any enrichment to existing or new algorithm which provide better and/or
flexible trade-off between scalability, expressiveness and quality of service are
highly desirable and could be taken up as future work for any of the existing
research. We believe this survey may prove to be an important contribution to the
research community, by discussing the current state and open challenges of this

Table 2 Benefits and limitations of event matching techniques

S. No. Technique Benefits Limitation

1 Inverted Index • Less index construction
time Scalable

• Suitable for datasets with less
number of attributes

• Memory intensive

2 IQ-Tree (Quad
Tree + Inverted
File)

• Update friendly
• Supports different
indexing granularities
for different queries

• Good Performance in
two-dimensional space
(if tree is balanced)

• Not useful in high dimensional
space

• Only spatial feature is preferred
during index construction

• Inefficient if data resides in
external storage

3 OpIndex • Less index construction
and query processing
time

• Less memory
consumption

• Scalable

• Does not support geo-spatial
data

4 AP-Tree • Supports adaptive
spatial and textual
partitioning

• Handles large scale
streaming data

• Not well-suited to the change of
query workload, if AP-Tree
structure built on a small
proportion of the query set

5 R-Tree • Good performance in
low-dimensional
spaces

• Spatial feature is preferred
during index construction

• Basic operations like insert,
update, delete are expensive
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important and dynamic area of the research. This would help readers interested in
developing new solutions or enriching existing solutions to address challenges in
event matching for Publish/Subscribe system in IoT.
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Chronic Kidney Disease Prediction Using
Back Propagation Neural Network
Algorithm

Nilesh Borisagar, Dipa Barad and Priyanka Raval

Abstract In recent time Neural network system has discovered its use in disease
diagnoses, which is depended upon prediction from symptoms data set. Chronic
kidney disease detection system using neural network is shown here. This system of
neural network accepts disease-symptoms as input and it is trained according to
various training algorithms. Levenberg, Bayesian regularization, Scaled Conjugate
and resilient back propagation algorithm are discussed here. After neural network is
trained using back propagation algorithms, this trained neural network system is
used for detection of kidney disease in the human body. The back propagation
algorithms presented here have capacity for distinguishing amongst infected
patients or non-infected person.

Keywords Chronic kidney disease � ANN method � Simulation

1 Introduction

Chronic kidney disease (CKD) emerges as more usual disease so there is need of
early detection system so appropriate treatment cannot be delay. Chronic kidney
disease, which may result in causing different levels of ill-function and loss of
patient kidneys. Once a person found CKD, he/she will undergo from the disease
which may reduce his/her working strength as well as live quality. Also, CKD have
major role for causing other chronic diseases like high blood pressure, anemia (low
blood count).

N. Borisagar (&) � D. Barad � P. Raval
Department of Computer Engineering, B.H. Gardi College of Engineering & Technology,
Rajkot, Gujarat, India
e-mail: borisagar93@gmali.com

D. Barad
e-mail: dipabarad1@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
N. Modi et al. (eds.), Proceedings of International Conference on Communication
and Networks, Advances in Intelligent Systems and Computing 508,
DOI 10.1007/978-981-10-2750-5_31

295



Based on the chronic kidney disease measurement, currently most famous
measuring indicator is glomerular filtration rate (GFR). GFR is most commonly used
indicator in health institution for chronic kidney disease. “The physician in the health
institution can calculate GFR from patient’s blood creatinine, age, race, gender, and
other factors depending upon the type of formal-recognized computation formulas”
[1, 2] employed. Health of patient‘s kidney is indicated by GFR and it is also used
for determining stage of severity of a patient with or without CKD.

Main goal of this paper is to provide intelligent system for kidney disease
detection which can also use by normal people and provide alternative way for
kidney disease detection for doctors. This intelligent system finds presence or
absence of kidney disease into human body with good accuracy. The input data for
system Training, validation and testing are collected from UCI machine learning
repository.

2 Literature Review

Neural network‘s research in the field of medical is shown in Table 1 with
methodology and conclusion.

Table 1 Literature Table

Title Author Methodology/work Conclusion

Using neural networks in
the identification of
signatures for prediction of
Alzheimer’s Disease [3]

Lara Dantas,
Meuser Valenc
(2014)

Multi-layer
perceptron, extreme
learning machine
and reservoir
computing

Artificial neural
network method gives
better results than the
support vector
machine

Kidney Disease Prediction
Using SVM and ANN
Algorithms [4]

Dr.
S. Vijayarani,
Mr.
S. Dhayanand
(2015)

Support Vector
Machine and ANN

ANN is better than
SVM

Comparing performances
of logistic regression,
decision trees, and neural
networks for classifying
heart disease patients [6]

Anchana
Khemphila,
Veera Boonjing
(2010)

Logistic regression,
decision trees, and
ANN

ANN is best

A Novel Method for
Medical Disease Diagnosis
Using Artificial Neural
Networks Based on Back
propagation Algorithm [7]

Jasdeep Singh
Bhalla, Anmol
Aggarwal

SCG and LM Neural network aided
Thyroid disease
diagnosis gives
promising results

Skin Diseases Diagnosis
using Artificial Neural
Networks [5]

Delia-Maria
FILIMON,
Adriana ALBU
(2014)

SCG 93 % accuracy
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3 ANN Method

Multilayer Neural network is used here for chronic kidney disease prediction. This
system is created by three steps: training, testing, and validation. 24 attributes of
CKD are considered as a neural network input. Neural network is trained using
Levenberg, Bayesian regularization, scaled conjugate and resilient back propaga-
tion algorithm. Now, this trained and generalized neural network is used for pre-
diction of new inputs.

3.1 MNN (Multilayer Neural Network)

Multilayer neural network as its name suggest, it is a system of multiple layer which
are used for solving nonlinearly separable problem. So here multiple layer neural
network is an advantage over single layer network because single layer neural
network are only used for solving linearly separable problem. It is also called as feed
forward neural network, which is collection of one or more hidden layer as shown in
Fig. 1. This system of neural network is used for pattern recognition and classifi-
cation problem and it is also used for prediction based on past knowledge collection.

3.2 Back Propagation Algorithm

Back propagation algorithm is a training algorithm use for adjust weight for
reducing error in neural network output. After achieving network output, this
predicted output is compare with expected output and based on that difference error
is generated. This error propagates backward to the network. According to that error
weight adjusted again for reducing error and resulting output will become closer to
the expected output. This process repeats continuously up to overriding and each
iteration gives high accurate result than previous iteration. This entire process inside
neural network layer is called as training of neural network.

Different Back propagation algorithms are listed below:

Levenberg Marquardt
Hessian matrix [7]:

H ¼ JTJ ð1Þ

“Performance gradient value could be calculated as” [7]:

g ¼ JTe ð2Þ
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Fig. 1 Neuron model with 24 input and 5 hidden layer for CKD
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“Approximation to the Hessian matrix as” [7]:

XKþ 1 ¼ XK � JTJ þ lI
� ��1

JTe ð3Þ
Scaled Conjugate
It is depend on conjugate gradient direction but does not depend on line search [8].

Bayesian regularization
“Bayesian regularization decides the weight and bias values according to
Levenberg-Marquardt algorithms” [8].

Resilient Back propagation
“Performance derivatives is calculated using back propagation with respect to the
weight and bias variables X” [8].

4 Simulation

The Dataset: UCI machine learning repository is used for chronic kidney disease
data source. CKD dataset have 24 attributes and two class attributes.

Implementation tool: Matlab R2013a (Trial Version) used as simulation.
Before processing values collected from Apollo Hospital, Tamilnadu, missing
values are replaced with most probable value and nominal values are converted into
numerical values. Then after, all attributes are standardized in the range of −1 to 1
because normalization decreases training time of neural network. Input vector is
given as input matrix and target is given as target matrix in Matlab. Data division
used here: Training: 70 %, validation: 15 %Testing: 15 %.

Neural Network layer structure and training of network are shown in Fig. 2.
Neural Network has 24 node as input, 5 node as hidden node and 1 node as output
node.

4.1 Simulation Result

4.1.1 Performance with Different Number of Learning Algorithms

As shown in Table 2, all four learning algorithms are giving good accuracy for
chronic kidney dataset. We are obtaining good accuracy due to preprocessed
dataset. All missing values in dataset are replaced with most probable value. These
all probable values are selected such way that, each value have major role for
classifying all instance into the appropriate class.
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4.1.2 Training Time of Algorithms

As shown in Table 3, Resilient back propagation algorithm takes less time as
compared to all four algorithms. Levenberg algorithm though gives results with
almost same high accuracy; it takes more time compare to Scaled conjugate and
resilient back propagation.

Simulation Results Evaluation are based on confusion matrix and performance
plot as shown in Figs. 3 and 4 respectively.

Confusion matrix have green and red box, which shows correct and incorrect
classified result respectively. Performance plot shows best validation performance
at specific epochs. Here at epoch 49, network has found best performance on
validation dataset.

Fig. 2 Neural network training

Table 2 System
performance with different
learning algorithms

Chronic kidney disease Accuracy

Levenberg marquardt 99.8

Bayesian regularization 99.5

Scaled conjugate gradient 98.7

Resilient back propagation 99.5

Table 3 System
Performance based on
Training-time of algorithms

Chronic kidney disease Training Time (s)

Levenberg marquardt 21

Bayesian regularization 28

Scaled conjugate gradient 4

Resilient back propagation 2
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Fig. 3 Confusion matrix

Fig. 4 Performance plot
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5 Conclusion and Future Work

Chronic Kidney Disease (CKD) detection system using neural network is suc-
cessfully implemented here. This prediction system has found high accuracy and
can be alternative method for doctors, it can also be used by normal people to find
probability of having CKD. This prediction system is capable of detecting chronic
kidney disease with new set of inputs. Earlier Rough dataset is converted into
highly preprocessed data by filling most probable values for all missing values. All
four learning algorithms are tested on same dataset and all learning algorithms are
giving good performance in case of highly preprocessed data. Levenberg Marquardt
is found best algorithms for kidney dataset based on prediction accuracy. Based on
training time, scaled conjugate gradient and resilient back propagation are found
more efficient than Levenberg and Bayesian regularization. This research work
gives an efficient and economical solution to CKD detection problem by using
neural network.

Our future work will focus on developing detection techniques for other diseases
and will evaluate neural network performance on that disease by using various
learning algorithms. Our main aim is to improve diseases detection system espe-
cially for chronic and severe diseases.

Acknowledgments We offer our heartiest appreciation and a deep sense of commitment to our
co-guide, Honorable Prof. Amit Sata (H.O.D. of the mechanical engineering Department) for his
guidance, direction, encouragement and help throughout the period of research. We are also
thankful to Prof. Priyanka R. Raval (Faculty of Computer Science and Engineering Department)
for her valuable support and instructive comments in our research work.

References

1. A. S. Levey, P. E. De Jong, J. Coresh et al., “The definition, classification, and prognosis of
chronic kidney disease: a KDIGO controversies conference report,” Kidney International, vol.
80, no. 1, pp. 17–28, 2011. View at Publisher � View at Google Scholar � View at Scopus.

2. National Kidney Foundation (NKF), “KDOQI clinical practice guidelines for chronic kidney
disease: evaluation, classification and stratification, American Journal of Kidney Diseases, vol.
39, pp. S1–S266, 2002. View at Google Scholar.

3. Lara Dantas, Meuser Valenca, “Using neural network in the identification of signature for
prediction of Alzheimer’s Disease”, 20144 IEEE 26th International Conference on Tools with
Artificial Intelligence.

4. Dr. S. Vijayarani, Mr. S. Dhayanand, “Kidney Disease Using SVM and ANN Algorithms”,
International Journal of Computing and Business Research, ISSN: 2229-6166, Volume 6 Issue
2 March 2015.

5. Delia Maria, Adriana, “Skin Diseases Diagnosis using Artificial Neural Networks”, 9th IEEE
International Symposium on Applied Computation Intelligence and Informatics, May 15–17,
2014, Timisoara, Romania.

6. Anchana Khemphila, Veera Boonjing, Comparing Performances of Logistic Regression,
Decision Trees, and Neural Networks for Classifying Heart Disease Patients.

302 N. Borisagar et al.



7. Jasdeep Singh Bhalla, Anmol Aggarwal, “Novel Method for Medical Disease Diagnosis Using
Artificial Neural Networks Based on Back propagation Algorithm”.

8. Mark Hudson Beale, Martin T. Hagan, Howard B. Demuth, “Neural Network Toolbox”,
Matlab (R2015b).

9. UCI, “Uci machine learning repository: chronic kidney-disease data set”, http://archive.ics.uci.
edu/ml/datasets/Chronic_kidney_disease.html

Chronic Kidney Disease Prediction … 303

http://archive.ics.uci.edu/ml/datasets/Chronic_kidney_disease.html
http://archive.ics.uci.edu/ml/datasets/Chronic_kidney_disease.html


Internet of Things (IoT) Based Water
Level Monitoring System for Smart
Village

Timothy Malche and Priti Maheshwary

Abstract Water source is necessary and an important factor in agricultural and
farm production and is a key of our quality of life as well. Monitoring water level of
a water source, such as water tank or borewell etc., plays a key role in agricultural.
For example if a water level drops below the threshold level for pumping in a
borewell, the pump motor may get damaged due to dry running. In such case
monitoring water level and controlling the water pump accordingly becomes nec-
essary task. There are many other situations where water level monitoring is an
important task. It may be used to preserve water or to study the water usage of a
water source. This paper proposes a prototype system design, implementation and
description of required tools and technologies to develop Internet of Things
(IoT) based water level monitoring system which can be implemented in future
smart villages in India.

Keywords Internet of things � IoT � Water level monitoring � Smart village � IoT
application � Smart agricultural

1 Introduction

Villages in India will soon be transforming to smart villages as Government of
India brings Smart Village initiative to the country. The smart village initiative will
promote digital inclusion which will enable the enhanced access to services through
Information Technology (IT) enabled platforms. Thus the Internet of Things
(IoT) has a major role to play in Smart Village in India. In IoT enabled Smart
Village every physical object, a thing, will be connected to the Internet and enable
users to keep track of its status and to control it remotely. This will help users to
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access to services provided by such objects as and when required. IoT can be used
in smart village to develop Smart Agriculture, Smart Dairy, Smart Schools, Smart
Healthcare and Smart Grid solutions. IoT in agriculture can be used for better
management of resources used in crop production. Water is one of the impor-
tant substances used in crop production. It must be saved to avoid water shortage in
future. One such way to save water is to monitor and study its usage and accord-
ingly its utilization should be managed. Monitoring water level of a water source,
such as water tank or borewell etc., plays a key role in water management. Keeping
track of water level in a water source can be used to preserve water and to study the
water usage. Thus monitoring water level is an important task in agricultural.

2 Objectives

The main objective of this study is to develop a system to keep track of a water
level of a water source from a distant location. The IoT based proposed system
presented in this study will be helpful to achieve such task. The prototype system
experiment of this study enables keeping track of a water source from remote
location in real time. The actual implementation of the system will require changes
in sensor and few other technologies and source code although the methodology
and working principle remain the same.

3 Related Work

Researchers have proposed different models for agriculture sector using IoT,
Wireless Sensor Network (WSN), Cloud computing and various other technologies.
Few of the related work have been explained here.

Song et al. [1] explained WSN based greenhouse environment monitoring
system in their study. The proposed system uses temperature, humidity, CO2 and
light detection modules. The system also combines WSN technology and green-
house control technology to provide automatic adjustment and management of
greenhouse. Sakthipriya [2] in his study have proposed development of rice
cropping monitoring system which is used to monitor rice crop in real time which in
turn help increase rice production. The proposed system uses motes with external
sensors for leaf wetness, soil moisture, soil pH, atmospheric pressure sensors
attached to it. The data collected by sensors are sent to the farmer from base station
via GSM modem as an SMS. Using this data farmer can decide the amount of
fertilizers to be used in crop production. Dahikar et al. [3] proposed an approach
based on artificial neural networks to predict crop yield by sensing soil properties
and atmospheric parameters. Sonka [4] in his study explained the use of big-data
technology in agriculture domain and how this technology will be helpful in cost
reduction. Atzberger [5] explained challenges in agriculture sector and remote
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sensing applications. This study includes details about crop estimation and cropland
mapping. Satyanarayana et al. [6] in their study on Wireless Sensor Based Remote
Monitoring System for Agriculture have designed and implemented a WSN based
system for agriculture to monitor temperature, soil and humidity condition. The
system uses ZigBee and GPS technologies for the operation. Patil et al. [7] have
explained the use of cloud computing and IoT in agricultural to deliver cost
effective services for farmers and to manage resources efficiently. Ke [8] in his
study has described system architecture of controlled smart agriculture based on IoT
and Cloud Computing. Although various studies explained above have proposed
few models in agriculture domain using one or more technologies; the dynamic
model is still needed that provides an integrated approach to monitor various
resources used in agricultural as well as to connect all the entities including farmer,
resources and devices which will be helpful to develop connected agricultural
system for smart village in India.

4 Methodology

4.1 System Architecture

The overall system presented in this study is subdivided into of three layers of the
system architecture. The physical layer, service layer and presentation layer.

Physical Layer. Physical layer consists of sensor nodes and communication
technologies. At this layer the data is collected and sent to the service layer.

Service Layer. The service layer plays an important role in the system archi-
tecture. The application/business logic is implemented here. It also stores collected
data for future use. This layer also provides various tools for data analytics.

Presentation Layer. The most upper layer is the presentation layer which
visualizes the information to the user and allows user to interact with the system
(Fig. 1).

The working principle of the proposed system architecture for monitoring water
level is shown in Fig. 2.

Fig. 1 The three layers of the
proposed system
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In this proposed application architecture of the system, the physical layer con-
sists of the physical environment such as water source and WSN node to sense the
water level in a water source with required network connectivity. The sensor data is
uploaded to carriots [9] at service layer of the architecture which is the second layer.
The carriots is a cloud application platform for IoT. Carriots has many advantages.
It receive data stream from WSN in real-time and is used to store and analyze data
stream. Many other operations can be performed on data streams such as generating
event triggers, alerting users through SMS or social network. At the presentation
layer of the system, user of the application is the main focus. This layer allows user
to interact with the system. At the presentation layer of the application architecture
freeboard [10] is used to visualize the data. Freeboard is a dashboard that works as a
visualization tool. It provides several widgets for this purpose. Freeboard receives
data stream from carriots in JSON format and then visualize it according to selected
widgets. The widgets at freeboard are updated in realtime as soon as carriots is
updated with data stream. The communication between carriots and freeboard is
done using REST API.

4.2 Implementation of the System Prototype

In this prototype experiment of the proposed system arduino uno board along with
Ethernet shield for Internet connectivity in used. A liquid level sensor in this
prototype is only used for demonstration purpose. This sensor is an analog sensor
which has operating current less than 20 mA and detection area of 40 mm � 16
mm. For real world application this sensor should be replaced with PT-500 sub-
mersible liquid level transmitter [11], or similar one, which can be used to measure
water level of larger area such as greater than 450 ft deep water tank or borewell or
any other larger water source. Components used in this prototype experiment are
described in following Table 1.

Fig. 2 Interaction between the three layers of proposed water level system
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The schematic diagram of the arduino liquid level sensor circuit is shown in
Fig. 3 [12].

The liquid level sensor board needs about 5 V of power. The signal pin S, +
(plus) and – (minus) pins on water sensor is connected to analog pin A0, pin 5 v
and GND respectively on the arduino board. In this prototype the Ethernet shield is
also used which is fixed above arduino board. Therefore sensor should be con-
nected to arduino via Ethernet shield which has similar pin description hence same
circuit will work. Ethernet shield only does the job of connecting arduino to Internet
via wired connectivity. This prototype requires latest open source arduino software
[13] found at official arduino website. Installing the arduino software will also
install supported drivers. A Carriots library [14] and an account on carriots and
freeboard are also required for this system prototype. Creating account on carriots
will provide API key.

Carriots provide very user friendly interface which allow registration of new
devices in few clicks. The newly created device will be displayed in the device list
on the carriots control panel. The device registration is must as it provides
Device ID. The Device ID and API Key are required by arduino firmware code. The
arduino based sensor node uploads data stream to carriots is in JSON format. The
data stream uploaded to carriots is used as data source to freeboard. The format of
data stream is shown in following code and result of uploaded data stream is shown
in Fig. 4.

Table 1 Components of the system used in prototype experiment

Hardware specification Software and services specification

• Arduino Uno R3
• Arduino ethernet shield
• Liquid level sensor
• Male-female jumper wires
• Water source

• Arduino Software
• An account on Carriots.com
• An account on Freeboard.io

Fig. 3 Circuit diagram
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Example of Data stream format uploaded at carriots

Freeboard is a visualization tool which is used to visualize the sensor data in
real-time. Data source can be configured at freeboard account as shown in following
code.

Example of Data source configuration at Freeboard

As data source is configured the device will be listed on freeboard account. Data
source configuration allows freeboard to receive data stream from carriots. To
visualize water level from data stream which the freeboard receive from carriots a
widget must be selected and configured as shown in following code.

Fig. 4 Data stream received at carriots from sensor node
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Example of Freeboard widget configuration

Widget configuration enables freeboard to graphically visualize water level data
as shown in Fig. 5.

The widget will be updated in real time as water level in a water source changes.
Therefore the exact representation of water level of water source will be displayed
to the user.

5 Conclusion and Future Scope

This IoT based proposed system is used to acquire water level details of a water
source in real time from any location, any device connected to Internet. This water
level data can be used for various purposes for better management of water source.
Monitoring water level from remote location may be very useful when it is not

Fig. 5 Visualization of water level data showing water source is filled 93 %
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possible to visit location physically every time. The system can be implemented for
different sources of water by replacing sensor device suitable for the condition. In
future, the proposed system can be used to monitor and analyze water usage of the
specific water source thus require developing such logic for the application. The
system can also be used to collect and study the environmental data of water source
and its surrounding area by integrating other sensor to the system. The study may
include location data, water quality, temperature, humidity and various other fac-
tors. For example arduino GPS shield can be integrated in the system to obtain
location data of the water source dynamically. Similarly Ethernet shield can also be
replaced with WiFi shield/module for wireless connectivity if required. Concluding
the proposed IoT based water level monitoring system will be helpful to collect,
analyze and predict the water level detail, water usage and other information of
particular water source at particular location in real-time remotely.
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Application of Remote Sensing
for Assessing Forest Cover Conditions
of Aurangabad, (MS), India

Yogesh D. Rajendra, Sandip S. Thorat, Ajay D. Nagne,
Manasi R. Baheti, Rajesh K. Dhumal, Amarsinh B. Varpe,
S.C. Mehrotra and K.V. Kale

Abstract The Remote Sensing has been playing an important role in mapping
spatial and temporal behavior of forest cover. The mapping results are largely
dependent on the user’s preferences because it is location and application specific.
The study deals with the use of RS techniques to know the present status of forest
area undertaken in the Gautala Wildlife Sanctuary, and Bird Sanctuary, Aurangabad
region. Forest cover is depleting very fast due to the conversion of forest region into
agricultural or other land use. The forest cover estimation of these protected areas
has been derived from forest cover map generated from LISS III satellite images of
the year 1997 and 2015 using digital image classification and processing approach.
The temperature of the Aurangabad district is increasing and rainfall is reducing
which indicates that deforestation can be one of the associated causes for it. The
classification result shows that there is a significant conversion, loss in forest cover.

Keywords Remote sensing � Forest cover � Supervised classification � Knowledge
classifier � Wildlife sanctuary

1 Introduction

Satellite technology provides a synoptic view of forests and their condition on a
real-time basis [1]. Satellite images are an important source for forest mapping,
monitoring and understanding the function of the ecosystem, mainly through
the relationships between vegetation reflectance characteristics and structural
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composition. Mapping we mean as a method of depicting nature and the classifi-
cation allows to estimate the true conditions [2]. Even though maps show objects
with respect to their attributes, their major purpose is to represent objects in rela-
tions of their relative location [3]. A comprehensive mapping strategy is required
for processing a huge amount of information gathered from various sources like
satellite images, ground etc. [4]. Since last two decades, RS is being used as an
operational tool for forest vegetation assessment in the country. Assessment of
forest cover at the national level is now being done intermittently by FSI using
different interpretation keys [5]. Satellite RS has played a pivotal role in gathering
information about forest cover, vegetation type and land use changes [6–9]. In
recent period, there is a daily use of RS to quantify forest cover, and its condition.
In regards to the high cost of satellite data collection and processing, the role of RS
has increased dramatically. In recent times, advances in RS and GIS technology has
significantly increased the scientific understanding of environmental change [10].
Presently, many forest ecosystems are in high anthropogenic disturbances, which
causes loss of native species. Along with deforestation, degradation is a critical
issue, as well as depleting the natural resource base. Human-induced changes in
ecosystems function have threatened the survival of many species and are by now
scientifically well-established [11]. Deforestation can be measured in quantitative
way as the decline in ecosystem state. The qualitative loss is involves a change in
the ecosystem function, structure, and composition [12–14]. The review analyzed
the deforestation rates and gives a summary for the government initiatives for
conservation in India [15]. Many authors have been using remotely sensed data
along with other parameters for the assessment and monitoring of forest in many
areas [16–25]. This paper discusses a forest mapping methodology using expert
knowledge classifier approach. The study deals with Linear Imaging Self
Scanner LISS III images of the year 1997 and 2015. The following Table 1 shows
information about the satellite data taken for study.

2 Study Area

The Aurangabad region is a mega-biodiversity hotspot of the Marathwada. The
present study has been conducted in the area shown in Fig. 1. Gautala Autramghat
Wildlife Sanctuary is a protected area also located in Aurangabad [26]. Aurangabad
Region lying between 20°40′–19°10′ N latitude and 74°40′–75°50′ E longitude. It
belongs to semi-tropical climate region and remains humid. Its average annual
precipitation varies from 600 mm to about 800 mm while annual mean temperature

Table 1 Satellite data used
for classification

Satellite Sensor Path/row Date of passing

IRS 1C LISS III 96/58 11-Feburary-1997

IRS RS2 LISS III 96/58 01-Feburary-2015
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varies from 16 to 32 °C. The altitude of the study area varies from 300 to 380 m.
Summer season is extremely hot from March to June, while the winter lasts from
November to January.

3 Data

The spatial data of IRS 1C, RS2 LISS III of the year 1997 and 2015 were procured
from NRSC, Hyderabad for the study. The forest vector database was taken from
FSI Aurangabad Division. The year 1997 and 2015 map was generated from
LISS III image acquired in February 1997, 2015 respectively. The date of acqui-
sition of images were so selected that is should be Cloud free. The IRS 1C, RS2
satellite path/row: 96/58 occurs in Aurangabad. The radiometric correction step was
already taken care by the providing agency. LISS III sensor provides 4 multispectral
band data. The spatial resolution for visible and NIR is 23.5 m with a ground swath
of 141 km2. The fourth SWIR band has a spatial resolution of 70.5 m with a ground
swath of 148 km2. The repetitivity cycle of LISS III sensor is 24 days. The char-
acteristics of LISS III sensor is shown in the Table 2 [27]. The vector shape file of
Aurangabad was used with the 1997 and 2015 image database for sub-setting the
study area. An image interpretation key was prepared from the extensively done
ground survey and visual interpretation for eight different classes. All the analysis

Fig. 1 Study area location of aurangabad region

Table 2 LISS III sensor characteristics

Type Linear imaging self scanner (LISS) III

Spectrum VIS (*0.40 to *0.75 µm) NIR (*0.75 to *1.3 µm) SWIR (*1.3
to *3.0 µm)

Resolution
class

Medium (20–200 m)

MS resolution 23.5 m

Swath 141 km

Revisit time 24 days

On-board of IRS 1C, IRS 1D, IRS P6 (ResourceSat-1), IRS P7 (ResourceSat-2)
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and data processing were performed using the ERDAS Imagine 2014 and ArcGIS
10.2v software environment. The Fig. 2a, b shows Standard FCC of the year 1997,
2015 respectively.

4 Methodology

The methodology of this study is schematically shown in Fig. 4. The entire
methodology includes four phases. The first phase deals with the procurement of
satellite data from NRSC. The second phase contains pre-processing for image
enhancement, which includes the certain steps necessary such as radiometric and
geometric correction, and image enhancement in order to improve the quality of
images, which helps to the assignment of each pixel of the scene to one of the
classes defined in a classification system [28, 29], and geo-referencing of satellite
images, the third phase includes expert knowledge based classification, and the
fourth phase includes final map generation and accuracy assessment. Standard
mapping methodology using satellite images has been used in the present study.
Ancillary information from Forest Department like Forest range map of
Aurangabad Forest Division and Gautala Autramghat Wildlife Sanctuary was used.
The reconnaissance survey of the study area was initially carried out to remain
familiar with the study site. Ground truth observations were collected for prepa-
ration of the interpretation key using GPS to record the latitude, longitude and
altitude information of the study sites. Remote sensing data were visually inter-
preted using image elements for the forest type and density classification as well as
other land-use types. The whole study area was classified in 8 (Eight) classes in

Fig. 2 a FCC 1997 and b FCC 2015 of Aurangabad Region
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terms of forest density viz., Water Body, Moderate Dense Forest, Open Forest,
Shrubs Forest, Fallow Land, Barren Land, Settlement, and Crop.

The knowledge-based classifier is designed to capture the intellectual processes
that an expert in a particular field, in order to infer some form of information about
a geographic location. The knowledge-based classification is represented as a tree
diagram consisting of final and intermediate class definitions. It includes hypothesis,
variables, and rule. Uncertainty is of vital importance to the knowledge-based
classification [30]. A decision-tree model is developed for each of the different
vegetation types under the knowledge-based classification. A rule includes the
conditional statement that shows relevant variables. The variable can be raster,
scalar or vector. Hypotheses in the knowledge-based classification can be specified
as the classes that to be evaluated by the use of the rule. After reconnaissance work,
the assessment of accuracy was done. It is the most important step to assess the
reliability of generated map. No image classification is said to be complete unless
and until its accuracy assessment not done. For determining the accuracy of clas-
sification result, a sample is selected on the classified image and their respective
class identity is compared with the reference data. Random field samples (150
locations) collected during field survey have been used for verification of classifi-
cation accuracy. Evaluation of the quality of a classification map is important in RS
because, it gives proof of how well the classifier is capable of extracting the desired
information from the image. In this study, the classification error matrix which is
commonly used for representing classification accuracy. Another statistical tech-
nique used for the accuracy assessment is the KAPPA Statistics. KAPPA analysis
calculates the producer’s, user’s and overall accuracy. After accuracy assessment
and correction the class wise area of the image was calculated (Table 3 and Fig. 3).

Table 3 Classified area report 1997, 2015

Class name KBC area (in Hectare) 1997 KBC area (in Hectare) 2015

Water 3275.89 11,147.9

Moderate dense forest 11,997.6 9102.41

Open forest 62,380.6 29,580.8

Shrubs forest 39,054.11 33,850.2

Fallow land 221,319 313,714

Barren land 345,445 241,088

Settlement 18,032.8 24,667.7

Crop 275,344 313,698

Total 976,849 976,849
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5 Result and Discussion

The results clearly demonstrate the changing scenario in forest cover of the state of
Aurangabad Region, Maharashtra, India. Long-term monitoring of forests has
detected forest cover change events in Gautala Biosphere. Among the eight class
types mapped, Water Body, Moderate Dense Forest, Open Forest, Shrubs Forest,
Fallow Land, Barren Land, Settlement, and Crop, as shown in Fig. 4a, b. The
moderate dense forest is the most predominant forest type of the biosphere reserve
(Tables 4, 5 and Graph 1).

Result Processing

Map Generation Accuracy Assessment

Land Use Land Cover Classification

Expert Knowledge Classification

Preprocessing of Satellite Data & Reference Data

Image Enhancement Georeferencing

Procrument of IRS LISS III Images

1997 2015

Field 
Data

Refere
nce 

Data

Fig. 3 Workflow of methodology

Fig. 4 a Classified map of year 1997. b Classified map of year 2015
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The analysis has addressed, the distribution of forest cover, the rate of defor-
estation and its change. The temporal changes in the cover provides the information
about how the changes has occurred [31]. The results indicate that the loss of forest
cover in the Aurangabad Region over a 19 year. The decreasing area of moderately
dense forest indicates the burden on the internal forest. The increase in water bodies
probably by the natural formation. Both the spatial and temporal analysis shows
change in forest cover. It might be a result of fewer efforts taken by the forest
department and also due to the change in climate.

Table 4 Knowledge classifier classification accuracy assessment report 1997

Class name Ref.
totals

Class
totals

Number
correct

Producers
accuracy (%)

Users
accuracy (%)

Crop 16 16 13 81.25 81.25
Barren land 25 23 18 78.26 72.00
Settlement 15 17 14 82.35 93.33
Shrubs forest 17 18 13 72.22 76.47
Moderate dense
forest

21 20 18 90.00 85.71

Water body 18 14 14 100.00 77.77
Open forest 17 19 15 78.94 88.23
Fallow land 21 23 18 78.26 85.71
Totals 150 150 123
Overall classification accuracy = 82.00 %
Overall kappa statistics = 0.7940

Table 5 Knowledge classifier classification accuracy assessment report 2015

Class name Ref.
totals

Class
totals

Number
correct

Producers
accuracy (%)

Users
accuracy (%)

Fallow land 37 33 30 81.08 90.91
Settlement 9 10 8 88.89 80.00
Open forest 12 12 11 91.67 91.67
Water 11 11 11 100.00 100.00
Crop 31 34 27 87.10 79.41
Moderate dense
forest

9 10 8 88.89 80.00

Shrubs forest 14 12 10 71.43 83.33
Barren land 27 28 24 88.89 85.71
Totals 150 150 129
Overall classification accuracy = 86.00 %
Overall kappa statistics = 0.8329
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6 Conclusion

The results indicates subtle loss of forest cover in the Aurangabad region over a period
of 19 years. The study gives useful direction for future monitoring efforts to support
organization policy and initiatives taken by the Government of India like Green India
Programme. It also demonstrates the value of historical topographicalmaps and satellite
technology to analyze the changing scenario of forests Biosphere. The study of two
decades gives varying rates of deforestation in forest areas changes at different phases
(1997–2015). The overall accuracies of the system using Knowledge Classifier
approach of 1997 were 82 %. The corresponding accuracy by Knowledge Classifier
approach of 2015 were found to be 86.00 %. We can conclude that the Knowledge
Classifier (KC) ismore consistent and acceptable for classifications of Forest area using
the RS images. The support from local publics will be important for applying conser-
vation actions and long-term supervision. However, Threats such as forest fires, illegal
tree cutting, etc. are need to be considered for forest conservation policy.
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EncryScation: An Secure Approach
for Data Security Using Encryption
and Obfuscation Techniques for IaaS
and DaaS Services in Cloud Environment

Krunal Suthar and Jayesh Patel

Abstract Now a day’s a user of internet wants a freedom to access their valuable
data from anywhere any time. Here, Cloud computing comes with its numerous
services where user can have get anything like system power, Storage, applications
and many more with just less charges. Users of Cloud mainly use it for various
purpose and currently storing the data on Cloud is the very important scenario to be
consider. With lots of advantage to store data on cloud and free self from burden of
maintain record other side, it is very important for user that the data must be secure
even it is on rest or in transition. The researcher of Cloud working on their own to
deal with this issue but in most of the research proposal consider client side security
related issues i.e. Integrity checking, Authentication, Versioning etc. At other side
some Research model gives more importance to security data related issue of Cloud
service provider i.e. Database encryption, Security based on Metadata, Data
Obfuscation etc. But both of above fundamental not make strong impact for Cloud
users and Service providers. To have achieve best of them here in this paper we
presented a model with two techniques that’s Data Obfuscation for server side to
secure database details from outsiders and Encryption, authentication at client side.
In this paper we have discussed implemented and testing of model towards per-
formance and security. The proposed model ensures both users and service pro-
viders to bind trust on each other.
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1 Introduction

The cloud computing is a virtual environment provides various services i.e. IaaS,
SaaS, PaaS, DaaS to the users now days. In which users can use its virtual machine
allocated to him with nominal charges and for some other reasons like to use
licensed software, Store valuable information, High availability without binding of
Geographical area etc. In contrast to various features provided by Cloud computing
viz. elasticity, anytime access, availability, reliability, faster processing, etc.;
security of user details available on cloud are still a burning issue and need to solve
for wide adaption of Cloud. As a user may to reduce local burden and increase
availability any where it put important data like Financial information, credential
information, medical information, files etc. on cloud storage, It is very important to
provide security to this data while the data is in trantion (sending from client to
Cloud machine) and also when data available on cloud storage. So, using tech-
niques like Encryption, Obfuscation we achieve a complete secure model from both
the end Client and Cloud service providers.

The primary purpose of encryption is to guard the of information stored on local
machine or transmitted via the network. Encryption algorithms play a especially
important part in the security as well it’s a key elements for data security like
Authentication, Integrity and Non-repudiation. Even the data is in transmission coz
of data is in unreadable format the intruder can’t get anything out of that.

Changing the format or structure of data to hide actual meaning, Data obfus-
cation technique is used which makes reverse engineering very difficult. The good
about obfuscation over encryption is that encrypted data cannot be processed until it
is decrypted, but obfuscated data can be processed without de obfuscation.

If we consider encryption of data on client machine based on sensitivity of its
data and then storing the information to cloud storage server, gives surety to client
about secure transmission of their file on network. For Providers once it available
on his premises database which contains information about lots of client in public
domain using Obfuscation technique it’s ensure that no any users data are misuse or
tempered by unauthorized access.

This paper use encryption and obfuscation technique to provide efficient cloud
storage confidentiality. Normally, Integrity or confidentiality is ensured by
encryption mechanism, but for security issues in cloud encryption alone is not
sufficient for information security [1]. Encryption required integrating with obfus-
cation technique. While Obfuscation alone is also not good for providing complete
security of data in cloud storage because the unauthorized users are able to get
information through attack like brute force or sometimes by reverse engineering,
which break security of Cloud environment.

The paper is arranged as follows: in Sect. 2 we discuss about various security
proposals, in Sect. 3 we discuss brief of proposed methodology. Section 4 we
provides detailed discussion on results with security analysis followed by Sect. 5
Conclusion. Finally in last Section, we provides list of References.
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2 Literature Review

Authors at [1] proposed a cryptographic technique for data security Issues in Cloud
computing. In model data are Encrypted before stored on storage servers and key of
file are available to data owner only; user is only approved by issuing the corre-
sponding decryption keys by owner. Along with encryption they also used
obfuscation methods to increase the confidentiality of data. Authors also proposed
Algorithms are for encryption and obfuscation technique. Before storing data on
Cloud premises it’s encrypted or obfuscated at client side. The Proposed technique
is safe to store the cloud users’ data on cloud premises. Authors also argue that
Encryption only or obfuscation only is not sufficient for cloud data storage.

Author at [2] presented a model for DaaS Which work to secure data which
available on Cloud Machines. Proposed methodology provides two important
features First Features indicate about how store data on DaaS. Second feature says
that how get data from DaaS so that data confidentiality preserve. They also pro-
posed sensitive columns mechanism for character encryption before sending it on
Cloud premises, it also obfuscate Database columns at client side which contains
numeric values using mathematical function before sending to Cloud storage. Main
focus of proposed model to work with query over encrypted and obfuscated data.
Many of the researcher are only gives idea about only obfuscation or encryption
methodology for security purpose [3–7]. Some of the researcher not put focus on
important criteria like efficient sharing [8] or they not shown implemented results of
their proposed scheme [9, 10]. Some researcher are only provides abstract of
security [11–14] or the literature about the various security issues in Cloud [15].

3 Proposed Methodology

The proposed model [16] with all the algorithms steps are presented in International
conference NUiCONE 2015 organized at Nirma University and will be published in
IEEE soon. So here we just provide overview of the model proposed and mainly
focuses on results and analysis of proposal.

3.1 Overview

See Fig. 1.

3.2 Experimental Setup and Techniques

Here for experimental result we use ARO Encryption techniques and MONCrypt
Obfuscation Technique [17]. The Client has the following Configuration Microsoft
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windows 8 operating system 64 bit, 2.5 GHz Intel pentium processor, 4 GB RAM,
500 GB of Storage. The server having VMWare ESXi module run on 3 GHz
processor with GB or Ram and 250 GB of HDD. The users upload the data via user
interface form VMware Client.

4 Result Discussion

4.1 Basic Analysis

Figure 2 below shows phase wise cryptographic/obfuscation operations required.
All the hash functions are performed offline and they are quite faster.

By using SHA hash function which executes in few milliseconds to compute a
hash of even 1 MB file. So, overall, the overhead occurred by the cryptographic
operations involved in EncryScation is very low.

In order to understand the proposed algorithms in, we consider a sample data
table which stored in the cloud storage as shown in the Table 1. The data are
encrypted and obfuscated by the proposed algorithms [16]. It can be noted in
Table 2 that data are obfuscated. Obfuscated data in Table 2 consumes less memory
in comparison with the Table 1.

Data Owner
• Request/ retrieve 

creden al.
• Upload and verify stored 
files.

• View/ manage rights of 
own files.

• Store important data into 
Cloud Database.

Data users
• Request/ retrieve 

creden al.
• Request others user 
files.

• Verify files.
• Store important data 

into Cloud Database.

Cloud service provider

• Gives/check user creden al.

• Store users files.

• Provide security to users 
sensi ve data by obfusca on.

• Calculate  on users Demand.

• Store versions of files.

• Provides Group sharing.

Fig. 1 Basic proposed model
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4.2 Security Analysis

A. Storage Correctness: DO (or DU) can anytime request CSP for data cor-
rectness. DO issues a Dynamic random bit request to CSP, and CSP gives in
form of hash of those bits having size is almost in KB. After receiving hash
value from CSP, DO (or DU) compares it with new calculated hash code. If
both found same, it is concluded that the integrity of data is verified.

B. Lightweight: Confidentiality and integrity are to be achieved through encryption
and hash algorithms. Because of consume heavy computational we advise these
two operations to be performed offline on the premise of DO or DU. To check
integrity of data, the whole file is not transferred, but only a small sized data is
exchanged between CSP and DO/DU, which is independent of the file size.

C. Dynamism: Granting/revoking access rights to/from DU or with the group of
users is done through executing SQL query and make updation in the required
Database entry.

D. Versioning: DO/DU is able to store multiple version of their file on CSP and
can able to get it as required.

0

0.2

0.4

0.6

0.8

1

1.2

Phase 1 Phase 2 Phase 3 Phase 4
Phase 5 Phase 6 Phase 7 Phase 8

Phase 9

Fig. 2 Cryptographic operations/obfuscation (Phase wise)

Table 1 Transactional table
with plain text

Trans_Id Cust_Id Item_Name Quantity Total_P

TId_1003 A230kum Printer 5 10,000

TId_923 B301sus Harddisk 13 30,000

TId_2304 C100mon Monitor 13 22,000

TId_9087 B002lav Mouse 9 1250

TId_0012 G123aro Keyword 12 2400
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E. Data Obfuscation: The sensitive details like Credential information, Account
information etc. are obfuscated and stored onCSPDatabase which ensure CSP that
DO/DU data are safely available on premises and no chance to tempered ormisuse.

Protocol Verification Through Scyther
To verify our operational protocols, we have used Scyther [18], the tool that pro-
vides formal proofs for security protocol verification. Scyther has proven to be an
effective tool for verification, falsification, and analysis of security protocols. With
guaranteed termination it verify protocols with limitless number of sessions. The
phases in each operation in our model are verified under various conditions in
Scyther and found to be full proof against different attacks viz. man-in-the-middle
attack, DoS and replay attack. Due to limitation of space, we only illustrate testing
of phase Registration.

We show a claim of an attack for registration phase in Fig. 4 . In the attack,
CDO#1 completes his role as CDO up to the claim. Claims are reachable and the
protocols are found to be secure. We further check all our phases of Cloud storage
security model in Scyther tool and displayed in Table 3 .

Table 2 Transactional table with cipher text using encryption and obfuscation

]zUdbju|p L!pvL|xh RymhQnwhy Zz!dljx}& ]m\wb}ru{

]k<g3mL:? J<y6x<5t> U,{{kx\| 2 @

]k?g5mLBU K=3x96|? Qm&pdvlum ) 0
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Table 3 Analysis of Scyther Outcomes for Proposed Protocols

Phases Properties

Confidentiality Authenticity Integrity Access control Freshness

Registration Yes (Ni,Tj,Tk) Yes (IDCDO) Yes (Ni) Yes (KPU-CSP,
KPU-CDO)

Yes (Ni)

Pre-storage NA NA NA NA NA

Storage Yes (HCDO, Ni, Tj,

HT)
Yes (IDCDO) Yes (HCDO, Ni) Yes (KPU-CSP,

KPU-CDO)
Yes (Ni)

Transmission
errors

Yes(IDCDO,Ni,
HT)

YES
(IDCDO)

NA NA YES (Ni)

Manage access
rights

Yes (FileID, AR,
ET, HT, KS-FILEID)

Yes (IDCDO,
IDCDU)

Yes (FileID, AR,
KS-FILEID)

Yes (KPU-CSP,
KPU-CDO)

NA

Dynamic
integrity
verification

Yes (FileID, Ni, Bt,
Tj, C)

Yes (IDUSER) Yes (FileID, Ni,
HCSP, HCDO, C)

Yes (KPU-CSP,
KPU-USER)

Yes (Ni)

Data
obfuscation

NA NA NA NA YES (Ni)

Versioning Yes(IDCDO,Ni,
FileID, Tj)

YES
(IDUSER)

NA Yes (KPU-CSP,
KPU-CDO)

YES (Ni,
Tj)

Data download Yes (FileID, Ni,
Ti, Tj)

Yes (IDUSER) Yes (FileID, Ni) Yes (KPU-CSP,
KPU-USER)

Yes (Ni)
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Fig. 3 Role CSP—Registration phase (Scyther outcome)

Fig. 4 Sequence diagram: Registration phase
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5 Conclusion

Cloud computing provides good services to but due to lack of security many of the
users are beware to adopt it. To address the problem of providing data security
services to both Cloud user as well service provider, we proposed a new scheme by
putting encryption and obfuscation technique works together. Data will be
encrypted before sending on Cloud server based on sensitivity of data and user kept
key secret gives security to data in transition coz data available in encrypted format
on cloud machine makes user ensure about confidentiality.

We used obfuscation technique for security purpose at Cloud server side by
which there is very less chance of tempering the data at server. We proposed an
algorithm which supports all this operations and providing results with security and
basic analysis. From the Model analysis using scyther security tool, it is observed
that proposed scheme provides better protection to stored information on a cloud
and even the data is in transition than the another available approaches which are
based on encryption, obfuscation technique alone from Cloud users as well Service
providers view.
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Prediction of Students Performance
of an Institute Using
ClassificationViaClustering
and ClassificationViaRegression

Shiwani Rana and Roopali Garg

Abstract Machine Learning is the field of computer science that learns from data
by studying algorithms and their constructions. In machine learning, predictions can
be made by using certain algorithms for specific inputs. In this paper important
classification and clustering algorithms are discussed which can be further applied
to BE (Information Technology) Third Semester to evaluate student’s performance.
The performance of students of Digital Electronics of University Institute of
Engineering and Technology (UIET), Panjab University (PU) is calculated by
applying K-Means and Hierarchical Clustering Algorithms. Unsupervised Learning
Algorithms like K-Means and Hierarchical clustering are discussed and for
supervised learning, M5P algorithm is discussed. Further a comparison between
ClassificationViaClustering and ClassificationViaRegression is done using WEKA
Tool. The accuracy of grades prediction is calculated with both the approaches and
a graphical explanation is presented for the BE (Information Technology) Third
Semester students.

Keywords WEKA � K-Means � Hierarchical �M5P � Classificationviaclustering �
Classificationviaregression

1 Introduction

Machine learning is a type of intelligent learning which provides computers with
the ability to design and develop algorithms. It focuses on the advancement of
computer programs that can train themselves to grow and change when exposed to
new data. A machine learning program detects patterns in data and includes dif-
ferent combinations of logic [1] (Fig. 1).
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Benefits of Machine Learning:

• With the use of machine learning, the human-computer interaction becomes
easier.

• It increases customer satisfaction.
• It is simple to integrate and improves intelligent systems.

The two machine learning approaches are:

• Supervised learning: This type of learning algorithm is used for generating a
function which is used for mapping the inputs to the desired outputs. These
functions are based on the training data set. A supervised technique uses a
dataset with known classification. Various algorithms like Naïve Bayes, Logistic
Regression, Neural Networks, Linear Regression and Decision Trees are highly
dependent on the information given by the pre-determined classifications [2].

• Unsupervised learning: Unsupervised Learning is also known as undirected
learning. It is basically used when the output conditions are not clearly repre-
sented in the dataset [3]. The task of this algorithm is to automatically discover
inbuilt patterns in the data without the prior information about which class the
data could belong to. An unsupervised technique does not use a given set of
unclassified data.

The paper is organized in the following section. Section 2 describes the Machine
Learning Algorithms which further discusses the two Unsupervised algorithms and a
Supervised Algorithm. Section 3 deals with the Implementation in which the per-
formance offifty eight students is analyzed with both the ClassificationViaClustering
and ClassificationViaRegression approaches by using WEKA Tool, Sect. 4 deals
with the Results and Comparison, comparing both the approaches, Sect. 5 describes
the Output and Sect. 6 describes the Conclusion and Future Work.

2 Machine Learning Algorithms

2.1 Unsupervised Algorithms

(i) K means Clustering Algorithm: The process of partitioning or grouping a
given set of patterns into disjoint clusters is known as clustering [4]. Big data
sets can be easily clustered by using K means clustering algorithm. K Means
algorithm is for clustering. It is a type of unsupervised learning where there is

Input Output

(Sensors)  (Predictions) 

Data Base and 

Set of Rules

Fig. 1 Machine learning
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no idea about the class or labels for any data and need to discover the clusters
without this information [5] (Fig. 2).

(ii) Hierarchical Clustering Algorithms: Hierarchical clustering can be done in
three different ways [6]:

Algorithm of Hierarchical Clustering Algorithm (Single-linkage cluster) [7]:

1. Assign a cluster to each item, such that N clusters for N items.
2. Find and merge the pair of clusters which are closest to each other.
3. Calculate the distances between the new and each of the old clusters (using

single-linkage cluster)

(a) Start with the disjoint clustering having level l(0) = 0 and sequence number
n = 0.

(b) In the current clustering, now find the least dissimilar pair of clusters say
pair (a), (b), according to d[(a), (b)] = min d[(u), (v)] where, the minimum is
over all pairs of clusters in the current clustering.

Start

Enter number of clusters

Calculate distances using Euclidean
distance formula

Clustering of the objects

Recalculate 
centroids

Generate initial centroids

Any object to 
move?

End

Fig. 2 Flow chart of K-Means clustering
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(c) Increment the sequence number: n = n + 1 and merge clusters (a) and
(b) into a single cluster to form the next clustering n. Set the level of this
clustering to: l(n) = d[(a), (b)]

(d) Now the next step is to update the proximity matrix, M, by deleting the rows
and columns corresponding to clusters (a) and (b) and adding a row and
column correspond to the newly formed cluster. The proximity between the
new cluster, denoted (a, b) and old cluster (k) is defined in this way: d[(k),
(a, b)] = min d[(k), (a)], d[(k), (b)]

4. If all the objects are in one cluster then stop the process else, go to step 2.

The complexity of Hierarchical Clustering Algorithm is: O (n2).

2.2 Supervised Algorithms

M5P: M5P is a special reconstruction algorithm used for classification [7]. This
supervised algorithm combines a conventional decision tree with the possibility of
linear regression functions at the nodes. M5P learns a “model” tree—which is a
decision tree with linear regression functions at the leaves. It can be used to predict
a numeric target (class) attribute.

Options of M5P algorithm are:

• BuildRegressionTree—Whether to generate a regression tree/rule instead of a
model tree/rule.

• Debug—If set to true, classifier may output additional info to the console.
• MinNumInstances—It is defined as the minimum number of instances to allow

at a leaf node.
• SaveInstances—This depicts whether to save instance data at each node in the

tree for visualization purposes.
• UseUnsmoothed—It shows whether to use unsmoothed predictions.

3 Implementation

ClassificationViaClustering and ClassificationViaRegression are the two approa-
ches used to analyze the performance of BE (Information Technology) Third
semester students of UIET, PU, Chandigarh. The academic data of 58 students from
the data set (given in the appendix) are taken which includes 8 attributes namely
total marks, grade, attendance, major, minor1, minor2, institution, area and then
both the approaches are applied on this data set using WEKA Tool [8].
Classification in WEKA includes some major terminologies which can be seen in
Figs. 3 and 4:
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Fig. 3 Classifier output of ClassificationViaClustering

Fig. 4 Classifier output of ClassificationViaRegression
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• TP Rate: TP stands for true positives or the correctly classified instances.
• FP Rate: FP stands for false positives or the incorrectly classified instances.
• Precision: It is defined as the ratio of the instances of a class to the total

instances classified as that class
• Recall: Ratio of the proportion of instances classified as a given class to the

actual total in that class (equivalent to TP rate)
• F-Measure:

F�Measure ¼ 2 � precision � recall
ðprecisionþ recallÞ ð1Þ

(i) ClassificationViaClustering:

For clustering 58 students, K-Means and Hierarchical clustering algorithms are
used which are further used in classification for the prediction purpose.
ClassificationViaClustering approach is used in WEKA Tool which combines both
the classification and clustering algorithms. 2 clusters are set for both the clustering
algorithms. The accuracy is described by the correctly classified instance which can
vary for the same algorithm by simply varying the number of attributes [9]. For
Example in Table 1, the accuracy of K-Means decreases when the algorithm runs
from 8 attributes to 6 attributes but in case of Hierarchical clustering, it increases.

In Fig. 3, ClassificationViaClustering is applied using K-Means clustering
algorithm which first makes cluster for characterizing the BE 3rd semester students
and then predicting their grades.

(ii) ClassificationViaRegression:

Figure 3 shows the implementation of ClassificationViaRegression which uses
M5P regression algorithm for predicting the grades. M5P actually makes a decision
tree with linear regression for its implementation [10].

4 Result and Comparison

Comparison between ClassificationViaClustering and ClassificationViaRegression
is shown in Table 2. After applying both the approaches over the data set of
fifty-eight students of BE 3rd Semester of UIET, a striking outcome is obtained

Table 1 Accuracy of clustering algorithms

Type of algorithm Accuracy using
all the eight attributes

Accuracy using selected
six attributes

K-Means 34.48 32.76

Hierarchical 29.31 31.03
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which shows the accuracy of ClassificationViaRegression is much higher than that
in the ClassificationViaClustering [11].

The accuracy results can be explained in more details by having a look on both
the Figs. 5 and 6, which depicts the confusion matrix. Correctly and incorrectly
classified instances shown in the matrix is the actual result for accuracy/prediction
of grades of the BE 3rd semester students of UIET [12].

The diagonal values (aa, bb, cc, dd, ee, ff, gg and hh) are the true positive (TP) or
the correctly classified instances which shows the relation between the true values
and the predicted values. All the other values of the confusion matrix are incorrectly
classified instances known as false positive (FP).

In case of ClassificationViaClustering, for example from Fig. 5, the value of cc
shows that 13 instances are correctly predicted for B+ grade.

Correctly classified instances (CCI) ¼ aaþ bbþ ccþ ddþ eeþ ff þ ggþ hh

¼ 0þ 0þ 13þ 3þ 4þ 0þ 0þ 0

¼ 20

ð2Þ

Table 2 Comparison of the two approaches

Features/name of approaches ClassificationViaClustering ClassificationViaRegression

Instances 58 58

Attributes 8 8

Test mode 10-fold cross-validation 10-fold cross-validation

Time taken to build model (s) 0 0.04

Accuracy using all the
attributes

34.48 % 93.10 %

Fig. 5 Confusion matrix of ClassificationViaClustering
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Correctly classified instancesðaccuracy in%Þ ¼ CCI
Total no: of instances

� 100

¼ 20
58

� 100 ¼ 34:48%
ð3Þ

The sum of all the remaining values in the confusion matrix gives the incorrectly
classified instances.

In case of ClasificationViaRegression, for example from Fig. 6, the value of cc
depicts 19 instances which are correctly predicted for B+ grade.

Correctly classified instances (CCI) ¼ aaþ bbþ ccþ ddþ eeþ ff þ ggþ hh

¼ 0þ 6þ 19þ 15þ 12þ 0þ 0þ 2

¼ 54

ð4Þ

Correctly classified instancesðaccuracy in %Þ ¼ CCI
Total no:of instances

� 100

¼ 54
58

� 100 ¼ 93:10%

ð5Þ

5 Output

X-axis represents the predicted grade and Y-axis represents the major (the marks
scored in the final exam) [13]. The actual grades are shown with different colors
depicting the output of the graph.

Figure 7 shows the output of ClassificationViaClustering approach in which
K-Means algorithm is used for making clusters by setting the value of clusters to 2

Fig. 6 Confusion matrix of ClassificationViaRegression
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and then applying the classification for predicting the grades of BE 3rd Semester
students [14]. For Example: according to the prediction of grades, most of the
students fall under B+, B and C+.

Fig. 7 Visualize classifier errors-ClassificationViaClustering

Fig. 8 Visualize classifier errors-ClassificationViaRegression
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In Fig. 8, ClassificationViaRegression approach is used. M5P algorithm is used
for the classification purpose. This approach gives a more clear prediction of
grades, as according to the marks in major the predicted grades are almost similar to
the actual grades [15]. For Example, the predicted grades of most of the BE students
are A, B+, B, C+, C and F, clearly shown by the different colors.

6 Conclusion and Future Work

The paper describes Machine learning algorithms. A brief comparison is made
between the two approaches, ClassificationViaClustering and Classification
ViaRegression. For clustering, K-Means and Hierarchical algorithms are discussed.
MSP, a regression algorithm is used for classification. By using these algorithms,
student’s performance is evaluated and predicted. Both the approaches are applied
over the data set of 58 students of BE (Information Technology) Third Semester of
UIET, PU, Chandigarh for predicting the grades of students. Both the approaches
are compared using WEKA Tool. According to the output obtained, the accuracy
(or the correctly classified instances) in ClassificationViaRegression is more than
that in the ClassificationViaClustering. However the time taken to build a model for
the given data set in ClassificationViaClustering is less (0 s) than that in
ClassificationViaRegression (0.04 s). ClassificationViaRegression predicts the
grades of students more accurately then that of the other approach. Further in future,
with the use of these algorithms one can compare the marks of different subjects of
a student with a large data set. The research could be extended over various subjects
the student studies in his/her 4 year under graduation. These algorithms can be
coded in Python to analyze and discuss the data.

Fig. 9 Details of marks of digital electronics students of UIET
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Appendix

See Fig. 9.
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Feature Based Object Mining and Tagging
Algorithm for Digital Images

Hiteshree Lad and Mayuri A. Mehta

Abstract Object mining is the process of retrieving knowledge about meaningful
objects by breaking the image into meaningful components and assigning labels to
identified objects. Mining of objects from an image is nontrivial task due to rep-
resentation of same object using different scales under different viewpoints and
illumination changes. Moreover, occlusion and clutter reduce the probability of
identification of objects from the image. In this paper, we propose a new Feature
based Object Mining and Tagging Algorithm (FOMTA) that decreases the false
negative rate. It also increases the probability of identification of objects under
occlusion and clutter.

Keywords Object recognition � Object mining � Feature extraction � Feature
vector � Object tagging

1 Introduction

Mining of meaningful components from an image is termed as the process of object
mining [1]. Breaking an image into meaningful components and identification of
valuable components is called the process of object recognition [2]. Object mining
is to identify objects using object recognition and assigning labels to identified
objects. An image with identified and labeled objects is referred as a tagged image.
The tagged images are useful in several domains such as medical, agriculture,
computer vision and remote sensing [1–5]. Furthermore, they are useful in image
mining for mining of images having similar components from huge dataset [1].
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It is crucial to address object mining to achieve satisfactory results due to fol-
lowing reasons [1–3]: (1) an object of the same scene is represented differently in
images captured under varying values of scale, viewpoint and illumination condi-
tions. Hence, an object may be misclassified or unidentified. (2) occlusion condition
and clutter make object mining process more difficult. Numerous object mining
techniques are available in the literature. However, some of the existing techniques
do not recognize objects accurately under occlusion [1–4]. Several techniques are
computationally average or slow in recognizing objects as they use Scale Invariant
Feature Transform (SIFT) descriptor [4–7]. Association rule based image mining
technique uses association rules that increases memory usage to store intermediate
results [5]. Moreover, majority of the techniques has increased false negative rate
i.e. increased rate of misclassification [1, 2, 5, 7]. In segmentation based object
mining approaches, accuracy and speed of segmentation are key issues [7]. Thus,
the development of an efficient object mining algorithm is required that recognizes
objects accurately and decreases misclassification rate.

In this paper, we propose a new Feature based Object Mining and Tagging
Algorithm (FOMTA) that increases speed and accuracy of object recognition.
Moreover, it recognizes objects under occlusion condition. The overall performance
of the proposed algorithm is highly dependent on the following two major steps of
the algorithm: feature extraction and classification. Based on our parametric eval-
uation of existing feature extraction techniques, we have chosen an efficient
Speeded Up Robust Feature (SURF) extraction technique [8–10]. Similarly, based
on our parametric evaluation of existing classifiers, we have chosen Support Vector
Machine (SVM) classifier for object classification as it classifies objects accurately
[11–13]. However, SVM often misclassifies the occluded objects or partially visible
objects in image. Therefore, to improve the object classification accuracy of SVM
under occlusion, we use ADABOOST (Adaptive Boosting) algorithm.
ADABOOST chooses strong features from feature vector generated as an output of
feature extraction. Strong features are features having high values of pixel inten-
sities. It increases the accuracy of FOMTA under occlusion condition.

Rest of the paper is organized as follows: Sect. 2 describes the existing work
related to object mining. Section 3 describes the proposed object mining and tag-
ging algorithm. Finally, conclusion and future work are discussed in Sect. 4.

2 Related Work

A large number of object mining techniques have been presented so far.
Construction of matching graph is suggested for object mining by grouping images
containing the same object, despite significant changes in scale, viewpoint and
partial occlusion [14]. Though it extracts several features, its computational speed is
not satisfactory as it uses SIFT descriptor to extract the features. A novel language
model based approach uses bag-of-words (BOW) concept to retrieve image objects
considering semantics related to set of visual words [6]. It is simpler in terms of
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computation. However, BOW suffers from mismatch problem (vocabulary prob-
lem), that is it provides irrelevant images to the user. In [15], satellite images are
classified by extracting pixel intensities and organizing color pixels. In [16],
common objects are recognized from set of images by assigning commonness score
to each pixel. Both [15, 16] use SIFT descriptor for feature extraction. Though SIFT
provides better computational accuracy, its performance under occlusion is mar-
ginal. Multiple segmentation with BOW concept is used for object recognition
considering different aspects of images [7]. Quality and accuracy of segmentation is
improved considering appropriate features for segmentation. In [5], common visual
patterns are discovered from two sets of feature points for common object recog-
nition. Authors observed that common visual patterns share similar local features
and spatial layout. Graph is used for representation of commonness. Though the
manipulation of graph is simpler, the technique is not affine invariant.

We have observed that majority of the existing object mining techniques are
application specific and are based on supervised learning. Moreover, they provide
optimum object recognition for specific dataset. We also observed that mining of
objects from images having varying values of illumination, rotation, scale, view-
point and clutter (noise) is simpler if global features of image are considered.
However, mining of objects under varying attributes considering local features is
difficult task due to representation of same object under different scale, different
viewpoint, illumination changes, occlusion and clutter. Moreover, to the best of our
knowledge, none of the existing approaches provide optimum recognition in the
presence of occlusion. Furthermore, they use SIFT descriptor that has lesser
computational speed. Hence, we propose a new FOMTA to overcome above lim-
itations. We use SURF descriptor that is faster than SIFT [8–10].

3 The Proposed Feature Based Object Mining
and Tagging Algorithm

In this section, we introduce the proposed object mining and tagging algorithm that
has following features:

• Improved object recognition accuracy
• Higher computational speed
• Decreased false negative rate that is decreased number of misclassifications
• Identification of objects under occlusion and clutter

As we show in Fig. 1, the major steps involved in FOMTA are preprocessing,
feature extraction and classification. The performance of FOMTA is highly
dependent on techniques chosen for feature extraction and classification.
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3.1 Preprocessing

In preprocessing step, noise is removed from an input image using gaussian filter.
Typically, noise is present in image due to fault in capturing device or surrounding
conditions such as smoke or fog during image capturing. This type of noise is called
gaussian noise that is removed using gaussian filter. After noise removal, the
subsequent step is image resizing. Image is resized to one common dimension for
easy evaluation of image objects. Finally, RGB to gray conversion is performed on
image because gray scale image is easy to manipulate as it contains only 0–255
pixel intensity values.

3.2 Feature Extraction

An image consists of multiple features. Feature extraction technique is applied on
image to generate feature vector. It extracts features based on varying values of
pixel intensities and generates feature vector. Feature vector is an intermediate
representation of image features that makes object identification easy.

Object recognition accuracy and speed of FOMTA are highly dependent on
feature extraction technique used in it. To choose an appropriate feature extraction
technique, we studied several feature extraction techniques such as Scale Invariant
Feature Transform (SIFT) [8–10], Speeded Up Robust Feature (SURF) [9] and
Principle Component Analysis-SIFT (PCA-SIFT) [8]. Based on our study, we have
identified following parameters to evaluate the existing techniques: methodology,
feature extraction speed, scale invariance performance, rotation invariance perfor-
mance, illumination invariance performance and performance under viewpoint
changes. The parametric evaluation of feature extraction techniques is presented in
Table 1.

Methodology specifies method used to extract features from the image. Feature
extraction speed refers to the computational speed of the feature extraction

Image (Input) 

Preprocessing

Feature Extraction

Classification

Image (Output)

Database

Fig. 1 Flow of FOMTA
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technique. Scale invariance performance describes the accuracy of feature extrac-
tion technique when images having different scales are considered for mining.
Rotation invariance performance refers to the accuracy of feature extraction tech-
nique when different rotations of an image are considered for recognition.
Illumination invariance performance refers to the accuracy of technique to detect
objects from multiple images captured under varying lightening conditions.
Viewpoint change refers to identification of objects from images captured from
different viewpoints.

It is observed that amongst all feature extraction techniques, SURF has higher
computational speed and gives better performance of recognition for varying values
of scale, rotation, occlusion, clutter, illumination and viewpoint changes. Therefore,
we have chosen SURF for feature extraction in the proposed algorithm. SURF is
faster because convolution procedure is applied using box filters [8–10]. Moreover,
it is applied on integral images. Major steps of SURF are interest point detection,
creation of descriptor associated with each interest point and descriptor matching
[9]. SURF creates stack of images without down sampling at higher levels and
hence, all images in stack have same resolution [8, 9].

3.3 Classification

Classification of objects is carried out by classifier using either supervised learning
or unsupervised learning [11]. Supervised learning consists of two major steps:
training and testing. We use supervised learning approach for classification because
it makes object identification easier via training of objects. Several classifiers based
on supervised learning are available in the literature.

The number of misclassification depends on classifier used in the algorithm.
Hence, to choose an appropriate classifier, we have studied various classifiers such
as Naïve bias [11, 17], Iterative Dichotomiser3 (ID3) [11], Support Vector Machine
(SVM) [11–13] and K Nearest Neighbor (KNN) [11, 12]. In Table 2, we present

Table 1 Parametric evaluation of feature extraction techniques

SIFT PCA-SIFT SURF

Methodology Construction of image
pyramid

Principle component
analysis

Hessian
detectors

Feature extraction speed Slow Fast Faster

Scale invariance performance High Average High

Rotation invariance
performance

High High High

Illumination invariance
performance

Low Low Average

Performance under viewpoint
changes

Average Average High
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parametric evaluation of classifiers based on the following identified parameters:
methodology, classification accuracy, memory usage, computation speed, mis-
classification in presence of noise and over-fitting.

Methodology specifies method used for classification. Classification accuracy
refers to how accurately the classifier classifies the objects. Memory usage specifies
storage requirement of the classifier. Computational speed refers to the speed of
classifier. Misclassification refers to classification of objects into wrong class. As
number of misclassification increases, classification accuracy decreases. In the
presence of noise, the data may be misclassified. Over-fitting refers to the random
error or noise instead of underlying relationship [11].

Based on our study on existing classifiers, we have chosen SVM classifier
because it classifies objects with higher accuracy. Moreover, amongst several
classifiers, its misclassification rate is less. However, it often misclassifies occluded
objects or partially visible objects of image. Therefore, to improve the accuracy of
object classification under occlusion, we use ADABOOST. ADABOOST selects
strong features from the feature vector generated as an output of feature extraction.
The selected strong features are used to train images. Training improves accuracy of
object identification.

Figure 2 shows the pseudo code of the proposed FOMTA. Set A is a set of n
input images I1, I2, I3, I4, …, In. Set B is a set of n output images I

0
1; I

0
2; I

0
3; I

0
4; . . .; I

0
n.

Output images are the images with tagged objects. FV = {F1, F2, F3, F4,…, Fk} is a
Feature Vector containing all features of an input image and Fj is a jth feature of an
image where 1 � j � k. FVS is a Feature Vector containing strong features of an
image selected by ADABOOST.

Initially, we input set A of images to FOMTA. On each input image, four major
steps are performed as follows: First, noise is removed from input image Ij using
gaussian filter. After noise removal, features are extracted using SURF feature
extraction technique and a feature vector FVj containing all extracted features is
generated. Subsequently, we apply ADABOOST that selects strong features from
feature vector. The strong features are stored in FVSj. Finally, SVM classifier
classifies as well as tags the objects and output image I

0
j is produced.

Table 2 Parametric evaluation of classifiers

ID3 Naïve Bias SVM KNN

Methodology Decision tree Bayes Theorem Construction
of hyper plane

Nearest neighbor

Classification accuracy Less More More More

Memory usage More More Less Less

Computation speed Slow Fast Fast Slow

Misclassification More Less Less Less

Over-fitting More Less Less More
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4 Conclusion

In this paper, we have proposed a new Feature based Object Mining and Tagging
Algorithm. The proposed algorithm increases probability of object identification
under occlusion and clutter. Moreover, it decreases misclassification rate. We have
also presented parametric evaluation of existing feature extraction techniques and
existing classifiers to choose an appropriate feature extraction technique and clas-
sifier respectively to use in the proposed algorithm. In future, we aim to evaluate the
performance of FOMTA for images captured under varying conditions such as
scale, rotation, illumination, clutter, occlusion and to compare the performance of
FOMTA with existing object mining technique.
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Exploratory Assessment Based Child
Nodes Selection (EACNS): Energy
Efficient Multicast Routing Topology
for Mobile Ad Hoc Networks

N. Papanna, A. Rama Mohan Reddy and M. Seetha

Abstract The networks formed by the self-energized nodes that loosely coupled
with no or fewer infrastructure and without a central monitoring system is said to be
ad hoc networks and if mobility is the property of these nodes then that networks
are referred as mobile ad hoc networks. The nodes in these networks are having
limited range to couple with other nodes. Hence in order to transmit data, they
establish a route between source and destination nodes through hop level nodes.
The critical point of the route establishment is selection of optimal neighbor nodes
in the context of Quality of Service. This is much critical if data to be transferred to
multiple destinations, which can be referred as multicast routing. In order to opti-
mize the process of neighbor node selection in multicast route establishment, here
in this article we proposed an energy efficient multicast routing topology, which is
based on Exploratory Assessment based Child Nodes Selection (EACNS). EACNS
is a Tree-based multicast routing topology for mobile ad hoc networks distin-
guishing from others in its class by the defining an exploratory scale to assess the
optimal child nodes towards minimal energy usage and maximal network life. The
objective the model is to be loosely coupled route selection strategy to any of the
benchmarking tree based multicast routing protocols explored in literature. The
strategy that used to select tree based multicast route is an explorative scale that
defined based on three metrics coined in this paper, which are called energy con-
sumption ratio, reserve battery life and multicast scope. The experimental results
concluding that the proposed topology is the best of in its class to minimize the
energy usage and maximize the network life.
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1 Introduction

The activity of data transmission from a source node to multiple sink nodes is
referred as multicast routing [1]. The source should transmit data to all of the
selected sinks under single destination address [2, 3]. The traditional route dis-
covery constraint shortest path, which is the objective of many of benchmarking
algorithms [4]. In order to find shortest path between sources to multiple destina-
tions, the route is formed by more than one tree, which magnifies the routing
complexity [5]. Further that leads to extreme energy usage by the nodes in the
multicast route that causes minimal life time of the network and poor quality
routing in the context of quality metrics. The other significant challenge is to define
multicast routing topologies for Mobile Ad hoc Network [6]. Henceforth current
research involved in defining novel multicast routing topologies under multiple
QoS constraints. One of that is an energy efficient multicast model.

The majority of the QoS aware multicast routing protocols [7] under multiple
QoS constraints are not including the energy usage towards transmission as QoS
constraint. Hence the nodes with energy consumption overhead involved in path
exhaust early and destruct the route [8]. This causes multicast routing cannot be
continued until the completion of data transmission. The objective of our proposal
is to magnify the network route lifetime. In order to this an energy efficient routing
topology is proposed.

2 Related Work

Reducing the overhead of acknowledgement process is the prime objective of the
model devised by Paul et al. [9]. In order to achieve this, multilevel hierarchy and
selective repeat transmission were used. Dynamic transmission range towards
minimal energy usage is observed in Dynamic Ring based Multicast Routing
protocol proposed by Zhou [10]. Transmission range adjusts by the process called
Extending Ring Search, which major contribution of the proposal. The experiments
were evidencing the scalability in multicast routing. But the model is not optimal to
high mobility networks. The multicast routing model explored by Yang et al. [11] is
based on stateless geographic routing and broadcasting, which also aimed to handle
the virtual sinks. The routing loops and packet duplications are surpassed in the
model devised by Kim et al. [12]. The experiments evincing that the packet for-
warding strategy that proposed is adaptive to Tree based protocol than mesh based
multicasting. The context of ad hoc networks with high mobility is the context of
model devised by Vaidya et al. [13]. The disjoint path aware reliable and secure
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routing was concluded in this model. Aamir et al. [14] proposed an active queue
management strategy towards effective buffer space sharing between neighbour
nodes. The other multicast routing protocols [15, 16] are also considerable con-
tributions. Kashihara et al. [17] proposed a multicast routing model that relies in
neighbor node’s information such as their location and probability of transmission
to achieve the opportunistic routing and encoding in order to claim reliability. Yang
et al. [18] proposed a QoS centric token bucket based MAC scheme, which is in the
aim of handling contention. Sriniva et al. [19] enhanced the AODV to achieve
stability and energy aware routing in mobile ad hoc networks. The assessment of
signal strength is the key factor for this model. According to the receiving signal
strength, the link stability is assessed and the product of the stability of the links
involved in a route concludes the route stability. Gupta et al. [20] were proposed
location aided routing model towards minimizing the energy utilization of nodes
involved in routing. Biradar et al. [21] proposed ring mesh based multicast routing
protocol that measures the reliability of the connection between any two nodes by
their mobility, reserve battery and signal strength.

All of these models are aimed to maximize the network life span by identifying
the nodes with sufficient energy resources or minimizing the wastage of battery life
through stable routing. The context of these models is to identify route with nodes
having sufficient energy resources to achieve the stable routing. But the objective of
notifying a stable route with nodes using minimal energy in data transmission. In
the context of this objective, the models [17, 21] are aimed to identify the neighbor
nodes which can be paired under minimal energy usage. The objective of our
proposal is also of the same dimension, which is to establish an optimal tree based
stable multicast route with nodes that are using minimal energy to transmit data.

3 Energy Efficient Multicast Routing Topology for Mobile
Ad Hoc Networks

The energy efficient multicast routing topology proposed is using the devised
exploratory scale to assess optimality of the nodes towards route selection. In order
to this, initial move is to identify all possible routes between source node s and set
of destination nodes D ¼ fd1; d2; d3; . . .djDjg, which is done by the conditional
broadcasting of the route request [19]. The respective destination nodes responds
back with route response to each route request those received. Further, upon
receiving all route responses sent by destination nodes, the source node collects all
possible paths between source node s and set of destination nodes D.
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3.1 Energy Efficient Multicast Route Discovery

The nodes involved in the possible paths will be organized further as set of groups.
The nodes those are connected directly to the nodes in D are all grouped as Egress
Level to D (EL ! fDg), which will be referred further as L1.

Then the optimal nodes from the group L1 will be selected by the proposed
exploratory scale, such that there will be a connection from L1 to all nodes in D.
The D is now successor level slðL1Þ to all optimal nodes in level L1.

Then the predecessor nodes those are directly connected to the nodes of L1 in
possible routes are all grouped as Egress Level to L1 (EL ! fL1g) that further
referred as L2.

Then the optimal nodes from the group L2 will be selected by the proposed
exploratory scale, such that there will be a connection from L2 to all optimal nodes
in L1. The L1 is now successor level slðL2Þ to all optimal nodes in level L2.

The similar process continues till successor nodes of the source node s grouped
as Ln that represents EL ! fLn�1g and selects optimal nodes from Ln by
exploratory scale, such that there will be a connection from Ln to all optimal nodes
in Ln�1. The Ln�1 is successor level slðLnÞ to all optimal nodes in Ln and Ln is
successor level slðsÞ to source node s.

4 Exploratory Assessment Based Child Node Selection

The Metrics used in exploratory scale devised to select optimal nodes in each level
of set RL ¼ fL1; L2; . . .:Ln�1; Lng are:

Energy Consumption Ratio: This metric represents the average energy con-
sumption per unit of data transmission at an egress node. This metric is the average
of energy consumed per unit of transmission between nodes to all its connected
nodes in successor level, which is optimal with minimal values.

Reserved Battery Life: The other key metric that defines the life time of a node
involved in routing. This metric aggregates the battery life required for routing and
battery life consumption in idle time and consumption due to other factors as max
battery consumption (mbc), then subtracts mbc from the estimated battery life (ebl).
The resultant value must be the positive and greater than the given threshold.

Multicast Scope: This represents the number of possible neighbour nodes in its
successor level. The energy consumption ratio and max battery Life must be
optimal while considering a neighbor node in successor level.

The prime objective of the EACNS is the energy efficiency, hence the metric
called energy consumption ratio is prime factor that followed by the related metric
Max Battery Life and then the Multicast scope will be considered. The other
important constraint to select a node is that it must not have max battery life as
negative value.
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4.1 Assessing Energy Consumption Ratio

19

20

Exploratory Assessment Based Child Nodes Selection … 357



4.2 Assessing Max Battery Consumption

For each level { }i iL L RL∃ ∈ Begin
For each Node { }isnd snd L∃ ∈ Begin 

( )aec ec snd= //Average of energy consumption between snd and 
all possible neighbor nodes from ( )isl L
End
eer aec fc= ⊗ //estimated energy required to transmit maximum number 

of frames fc
'( )snd itmbc eer ε ε= + + ……(Eq2) 

// Here in (Eq2) 
The required battery life '( )iteer ε ε+ + for each connected neighbor node in 

( )isl L

itε is estimated energy consumed at idle time of the node during the trans-
mitting fc number of frames

'ε is estimated energy used for other constraints during the transmitting fc
number of frames

End
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4.3 Assessing Multicast Scope and Reserved Battery Life

Loop 1: For each level { }i iL L RL∃ ∈ Begin
( )irbl L ϕ← //A vector contains the reserve battery life of all nodes in iL
( )innl L ϕ← // A vector that contains the size of all possible neighbor nodes from 

( )isl L connected to each node { }isnd snd L∃ ∈ under the given metric constraints
Loop 2: For each Node { }isnd snd L∃ ∈ Begin 

sndnnl ϕ←
// a vector that contains all possible neighbor nodes from ( )isl L connected to snd
under the given metric constraints

0sndmer =
//max energy used by snd initialized with 0

( ) ( )tec snd ec snd←
// clone ( )ec snd as ( )tec snd
Loop 3: For each node 
{ ( ) ( ) min( ( ))}i snd nnd snd nndnnd nnd sl L ec tec snd ec tec snd→→∃ ∈ ∧ ∈ ∧ ≡
//The condition ( )innd sl L∈ indicates that nnd must belongs to successor level to 

iL
//The condition ( )snd nndec tec snd→ ∈ represents that the minimum energy conserved by 
the route between snd and nnd must be available
//The condition min( ( ))snd nndec tec snd→ ≡ represents that the energy conserved by the 
route between snd and nnd must be smallest of the set ( )tec snd
Begin

( ) \ snd nndtec snd ec →

//discarding element snd nndec → from set ( )tec snd

sndnnl nnd← // add snd to multicast neighbor nodes list sndnnl
| |snd sndmer nnl mbc= ⊗

( )snd snd mblif ebl mer τ− ≥  Begin   
// sndebl is estimated battery life of the node snd

// mblτ is the max battery life threshold given 
\sndnnl nnd // discard nnd from nnl

( | |)snd snd snd sndrbl ebl mbc nnl= − ⊗ // Reserved Battery Life sndrbl is assessed
( )i sndrbl L rbl←
( ) | |i sndnnl L nnl←

Break the loop in statement 3
End
End
End
End
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4.4 Optimal Node Selection

This section explores the process of optimal nodes selection by the metrics defined
in earlier sections. The process of optimal nodes selection of the each level
fLi9Li 2 RLg as follows.

4.5 Normalizing the Metric Values

The initial move is normalizing [22] the metric values, since the metric energy
consumption is optimal with minimal values but Reserve Battery Life and Multicast
scope is optimal with maximal values. The normalization is done as follows.

The values of all these metrics should be normalized to the same order. For each
metric, all available values will be normalized to the value between 0 and 1 such that
0 represents the most insignificant value and the 1 represents the most significant
value, the rest of the values will be in between 0 and 1. The process is as follows:

1. The least value of the metric available will be subtracted from the each value
and then the result will be division by the difference of the highest lowest values
of that metric given.

2. Further, if that metric is significant with minimal value then the result of the
above step (step i) will be subtracted from 1 and the result will be considered as
the normal form of the respective QoS metric value.

4.5.1 Normalizing Energy Consumption Metric Value

For each level { }i iL L RL∃ ∈ Begin
( )inec L φ← // a vector that contains normalized values of the energy consumption 

metric for all nodes in level{ }i iL L RL∃ ∈

For each node { ( ) ( ) ( )}iec snd ec snd ec L∃ ∈ Begin
// average energy consumption between snd and all nodes in ( )isl L

sndnec =
( ) min( ( ))

1
max( ( )) min( ( ))

i

i i

ec snd ec L
ec L ec L

⎛ − ⎞
− ⎟⎜ − ⎠⎝

//The process of normalizing is, theminimum of the ( )iec L is subtracted from the 
each value of the entry ( )iec L then divides by the difference of the max and min val-
ues of the ( )iec L ,  Every value of The resultant value is subtracted from the 1, which 
is since the minimal values are optimal for energy consumption metric

( )i sndnec L nec←
End

End
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4.5.2 Normalizing Reserve Battery Life Metric Value

For each level { }i iL L RL∃ ∈ Begin
( )inrbl L φ← // a vector that contains normalized values of the reserve battery life 

metric for all nodes in level{ }i iL L RL∃ ∈
For each node’s reserve battery life{ ( )}snd snd irbl rbl rbl L∃ ∈ Begin
// reserve battery life of the node snd iL

sndnrbl =
min( ( ))

max( ( )) min( ( ))
snd i

i i

rbl rbl L
rbl L rbl L

⎞⎛ −
⎟⎜ − ⎠⎝

//The process of normalizing is, the minimum min( ( ))irbl L is subtracted from the 
each value of the entry in ( )irbl L then divides by the difference of the max and min 
values of the ( )irbl L . 

( )i sndnrbl L nrbl←
End

End

4.5.3 Normalizing Multicast Metric Value

For each level { }i iL L RL∃ ∈ Begin
( )inmc L φ← // a vector that contains normalized values of the multicast scope 

metric for all nodes in level{ }i iL L RL∃ ∈
For each node’s multicast scope {| | | | ( )}snd snd innl nnl nnl L∃ ∈ Begin
// multicasting scope of the node snd in iL

sndnmc =
min( ( ))

max( ( )) min( ( ))
snd i

ii

nnl nnl L
nnl L nnl L

⎞⎛ −
⎟⎜ − ⎠⎝

//The process of normalizing is, the minimum min( ( ))innl L is subtracted from the 
each value of the entry in ( )innl L then divides by the difference of the max and min 
values of the ( )innl L  . 

( )i sndnmcl L nmc←
End
End
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4.5.4 Ordering and Selecting the Optimal Nodes

Further, for each level fLi9Li 2 RLg, all the nodes will be ranked differently for
different metrics in descending order of values of their metric.

The node ranks given by their metric values may vary for different metrics.
Hence, further we assess the covariance between the ranks given to the nodes under
different metric values.

Afterward Nodes will be ordered in ascending by the rank given to prime metric
called energy consumption and in second level the nodes will be ordered in
ascending by their covariance.

Then select minimum nodes as a list onlðL1Þ from L1 in same order formed (by
step 0) such that there will be at least one node fo9o 2 onlðL1Þg for each desti-
nation node fdi9di 2 Dg

Then select minimum nodes as a list onlðL2Þ from L2 in same order formed (by
step 0) such that there will be at least one node fo9o 2 onlðL2Þg for each optimal
node fol9ol 2 onlðL1Þg

The step 0 is recursive for all other levels in RL.

4.5.5 Forming the Multicast Route

Further establish the route between source node s and for each node
fol9ol 2 onlðLnÞgonlðLnÞ

// between source to nodes in onlðLnÞ
For each i ¼ fn; n� 1; n� 2; . . .. . .. . .:; 3; 2g Begin
Establish routes between nodes of onlðLiÞ to onlðLi�1Þ //between nodes of any

two levels in sequence
End
Further, Establish routes between nodes of onlðL1Þ to D
// between first level optimal nodes to all destination nodes D

5 Empirical Analysis and Results Exploration

The experimental setup was simulated using NS2, the parameters and constrictions
of the simulation explored in Table 1. The quality of service metrics of each node
initialized through randomly distributed values under Gaussian distribution strat-
egy. The route discovery between source and destinations were done using
MAODV [23]. Further to obtain the energy aware routes from the discovered routes
was done by EACNS, which was implemented in expression language R. The
performance of the proposed model was explored by simulation build by number of
nodes in the range of 30–240.

The empirical study evincing that the proposed energy efficient multicast routing
topology EACNS is scalable and robust. The metrics end-to-end delay, packet
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Table 1 Network constraints for simulation environment

Number of nodes involved 30–240

Lower and upper bounds of the mobility Between 0.2 m and 2.4 m/s

MAC specification MAC 802.11 DCF

Area of network spanned 1500 � 2500 m2

Transmission range of a node 50 m

Transmission strategy CBR

Simulation time In the range of 120–360 s

Fig. 1 End-to-End Delay observed at different intervals of the simulation

Fig. 2 PDR observed on networks build with different number of nodes
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delivery ratio and hoarded energy ratio were used in order to assess the performance
of the model proposed. Metric values were observed at different simulation pause
times on network build with number of nodes 60, 180, 240 respectively. The end-to
end delay is considerable low (see Fig. 1), and packet delivery ratio is best in its
class (see Fig. 2). The main objective of the proposal is minimizing the energy
usage, which is convincingly proved (see Fig. 3).

6 Conclusion

We proposed an Exploratory Assessment based Child Node Selection (EACNS)
topology for tree based energy efficient multicast routing in mobile ad hoc net-
works. The proposed topology EACNS selects child nodes in tree structure, which
is based on the three crucial metrics called energy consumption ratio, reserve
battery life and multicast scope. The impact of topology was explored by applying
on the routes discovered by MAODV. The experimental results are evincing the
scalability and robustness of the model proposed. The motivation given these efforts
can lead us to redefine the proposed exploratory scale for high speed mobile net-
works. Another possible direction of the future research is to define an evolutionary
strategy that uses the EACNS as objective function.
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Improved EAACK to Overcome Attacks
in MANET and Wireless Sensor Networks

Pranjali Deepak Nikam

Abstract Remote sensor system is a situated of dispersed sensor hubs which are
haphazardly conveyed in land zone to catch climatic changes like temperature,
mugginess and weight. In Wireless Network MANET is a Mobile Ad Hoc
Networks which is one self-configurable system. MANET is a gathering of
Wireless versatile hub which is alter-ably moves starting with one area then onto
the next area. Both assaults Active and in addition Passive assaults is in MANET.
Security for remote system is much troublesome as contrast with wired systems. In
most recent couple of years numerous security and assaults issue are face numerous
scientists in MANET. Assaults like Packet dropping assault, Black-Hole assault,
Denial of Service assault, wormhole assaults and Packet change assaults found in
MANET. This paper proposes the overview of various types of assaults on MANET
and Wireless sensor systems. This paper serves to youthful specialist to actualize
new half and half calculation for secure interruption identification in MANET. It
serves this purpose by using ECC with EAACK.

Keywords Mobile ad hoc networks � Wireless sensor networks � Intrusion
detection system � ECC and EAACK

1 Introduction

Accumulation of Movable Mobile hub is called MANET. In Mobile Ad Hoc
Network a solitary hub can be fill in as transmitter and recipient. MANET doesn’t
have a settled foundation. Versatile hubs can be move starting with one area then
onto the next area for correspondence. Be that as it may, if there should arise an
occurrence of MANET Network steering conventions assumes a vital part to figure
out the most limited way and course in the middle of source and destination. Amid
the information correspondence from source to destination some dynamic and

P.D. Nikam (&)
Pune University, G. H. Raisoni Institute of Engineering & Technology, Pune, India
e-mail: pranjali.amore@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
N. Modi et al. (eds.), Proceedings of International Conference on Communication
and Networks, Advances in Intelligent Systems and Computing 508,
DOI 10.1007/978-981-10-2750-5_38

367



inactive assaults ought to be get to the information. Dynamic and aloof assaults
illicit access the information from the system. Dynamic assaults like spying and
uninvolved assaults like disavowal of administration impact on MANET (Fig. 1).

2 Literature Survey

2.1 Watchdog

Marti et al. [9] proposed a plan named Watchdog that Watchdog plan neglects to
detect malicious misconduct s with the vicinity of the accompanying: (1) vague
impacts; (2) collector crashes; (3) constrained transmission control; (4) false mis-
chief report; (5) conspiracy; and (6) partial dropping.

2.2 TWO-ACK

The working procedure of TWOACK is indicated in Fig. 2. Node A first advances
Packet 1 to node B, and afterward, node B advances Packet 1 to node C. At the
point when node C gets Packet 1, as it is two jumps far from node A, node C is
obliged to produce a TWOACK parcel, which contains opposite course from node
A to node C, and sends it back to node A. The recovery of this TWOACK bundle at
node A demonstrates that the transmission of Packet 1 from node A to node C is
effective. Something else, if this TWOACK parcel is not got in a predefined time
period, both nodes B and C are accounted for noxious. The same procedure applies
to each three sequential nodes along whatever is left of the course. The TWOACK
plan effectively illuminates the collector crash and restricted transmission power
issues postured by Watchdog. Be that as it may, the affirmation procedure needed in
every bundle transmission procedure included a lot of undesirable system overhead.

Fig. 1 Manet organization
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2.3 AACK

AACK by Sheltami et al. [10] minimizes the time for data transmission over
network while still keeping the network throughput constant.

2.4 EAACK

Hence, there is ambiguity if the acknowledgment packets are valid and authentic.
Hence digital signature is introduced in Enhanced AACK (EAACK). EAACK
overcomes some drawbacks of Watchdog scheme, namely, false misbehaviour,
limited transmission power, and receiver collision. TWOACK and AACK over-
come drawbacks, namely, receiver collision and limited transmission power.

2.4.1 ACK System

ACK is essentially an end-to-end affirmation plan. It goes about as a piece of the
mixture conspires in EAACK.

2.4.2 S-ACK System

The S-ACK plan is an enhanced rendition of the TWOACK plan proposed by Liu
et al. [13]. The guideline is to let each three back to back hubs work in a gathering
to identify making trouble hubs.

Fig. 2 TWO-ACK
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2.4.3 MRA System

The MRA plan is intended to determine the shortcoming of Watchdog when it
neglects to recognize getting out of hand hubs with the vicinity of false rowdiness
report.

3 System Implementation

The proposed methodology is intended to handle three of the six shortcomings of
Watchdog plan, to be specific false mischief, constrained transmission force and
collector impact. In this segment, we portray our proposed plan in points of interest. In
this work, we amplify it with the presentation of Elliptic Curve Based advanced mark
to keep the aggressor from fashioning affirmation bundles. This venture is comprised
offour noteworthy parts, specifically: ACKnowledge, (ACK), Secure-ACKnowledge
(S-ACK) and Misbehavior Report Authentication (MRA) and light weight based
Elliptic bend computerized mark and confirmation to keep the assailant from fash-
ioning affirmation bundles and validate every hub as demonstrated in Fig. 3.

3.1 Key Generation

Q = d * P
d = The random number that we have selected within the range of (1 to n − 1).
P (curve tip).
‘Q’ (public key) and ‘d’ (private key).

Fig. 3 System plan
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3.2 Encryption

Two cipher texts will be generated let it be C1 and C2.
C1 = k*P
C2 = M + k*Q
C1 and C2 will be send.

3.3 Decryption

M = C2 − d * C1
M is the original message that we have send.

3.4 Proof

M = C2 − d * C1
‘M’ can be represented as ‘C2 − d * C1’
C2 − d * C1 = (M + k * Q) − d * (k * P)
(C2 = M + k * Q and C1 = k * P)
= M + k * d * P − d * k *P (canceling out k * d * P)
= M (Original Message)

4 System Model

To execute the fancied recreation utilizing ns3 system test system the underneath
given re-enactment parameters are needed. Our re-enactment is directed inside of
the Network Simulator (NS) 3.20 environment on a stage with Fedora 19. The
framework is running on a min 20 GB of HDD, 3-GB RAM and I3 processor.

5 Results

Our algorithm result is analyzed by following parameters:

1. Throughput assessment
2. End to End Delay

Improved EAACK to Overcome Attacks in MANET … 371



We can observe that our proposed scheme outperforms EEACK in all test sce-
narios related to End-to-End delay. This is only because of introduction of strong
scheme which is capable of reducing delay for every packet (Figs. 4, 5 and 6).

Fig. 4 Network simulation

Fig. 5 Throughput analysis
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6 Conclusion

To change in accordance with the developing pattern of MANET in mechanical
applications, it is fundamental to address its potential security issues. A noteworthy
risk to security in MANET is packet dropping assault. EAACK (Enhanced
Adaptive Acknowledgement) plan has been uncommonly composed that exhibits
higher pernicious–behavior–location rates in specific situations. In EAACK Digital
signature has additionally been utilized to keep the aggressors from starting pro-
duced affirmation assaults. In spite of the fact that EAACK defeats the issues of
false rowdiness, restricted transmission force and beneficiary impact, it expands
organize overhead because of utilization of digital signature. In this proposed
framework Elliptic Curve Cryptography (ECC) is utilized to further lessen the
system overhead brought on by digital signature.

7 Future Work

This algorithm does not work well with multipath routing. So in future work we
attempt to actualize this algorithm for multipath directing.
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An Efficient System Model
for Multicasting Measured Noise Value
of Polluting Industries

Naresh Kannan, Krishnamoorthy Arasu, R. Jagadeesh Kannan
and R. Ganesan

Abstract In highly densely populated country like India, environmental pollution
is a major problem. Specifically, the hot mix plant used for laying roadways is
posing a threat to the environment by emitting heavy noise and smoke. This paper
proposes an air pollution monitoring system that measures the noise generated from
polluting hot mix plant and multicast the acquired noise data to the Central
Pollution Control Board (CPCB) and other communication media. Initially, the
pressure is acquired from sound source by microphone and then converted to
electrical signals in time domain. Applying Fast Fourier Transform converts time
function into the spectrum of frequency component to which A-weighting filtering
technique is applied. The resulting magnitude is given as the input to the micro-
controller to calculate the noise in terms of decibels. The calculated value is
compared with the ambient air quality standards in respect of noise and then the
appropriate outputs are displayed in LCD. The abnormalities are indicated by red,
orange and green LED based on the intensity of the sound levels as heavy, medium
and normal respectively. To achieve the centralized monitoring process, the results
are multicast using GSM module to facilitate the authorities to take the necessary
decision.

Keywords Environmental pollution � Data acquisition � Sensors �
Microcontroller � Display unit
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1 Introduction

Pollution is the major cause of the climate change and many health effects for the
human kind. In order to monitor and control the ill-effects of pollution environ-
mental assessment board is necessary in densely populated countries like India,
china and various other countries. In India, Central Pollution Control Board
(CPCB) has formulated the various norms and standards to address the grievances
of the public and polluting industries [1]. Hot mix asphalt is used for paving roads
generate heavy noise and emits fumes with several different types of chemicals
including Carbon monoxide, nitrogen oxide, sulfur, volatile organic compounds
and polycyclic aromatic hydrocarbons [2]. Noise created from heating asphalt can
drastically reduce the hearing capacity of human kind. To acquire the environ-
mental parameters such as pressure, temperature, humidity, moisture level and
process it for decision making, many sensors are deployed in wireless network
environment and autonomously report it to central server [3, 4]. The proposed
system model acquires the pressure from the sound source and report the abnor-
mality to a centralized system.

2 Related Works

The various authors have studied about the polluting industries and their corre-
sponding standards. [5] have broadly studied about Urban Noise Monitoring system
[6]. [7] have discussed about ambient noise due to road traffic according to
European regulations [7]. [6] has developed and evaluated several new noise
metrics than currently used A-weighted equivalent sound pressure level L (Aeq) for
more accurate assessment of exposure risks to complex and impulsive noise. [8] has
proposed a new waveform profile based noise measurement system to accurately
access complex noise in industrial fields instead of equal energy hypothesis
(EEH) metric used in conventional SPL meter [8]. Though, the authors have been
proposed a new assessment guideline for complex noise, this paper proposes a
system model for measuring noise based on equal energy hypothesis since the hot
mix plant does not generate the complex noise. The rest of the paper is organized as
follows. In Sect. 3 the problem statement and industry standards for hot mix plant
are listed, Sect. 4 deals with computation of noise and its measuring units, Sect. 5
describes the system design and its modules description for measuring noise,
Sect. 6 discuss about the cost analysis and design constraints and finally concludes
the benefits of noise measurement system and outline of future scope and
challenges.
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3 Problem Statement

The enumeration of industry standards for hot mix plant is done and a model is
proposed to acquire pressure from a sound source and convert into decibel to
compare with the estimated industry standards to facilitate the authorities to take the
necessary decision. The CPCB has categorized the industries into three types
namely Red, Orange and Green based on the highly polluting nature. In this paper,
the ambient air quality standards in respect of noise of the hot mix plant that comes
in red category is listed and compare it with acquired data through the proposed
system model. Generally the acquired environmental parameters are analog in
nature, so the suitable conversion methods are computed. Finally the cost analysis
for the system model components is discussed. The flow representation for the
problem statement is given below (Fig. 1).

The Table 1 shows the ambient air quality standards with respect to noise,
according to CPCB norms in decibel dB (A) Leq, the time weighted average of the
level of sound in decibels on scale ‘A’ is relatable to human hearing.

Acquire noise data in Leq based on 
Equal Energy Hypothesis (EEH)

Computational Methods (Pressure in 
Pascal to Noise in decibel conversion)

System Model for noise 
measurement and multicasting

Cost Analysis & Design 
Constraints

Fig. 1 Problem statement
flow representation
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4 Computational Methods

The main parameters to measure sound exposure to humans is Sound Pressure
Level (SPL) whose standard unit is µPa or Pa(Pascal) but the range is very large
based on human audibility whose range is between 20 µPa and 20 Pa, so for
practical purpose logarithmic scale in dB is used commonly. The mathematical
expression given below is generally meant for conversion process in transducers.

SPL is expressed as

SPL db ¼ 20 log10
p rms
p ref

� �
ð1Þ

where,

p_rms is the measured sound pressure
p_ref is the reference sound pressure being the threshold for lowest hearing of

adults

5 System Design Model

The working principle of this system model is given as follows, initially the
microphone acquires the noise waves which act as a input for amplifier. The
amplified signal is then filtered by anti-aliasing filter, which outputs the analog
signal and subsequently converted into digital signal by ADC converter available in
microcontroller. Finally the FFT is applied to convert the time domain data into
frequency domain data. Using the frequency data, the noise computation is done
and displayed in LCD (Fig. 2).

Table 1 Ambient air quality
standards in respect of noise

Area
code

Category of
area/zone

Limits in dB (A) Leq

Day
time

Night
time

(A) Industrial area 75 70

(B) Commercial area 65 55

(C) Residential area 55 45

(D) Silence Zone 50 40
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The pseudocode shown below provides the workflow of the system model where
the noise data acquired is multicast to the various organizations based on com-
parison with the industry standards,

Data
Acquisition Processing Output 

Receiver

Transmitter

Sound     
Source

Micro
Phone 

A
D
C

Micro
Controller 

Memory
Unit

Display 
Unit

LCD

LED

Amplifier Demodulator Display

• Communication 
Media

• Govt 
Organization

• NGO

Fig. 2 System model for multicasting noise data
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Pseudocode

REPEAT 
Get Pressure data sample from microphone

      Store results in memory loca on in microcontroller
UNTIL n samples taken
For sample value 1 to n DO

Perform FFT
Apply A-weigh ng  // Get RMS and magnitude of the signal
Apply me-weight filter to RMS value

Compute (P_RMS)
{ 

Calculate SPL_db
}

If SPL_db >= Noise threshold value
Report abnormal behaviour
Else  

Report Normal behaviour

Generally, the spatial or time domain samples of noise are converted into cor-
responding frequency domain, by Fourier transformation equation as given below

FðuÞ ¼ 1
N

XN�1

x¼0

f ðxÞe�2pixu
N ð2Þ

6 Cost Analysis and Design Constraints

Table 2 provides a detailed cost analysis on the required components for an efficient
system model for multicasting measured noise value of polluting industries

Table 2 Cost analysis for the
system

Components Price (in 6¼)

Microphone sound input module 350

Microcontroller AT89C51 150

GSM module 1200

LCD and LED 120

PCB 300

Rectifier circuits 200

Total cost per unit 2320
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The purpose of doing cost analysis is to determine good investment and it
involves comparing the total expected cost of each against the total expected
benefits, to see whether the benefits overweigh the costs. In order to maintain the
overall system cost to be minimum equal energy hypothesis (EEH) metric is pre-
ferred when compared to the wavelet transform based metric for measuring noise.

7 Conclusion

An efficient system model for multicasting measured noise value of polluting
industries is proposed. The various data and technical specification of components
required for the system are discussed with the aid of pseudocode and system design
workflow. The cost analysis and system limitations are briefed. The proposed system
facilitates the concern pollution board authorities to take necessary decision and
communicate the measured noise levels of the asphalt hot mix plant to various
government and non-governmental organizations in a fast and efficient manner for the
benefits of public to have a pollution free life. The future scope of the paper is to
implement the system in a real time environment and also compare the metric of noise
based on equal energy hypothesis (EEH) and wavelet transform (WT) guidelines.

References

1. Maisonneuve, N., Stevens, M., Niessen, M. E., Hanappe, P., & Steels, L. (2009). Citizen noise
pollution monitoring. In Proceedings of the 10th Annual International Conference on Digital
Government Research: Social Networks: Making Connections between Citizens, Data and
Government (pp. 96–103).

2. Kularatna, N., & Sudantha, B. H. (2008). An environmental air pollution monitoring system based
on the IEEE 1451 standard for low cost requirements. Sensors Journal, IEEE, 8(4), 415–422.

3. Ma, Y., Richards, M., Ghanem, M., Guo, Y., & Hassard, J. (2008). Air pollution monitoring
and mining based on sensor grid in London. Sensors, 8(6), 3601–3623.

4. Prabakaran, N., Naresh, K., & Kannan, R. J. (2014). Fusion centric decision making for node
level congestion in wireless sensor networks. In ICT and Critical Infrastructure: Proceedings
of the 48th Annual Convention of Computer Society of India-Vol I (pp. 321–329).

5. Segura-Garcia, J., Felici-Castell, S., Perez-Solano, J. J., Cobos, M., & Navarro, J. M. (2015).
Low-cost alternatives for urban noise nuisance monitoring using wireless sensor networks.
Sensors Journal, IEEE, 15(2), 836–844.

6. Zhu, X., Kim, J. H., Song, W. J., Murphy, W. J., & Song, S. (2009). Development of a noise
metric for assessment of exposure risk to complex noises. The Journal of the Acoustical Society
of America, 126(2), 703–12. http://doi.org/10.1121/1.3159587.

7. Mircea, M., Kovacs, I., Stoian, I., Marichescu, A., & Tepes-Bobescu, A. (2008). Strategic
mapping of the ambient noise produced by road traffic, accordingly to european regulations. In
Automation, Quality and Testing, Robotics, 2008. AQTR 2008. IEEE International Conference
on (Vol. 3, pp. 321–326).

8. Qin, J., Sun, P., & Walker, J. (2014). Measurement of field complex noise using a novel
acoustic detection system. In AUTOTESTCON, 2014 IEEE (pp. 177–182).

An Efficient System Model for Multicasting Measured Noise Value … 383

http://doi.org/10.1121/1.3159587


Internet of Things Based Smart Home
with Intel Edison

Shruti M. Patel and Shailaja Y. Kanawade

Abstract In order to help individuals to automate the home, Internet of Things
based smart home concept has been introduced. It controls utility based power
systems and other required systems inside the house with minimum requirement of
an internet and a web browser and simplifies life. The main aim of Internet of
Things based Smart Home is to help people to make their life easy with an
automation which helps to reduce their time and energy. It operates the basic home
appliances as per user requirement without human interference. This will reduce
human efforts to control the things physically every time. In this paper we have
proposed a system for Smart Home using Intel Edison board that provides a facility
to control home appliances remotely from anywhere in the world.

Keywords Internet of things � Smart homes � Home intelligence � Sensors �Web
interface

1 Introduction

A smart home is a system which is equipped with a specially structured wiring,
which enable equipments to be controlled remotely or program a group of auto-
mated home appliances by providing a single command [1]. It is the system which
is created to convey or share a multiple number of different applications inside or
away from the home using networked devices with range. It is not crucial to have
large speed of Internet access for the system components present within home; the
entire system performance of a Smart Home build upon the accessibility of an
available connection of internet [2]. Smart home is an Internet of Things
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(IoT) system, which establishes an effectively managed system of residential
facilities and also a family agenda with integrated wiring technology, security
technology, network communication technology, automatic control technology and
audio and video technology [3]. The development of newly emerging technologies
in the field of electronics has brought considerable changes in the day to day life of
all human beings. Apart from military and space applications, electronics today has
completely revolutionized our daily life including making homes smarter and
energy efficient.

This paper introduces automatic access control for home devices propelled with
IoT technology. The concept is novel in terms of it provides the user to switch the
option for automatic or manual control of operation depending upon the presence of
person inside the home or away from the home. This paper is a demonstration of
how to design and build remotely controlled multipurpose system which can switch
any electronic household appliance by accessing an Intel Edison board, which is
programmed to control the systems inside home, includes electrical appliances,
plant water feeding, etc., when the person is away from home and enable a person
to get the related information on phone. The system will provide feedback indi-
cating the current state of the appliance stopped or functioning.

2 Related Work

The Internet of Things defines a technology that connects everyday objects like
smart phones, smart watches or wearable devices, electronic tablets, actuators and
sensors to Internet, in which different devices are intelligently interfaced. The
components are implemented in various ways to communicate between different
things or people, and between things themselves to provide inter connectivity [4].
The capability provided by the IoT makes it feasible to develop number of new
applications based on it. IoT Applications are involved in many of smart “things”
includes sensors, actuators, controllers or computing devices etc. [5].

The network in IoT provides a link to physical objects with the use of facilities
such as network communications, cloud computing and web applications, etc. It
provides a facility to devices to interconnect, communicate to receive the data on
Internet, store the content of information and retrieve it as per the need, and to
communicate with users, creating environment which is constantly-connected. In
IoT technology, every object has unique identification and the objects are inter-
connected with everyone inside the infrastructure of Internet. Besides the plethora
of recently emerging field of application using automation based on Internet is to
grow into the emerging technology for Internet of Things, which is supposed to
bring out considerable amount of inputs from different regions which are collected
with large speed, by raising the demand for superior processing and storing the
valuable content. Usage of web assistance can be considered as the main inter
operable way of providing real time and remotely operated service, enabling
applications which communicate with each other [6].

386 S.M. Patel and S.Y. Kanawade



3 Proposed System for IoT Based Smart Home

This paper involves the detail design and construction of an individual control
home automation system using Intel Edison board and Internet connection. The
automation may be semi or fully controlled and monitors the utility grid connected
home appliances. Home automation systems can be differentiated in two separate
categories. One is the systems which are controlled locally and other is the systems
which are controlled remotely. In the systems which are controlled locally, con-
troller mechanism inside the home is used for accomplishing automation for home.
This will permit a person to access a complete system which is automated within
their home using any of one interface, a wired or a wireless. While In the systems
controlled remotely, connectivity for Internet or a security system existing in the
home environment is used with integration, which allows a user to control their
system from devices such as smart phone, personal computer, or using telephone
gadget from the provider of home security [7].

Figure 1 describes the system for Smart Home using emerging technology
“Internet of Things”. The smart home application consist of Intel Edison board as a
heart of the system to which multiple sensors such as temperature sensor, moisture

Fig. 1 Proposed system for IoT based smart home
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sensor, LDR sensor and proximity sensor will be interfaced. The sensors will send
the data to Intel Edison board which will further relay it to web page or Android
device. The system works on two modes, one is Auto mode and another is Manual
mode. In each mode user can get the required information in real time basis on
Android device in terms of notification on mobile user App. The notification
provided to the user contains information such as current status of appliances and
the action taken place after the command sent. In manual mode user can take an
appropriate action to ON or OFF the home appliance if required. In auto mode the
appliances switches their state based on the input received from the sensors and user
will only get the notification regarding the action taken place without any manual
control. The temperature sensor will be linked with Air Conditioner to control and
monitor the room temperature. A soil moisture sensor will link with watering
system of garden to keep the plants moist and water them as and when required
when person is away from home. Similarly, it is having occupancy sensor for room
lights and energy savings with a light sensor to automate the lights. The home
appliances will be controlled using a relay or any switching components like
thyristor, solid state relay etc. The real time data gathered from sensors can also be
used to process and provide graphical statistics for further analysis. By this inter-
pretation user can get the record of the things operated or actions taken place on the
home appliances over the time period.

4 Architecture of IoT Based Automation System

The concept of ‘smart home’ enhances absolute living by forecasting wellness
depending on generation and detection of behavioural pattern [8]. Proposed
architecture uses Wi-Fi connectivity medium between computing device and
Internet. Figure 2 describes the IoT based Automation System architecture.
Architecture is divided into three portions. Bottom most layer is of hardware parts,
which includes all sensors and computing device which is nothing but the Intel
Edison board. Middle layer provides a communication medium between user
interface and hardware assembly. Topmost layer is User interface which is an
Android device.

4.1 Web Interface

Web Interface consists of a server and that will consist of a database. The user’s
data will be stored in the centralized database. The web server only processes the
request and gives response to the user and stores the data.
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4.2 Wi-Fi

Wireless systems like Wi-Fi have become more and more popular in home net-
working systems. Also automation systems in infrastructures such as home or
building, the use of wireless technologies provides several advantages which could
not be achieved using a wired network [9]. Wi-Fi is a wireless a networking
technology that allows electronic devices to communicate using the 2.4 GHz. There
are different types of Wi-Fi speeds available, varying form 54 Mbps to 1 Gbps,
categorized as IEEE 802.11 and IEEE 802.11 with sub categories extended as
a/b/g/n/ac. In proposed system Wi-Fi provides communication medium between the
embedded computing device and web server.

4.3 Computing Device

The embedded computing system works on Intel Edison board. All sensors and
controlling mechanisms are connected to the Intel Edison board. Based on the
provided input, it controls the home appliances. Intel Edison board is designed to
provide a low power computing system. It is having features for wireless con-
nectivity such as in built Bluetooth 4.0 as well as Wi-Fi module with on board
antenna. It also provides support for many external interfaces such as SD card,
UART, SPI, USB 2.0, I2C and GPIO pins. The main advantage of Intel Edison
board is, it is having all the necessary facilities inbuilt inside it to provide a platform
for the development of IoT based applications.
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Sensors
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Fig. 2 Architecture of IoT
based automation system
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4.4 Sensor

The Sensor component can be used widely for the implementation of electronic
systems. They detect different signals which could be an electrical signals or optical
signals and generates response accordingly. A Sensor detects the different physical
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Command

Provide notification on 
Android device 
regarding the action 
taken on Home 
appliance state (ON/OFF)

Provide the current 
state of home appliance

Wait for user’s 
remote command

Read Sensor data

Select 
Mode 

Send the data to the web 

Connection     
Success

Start

Static IP Address for internet 

Establish Connection

Take the action as per 
the user Command

YesNo

Auto Mode Manual Mode

No

Yes

Fig. 3 Work flow of IoT based smart home system
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parameters like temperature, humidity, blood pressure, light, speed, pulse signals
etc. and converts them into a suitable value of signal that can be electrically
measurable [10]. Sensors are the input device for a system. Different sensors are
used to sense various activities inside the home related to temperature, moisture
content of soil in the garden, proximity sensor to monitor the presence of person
inside the home and LDR to detect amount of light inside the home. Based on the
output of sensors the whole assembly will be controlled.

5 Work Flow of IoT Based Smart Home System

See Fig. 3.

6 Conclusion and Future Work

The proposed system in this paper will help to make the home more luxurious with
inclusion of sensors and actuators. The smarter electronics by utilisation of low cost
system for sensing is used to make smart home application. The represented system
will provide a mechanism which is totally self-controlled for betterment of the
operating devices in environment of monitoring stage.

This project can be further expanded to develop smart cities, by the inclusion of
different sensors. Larger area can be cover up of the city and the real time data can
be gathered and analysed at the location which is authorized. Results will be
supportive as the sensing and information transmission is with high reliability and
great accuracy with the integrated network architecture proposed. One important
parameter which needs to be considered is the security mechanism, on which
further work can be done for secure data transmission over long distance and
authorized accessing.
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Image Classification Using Discrete Block
Truncation Coding

Komal Supe, Kajal Jaiswal, Almas Khan, Vijay Katkar
and Premal Nirmal

Abstract Proposed paper gives a novel method for image feature extraction named
“Discrete Block Truncation Coding”. Discrete Block Truncation Coding is ana-
lyzed with respect to its performance for classification by applying different
pre-processing methods, in different color spaces. This method is used to extract
features from images in color spaces such as RGB, YUV, YCrCb, HSV. Use of
different classifiers such as C4.5, Random Forest, Naive Bayes with different
pre-processing methods such as Discretize, PKIDiscretize is done. Experimental
results which are obtained using standard dataset proves that proposed feature
extraction scheme works better for image classification.

Keywords Discrete block truncation coding � Color spaces � Pre-processing �
Classifiers

1 Introduction

With the increasing use of web cameras and various other types of cameras huge
volume of video data needs to be collected and processed. Video is a collection of
images called as frames. Today’s need is to design efficient image classification
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system. In traditional image classification system string tags were attached with
images. These tags were used to classify them. But in today’s systems, features are
extracted from images. These extracted features are used to classify them. Features
can be color, texture, edges etc. Here color features are used. While processing this
data, storage and processing time are the constraints. So there is a need to use
algorithms that require less processing time and less storage. From the video
frames, key frames need to be identified. From these key frames features are
extracted and stored. Preprocessing and classification is done on these features.

2 Related Work

Delp and Robert Mitchell [1] in the paper “Image Compression using Block
Truncation Coding” introduced a new technique called Block Truncation Coding.

Kekre et al. [2] in the paper “Improved CBIR using multilevel Block Truncation
Coding” used multiple thresholds to present more sophisticated techniques based on
multilevel block truncation coding. This method is used by many researchers [3, 4].

Kekre et al. [5] in the paper “Multilevel Block Truncation Coding with Diverse
Color Spaces For Image Classification” said that multilevel block truncation coding
works better than single level block truncation coding. Multilevel block truncation
coding shows more accuracy in categorizing images to their corresponding classes.

3 Proposed Mechanism

Proposed mechanism is explained with the help of the Fig. 1.
It consists of 4 units:

Input unit: The input unit consist of Dataset with many different images.
Feature Extraction unit: It receives images from input unit and Discrete Block
Truncation Coding method is applied on it. It gives array of average pixel value of

Feature 
extraction unit

Input 
unit

Classification 
unit
C4.5
Naive Bayes
Random Forest

Preprocessing 
unit
Discretize
PKIDiscretize

Fig. 1 Proposed mechanism
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each bin. This array is the feature set. This feature set is given as input to
Pre-processing unit.
Pre-processing unit: This unit is responsible for applying various (Discretize, PKI
Discretize) pre-processing methods on it. Output of pre-processing unit is given as
an input to Classification unit.
Classification unit: This unit is responsible for applying specific classification
algorithm on received data. This unit gives the accuracy of classification of input
data given to it.

Here, b is the blocking level (1, 2, 3,…). The image will be divide into b*b
number of blocks. Each block needs to be divided into ‘p’ number of bins. Average
intensity value of each bin forms the feature of feature vector.

Feature vector for all the blocks is calculated. Similarly, feature vector for all 3
planes i.e. Red, Blue, Green in different color spaces is calculated.

4 Experimental Results

Experiments are performed on I5 machine (6 GB RAM, 2.30 GHz processor) using
Java, Opencv image processing library and Weka. Generic image dataset of 1000
images belonging to different categories is used to perform the experiments.

Figures 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24 and 25 shows the experimental results obtained after applying C4.5, Naive
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Bayes, Random Forest algorithm respectively on dataset. Same file was used as
training as well as testing dataset. Here X axis represents number of bins. Y axis
represents accuracy of classification. Different color bars represents blocking levels.

Table 1 gives a summarized result of performance of Discrete Block Truncation
Coding in various color spaces like RGB, YUV, YCrCb and HSV.
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Fig. 23 Accuracy of C4.5
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Table 1 Performance
summarization of discrete
block truncation coding

Classifier Preprocessors

Discretize PKIDiscretize

Naive Bayes Less accuracy More accuracy

Random forest Less accuracy More accuracy

C4.5 More accuracy Less accuracy
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5 Conclusion

Performance of Discrete Block Truncation Coding for classification purpose with
different pre-processing methods, in different color spaces is analyzed. It was
observed that when using Discrete Block Truncation Coding, Naive Bayes gives
better accuracy with PKIDiscretize in each color space. C4.5 gives better accuracy
with Discretize preprocessing method. It was also generally observed that Random
Forest gave better accuracy with PKIDiscretize in each color space.
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Preprocessing of Log Files Using Diffusion
Map for Forensic Examination

T. Raja Sree and S. Mary Saira Bhanu

Abstract The increase in the number of internet users may lead to cyber crimes
and attacks in network. The forensic investigator investigates the crimes by
determining the series of actions taken by an attacker. Forensic examination can be
performed by isolating the hard disk, physical memory, log files, etc. The infor-
mation collected from the logs are huge, hence it is necessary to reduce the
dimensionality of the features for the efficient investigation of attacks. The pro-
posed method reads the web server logs and uses Diffusion Map for the extraction
of relevant features. Diffusion Map helps to detect the attack more accurately than
the other dimensional methods, and the computational time grows linearly.

Keywords Application layer attacks � Digital forensics � Diffusion map �
Cross-site scripting

1 Introduction

Today, the internet services have become very essential for both enterprises and
individuals. This growing accessibility and increasing reliance on the network have
become the cause for several kinds of network threats and malicious activities
which compromises the confidentiality, integrity, and availability of the network
services [1]. Security is the major concern in internet based applications wherein
investigation of crimes is very difficult. The attacker sends voluminous HTTP
packets to the web server until the server resources get exhausted in the case of
application layer attacks.
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To protect the network against the application layer threats and malicious
activities, several mechanisms are in use. Intrusion Detection System (IDS) is one
such mechanism that aims towards stopping the access of the network by unau-
thorized entities [2]. The various methods used in the existing literature for IDS are
Statistical Methods [3], Machine Learning [4], Support Vector Machine (SVM) [5]
etc. These methods fail to detect the attack effectively and these mechanism yields a
large amount of false positives. When a security breach occurs, the forensic
investigator has to prove the cyber crime before the law.

The forensic examiner collects the evidence by finding the series of action taken
by an attacker. Forensic examination isolates the attacked system identification and
safely protects the data viz hard disk, RAM images, Web server log files, etc. The
evidence is collected and analyzed from the attacked system by several validating
measures and through the log analysis [6].

The forensic investigator relies on finding the details such as where, why, when,
who, what and how the attack has happened. The proposed method reads the web
server log files, extract the relevant features of evidence. Diffusion Map (DM) is
used to reduce the features without altering the information content. These features
are processed by machine learning techniques for the identification of crimes that
had occurred on the network.

The remainder of the paper is organized as follows. Section 2 discusses about
the related work in digital forensics and log analysis. Section 3 discusses about the
overview of the proposed system. Experimental results are presented in Sect. 4.
Section 5 concludes the paper with future work.

2 Related Work

Digital forensics is the process of identification, collection and validating the digital
information by preserving the evidence [7]. The forensic examiner analyzes the
attack by collecting the evidence such as physical memory, disk, log files etc. either
through live or dead analysis [8, 9]. Dead analysis detects the problem after ceasing
all the relevant information [8]. Live forensic analysis identifies the evidence
through continuous monitoring of the devices in the network since the data is
evolving over time [9].

Application layer attacks play a major role in attacking the web server and their
applications. Krugel et al. proposed web based attack detection by automatically
retrieving the profiles such as length and structure of web server logs [10]. These
profiles are compared with the incoming user requests to classify the attacks. It
results in large false positives. Lee et al. proposed a method for the detection of
normal or attack traffic using cluster analysis on each attack phase [11]. This method
selects only few input features which result in low detection of attacks. Maggi et al.
adapted a method to distinguish between the benign or malicious behavior in web
based applications. The HTTP traffic response is analyzed to determine the
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historically modelled parameters [12]. This method needs huge volumes of well
labelled data for initial training to determine the malicious behavior.

Juvonen et al. proposed a method that extracts the features of HTTP web server
log files for online anomaly detection using dimensionality reduction techniques
such as Principal Component Analysis (PCA), Random Projection (RP) and DM.
RP is used for the analysis of large volumes of traffic, whereas DM is mainly for
accurate analysis of data and for better visualization [13]. Moreover, PCA identifies
the benign or malicious traffic for large amount of traffic but it does not determine
the attack accurately. The consideration of anomaly detection threshold is a chal-
lenging task to identify the attacks. DM methodology identifies the attack both in
online [13, 14] as well as offline [15, 16]. The online detection system uses a rule
extraction algorithm for the detection of web based attacks.

The proposed method collects the evidence by extracting the relevant informa-
tion for the identification of attacks from the trace log file located in the Web server.
The evidence obtained is then processed by using the n-gram preprocessing and
DM is applied to reduce the size of the features for efficient analysis.

3 Proposed Model

The architecture of the proposed model is depicted in Fig. 1. It consists of four
stages, namely Evidence collector, Evidence Preprocessor, Evidence Repository
and Forensic Intelligent Analyzer. Out of these, Evidence collection and Evidence
preprocessing play a major role in the identification of attack that has happened.

• Evidence Collector This process is for collecting the evidence from the infor-
mation sources such as network routers, switches, server and hosts which is
under investigation.

• Evidence Preprocessor It takes the log file as the input and analyzes the log file
to identify the evidence of the attack in terms of features. It preprocesses the
feature set and selects a feature subset to describe the attack.

• Evidence Repository This is the process of storing all the preprocessed relevant
information for the identification of evidences.

• Forensic Intelligent Analyzer The feature subset of evidence is given as input to
the fuzzy expert system, which compares the newly generated log files from
incoming traffic with the predetermined rules from knowledge base to generate
forensic alert.

Fig. 1 Architecture of proposed model
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3.1 Evidence Collector

The evidences are collected from the network sources such as router, switches,
server, hosts and the internal components viz hard disk, RAM images, physical
memory etc. which are under forensic investigation. The logs collected from the
network play an important role in evidence collection. Application layer attacks are
reflected in the various log file traces stored on Apache server. These logs are used
for forensic examination to detect the application layer attacks. The various attack
information stored in the trace log file is listed as follows:

• /var/log/syslog—determines if someone is trying or has executed buffer
overflow.

• /var/log/debug—stack tracing to determine the nature of application and service
based attacks.

• /var/log/ufw.log—direct method for auditing firewall.
• /var/log/auth.log—auditing of attacks on credentials and determines the unau-

thorized access.
• /var/log/dmesg—this is not a log file, but this is used for determining anomalous

activity from recent bots.
• /var/log/apache2/access.log—useful for determining web based attacks (XSS,

XSRF, SQLI, remote file inclusion, local file inclusion and flooding attacks.
• /var/log/apache2/error.log—useful for determining web based attacks.
• /var/log/mysql.log—useful for determining the database related attacks.

3.2 Evidence Preprocessor

The evidence of log file traces are passed as input to the preprocessor. The pre-
processor is mainly used for removing the uncleaned data and for extracting the
relevant features to identify the attacks. The HTTP request is extracted from the log
file and then preprocessed to gather evidences.

Preprocessing of HTTP Requests
The HTTP requests are extracted and preprocessed using n-gram preprocessing
technique for the reduction of noise and it filters out the static requests such as .html, .
text, .pdf etc. These requests are then converted into numerical vectors to form the
feature matrix. The occurrence of specific n-gram feature matrix is summed for each
instance in raw log files. The HTTP requests are ASCII coded. When n = 1, n-gram
analysis is performed on the character distribution with the maximum of 256
dimensions. Out of which, the ASCII code of 1-gram appears from 33 to 127 (total
95) in the HTTP requests. Similarly, the features are massively increased by varying
the values of n.
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Diffusion Map
The features extracted from the HTTP requests are very large, hence dimensionality
reduction is applied to reduce the features. DM is a dimensionality reduction
technique that maps multi-dimensional input features to the lower dimensional
space with slight variation in information content. It is a non-linear geometric
method that preserves the diffusion distance as Euclidean distance in the lower
dimensions [13–15].

Let yi � LD; i ¼ 1; 2; . . .;N be a input feature vector on a D-dimensional space, N
is the number of input samples and D is the dimension of the HTTP requests. These
input feature vectors are normalized by taking the logarithm in order to make the
features comparable.

The affinity matrix is calculated by taking the pairwise distance between input
points of each HTTP request [15]. This distance is measured using Gaussian kernel
function given in Eq. (1).

/ij ¼ exp
�kyi � yjk2

�

 !
ð1Þ

The degree of each point of the affinity matrix / is obtained by adding the
weights connected through them to other points. The sum of the kernel matrix with
its diagonal of each row is expressed as Dii ¼

Pn
i¼1 /ij and the each row / is

normalized by the row sums: A ¼ D�1/. Also, the matrix A is obtained by taking
the transition probability between the input points. Now, the symmetric matrix
~AD1=2AD�1=2 is interpreted by substituting the original A, which is given as ~A ¼
D�1=2/D1=2 [16].

The Singular Value Decomposition (SVD) of this real valued symmetric matrix
is expressed as ~A ¼ UkUT . SVD decomposes the matrix into U that corresponds to
the Eigen vectors on its columns and the diagonal k expresses the Eigen values of
~A. The Eigen values of the transition matrix A and the decomposition matrix are the
same, and the Eigen vectors are obtained by calculating the right Eigen vectors
which is given as V ¼ D�1=2U.

The two-dimensional coordinates are obtained by multiplying each Eigen vector
column with the corresponding Eigen value. The resulting matrix contains N rows,
each corresponding to the input feature (data) points and k-columns which represent
the new dimensions: YDM ¼ Vk.

Now, the low-dimensional features are obtained from the diffusion matrix, which
is fed to the module that identifies the attack using Machine learning techniques.
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4 Experimental Results

4.1 Datasets

The application layer attack was generated using various attacking tools, scripts,
bots and the details about the simulated traffic are reflected in the access log file on
an apache server. The benign HTTP traffic was generated by using the normal
browsing activities carried out on different machines using valid user agents, HTTP
methods and HTTP header parameters. HULK [17], HTTP DoS [18], HOIC [19]
and bots are some of the attack tools and scripts that are used to launch HTTP flood
attack. Most of the traffic’s actual payload could not be accessed as encrypted, so it
is difficult to analyze the traffic. However, access logs are taken from the web server
and these logs are easier to analyze the traffic as either normal or anomalous.

4.2 Results

The raw logs obtained from the HTTP server are preprocessed by separating the
relevant features. The HTTP requests are extracted and preprocessed using n-gram
preprocessing, then DM is applied to obtain the weight of the reduced features. The
overall weight is calculated from the reduced weight of feature obtained from DM.
Figure 2 shows the low dimensional points using DM. This explains how the data
points are represented in the feature space for better visualization of low dimen-
sional points in DM and it makes the in-depth analysis easier.

The manually injected traffic falls into two aspects: (i) The attacker tries to
access the important files from the server using the root password on the server.
(ii) The attacker tries to inject the cross-site scripting (XSS) attacks manually when

Fig. 2 Low dimensional
points using DM
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the user visits the particular page. DM identifies the features accurately and the time
taken for execution is high when compared to the other dimensional methods. The
dataset generated using various attacking tools are considered for the different
number of test cases is represented in Table 1.

The logs generated by these tools and bots are stored in apache server are used
for the detection of attacks with the various tests. The subsets of the raw log data are
used to test the speed and scalability of the execution for processing of large
datasets. The size of the raw log data is large to test the scalability. Figure 3 shows
the various computational times of DM. From the figure, it is evident that the data
grows linearly in terms of scalability aspects. As the log size increases, the com-
putational times grows linearly.

5 Conclusion

In this paper, Diffusion Map based Evidence collection and pre-processing mech-
anism in forensic process are proposed for the detection of application layer attacks.
The attacks are generated by using various attacking tools, scripts, bots and man-
ually injected attacks and these attacks are reflected in the access log file on an

Table 1 Dataset considered
for various tests

Test cases Tools used

1 HOIC

2 HULK, BOT, XSS

3 HTTP DDoS

4 HULK, HTTP DDoS, XSS

5 HULK, HOIC, BOT

Fig. 3 Computational times
of DM
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Apache Server. The acquired log evidence is pre-processed by extracting the rel-
evant features from the web server log files. DM reduces the size of the features
which can be used for the further investigation of the attacks and crimes. DM
determines the attacks accurately when compared to the other dimensional methods
and the computation times grow linearly.
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An Efficient and Robust Image
Steganographic Technique Without
Stuffing Data Bits

K.S. Sadasiva rao and A. Damodaram

Abstract Steganography is the process of hiding data bits on cover or carrier file.
The carrier file may be text file, image file, audio file or video file etc. If that carrier
file is an image file, then that technique is called Image steganography. If color
image is used as a carrier file to embed data bits, then that type of steganographic
technique is called as color image steganography. Most of the steganographic
algorithms are using bit replacement algorithms. In this proposed work, instead of
embedding the data bits directly on carrier color image, original data bits will be
mapped on the carrier file with key vectors.

Keywords Bit replacement algorithms � Steganography � Steganalysis

1 Introduction

Steganography is the process of embedding the data bits in the particular positions
of the pixels in the carrier file [1]. If the carrier file used is a color image file, then
that type of technique is called as color image steganographic technique. The file on
which data bits will be stuffed is called as carrier file or cover file. After embedding
the data bits on the cover image, the cover image is called as stego image. Most of
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the image steganographic algorithms will be using the Least Significant Bit
(LSB) method, because it will not much affect the quality of an image [2].

Original data bits get transmitted without embedding on the carrier or cover
image, but there is a logic with which we are transferring the data bits on the carrier
file, so any unauthorized user finds this cover image, it will not give any infor-
mation as it is plain cover image without any data was stuffed and image quality
measuring parameters are also not modified. Hence this technique is a very efficient
technique. At least a single bit is not modified in the cover image, so we could not
be able to identify steganographic process with any powerful steganalysis tech-
niques, hence it is robust. So this algorithm is named as an efficient and robust
image steganographic technique without stuffing data bits.

The color image is a combination of three planes Red, Green and Blue [3].
Generally in spatial domain, RGB planes are used to stuff the data bits at least
significant bit positions of the pixel. Hence three bits can be stuffed in each pixel
among the three planes [4]. But in the transform domain, the pixel values are
converted into the transform co-efficient, and then those transformed co-efficient to
be used to modify the data.

Hence either spatial domain or transform domain algorithms will replace the
cover image bits with the original message bits using least significant bit algorithm
or some other variations on those algorithms.

2 Related Work

Steganography is a process of hiding data in other media to transfer the secured
information [1]. Actually many steganographic techniques have been implemented
either in color or gray scale images. If the steganographic algorithms are imple-
mented in gray scale images, then there is suspicion by hackers, because generally
images which are under transmission are color images. Hence color images are best
suitable to use for steganography process. But the color images, all the three planes
RGB have been used to stuff bits. 3 bits/pixel can be added with color images, but
the level of distortion is high [5].

3 Proposed System at the Sender

Hence almost all the steganographic algorithms either spatial domain or transform
domain is using bit replacement algorithms. Steganalysis techniques are used to find
whether the data bits are stuffed in the carrier image [6]. These Steganalysis tech-
niques are mostly working on the statistical characteristics of an image. Whenever
there is partial or slight change in the carrier image, those changes can be detected by
commercial steganalysis tools, even though it is not identified by human necked eye.
Most of the LSB based steganographic algorithms will be getting PSNR value is
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much more than 20 (i.e., if this value is greater than 20, human eye cannot detect the
change in the cover image and stego image). Here in this proposed algorithm, carrier
image is transmitted as it is and there is no use of stego image. The proposed
algorithm works in the following way at sender side (Fig. 1).

1. Read a cover image which is a color image.
2. Display the cover image.
3. Extract the three planes (red, green and blue) and convert into matrices.
4. Read the original message bits from any input data file.
5. For every plane, do the following:

a. Read the data bit and the MSB bit of the corresponding plane.
b. Compare data bit and MSB bit

i. If these bits are equal. Put 0 for ‘count’ filed of that pixel of that plane.
ii. If these bits are not equal, then increment ‘count’ field by one, and

compare the next MSB bit.
iii. Repeat the step ‘ii’ until the bits are equal.
iv. If the bits are not equal until all 8 bits of the pixel plane. Put count

equal to‘9’.

c. Construct the count arrays for all three planes Red, Green and Blue.
d. Stop the process.

4 Proposed System at Receiver Side

The proposed algorithm works in the following way at receiver side (Fig. 2).

1. Read a cover image which is a color image.
2. Display the cover image.
3. Extract the three planes (red, green and blue) from cover image and convert

into matrices.
4. For every plane, do the following process

Cover 
image

Proposed 
Algorithm

Original 
message bits

Key Vectors 
for RGB

Fig. 1 Proposed system on sender side
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a. Read the key vector.
b. If ‘count’ field for pixel is equal to ‘0’ then directly extract the MSB bit of

corresponding pixel of corresponding plane in carrier image and consider
as original data bit.

c. If ‘count’ field for the pixel is equal to ‘1’, then consider the next MSB as
original data bit.

d. If ‘count’ field for the pixel is equal to ‘2’, then consider the next MSB as
original data bit.

e. Repeat the above process for all 8 bits of that pixel of the corresponding
plane, if it is not equal to any one of 8 bits of pixel, then ‘count’ becomes 9,
then the data bit is not available in that pixel and move to next pixel.

5. Extract the data bits on above mentioned way.
6. Display the cover image and original message bits.
7. Stop the process.

Key Vectors 
for RGB 
Planes

Proposed 
Algorithm

Original 
data

Cover 
image

Fig. 2 Proposed system on receiver side

Fig. 3 Cover image sent
from sender side
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5 Results

The following are results of an efficient and robust image steganographic technique
without stuffing data bits (Figs. 3, 4, 5, 6, 7).

Fig. 4 Cover image received
at receiver side

Fig. 5 Red key vector
histogram (color online)
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6 Conclusion

In our proposed system, we have constructed and sent the key vectors for all three
planes red, green and blue along with the plain cover image. Key vectors are
constructed with proposed algorithm on sender side. Then after receiving on the
receiver side, key vectors and input cover image are used as input to the proposed
algorithm, hence it will reconstruct the original data bits. In this proposed

Fig. 6 Green key vector
histogram (color online)

Fig. 7 Blue key vector
histogram (color online)
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algorithm, rather than embedding the original data bits on the carrier files, we are
using a logic with which we can transfer the data bits without embedding the data
bits in the cover image.
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Security Requirements for Internet
of Things (IoT)

Shruti Jaiswal and Daya Gupta

Abstract The Internet of Things (IoT) is the tomorrow’s Internet. It is being used
in our everyday life where objects possessing sensing capabilities such as users,
computing systems, and others are combined for convenience and economic ben-
efits. Connecting various such devices is a challenging activity, as each device can
have its architecture and security concerns. Various proposals are available in the
literature to connect devices effectively, and various systems are there in the
markets that are using this IoT concept. Hence dealing with all such interacting
devices would be a challenging task when it comes to security. Also, various
proposals are available that list the security issues present in IoT, but they are not
defining the security requirements clearly for IoT. Therefore, in this paper, we are
going to list the main security challenges for IoT and define the security require-
ments for IoT healthcare system.

Keywords Internet of things (IoT) � IoT healthcare � Security requirements �
Security engineering

1 Introduction

The Internet of Things (IoT) as defined in Wikipedia [1] is the network of physical
objects embedded with sensors, software, and network connectivity, which enables
them to collect and exchange data. It enables sensing and controlling of objects
remotely across existing network infrastructure. It is estimated that by 2020 IoT will
consist of almost billions of objects. The IoT is being applied in various applica-
tions such as waste management, health care system, home automation, and many
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others. Great dependence on these areas diverted us to focus on the security issues
involved in the implementation of IoT.

It is mentioned in Oxford English Dictionary that “if one thing can prevent the
Internet of Things from transforming the way we live and work, it will be a
breakdown in security”. The common security goals are to secure the devices,
network, and other capability units involved. Various security needs are found in
the literature [2–4] for IoT some are Naming and Identity Management,
Interoperability and Standardization, Information Privacy, Objects safety and
security, Data confidentiality and encryption, Network security.

Providing security to IoT is far more complicated as compared to Internet
security. Because IoT, is a mixture of various networks, that not only involves the
security problems related to the mobile communication network, sensor network,
and the Internet. However, problems such as privacy protection, heterogeneous
network authentication, access control, management, and others are arising because
of integration of different networks. Therefore, the solution to each security prob-
lems should be made.

Traditional security protocols and mechanisms may not work well for the IoT.
Because of constraint imposed by the IoT devices such as limited bandwidth, low
memory, limited computation, limited energy budget, and others. To address
security issues, this work proposes to use the security engineering framework
developed in the earlier work [5] and also proposes security requirements, suitable
security algorithm specific to IoT. It first determines the security requirements
during requirement phase. Then during design phase based on environment con-
straints, device constraints and risk measures of different security threats a suitable
cryptographic algorithm is chosen to implement specified security requirements.

The rest of the paper is organized as follows: Sect. 2, presents the Security
Aspect of IoT with different security issues in IoT and how it is different from
network security; Sect. 3 presents the Proposed Generic Security Engineering
Framework; Sect. 4 presents a case study on the system for Remote Patient
Monitoring; finally, Sect. 5 concludes the paper.

2 Security Aspect of IoT

As security is the fundamental enabling factor of most IoT applications. Here in this
section, various security issues are elaborated with respect to an IoT system Remote
Patient Monitoring. Remote Patient Monitoring System is shown in Fig. 1 is a part
of the healthcare system. In the rest of the paper this will be used as case study.
Components of Remote Patient Monitoring system are:

(i) Wireless body Area Network. It is a body having wearable sensors capable of
storing small information and sending it to a remote location. It is the patient.

(ii) E-Health Gateway. It would forward the packets from Wireless Body
Network to another Network.
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(iii) Internet. It would be our communication network that would carry
information.

(iv) Healthcare Data Centre. It would store all the information that sensors in
body generates. Data generated would be voluminous and need proper
handling.

(v) Medical Service. Medical Facility such as monitoring devices, consultation,
regular checkup, and others would be provided to the patient.

2.1 Security Issues in IOT

• Authentication. Authentication in IoT is very difficult as it involves hetero-
geneous network authentication. Things (sensors) must be identified and
authenticated before joining the network. IoT requires a unique identification
code or a global unique identifier (UID) for each entity in the network.

• Confidentiality. Need to ensure that medical information is inaccessible to
unauthorized users. Also, confidential messages should not be revealed to
eavesdroppers.

• Self-Healing. If a medical device in a Remote Patient Monitoring network fails
then, the other devices must be able to provide a minimum level of security.

• Fault Tolerance. In case of device failure or compromise, the system should be
able to provide functionality with relevant security services.

• Resilience. If some IoT nodes are compromised, then the system should still be
able to protect the network/information from any attack.

• Data Freshness. For Remote Patient Monitoring network to work in efficient
manner nodes must have access to recent (fresh) messages or data. For example
to analyze the heart functioning of any patient Consultant needs the most recent
ECG readings.

Fig. 1 Remote patient monitoring system
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• Anonymity. In Remote Patient Monitoring system, some patients do not want to
disclose their identity to anyone.

• Liability. In Remote Patient Monitoring system, accountable responsibility
should be defined in case of any misuse, loss, theft or unusual event.

• Trust. In Remote Patient Monitoring system, users or patients need assurance
that their personal and medical data will not be misused.

2.2 IoT and Network Security

Our research shows that IoT healthcare security is different from Internet security
[6], and is far more complicated. Table 1 shows how IoT is more complex than
network security.

Table 1 Comparison of IoT healthcare device security and network security

Design parameters IoT healthcare device security Network security

Memory
constraints

The on-device memory of IoT healthcare
devices is low. They mainly use embedded
operating system (OS), the system software.
Therefore, the system does not have enough
memory to execute complicated security
protocols

No such memory constraint

Speed of
computation and
resource constraints

Low-speed processors are available for IoT
health devices. Therefore, finding a security
solution that works on it is a difficult task

High-speed CPUs are available

Energy limitations
or power
consumption

IoT healthcare devices are available with
limited battery power. They use the
power-saving mode to conserve energy
when sensors are idle. Therefore, the energy
constraint makes finding security solution
challenging

No battery problem. They are
equipped with power backups

Scalability There is a gradual increase in a number of
devices. Therefore, need to select scalable
security algorithm becomes a challenging
task

They are connected through
reliable wired links and have
established wireless links also

Communication
channel

IoT devices mainly connected to the
network through wireless links such as
Zigbee, Z-Wave, Bluetooth, WiFi, GSM,
WiMax, and 3G/4G. Therefore, it is difficult
to have a security protocol that works for
wireless links and provides security similar
to wired links

Less number of mobile devices

Security updates To mitigate potential vulnerabilities security
protocols are required to be up-to-date.
Automatic updating of security protocol is
difficult

They are having established
system for security
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3 Our Generic Security Engineering Framework

Security challenges identified from the recent research publications are mentioned
in the previous section. As Internet of Thing is the extension of Internet and the
existing technologies, several security mechanisms exist for known technologies.
Some of them can be readily and directly applied to IoT and some may not. IoT is a
network of things and these things are low in power, Memory constrained,
Resource constrained, Bandwidth and low in computation power. That is why some
protocols do not work in case of IoT. Identification of protocol applicable to a
system having constraints related to memory and others are the key to our generic
security engineering framework application to IoT.

Our proposed security framework [5] handles the concerns like low in compu-
tation power, memory, and others effectively and identifies the optimal security
algorithm. Our framework first determines the security requirements during
requirement phase by analyzing the existing or related systems and from the
specification provided. Then, the threats/attacks possible to the system are identified
and evaluated. This evaluation shows which threat is more risky and need to be
handled first. In design phase based on environment constraints, device constraints
and risk measures of different security threats a suitable cryptographic algorithm is
chosen to implement specified security requirements. Main steps of framework is as
follows:

3.1 Security Requirements Engineering Phase

• Security Requirements Elicitation. Security Requirements are elicited for the
system, based on system requirements.

• Security Requirements Analysis. Various loopholes that may exist with eli-
cited security requirements are identified related to consistency, correctness, etc.

• Security Requirements Prioritization. Security Requirements are prioritized
based on risk measures.

• Security Requirements Management. Security requirements are stored for
future management purposes.

3.2 Security Design Engineering Phase

• Mapping of Security Requirements with Cryptographic Services. Security
requirements are mapped to security services like confidentiality, integrity,
authentication and non-repudiation.

• Security Design Analysis. Various security mechanisms available are analyzed
using attack analysis.
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• Security Design Constraints. Various Design Attributes (cost, implementation
platform, and others) and environment (wireless/mobile/mobile ad hoc or any
other) are identified.

• Security Design Structuring. Various design constraints are analyzed here.
An SDT (Security Design Template) is prepared.

• Security Design Decision. Based on previously stored attack analysis results
and SDT an optimal security algorithm is chosen.

4 Case Study: Remote Patient Monitoring

Steps of our framework are now applied to the case study of Remote Patient
Monitoring System. Components of the system are explained in Sect. 2.

4.1 Security Requirements Identification

Security issues are represented as security requirements. Firesmith [7] has defined
security requirements as high-level requirements that give a specification of system
behavior that is not acceptable. Security issues of IoT, as explained in Sect. 2.1
have been expressed here in terms of Security Requirements defined by Firesmith
[7] with some newly added security requirements.

• Identification Requirement. The typical objective of identification security
requirement is to ensure the identity of all the externals (patients, doctors,
devices) before allowing them to interact with the services or resources of the
system.

• Authentication. The typical objective of authentication security requirement in
Remote Patient Monitoring system is to verify the identity of person or device
with whom it is interacting.

• Authorization Requirement. In Remote Patient Monitoring system only
authorized nodes whether the service node or a resource node in the network are
accessible.

Above three requirements collectively realize the Confidentiality, Anonymity
issue.

• Immunity Requirement. Nodes in Remote Patient Monitoring system should be
able to protect themselves from infections caused by viruses, worms, and others.

• Integrity Requirement. In Remote Patient Monitoring system, Integrity secu-
rity requirement ensures that no received medical data is modified by an intruder
in transit. Also, the integrity of stored data and content should be protected from
compromise. This security requirement will implement Data Freshness.
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• Intrusion Detection. Compromise of any node must be detected and recorded.
• Non-Repudiation requirements. A node in Remote Patient Monitoring system

cannot deny after sending a message. This security requirement will implement
the Liability issue.

• Privacy Requirements. In Remote Patient Monitoring nodes should be able to
keep its confidential data private from unauthorized access. This security
requirement would implement the Anonymity issue.

• Survivability Requirements. In IoT if some intermediate nodes are compro-
mised, then the system should still protect the network/information from any
attack. This security requirement would implement Resilience, Fault
Tolerance, Self-Healing security issues.

• Security Auditing. Administrator of Remote Patient Monitoring system should
assign responsibility to some security personnel to check the state of security
level in the system.

• System Maintenance. In Remote Patient Monitoring system, any update, fixing
of bug should be followed by a security check in which violation of security
mechanism is checked.

• Physical Protection Requirements. In Remote Patient Monitoring system
devices, databases need to be protected physically using some mechanism.

Newly Added Security Requirements

• Data Freshness. It would take care of availability of latest data for processing.
• Trust. It would make people adopt the IoT-based system. It is being achieved

by implementation of all other identified security requirements.

Anonymity, Liability, and Trust are very important factors for IoT applications to
get the social acceptance. Now these defined security requirements are used to
mitigate various attacks to the IoT-based system Elicited Security Requirements for
Remote Patient Monitoring System is shown in Table 2.

Table 2 Security requirements for remote patient monitoring system

For Wireless Body Network During Communication (Over the e-Health Gateway
and Internet)

Trust, Anonymity
Liability
Physical Protection
Survivability

Integrity
Survivability

Healthcare Data Centre Medical Service
Privacy
Immunity
Integrity
Intrusion Detection
Survivability
Physical Protection
Data Freshness
Security Auditing

Authentication
Identification
Authorization
Privacy
Non-Repudiation
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4.2 Design Decisions for Above System

Now based on various design constraints cryptographic algorithms are identified to
implement the security requirements.

• First the security requirements are mapped to security services
• Then based on various design constraints as mentioned in Table 1, following

algorithms are identified for implementation:

ECC: Integrity (in things environment that is in body area network)
Two Step Authentication: Anonymity, Identification, Authentication (other
than things environment)
AES: Privacy, Integrity (other than things environment)
Log Maintenance: Liability, Intrusion Detection, Security Auditing,
Non-Repudiation
Data Replication: Survivability
Antivirus: Immunity
Timestamp: Data Freshness
Implementing all above would achieve: Trust.

As one algorithm is not sufficient to implement all the security requirements.
Therefore, prioritization of security requirements is done, so high priority security
requirements would be implemented first compared to others. Due to space limi-
tation, only important and initial steps are explained. For a clear, detailed expla-
nation of framework refer to earlier work [5].

5 Conclusion and Future Work

As IoT is an amalgamation of various technologies, it is more prone to various
security attacks applicable to involved technologies. In this paper, various security
challenges in IoT Remote Patient Monitoring System are identified with various
design constraints applicable to IoT healthcare system. Also, security requirements
that apply to IoT are identified and are expressed for Remote Patient Monitoring
system. Some cryptographic algorithms are also proposed to implement the security
requirements. Further, steps of our generic security engineering framework [5] are
followed in IoT with detailed explanation, for handling security issues in a struc-
tured manner. Also, device specific cryptographic algorithms to implement the
identified security requirements based on various design and environmental con-
straints are identified.

426 S. Jaiswal and D. Gupta



References

1. IoT: https://en.wikipedia.org/wiki/Internet_of_Things.
2. Granjal, J., Monteiro, E., Silva, .S.: Security for the Internet of Things: A Survey of Existing

Protocols and Open Research Issues. IEEE Communication Surveys & Tutorials. 17 (3), 1294–
1312 (2015).

3. Catuogno, L., Turchi, S.: The dark side of the interconnection: security and privacy in the Web
of Things. In: 9th International Conference on Innovative Mobile and Internet Services in
Ubiquitous Computing, pp. 205–212. IEEE (2015).

4. Zhao, K., Ge, L.: A Survey on the Internet of Things Security. In: Ninth International
Conference on Computational Intelligence and Security, pp. 663–667. IEEE (2013).

5. Chatterjee, K., Gupta, D., De, A.: A Framework for Development of Secure Software. CSI
Transaction on ICT. 1(2), 143–157 (2013).

6. Riazul Islam, S.M., Kwak, D., Kabir, H., Hossain, M., Kwak, K.S.: The Internet of Things for
Health Care: A Comprehensive Survey. IEEE Access 3: 678–708 (2015).

7. Firesmith, D.G.: Engineering Security Requirements. Journal of Object Technology. 2(1) 53–
68 (2003).

Security Requirements for Internet … 427

https://en.wikipedia.org/wiki/Internet_of_Things


Identity Based Secure RSA Encryption
System

Meenal Jain and Manoj Singh

Abstract Identity Based Encryption (IBE) has emerged as a solution to the
problem of trust in public keys of Public Key Cryptography (PKC) systems where
most of the proposed IBE schemes are based on bilinear pairing and Elliptic Curve
Cryptography. The heavy computations involved in such schemes make pairing
based schemes less practical. Efficient non-pairing schemes have been designed
over the famous RSA structure to bridge the practical gap between actual public key
ciphers and utility of IBE in it. Yet the security threats to RSA have been retained in
such proposals. This paper presents an RSA based IBE scheme which overcomes
the security problems of RSA and has linear computations involved and makes key
management/revocation easy.

Keywords Security � Public key cryptography � Identity based encryption �
Non-pairing based IBE � Mediated RSA

1 Introduction

Internet Security has become ubiquitous today. The requirement has been well
acknowledged since the invention of Internet. Internet has made the world a small
place providing access to large amount of information. Crucial information can be
exchanged among desiring parties through Internet, but only when there is no threat
of some unwanted person getting hold of it. Such hijacking of information cannot
be prevented but the harm intended can be thwarted by rendering that information
meaningless for unintended receivers. This is achieved through cryptography.

Cryptography began as a symmetric version, representative techniques are DES
and AES. It is a very secure style of encrypting data since the key used to “lock”
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data can only “open” the data. However, distribution of the secret key proves to be a
major drawback of the Symmetric cryptography. A secure channel is required for
the exchange of secret keys and the number of keys required for security is very
large. Public Key Cryptography (PKC) then emerged as a solution containing
separate keys for both encryption and decryption. Some popular Asymmetric Key
Cryptography techniques are RSA [1] and Elgamal [2] Cryptosystems. Without
compromising security, the encryption key is made public and by no means can the
private key be determined from the corresponding public key due to computational
impracticality. Though the number of keys involved is reduced as compared to the
symmetric ciphers, key distribution and their validity are big issues.

Some approaches to reliable public key exchange are having Trusted Centers,
Controlled Trusted Centers or Certificate Authorities (CA) for the purpose of
creating Public-Key Certificates. These certificates prove that the published public
key actually belongs to the user. The complexities associated with the whole pro-
cess of issuing certificates make it a hard/heavyweight problem.

To simplify the problems in certificate management, especially in e-mail sys-
tems, Shamir [3] addressed the need of a public key that can be designed through
the use of any arbitrary string related to some identity of the user further eliminating
the need of public key certificates. He then proposed the concept of Identity-Based
Encryption (IBE) [3] in 1984. Since then many IBE schemes have been proposed
which can be broadly classified into pairing based and non-paring based.
Paired IBE schemes like [4–7] are based on Weil and Tate Pairings [8, 9] which
provide a mapping between the identity of a user and its public key through elliptic
curve cryptography. Some non–pairing based IBE schemes are [10–13].

Practical acceptance of IBE systems is hindered by its computational complexity
and cost of changing the entire software to adapt it as a substitute of PKC. In this
regard, IBE systems involving a popular PKC system like RSA can be considered a
practical solution. References [14–17] are such proposals. The only drawback is
that instead of adding to the security of RSA, they just enhance manageability of
keys in RSA while opening some vulnerabilities in the scheme.

This paper proposes an IBE system based on RSA which is able to thwart many
attacks that are possible on RSA. Also, the ease of key management (a character-
istic of IBE systems) is evident. There is no requirement of split keys or mediators
like previous works, making it computationally more efficient.

2 Related Work

Identity Based Cryptography, as clear from the name, uses the user’s identity in
place of public key and hence simplifies the management of public key no longer
involving the use of public-key certificates. Shamir’s contribution [3] in this
direction was an Identity-Based signature based on RSA, but a fully Identity-Based
Encryption (IBE) was an open problem posed, the solution to which was the first
IBE scheme by Boneh and Franklin [4]. The scheme is both reliable and provable
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and is based on Weil pairings over elliptical curves. Key revocation is a big issue in
IBE since the key is derived from the identity of a user which practically cannot be
changed. Gentry presented a solution [7] where a user creates own pair of public
and private keys and obtains certificate from the Certificate Authority. The cer-
tificate serves an extra purpose of decryption key also. Though the key distribution
problem is solved here through IBE yet certificates have not been eliminated.

Instead of reviewing all the IBE systems proposed till date, we focus on IBE
schemes based on RSA.

2.1 IBE Combined with RSA

IBE did not gain popularity as a proper PKC due to two major reasons: first the
novel constructs involved were much time and power inefficient as compared to
exponential primitives of popular PKC systems like RSA [1] and ElGamal [2];
secondly these primitives of IBE were not compatible with existing PKC systems.
Moreover, while IBE posed a solution to overreliance on certificates it could not
much solve the revocation problem. All these issues were resolved to some extent
by some researchers [14–16] through IBE systems based on RSA.

The first such proposal is due to Boneh et al. [14]. At the core of the system is a
secure mediator (SEM), a semi-trusted server, which authorizes users to
decrypt/sign messages. The idea is to split the RSA encryption key between the user
and SEM. This not only provides security to RSA even when all the users share a
common RSA modulus, but also facilitates immediate revocation of a user
certificate.

Later Ding and Tsudik [15] presented a mediated IBE that could be used with
both RSA and OEAP. A security proof is included for semantic security against
adaptive chosen ciphertext attacks. This security depends on availability of key
generation function which can generate division intractable public keys. This
security is challenged by Elashry in his PhD thesis [16]. Three necessary conditions
have been observed that are required for an Identity based mediated RSA
(IB-mRSA) algorithm to be secure

• There should be a deterministic one to one mapping function that maps the
identities of the users to their public keys

• This function should be division intractable
• The produced public keys must be co-prime with uðNÞ:

Elashry [17] has proposed a letter-envelop technique to construct a secure
IB-mRSA similar to a two-key encryption, one derived from user’s identity and the
other form SEM’s identity. But only the key generation and management have been
revised using the concepts of IBE while preserving the actual encryption primitive
as RSA.
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The review of IBE systems based on RSA and mediating approach can be
summarized as: Building key generation of IBE system over a Mediated RSA
assures a backward compatibility implying wide acceptance of an IBE system, but it
also requires rigorous security analysis in face of attacks possible on RSA. It can be
concluded that IBE has better key management but does not add to the security of
RSA. Rather it may add to the vulnerability of RSA cryptosystem by making the
modulus used by all users common.

3 Proposed Scheme

The structure of our proposal can be outlined as: in the setup phase a Public Key
Generator (PKG) selects p and q as two safe prime numbers of bit-length equal to
security parameter k. The modulus n is computed same as in RSA, the product of
p and q, and the number /ðnÞ ¼ ðp� 1Þðq� 1Þ which is not made public by PKG.
Key generation phase involves hashing of the user’s identity and producing the pair
of public and private key for encryption/decryption. The hash value of user’s
identity is computed through a simple hash design which derives a unique integer
based on the identity string. If more security is desired then a secure hash algorithm
can be used further. The encryption and decryption are similar to RSA with an
added noise component. The encryption is the RSA ciphertext under public key e to
which a random multiple of hash value I is added. Hence, decryption first needs to
compute modulus of ciphertext under I and then proceed with conventional RSA
decryption under private key d.

Algorithm Setup (k)

Step 1: Pick safe primes p; q 2 Z2k ; p 6¼ q
Step 2: n ¼ p � q //master key
Step 3: /ðnÞ ¼ ðp� 1Þðq� 1Þ
Algorithm KeyGen (ID, b)

Step 1: I ¼ HashðIDÞ
Step 2: Choose e 2 Z/ðnÞ� such that ðI � xÞmod /ðnÞ ¼ e for some positive x.

Step 3: If ðb ¼ 0Þ; output d ¼ e�1mod/ðnÞ //private key
Step 4: If ðb ¼ 1Þ, output e. //public key

Algorithm Encrypt (m, ID, n)

Step 1: I ¼ HashðIDÞ
Step 2: e ¼ KeyGenðID; 1Þ
Step 3: Pick positive random number r such that I � r[ n.
Step 4: Output ciphertext as c ¼ me mod nþ I � r
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Algorithm Decrypt (c, ID, n)

Step 1: I ¼ Hash(IDÞ
Step 2: d ¼ KeyGenðID; 0Þ
Step 3: Output plaintext as m ¼ ðcmod IÞd mod n

Algorithm Hash (ID)

Step 1: Parse ID into a sequence of characters a1; a2; . . .; aLh i, where L is length
of ID.

Step 2: Convert each character into equivalent 256 bit integer through ASCII
code as

b1; b2; . . .; bLh i

Step 3: Compute integer equivalent of ID as h P
i � bið Þ � n

Step 4: Apply hash and output as H  Secure hashðhÞ
The Secure hash used within the Hash primitive is any secure cryptographic

hash like MD5 or SHA512. The time complexity v/s security trade-off exists here.
The value ‘h’ obtained in Step 3 can also be used as the output of Hash primitive to
save time since it is a unique value of known length associated to the identity string.

It can be clearly seen that above proposed scheme satisfies all the three condi-
tions described in Sect. 2.1.

4 Performance Analysis

The major operation in encryption is the calculation of the ciphertext. In the
encryption step, if fast exponentiation is used, then time complexity of “me mod n”
sub-step is O l2kð Þ, where l ¼ jmj. Decryption method is a single step which can be
implemented through fast exponentiation and has bit operation complexity linear in
k. If size of result of cmod I is also considered, an upper bound on runtime would
then be estimated as O k2 � k� � ¼ O k3

� �
. The above analysis is done to estimate the

bit operation complexities of the proposed cryptographic primitives. If integer
operation complexities are considered then the estimates are more close to practical

Table 1 Bit operation and integer operation complexities of primitives

Primitive Bit operation complexity Integer operation complexity

Setup Oðk2Þ O(1)

KeyGen Oðk2Þ OðkÞ, k is the number of times x is tested

Hash OðkLÞ O(L)

Encrypt Oðl2kÞ O ej jð Þ ¼ OðkÞ
Decrypt Oðk3Þ O dj jð Þ ¼ OðkÞ
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costs incurred. Table 1 lists the bit operation and integer operation complexities of
all primitives.

For the empirical results, algorithms have been implemented as Java programs
running on a 3.40 GHz Intel Core i3-2130 processor. The security parameter, k is
varied from 8 till 40 and the corresponding growth of setup, key generation, and
encryption and decryption times is noted. Likewise, the size of plaintext, l is also
varied from 32 to 96 bits and the corresponding encryption and decryption times are
noted. Figure 1 shows the plot for the growth of encryption and decryption time
with increasing k and l. The growth is observed to be linear and conforms to the
theoretical analysis.

The length of the ID, L is varied from 12 till 60 and its effect on the hash time is
observed. The plot in Fig. 2 shows the growth of hash time for increasing L. The

Fig. 1 a Growth of encryption time with increasing k, b growth of decryption time with
increasing k, c growth of encryption time with increasing l, d growth of decryption time with
increasing l
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Fig. 2 Growth of hash time
with increasing length of ID
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resultant plot is found linear to L, similar to the integer operation complexity of
Hash primitive deduced in Table 1.

5 Security Analysis

5.1 Thwarting Attacks on RSA

Since the proposed cipher derives the basic structure from RSA cryptosystem [1],
the attacks possible on RSA have to be analyzed. Though some backward com-
patibility has been sacrificed, this section proves that the proposal makes RSA
further secure.

(i) Factorization Attack—The security of RSA lies in the large size of mod-
ulus. For the proposed algorithm to be secure, n should be more than 300
decimal digits, which further means that the modulus should be at least 1024
bits, which implies k is equal to 512.

(ii) Chosen-Ciphertext Attack—This attack is possible on RSA due to its
multiplicative property. The proposed encryption primitive uses the “addition
of noise” concept which removes the multiplicative property. Hence, such
attack is not possible until hash value of ID is not known.

(iii) Coppersmith Theorem Attack—This attack is possible only when value of
e is selected low. The KeyGen primitive of the proposed algorithm does not
produce low values of e, hence this attack is not possible.

(iv) Broadcast Attack—This attack on RSA is possible when same message
with same exponent is sent to many recipients. The proposed KeyGen
primitive derives value of exponent from ID of recipient; hence same
exponent cannot be used.

(v) Guessing d—This attack requires an effort equivalent to computing inverse
of public key modulo /. This in turn is equivalent to factorizing n.

(vi) Private Key Compromised—In RSA if private key is compromised the
whole cipher is cracked. The proposed scheme is safe even if d (private key)
is compromised, the adversary should have access to the hash algorithm used
by the authority. The hash primitive cannot be directly queried by any
adversary, thus making the proposed scheme secure even if the secret key is
compromised.

(vii) Threat of Using same Modulus for All Users—All IBE systems based on
RSA have to make the modulus common for all users and protect against
possible attacks by using mediation. The proposed scheme is safe against this
attack because the encryption method adds a number larger than modulus to
the ciphertext of plain RSA.
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5.2 Thwarting Attacks on IB-MRSA

Introducing concepts of IBE in RSA leads to new vulnerabilities. Some of them
have been resolved in our proposal. An IB-mRSA system is under threat if a user’s
public key is a factor of the product of the other users’ public keys. In other words,
public key of user U1 should not be divisible by public key of other user U2 else
ciphertext under key e1 can be decrypted by key e2. But this is possible only due to
multiplicative property of RSA, which has been undone in our proposal through
noise addition.

6 Conclusion

Identity based Encryption is a good solution to the key distribution, certificate
issuing and revocation problems of Public key cryptography systems. But IBE
schemes have not gained acceptance as proper PKC systems due to high complexity
and much change in existing software. Hence, IBE based on RSA were developed
to maintain backward compatibility. But this opened more security threats in turn.
This paper presents a solution how RSA can be made secure against prevalent
threats and an IBE system can be constructed over it. The increased security does
not cause any computation overhead. Also, a simple deterministic mapping of user
ID to corresponding set of keys is proposed that can be sought as compared to
costly SHA512. The proposal is more efficient than those based on mediated RSA
since encryption/decryption is to be done only once.

The proposed work can be easily extended to signature schemes. A similar
version using OEAP or ElGamal encryption can also be suggested. Comparison of
runtime, theoretically and empirically, with other similar proposals is currently
under consideration.
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Using Genetic Algorithm for Process
Migration in Multicore Kernels

K.S. Shravya, Ankit Deepak and K. Chandrasekaran

Abstract Process migration is used in multicore operating systems to improve
their performance. The implementation of the migration event contributes largely to
the performance of the scheduling algorithm and hence decides how effective a
multicore kernel is. There have been several effective algorithms which decide how
a process can be migrated from one core to another in a multicore operating system.
This paper looks further into the mechanism of process migration in multicore
operating systems. The main aim of this paper is not to answer how the process
migration should take place but it aims to answer when process migration should
take place and to decide the site of process migration. For this, an artificial intel-
ligence concept called genetic algorithm is used. Genetic algorithm works on the
theory of survival of the fittest to find an optimally good solution during decision
making phase.

Keywords Genetic algorithm � Process migration � Multicore operating systems �
Process scheduling � Artificial intelligence � Decision making

1 Introduction

In the recent past, with the improving hardware such as ones with multiple cpu or
core, there has been a need for efficient operating systems which can manage these
hardwares and improve the performance. This class of operating systems have been
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named multicore operating systems [1]. These operating systems, although cur-
rently in research stages, are gaining popularity. For process scheduling, multicore
architecture has to balance load across all the cores dynamically and hence, they use
a mechanism called migration [2].

Process migration is used to transfer an executing process from a source core to a
destination core. Process migration can also be seen as a load balancing mechanism
in multicore architecture. The steps involved in process migration are suspension of
an executing process, transmission of the process from source to destination,
establishment of the context of the process in the destination machine and restarting
the execution in the destination machine. Process migration [3] works as a part of
multicore scheduling to get an efficient execution of all the processes.

Genetic algorithm [4] is a method which aims to give a solution for optimisation
problems and search problems. It is an evolutionary algorithm which tends to
employ natural evolution processes of inheriting, selecting, mutating and crossing
over of species. It follows three basic rules namely selection rule, which selects the
parents for next generation, crossover rule which aims at combining two parents to
form children for next generation and mutation rule which alters the existing parent
to form the children [5].

In this paper, we try to use genetic algorithm for the described process migration.
In the Sect. 2 of this paper, we look into the existing multicore operating systems
and their scheduler. In the Sect. 3 of this paper we look into the mechanism of
process migration in general. In the Sect. 4 of this paper we describe the basics of
genetic algorithm which includes definitions associated with the algorithm and
steps involved in the implementation. Section 5 of the paper aims to describe the
proposed method of using genetic algorithm to optimise the mechanism of process
migration. Finally in the Sect. 6, we give the outcome of the experimentation which
comprised of the simulation of the proposed method.

2 Related Works

This paper continues the research in the development of multicore operating sys-
tem. The paper tries to improve the scheduling of multicore kernel and the algo-
rithm it especially targets is multicore round robin algorithm. Many research has
been done for single core round robin algorithms before but the research in mul-
ticore round robin is fairly new. We try to use genetic algorithm [4] to implement
process migration [2] in the round robin strategy. Genetic algorithm has been used
for single core scheduling before [6].

Existing Multicore Operating Systems
Currently there are a few multicore operating systems which has been developed for
research like Barrelfish [1], Akaros [7] and Baremetal [8]. Barrelfish aims at con-
trolling the performance drop seen on increasing the number of cores in a multicore
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operating system. Akaros aims to provide efficient support to parallel computing
and HPC applications. It treats many-core processes as single entity and maintains
asymmetry among its core for better management. Baremetal OS is an open source
operating system which implements single address spacing throughout a light-
weight kernel, providing high performance.

2.1 Multicore Process Scheduling

Gang Scheduling aims at running all the dependent threads and processes
simultaneously on different processors [9]. Gang scheduling tries to avoid blocked
waiting among the communicating processes by making sure that they are in
congruent states when communication starts. Hence, this algorithm avoids the
overhead of sleep and awake calls during scheduling.

Multicore FCFS uses only a single work queue. The incoming tasks are added to
the queue and the front of the queue is executed by any of the free cores. This
scheduling algorithm has the biggest strength in the form of zero context switch, but
is vulnerable to a convoy effect.

Multicore Round Robin The whole execution timeline is divided into time slices.
The algorithm is preemptive with very high context switches [10]. A very basic
implementation works with individual ready queue for each core. The processes are
entered into these queues on the sequence of their arrival.

Asymmetric Core Scheduling In such scheduler, each core is treated differently
with a specific task performed by a specific core.

2.2 Process Migration

Process migration [2] is the mechanism of transferring process between two cores
of a multicore system. Process migration helps in balancing of dynamic load and
fault tolerance. Process migration starts with a migration request which is issued to
a remote core. In response to the request, one of the processes executing on the core
is detached from it and all the communication associated with it is redirected. The
state of this process is then extracted and is transferred to the different core.
Communication of the process is redirected to the core and the process restarts the
execution.
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3 Genetic Algorithm

Genetic algorithm, as explained earlier, is used for decision making and optimi-
sation. It has also been used for scheduling [6].

3.1 Definitions

Individuals An individual is the entity to which the fitness function is applied.
Population Group of individuals is called population.
Trait Characteristic/Features of an individual.
Fitness value It is the individual’s fitness function value.
Genome All traits of an individual collectively constitute is genome.
Diversity Variation of traits among individuals.
Fitness Functions This is the objective function which is to be optimised.
Selection Selection is the process of choosing or selecting individual genomes of a
population, useful for producing new offspring.
Mutation Mutation is the process of maintaining diversity in population by altering
the values of genes. User sets the value of the mutation probability function and
care must be taken to set it low in order to avoid random search when the proba-
bility value is set high.
Crossover It is the process of producing a child by intermixing various parents’
traits and is a crucial process in determining best trait.
Generation Every new population which is generated after each iteration by
genetic algorithm is known as generation.
Inheritance Genetic algorithm uses the concept of inheritance to represent the
process of transferring selected genes from parents to their children.

3.2 Algorithm

The following steps are involved in genetic algorithm execution:

• Step 1: The algorithm is started by defining a initial population of individuals.
• Step 2: The process of mutation and cross over are applied to generate child

solutions from the selected parents solution.
• Step 3: After every generation the population which can give the highest fitness

function value is used as the parent population for the next generation.
• Step 4: Steps 2 and 3 are iterated until a termination criteria is reached. The

termination conditions may vary based on the needs of user for the best solution.
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4 Genetic Algorithm for Process Migration

The paper tries to use genetic algorithm to make decisions like when a process
migration should take place, which core should be the source and which core
should be the destination, etc.

4.1 Initialisation of Genetic Algorithm

Chromosome (C) Each process (P) will act as the building block of this algorithm

Ci ¼ Pi ð1Þ

Individual (I) During the implementation the process queue of each core

Ii ¼ fPa;Pb;Pc. . .Png ð2Þ

Population (Ppl) The set of all the queues for all the core forms the population

Ppl ¼ fIa; Ib; Ic. . .Ing ð3Þ

Crossover (x) Crossing over will take through process migration and will an
important part in the algorithm

Ia � Ib ¼ I 0a; I
0
b

� � ð4Þ

Mutation (M) Mutation takes place in the form of the execution of the process.
Also, to better the average turnaround and waiting time, smaller processes can be
moved ahead in the queue

MðIaÞ ¼ I 0a ð5Þ

Fitness Value (f) The factor which defines the fitness of an individual is the time
it is going to complete the execution

fi ¼ Execution time remaining Iið Þ ð6Þ

Fitness Function (F) The fitness of the population will be the reverse of
maximum of the time needed to complete the execution of all the processes in the
queue of each core. The aim of the algorithm is to minimise this function (Fig. 1)

F ¼ 1=MAXðfiÞ ð7Þ
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4.2 Initial Population

Since this algorithm is designed for multicore round robin scheduler, the initial
population will be same as the initial processes in the queue, which can be added in
a FCFS manner.

This algorithm will not have a constant population in the practical scenario
because processes can join the queues at random times and will leave the queue
after their execution. During each iteration, we need to update the population
accordingly.

4.3 Crossover

Whenever there is a change in the work load of the system, each core will calculate
their fitness value. For simplicity, an efficient fitness value can be the time
remaining to complete all the processes currently on the queue of the core. This
fitness function can be calculated like the remaining time of execution is found for
the shortest remaining job first algorithms.

Theoretically, the crossover, here can be done by two different methods. The first
method will be to actually switch process from its current queue to the next queue
and the fitness function is calculated after the switch and the next iteration is
initiated. The disadvantage of this approach is that every process migration will be
accompanied with an overhead and hence will be infeasible.

The other and more feasible approach is to initiate an highest priority process,
the aim of this process is to estimate the fitness of all the queue. The individual
processes now work together to calculate the fitness function of the population.

Fig. 1 Proposed algorithm
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During crossover, these processes now share the fitness value of the process to be
migrated, and the required crossover processes are finally migrated to their desti-
nation core found during that iteration of the genetic algorithm.

During the iteration, the process should be migrated in this manner; Suppose A
is the core with a very high remaining time, can be said to be unfit, and B is the core
with low remaining time, then A chooses to migrate a process with remaining time
closest to the |Fitness (A) – Fitness (B)|/2 from its queue to B in the first iteration,
similarly all the iteration tries to make the unfit individual fitter in the next
generation.

4.4 Selection

In each iteration, all the records of the process migration can be stored in a list at the
end of the iteration. The implementation of this data structure can be crucial to
reduce time take by the process of the migration. The data structure used for this
implementation can ideally be a priority queue with the priority given based on the
fitness of the population. Implementation using a priority queue will allow easy
access to the fittest population.

4.5 Termination

The generation can be stopped after a chosen time, T. In the implementation T can
be a linear function of time slice with a constant k where k will be below 0.1 for
ideal implementation. Another method to stop the generation can be the number of
iterations.

The termination will be marked by the beginning of the scheduling time slice. At
the termination of the algorithm, following actions will take place:

• Processes migrate to the core as per the arrangement of the fittest population.
• The priority queue will be reset, to prepare it for the next iteration.
• The system scheduler will be resumed to the round robin.

5 Experimental Results

During our experimentation, we scheduled 20 randomly generated processes using
three multicore scheduling algorithms, namely, multicore FCFS, multicore round
robin and the proposed algorithm. For the purpose of our of experiments, we
implemented all the three algorithms. On of the best way to test a multicore
scheduling algorithm is to modify the existing kernel of Baremetal OS. The
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operating system has built in system calls for context switch. The processes can be
made to change queues using the os_smp_enqueue and os_smp_dequeue system
calls (Fig. 2).

The first observation was that the maximum of the execution time across all the
cores showed similar values in FCFS and round robin algorithms but as the goal of
the proposed algorithm was to reduce the average latency across cores and bring
fairness in execution across all the cores, the results were seen to be better than that
of both.

The proposed algorithm improved the difference in the time of the fastest and
slowest core, nullifying the latency induced by slower cores, and hence, ended the

Fig. 2 Total time taken for
all the process to get executed
across all the cores

Fig. 3 a Time difference of fastest and slowest core, b execution time across all the cores
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execution faster than the other two. The algorithm didn’t give any uniform speed up
or slowdown in all the four but the behaviour across the four cores can be sum-
marised as the process migration made the slower cores faster at the cost of the
faster cores so that the overall execution is faster than the previous algorithms
(Figs. 3 and 4)

Apart from the fairness across the cores the algorithm also showed a slight
improvement in the execution time of individual processes from the round robin.
We observed the value of the average waiting time and average turnaround time for
the set of processes. FCFS algorithm shows the best performance here because the
initial processes have very low waiting time, in spite of these the problems of
convoy effect and unfairness still remains in all FCFS algorithms but the proposed
algorithm bettered the performance of simple round robin algorithm.

The experimental analysis showed satisfactory results for the algorithm and
showed it to be an improvement to multicore round robin algorithm in terms of
fairness among cores.

6 Conclusion

We proposed an algorithm which uses genetic algorithm to event process migration
in multicore round robin algorithm. Our simulations gave agreeing results. One of
the property of genetic algorithm is that it does not try to give the best solution but it
tries to give an optimally good solution. So, it can be said that the result of this
research can be improved even more depending on the implementation of genetic
algorithm. Further, the algorithm can be implemented along side the different

Fig. 4 a Average waiting time, b average turnaround time
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variants of round robin algorithms which has been proposed before. We have
already mentioned that the aim of the paper is not to propose another process
migration algorithm but to look for the best time when the existing process
migration algorithms can be implemented, also, the aim of the paper is not even to
propose a new scheduling algorithm but to implement process migration in the
existing ones because we feel with the increasing number of multicore systems,
process migration will play important role in the schedulers.
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An Extensive Conception of Reusability
in Software Component Engineering

Devesh Kumar Srivastava and Priyanka Nair

Abstract In early 1960s, intricacy of software systems led to a call for the emer-
gence of the concept of Software Reuse. Rather than building software applications
from genesis, software reuse consents creating software systems from existing
software. Efficient software reuse programs implemented by the firms may increase
their productivity and value, thereby giving the organizations headway. Several
reuse metric and models reign the software industry. Reuse assessment commit to
high quality and economic system development. Despite its commencement as a
potent vision, software reuse has botched to become a part of the typical software
engineering practice. The paper is an attempt to articulate the notion of software
reuse and the concerning issues. Reusability facet has been conferred analogous to
OO paradigm and agile development. Here the concept of reuse has been addressed
as a combination of artifacts as well as individual components.

Keywords Software reuse � Reusability � Reuse approaches � Software reuse
metrics � Agile software development � Object oriented paradigm

1 Introduction

Reconstruction of new systems pertaining to changing requirements is not viable.
Software components can be used time and again for creating new systems and
applications. Components can be integrated into software systems. Everything
associated with a software that can be reused is termed as software reuse. Software
Reuse leverages the project structure and cost effective issues of software engi-
neering. However, Reusability is difficult to maintain and its inclusion in new
systems is even more severe [1]. The NATO Software Engineering Conference,
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1968, gave the prime valuable coverage to the bottlenecks of software engineering.
From amongst various experts who attended the conference, McClory in his
working paper proposed the notion of necessity and adequacy of reusable com-
ponent factory. He contended the effectiveness of using component libraries for
various system processing and computations [2, 3]. The code level reusability is
coherent as compared to the conception of specification and design reusability
which is challenging [1]. The problem of dealing with software reuse is the radical
fixate with additional proposition of measurement of reusable components.

2 Approaches of Software Reuse

To realize software reuse work, conventional approaches are employed. On the
frontier, the classification is primarily based on component level and process level.
Reuse based on object of reuse or component is the Compositional Reuse approach
whereas process reuse fall under Generative Reuse approach. In sync, these
approaches serve as reuse aid to the system [3, 4].

Compositional Reuse appropriates the notion of reusable objects that are unaltered
during reuse. It is a bottom up system development. Combinative accessions of simpler
components frame obscure and complex objects [1]. Components that are compatible
with reuse support features are archived in repositories. Retrieval is a key feature here.
Components are dispersed segments which benefits the developers to achieve high
productivity. Generative Reuse is reuse of process rather than product. Parsers and
Lexical analyzers are based on generative approach. Reusable pattern generation is
taken into account before assimilating objects of reuse into the program [1].

3 Types of Reuse

Reusability scrutinized over domain scope can be categorized in two forms: Vertical
Reuse and Horizontal Reuse. Vertical Reuse is generative in nature. However it has
not yet been widely accustomed in software business industry. In software devel-
opment it has an impending and extensive connotation [5]. However, White
Box Reuse is strenuous to maintain. It is an elemental form of Vertical Reuse. Code is
modeled as the reused entity for white box reuse. The access to the source code and
implementation is required herewith. Reuse is met with alteration and adaptation as
the core [6, 7] Horizontal Reuse is widely accustomed across applications. It follows
compositional reuse approach. Black Box Reuse forms the domain component of
horizontal reuse. Component reuse is carried out without modifications. It employs
Commercial Off the Shelf (COTS) which is a third party application. They are
economical and reliable. COTS components are incorporated in already built soft-
ware in order to provide additional services. However, they are employed for general
applications [8]. It is well appropriated as Black box reuse as they are perceived only
in terms of input and output without taking into account the functionality.
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4 Reuse Assessment

In order to identify the effectiveness of various reuse methods, it is imperative to
quantify and assess them. Various software pertinent metric can be employed as
quantitative index to measure the reusability in terms of software assets: product
and process. Some of the reuse metric models have been taken herewith.

4.1 Cost/Productivity Metric Model

There is an additional cost associated with software reuse. Reuse cost is viewed as
an investment. Reuse incurs added cost to the traditional software development
process. The cost model was based on cost benefit analysis [6]. The two models for
cost and productivity commit to the cost of reusing software components and the
cost of developing objects of reuse. The software reused is decisive and reliable
thereby conforming to the black box properties. Apropos the properties, enough
documentation related to the objects of reuse is available but the size remains
non-existent. Negligible cost is associated with the reuse of components [9]. For
estimating the relative size of reusable components, it is required to measure the
size of object of reuse with the hypothesis that they are built from scratch. The
relative size, R of reusable components is hereby articulated as:

R ¼ SR
SR þ SE

ð1Þ

where,

SR estimated size of reusable components
SE effective size of reusable components which is a regulated consolidation of

altered and new source code.

The higher order cost model estimates the cost of developing objects of reuse.
Let CD be the relative cost of developing the software product corresponding to all
current code and b is the cost relative to all new code, of using the reused code in
the new product. CD and b for all new code is assumed to be 1. The relative cost of
software development is presented as follows:

CD ¼ 1 ð1� RÞþ bR Or CD ¼ R ðb� 1Þþ 1 ð2Þ

where,
R: proportion of reused code in the product (1 − R): proportion of all new code.
According to Gaffney and Durek, when only source code is reused b = 0.85

whereas when requirements, design and code are reused b = 0.08. It is because in
the former case all other phases are required to be endured [8].
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The productivity, P is the inverse of cost metric

P ¼ 1
CD

ð3Þ

or

P ¼ 1
R ðb� 1Þþ 1

ð4Þ

Developing Software with reusable component incurs more cost as compared to
developing software without reusable objects [6, 9].

Consider a small module of an ongoing Omnicare Healthcare Management
Project. We will use the Gaffney and Durek Model to calculate the relative cost and
productivity of the project module with reuse components.

Table 1 indicates the development cost corresponding to different stages of
development of the module. Prototyping or design phase incurs the maximal cost
with respect to other development stages (Fig. 1). Relative reuse cost can be cal-
culated by taking into account the objects of reuse with additional activities. If we
take source code as our object of reuse then requirement analysis and testing are to
be performed as accompanying tasks. Here b = 0.33 (0.07 + 0.26) similarly, when

Table 1 Relative development cost corresponding to different phases of developing the module

Development phase Relative development cost (phase wise)

Requirement analysis 0.07

Prototyping 0.42

Implementation 0.25

Validation and testing 0.26

0.45
0.4

0.35
0.3

0.25
0.2

0.15
0.1

0.05
0

Development Cost(Phase Wise)

Fig. 1 Cost of developing
the software corresponding to
different phases of module
development
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requirement is reused then the relative reuse cost will be 0.42 + 0.25 + 0.26; i.e.
b = 0.93. Table 2 shows the relative reuse cost of development. With requirement
taken as the object of reuse holds the highest relative reuse cost (Fig. 2).

Suppose there are 10,000 lines of code in the original software application.
Assuming 4700 lines of code is reused. Here CD = 1 (relative cost of development
of all new code is assumed to be 1). The proportion of reused code R is 0.47
(R � 1). From Fig. 2, b = 0.33 for source code taken as the reused component.
b is the integration cost of reusable component. Using the Gaffney and Durek
model, we can calculate the cost and productivity of development of system with
source code as the object of reuse.

CD ¼ 1 ð1� 0:47Þþ 0:33 ð0:47Þ ¼ 0:69 ð5Þ

Taking source code as the object of reuse, the relative cost and productivity of
development of the module is estimated as 0.69 and 1.4 respectively. Cost of
developing the module relative to all new code is assumed to be 1.

Table 2 Integration cost of reusable component

Object of reuse Accompanying tasks to be completed Relative cost of component
with reuse (b)

Requirement Prototyping,
Implementation,
Testing

0.93

Prototype Requirement
Analysis,
Implementation,
Testing

0.58

Code Requirement
Analysis, Testing

0.33

Requirement, Prototype, Code Testing 0.26

1

0.8

0.6

0.4

0.2

0

Relative Cost of Components with Reuse

Fig. 2 Relative cost of
components with reuse (cost
of integrating reusable
components)
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4.2 Maturity Metric Model

Maturity metric model is used to assess the implementation and effectiveness of
systematic reuse activities. The advancement of reuse programs is measured on an
ordinal scale [10]. Kolton and Hudsen Reuse Maturity Model is a five level model
that directs an organization for effective reuse of activities in order to achieve
maximal performance.. The levels are: initial/chaotic, monitored, planned, coor-
dinated and ingrained. At the onset of any program, organizations are traceably
between initial/chaotic and monitored level. Post ingrained level; reuse is viewed as
a unified part of the system [1, 10].

4.3 Percent Reuse

To assess the reuse rate, calculating the percentage of reuse, is viewed as an
essential metric. Substantially, amount of reuse is the ratio of the amount of object
reused to the total size of the object considering the life cycle of the program or
system [6]. Moreover, determining the amount of reuse on account of lines of code
(LOC) in a program is trivial. Hence,

%Reuse ¼ Reused LOC in a Software
Total Size of the Software ðLOCÞ � 100 ð6Þ

Consider a software application with 10,000 lines of code. Assuming 4,700 lines
of code of the same application is reused to develop a new software product. The
percentage of reuse is calculated as follows:

%Reuse ¼ 4700
10000

� 100 ¼ 47% ð7Þ

Higher percentage of reuse is indicative of better reuse rate.

5 Agile Development and Reuse

The extension of reusability concept in agile development is complex. The agile
development is the software development methodology that focuses on continuous
improvisation with effective communication between people. However, there is
minimal documentation which makes reusability critical. The major limitation with
reuse in agile environment is the difficulty in continuous redesign, due to paucity of
application-specific artefacts. [11] Reusability can be employed with agile software
development in three ways. The methodologies used for incorporating reusability in
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agile development Component Based Development (CBD), Refactoring and
Reusable Architectures. CBD validates the component in conformance with the
suitability for reuse. Refactoring reorganizes and remodels an existing code. It can
be viewed as a template or design that can be employed in varied scenarios per-
taining to requisite applications. Architectural patterns may be used to develop
reusable architectures [11, 12].

6 OO and Reuse

In the 3rd International conference on software reuse it was substantiated that object
oriented paradigm does not validate to be the necessary and sufficient condition to
support reusability. Some of the credos of OO obstruct the reuse and hence there is
need to be very cautious while incorporating its features [13]. Despite the restraints,
OO approach complements features that support software reuse. The Object
Oriented paradigm considerably enhances the productivity with reuse in an ele-
mental role. The assortment and contrast of programming languages becomes a key
consideration when incorporating reusability to improve the productivity [3, 9]. OO
braces both types of reuse. Inheritance backs White Box reuse whereas Client-
Supplier relationship supports black box reuse [10]. Much of the assistance of
Object Oriented paradigm to reusability is on probation. However, some of the
precepts of OO approach need to be scrutinized with respect to violations to the
reuse support.

7 Issues with Reusability

Software reuse work can only be accomplished with the employment of any or both
of the reusable assets: product and process. However, building software with the
reusable assets raises certain methodological and technical concerns. Issues are
often related to spotting of the reusable assets and identifying their conformance to
the current requirements. For ensuring the adaptation of these reusable assets to the
current needs automation of the reusable components is met employing OO features
[3]. There is very little tool support for locating the reusable components and
maintaining a component prospectus. However certain tools like CASE tools are
viewed as a way to improve and promote reuse in software projects in organiza-
tions. Computer Aided Software Engineering (CASE) tool is used for retrieval of
reusable components from a software catalogue [14]. Reusable Components are
fragments that are stored in repositories. Another major issue that crops up is the
reuse barrier. Efficient retrieval is necessary for development of reusable software.
The repository keeps changing constantly which makes it difficult for the developer
to foresee the occupancy of object of reuse [15]. Also, there is an additional cost
associated with development of software with reusable components. It is more
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challenging to reuse specification and design as compared to the code reuse. To
reuse specification/design a reserve of solutions is required to be searched in a
problem-oriented demeanor [16].

8 Conclusion

The above sections elucidate the imperative aspects of software reuse. Software
reuse reinforces software productivity and quality. Software repository is essential
for maintaining the catalogue of reusable software components. Reusable assets are
conferred in terms of product and process. To carry out software reuse, component
level and process level reuse approaches are prevalent in industry. From amongst
the various software metrics employed for the measurement of different reuse
techniques, cost/productivity metric model, maturity assessment and percent reuse
estimation have been taken up. The cost is negligible when reusing the components.
However an additional cost is incurred when developing software with reusable
components. Despite the efficacy of reusability, there are issues raised while
developing software with reusable components. With Agile development,
reusability facet becomes complex with the limitation of documentation. However
reusability can be incorporated with the agile environment employing various
methodologies. Also, even though OO paradigm has been widely used for sup-
porting conception of reuse, it has not been empirically proven to be the necessary
and sufficient condition for reuse support. Reusability in Agile method is an open
area for researchers for further improvement.
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Opportunistic Location Update—A Novel
Cost Efficient Reactive Approach
to Remove Pauses in Cellular Networks

Kalpesh A. Popat and Priyanka Sharma

Abstract In the era of mobile communication, every user is free to move from one
place to another without worrying about the connectivity to the network. Whenever
a use with a cellular phone changes its location, his location must be updated to the
database so that the same can be reached later on. Some devices remain almost
stationary as they don’t move out of a specific area like an office or a home. At the
same time, some devices move frequently as the users are carrying them while
travelling. In every case, if location updates are not properly performed, users will
not get connectivity all the time. This paper explains some of the most widely used
location update strategies in mobile communication. As mobile communication is a
kind of wireless communication, we have tried to introduce a novel location update
strategy by modifying the concept of opportunistic networking. The paper con-
cludes with some of the innovative ideas of doing location updates.

Keywords Cellular networks � Location update � GSM � Location update cost
reduction � Opportunistic location update

1 Introduction

True location information is very difficult to manage in cellular networks for all the
users at all the time. Mobile computing allows user to access the network at all the
time from every place. In GSM based networks, the geographical area is divided
into a hexagonal areas called cells. Every cell has a BTS and BTSs are connected
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with each other through BSC. A set of BSCs are connected with MSC. As this
paper is exclusively about the location updates, we are not discussing GSM
architecture in detail. The important factor is the mobility. Whenever there is
mobility, there is a change in location. In a cellular network, whenever a user
changes its location, his device’s new location must be updates with the cellular
network database. So in future, if a call or a SMS or a data packet needs to be
forwarded to that device, cellular network can find the new location easily. There
was a standard way of doing so in data networks with the concept of home agent
and a set of foreign agents. Such scenarios are applicable with IP based networks.
Here we are discussing location updates with exclusive cellular networks where
mobility is frequent and the only way we can find the location is through the BTS to
which the device is currently connected. The next topics discuss few of the most
widely used location update strategies. A novel location update strategy called
opportunistic location updates is proposed [1].

2 Location Update and Its Cost Calculation

Location update has two major factors to be considered, Location Inquiry Cost and
Location Update Cost. Location Inquiry Cost − Paging Cost is mainly network
initiated while Location Update Cost is network as well as device initiated. The
location update cost can be calculated as below [2].

Total Cost ¼ C � NLU þNP ð1Þ

2.1 Distance Based Location Update Strategy

This is the most fundamental strategies among all others for Location Update
LU-procedure. The distance is the primary factor for decision making. BTS records
the distance travelled by each device since its last update. The distance is recorded
in terms of number of cells travelled through. LU process is initiated when a device
travels through more number of cells than predefined threshold for distance D. To
keep the track, with each cell boundary crossing, the counter for a device is
incremented by 1 and this process continues till counter becomes equal to D. The
last location is always available so paging cost is less but with each cell change,
there is a little processing so processing overhead is there. Figure 1 shows an
example of this strategy with D = 2. Here a device starts mobility with cell A and it
moves from this sequence of cells A ! B ! C ! D ! E ! F cells. The LU
occurs when device reaches E [3].
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2.2 Time Based Location Update Strategy

In this method, LU occurs at a regular fixed interval say T seconds. Doesn’t matter
whether LU is needed or not but it occurs for every device after every T seconds.
BTS maintains a timer for every device since its uptime. The advantage is it is
easier to implement than distance based but the disadvantage is that when there is
no mobility, then even for that device LU is performed every T seconds [4].

2.3 Movement Based Location Update Strategy

In this method, BTS records the number of turns the device takes during its
mobility. When this information becomes equal to movement threshold M, LU is
performed. Figure 2 is an example of LU with M = 4. Here a device starts mobility
with cell A and it moves from this sequence of cells A ! B ! C ! D ! E ! F
cells. The LU occurs when device reaches E. The main disadvantage is if a device
moves in straight direction without any turns, this method fails [5].

2.4 Profile Based Location Update Strategy

Here every device’s mobility pattern related profile is maintained either at BSC or
MSC level. The main idea behind mobility pattern related profile is to analyse the
user’s habits to be mobile his devices. For example, during office hours, a user’s
device will be at a cell where his working place is situated. At the same time, during
nights, a user’s device will be at a cell where his home is situated. Such information
is not permanent and fixed for every day, but in majority of the cases it is as it
reflects the daily schedule. Based on such information, LU process can be sched-
uled at a particular time, especially when user is predicted to move [6].

Fig. 1 Distance based location update
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3 Opportunistic Location Update

Location update is one of the most crucial issues to be considered. LU is the
necessity to provide smooth connectivity to the users while they are mobile. The
entire process must be as light as possible and as efficient as possible. Opportunistic
Location Update—OLU is a special category of location update strategies where
the resources required to perform LU are dynamically decided and allocated as per
the current scenario of the cellular network [7].

OLU is a process which mainly focuses on two improvements: (1) It follows the
concept of opportunistic communication. (2) It tries to reduce pauses in cellular
communication. Opportunistic networks are different than of cellular networks.
Here we are introducing the base of opportunistic networks to the cellular networks.
In a cellular network, every BTS has a large number of mobile devices under its
roof. BTS is responsible to manage such devices. At present, in GSM, under a
single BTS, a set of devices are there, but they don’t form any kind of network. In
our proposed work, we want them to form an opportunistic network when needed
and if possible. As the owner of every device is different, and every device is meant
for some specific purpose, we can’t expect every device to play a predefined
dedicated role which is the main reason why opportunistic network is chosen.
Those devices who are presently inside the roof of a BTS as well as which are
willing to be a part of such network can take part, otherwise rest of the devices will
work as independent devices of cellular networks.

3.1 Opportunistic Communication

Figure 3 is a simple example of how an opportunistic network works.

Fig. 2 Movement based location update
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In this example, node S wants to communicate with node D. Unfortunately, there
is no route between two and so communication can not be performed in a traditional
network. If this network is an opportunistic, then even if direct route is not avail-
able, source may try to communicate and there is a possibility that it works. Here in
our example, S sends data to nearest neighbour node 1. Initially node 1 cannot
communicate with node 3. But it keeps data with it, until it reaches near to node 3.
Then it sends data to node 3. Same thing will be done by node 3 to deliver data to
node D. In this way, even if S and D are not connected through a common route all
the time, they communicated. Such a network is called an opportunistic because,
whenever a node gets an opportunity, It tries to send packets towards the desti-
nation. It is all about the mobility pattern, no guaranteed but it is based on best
effort to ensure delivery [8].

3.2 Pauses in Cellular Communication

Cellular networks are becoming more and more popular not only for the purpose of
voice calls but also for the Internet connectivity. Voice call related communication
is continues while data communication (Internet) is more kind of discrete. In earlier
days of cellular networking, handovers were used to disconnect calls, with han-
dovers management strategies; nowadays it is possible to perform handovers
without disconnections with an extremely negligible pause. The main purpose here
is to avoid pauses in cellular communication while doing data transfer mostly to and
from the Internet. There are several reasons which may introduce pauses in com-
munication. We mainly focus on pause due to lack of knowledge of the latest
location of a specific device [9].

Fig. 3 Opportunistic network
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3.3 Opportunistic Location Update

As explained earlier that in a cellular network, opportunistic network is formed
across the devices under the roof of a same BTS, here we are showing the procedure
for a single BTS. BTS with high density should follow such opportunities while
BTS with less density should avoid.

Parameters:

Description Value

Total nodes under a BTS n

Total nodes with active mobile data connection m out of n

Total nodes which are willing to be a part of opportunistic network p out of m

Location update ways:

Description

Traditional location update without opportunistic networking

Enhanced location update with opportunistic networking

Those devices which don’t participate in forming an opportunistic network have
to get their locations updated as per the traditional location update strategies. The
main reason behind keeping both the kind of LUs is that we can’t force every
device to adapt new way of cellular networking.

3.4 Opportunistic Location Update Implementation

As explained in 3.3, at any particular moment, there will be p devices that are using
mobile data as well as willing to participate in opportunistic networking. The main
advantage of this method is it is very light weight. Every device decides whether to
send request to BTS to update its location or not. In another side, if it is highly
needed to retrieve location, BTS can follow conventional location update strategy.

Situation 1:
Suppose a device is currently communicating through BTS1. Being a mobile, it

is moving towards the boundary of BTS1. It will perform SSLM—Signal Strength
based Link Management related prediction that as the strength of signal is getting
continuously weaker, soon it will be disconnected from BTS1. Now it will flood
this information as a packet to the opportunistic network. If this packet reaches to
the BTS1, it initiates LU process immediately. This packet is called
Location_Update_Need packet.
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Situation 2:
Suppose a device is currently communicating through BTS1. Being a mobile, it

is moving towards the boundary of BTS1. Now if all of sudden it feels disconnected
from BTS1 and not connected to any other BTS yet, it floods the network with a
packet called Location_Update_Change. If this packet reaches to the BTS1, it will
try to reach back to the device to detect temporarily disconnection. At the same
time, if this packet reaches to the BTS2 (New BTS), BTS2 will start location
initialization and location set procedures.

Signal is measured in dBm which is the power ratio of radio power per one milli
watt. The unit is called decibel. A signal with −60 dBm is perfect, and −112 dBm
is worst which may drop a call completely. If we get signal about −87 dBm,
Android shows us perfect signal with all the four bards high. To implement our
algorithm, we can use such measurements to find whether we are moving opposite
to BTS or we are in a dead spot. Dead spot is a area within BTS where signals can’t
reach. Some dead spots are intentionally made like jammers. In such situation,
opportunistic networking works as they are of local frequencies. Device can inform
BTS that even if it is switch on, it is not being connected using our algorithm.

4 Simulation

Simulation is performed in Qualnet and with different scenarios as shown below.

No. of
devices

No. of
calls

No. of data
connections

No. of cell
change

No. of
LU

No. of
OLU

Success
rate (%)

50 10 15 280 114 89 98.34

100 20 30 318 135 96 97.75

150 30 45 467 187 113 95.33

200 40 60 492 215 128 92.11

250 50 75 511 288 137 98.45

300 60 110 538 366 144 93.64

350 70 225 598 396 189 94.33

400 80 250 613 411 203 96.92

Figure 4 shows a graph of time versus OLU for scenario 1.
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5 Conclusion

Opportunistic networks are next generation of wireless networks with mobility. Due
to the fact that they belong to a category of computer networks where even if a
route is not available, communication performed, they are becoming popular.
Cellular networks are nowadays essential to use by everyone. But at the same time,
there is no drastic change in it other than increasing infrastructures to increase
coverage. This scheme would be the significant change as a new technique is
introduced. If this scheme is implemented in real life scenario, there will be sig-
nificant amount of performance improvement can be found.
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Fuzzy Analytic Hierarchy Process
for Software Durability: Security Risks
Perspective

Rajeev Kumar, Suhel Ahmad Khan and Raees Ahmad Khan

Abstract Software development is a field which is filled with different types of risks.
In nowdays, secure software development is very difficult task. Security risk miti-
gation is the activity which aims to identify and clear most of the security threats
before it could harm the system software. This paper is focusing on identifying and
mitigating security risks which are affect the duration of secure software after
development. A hierarchical structure of durability risk factorswith respect to security
in software development is established. This paper aims to apply Fuzzy Analytic
Hierarchy Process (FAHP) during the pre-negotiation stage to identify security risks
factor. This paper aims to apply FuzzyAnalytic Hierarchy Process (FAHP) during the
prenegotiation stage to identify security risks for better assessment. With the help of
this prioritization, it may be helpful to developers for better management performance
at late stage of development life cycle. After applying this prioritization, organizations
might improve longevity of secure software.

Keywords Software security � Software durability � Security risks � Secure
serviceability

1 Introduction

The emergence of software durability introduces new options for small medium
initiatives, as well as the industry begins to generate decent sales and exploration of
latest marketing techniques [1–3]. The long lasting program has evolved the best
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way how the application is bought and furnished in an awfully cost-effective way.
Apart from pushing corporate business to the subsequent level of progress, dura-
bility also has strong talents in the schooling sector especially in terms of con-
structing a flexible environment [4–8].

There are so many proposed methods for using multi-standards choice-making
methodology by using AHP, so one can enable the prioritization of safety dangers.
Also, there has been a sufficient of study that combines fuzzy logic and safety, which
is a general approach of combining ambiguous range into the decision-making
approach, with analytic hierarchy procedure for safety threat comparison [9–11].
Those threat assessment ways are largely applied to multiple fields corresponding to
prioritization of protection causes. Lots of the FAHP approaches advocate each and
every safety chance aspect in a framework is joined as a fuzzy measure, which is a
combination of the probability and related results of data [12, 13].

For increasing software services this paper is using an indirect contribution for
security risks factors in software development process to enhance the durability of
software. In order to efficaciously transition to this new flexible environment,
software based on the trustworthy environment must be developed with a certain
level of software security besides fulfilling their functional requirements for secure
design [13–15]. Software security implies how the system should behave besides
having all the essential functionalities with secure services. Fulfilling both func-
tional and non-functional security requirements is a demanding task especially
when stepping into a new field with respect to durability.

2 Background and Definitions

There are typically many challenges in security engineering. Software security is
usually a qualitative measure. Customers often specify their security requirements
verbally making the requirements capturing process less effective [16–18]. Besides
that, security requirements often clash with each other. Designing software that is
extremely secure will inevitably cause a negative impact on the software usability.
This kind of development of software design can be enhanced by Fuzzy Analytic
Hierarchy Process. Priority analysis is one of the clash resolution techniques to
resolve the trade-off between conflicting security requirements [19].

The relative priority and importance of security requirements play a significant
role in development of software. However, it is often difficult for investors to
directly provide the priorities for all security requirements due to the multifaceted
relationship between each other with respect to risks for durability of software. The
nature of prioritizing security risk factors for the requirement of durable software is
a multi-criteria decision-making (MCDM) problem [20, 21]. MCDM is a research
of methods and procedures which define about evaluating multiple clashing criteria
and derives a way to come to a negotiation. This set of criteria often differs in the
degree of importance. AHP has been a tool that is widely used and adopted by
decision makers and researchers to aid in priority analysis [22, 23].
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Factors of software security risks should be specified in the early stage of
development. These security requirements captured beforehand can then modify the
software developed by security engineers. Nevertheless, during the implementation
and deployment phase, security developers have to make sure that the stated
security risks factor must be present in the software [24, 25]. This paper provides
weights of software security risks factors for durability with its ranking which is
evaluated from FAHP technology. This paper also evaluates security risks assess-
ment methodology that measures the performance. Thus new researchers want to
use fuzzy logic with AHP for evaluation process of priorities as it is an effective
process and is considered by fuzziness.

3 Priority Assessment of Security Risk Factors
for Software Durability

Fuzzy AHP is chosen for security risk factors because it is capable of controlling
vague judgmental inputs given by the participants. Fuzzy AHP is also capable of
converting qualitative inputs into quantitative results, in the form of weightage and
ranking which is a better assessment of security risks [26]. The weightage and
ranking of security risk factors can easily help participants to analyze trade-off and
choose the development guidelines that are opposite to the associated security risk
factors for durable software services.

The top of the hierarchy consists of the ambition for administering the test,
followed by an accumulation of accessible choices to accomplish the accurate goal.

The choices can be further divided into sub-criteria if required. The problem
domain for this paper is on durable security design of software development
environment for the corporate sector. Functionality is not involved because it is
expressed as a totality of essential functions that the software product provides [27].
As for the remaining security risk factors, they can only be measured when the
functionality of a given system is present. Thus, achievement of functionality

Fig. 1 Hierarchy modelling of security risks for durability
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becomes the pre-requisite for the fulfilment of the remaining risk factors of security
shown in Fig. 1 as a hierarchy model.

There is a total of nine evaluation criteria. As indicated earlier, the researcher has
proven that AHP is one of the best arrangement techniques in a small-scale MCDM
problem, such as the one presented in this paper. Figure 1 shows an illustration of
AHP hierarchy model of security risks durable software.

This paper is used TFN membership function and also proposes pair-wise
comparisons to generate the fuzzy judgment matrix. Table 1 presents a example of
the fuzzy judgment matrix which is further used in AHP technique.

The persons who participated in this evaluation include university students and
developers who have experiences in security risks [28–30]. Thirty-one participants
were chosen to ensure the consistency of AHP testing. As previously discussed,
under the condition when comparison matrix size (number of criteria to be evalu-
ated) is 9 � 9, the group size threshold to achieve an acceptable level of consis-
tency is thirty-one participants [31–34]. This means that as long as the number of
participants are more, one can ensure that the aggregated results will be consistent
and revision of judgment is not needed (Table 2).

The Eqs. (1–3) shows the least possible, most likely and the extreme possible
assessment of a fuzzy number (l, m, h). According to Saaty Scale Triangular fuzzy
numbers [ɳij] are established as the following:

gij ¼ lij;mij; hij
� �

where lij; �mij; � hij 1=9; 9½ �

lij ¼ minðJijkÞ ð1Þ

mij ¼ Jij1 � Jij2. . .Jijk
� �1=k ð2Þ

hij ¼ maxðJijkÞ ð3Þ

In above equations Jijk shows the comparative importance of measures Ai and Aj

given by expert k. In this step, the method proposed is used for defuzzification
process.

Table 1 Sampling fuzzy pair-wise comparison matrix based on collected expert’s judgment

Attribute 1 Attribute 2 Attribute 3 Attribute 4 … Attribute n

ηij = Attribute 1 (1, 1, 1) F12 F13 F14 … F1n

Attribute 2 F21 (1, 1, 1) F23 F24 … F2n

Attribute 3 F31 (1, 1, 1) F34 … F3n

Attribute 4 F41 (1, 1, 1) … F4n

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Attribute n F1n F2n F3n F4n … (1, 1, 1)
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Following is the construction of comparison matrix, defuzzification takes places
to produce a quantifiable value based on the calculated TFN values. The defuzzi-
fication method applied in this paper inserted values shown in Tables 3 and 4.
Alpha cut method formulated in (4) which is commonly referred. Alpha cut enables
one to describe a fuzzy set as a composition of crisp sets. Crisp sets simply describe
whether an element is either a member of the set or not. Formula (4) shows the
algorithm of alpha cut.

qa;bðgijÞ ¼ b � gaðlijÞþ 1� bð Þ � gaðhijÞ
� � ð4Þ

where 0 � a � 1 and 0 � b � 1
Such that,

Table 2 Fuzzy pair-wise comparison matrix based on collected expert’s judgment

Risk
factors
(D)

D1 D2 D3 D4 D5 D6 D7 D8 D9

D1 (1,
1,
1)

(0.25,
1.64,
5)

(0.17,
1.37,
5)

(0.14,
1.38,
9)

(0.20,
1.58,
9)

(0.14,
1.32,
7)

(0.12,
0.87,
4)

(0.25,
1.20,
5)

(0.14,
1.13,
9)

D2 (1, 1,
1)

(0.33,
1.49,
5)

(0.33,
1.67,
7)

(0.14,
1.30,
5)

(0.25,
1.16,
7)

(0.20,
0.86,
9)

(0.12,
0.57,
9)

(0.12,
0.57,
9)

D3 (1, 1,
1)

(0.20,
1.06,
5)

(0.14,
1.50,
9)

(0.33,
1.13,
7)

(0.20,
0.86,
9)

(0.17,
1.37,
5)

(0.14,
1.38,
9)

D4 (1, 1,
1)

(0.33,
2.43,
7)

(0.25,
1.20,
5)

(0.14,
1.13,
9)

(0.12,
0.87,
4)

(0.14,
1.22,
5)

D5 (1, 1,
1)

(0.14,
1.22,
5)

(0.14,
0.66,
4)

(0.12,
0.57,
9)

(0.20,
1.06,
5)

D6 (1, 1,
1)

(0.12,
0.57,
9)

(0.17,
1.37,
5)

(0.14,
1.38,
9)

D7 (1, 1,
1)

(0.12,
1.20,
5)

(0.14,
1.13,
9)

D8 (1, 1,
1)

(0.12,
0.57,
9)

D9 (1, 1,
1)
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gaðlijÞ ¼ mij � lij
� � � aþ lij ð5Þ

gaðhijÞ ¼ hij � hij � mij
� � � a ð6Þ

a and b in these equations are used for preferences of stakeholders. These two
values varies between 0 and 1.

The next step is to determine the eigenvalue and eigenvector of the fuzzy
pair-wise comparison matrix. The purpose of calculating the eigenvector is to
determine the aggregated weight of particular criteria. Assume that q denotes the
eigenvector while k denotes the eigenvalue of fuzzy pair-wise comparison matrix ɳij.

qa;b gij

� �� kI
� � � q ¼ 0 ð7Þ

Table 3 Sampling total fuzzy pair-wise comparison matrix by alpha cut

Attribute 1 Attribute 2 Attribute 3 Attribute 4 … Attribute n

ηij = Attribute 1 1 D12 D13 D14 … D1n

Attribute 2 D21 1 D23 D24 … D2n

Attribute 3 D31 1 D34 … D3n

Attribute 4 D41 1 … D4n

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Attribute n Dn1 Dn2 Dn3 Dn4 … 1

Table 4 Final fuzzy pair-wise comparison matrix by alpha cut after defuzzification

Security risk
factors (D)

Dl D2 D3 D4 D5 D6 D7 D8 D9

Dl 1 2.08 1.97 2.92 2.48 2.53 1.45 2.00 1.51

D2 1 1.86 2.69 1.94 2.40 1.19 0.99 0.993

D3 1 1.87 1.71 2.44 1.19 1.97 2.92

D4 1 2.20 2.00 1.51 1.45 2.08

D5 1 2.08 1.51 0.99 1.87

D6 1 0.99 1.97 2.92

D7 1 2.00 1.51

D8 1 0.99

D9 1
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Formula (7) is based on the linear transformation of vectors, where I represent
the unitary matrix. By applying Formulas (1–7), the weightage of particular criteria
with respect to all other possible criteria can be acquired.

The aggregated result in terms of weightage is tabulated in Table 5. The results
obtained are ordered as follows: Unreliable Agents (0.200), Denial of Service
(0.157), Environmental Risks (0.115), Own Upgrading (0.114), Trade-off (0.105),
Unsatisfied Business (0.100), Situational Awareness Risks (0.086), Lack of
Collaboration between Software/s (0.062), and High‐Impact Low‐Frequency
Events (0.061).

4 Discussion

By facing the actual situations, the security risks are classified in many categories,
which causes in the software development. These hidden risks are identified in this
work. The hierarchy for security risk factor related to durability is established and
their weightage is calculated. Assessment method to enhance security of software
for a specific period, is also established in this work.

These security risk factors are ordered according to their impact level on the
overall risks of software durability. This method also provides a new methodology
for the transforming qualitative measures in forecasting the development risks. This
method will be suitable for the security risk assessment for the software develop-
ment process.

Table 5 Weightage and priority of selected criteria with overall percentage

S.
No.

Security risk factors Weightage Percentage
(%)

Ranks

1 Unreliable agents (Fl) 0.200 20.00 1

2 Denial of service (F2) 0.157 15.70 2

3 Own upgrading (F3) 0.114 11.40 4

4 Environmental risks (F4) 0.115 11.50 3

5 Trade-off (F5) 0.105 10.50 5

6 Unsatisfied business (F6) 0.100 10.00 6

7 Situational awareness risks (F7) 0.086 8.60 7

8 High-impact low-frequency events (F8) 0.061 6.10 9

9 Lack of collaboration between software/s
(F9)

0.062 6.20 8
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5 Conclusion

Prioritization of security risks plays an important role in helping software devel-
opers to focus on fulfilling higher priority security within constant maintenance.
However, stakeholders often specify security risks qualitatively using some
accepted language. These qualitative measures are often not used for prediction.
Even if security risks can be prioritized, most of the security engineers only look
into one risk attribute at one time, neglecting the contradicting effects among each
security factor. The fact is that most of the software security are required to have
multiple security risk factors at the same time.

This paper addresses the problem of capturing stakeholders’ security require-
ments and achievement of multiple security risk factors in a flexible environment.
This paper has made several contributions toward the establishment of a hierarchy
which is useful in software development industry. Security developers able to
pinpoint the essential security risks factors ensures the successful implementation of
software. This will enable security developers to concentrate on the most important
security risks and achieve high satisfaction among stakeholders with a constant
maintenance. However, it is to be noted that the implementation of proposed
approach is based on security risks case study.
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Sorted K-Means Towards
the Enhancement of K-Means
to Form Stable Clusters

Preeti Arora, Deepali Virmani, Himanshu Jindal
and Mritunjaya Sharma

Abstract Clustering is a mechanism of arranging data points of a data set in groups
which are similar. The similarity is found on the basis of some metric like Euclidian
distance, density, etc. One of the major data clustering methods is the K-Means in
which initial centroids are selected randomly. Here, we have presented an effective
and modified algorithm, the Sorted K-Means which determines initial centroids
after sorting the data points and provides stable clusters using lesser number of
iterations. The tool used for implementation is Matlab to find initial centroids so as
to reduce number of iterations for K-Means cluster formation. As a final result,
stable clusters are obtained with minimized complexity.

Keywords Clusters � K-means � Centroid � Sorting � Iteration

1 Introduction

Clustering is the procedure of forming groups of similar objects in such a way that
objects that belongs to single group are more similar to each other than to objects
that belongs to other groups. Clustering has a number of applications particularly in
the field of market research, pattern recognition, data analysis, etc. Cluster analysis
[1, 2] is an activity that involves analysis of the formed clusters to determine the
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togetherness or link of data points analyzed based on certain metric such as
Euclidian distance, density, etc. Various clustering methods or algorithms have
been developed to help firms, organizations and businesses to easily do analysis of
the big data and see the trends and patterns in various fields. There are many
different procedures for clustering, like, density-based clustering (like DBSCAN),
hierarchical clustering, centroid-based clustering (like K-Medians), distribution-
based clustering etc. One of the prominent clustering based on centroid is the
K-Means [3, 4] algorithm which arranges clusters based on the arithmetic mean of
the Euclidian distances between the data points.

1.1 The K-Means Algorithm

K-Means clustering segregates ‘n’ observations into ‘k’ clusters or groups, where
each object or data point belongs to the cluster with the closest mean. For this, it
chooses ‘k’ initial centroids arbitrarily and the clusters are formed based on the
proximity of the data objects with these centroids. It performs the following steps to
form the clusters:

1.2 K-Means++ Algorithm

K-Means++ algorithm is used for providing initial centroids to the K-Means
algorithm. Centroid object is determined by using weighted probability distribution,
where every point is considered with probability proportional to square of the
distance of that point from most adjacent centroid. The steps for algorithm is as
follows:
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Though we conclude that the K-Means algorithm is easy to implement it has
certain drawbacks. Firstly, it chooses initial centroids randomly, which leads to
formation of unstable clusters, that is, K-Means will give different clusters than the
ones formed previously for same data set and the same number of clusters. Though
K-Means++ is successful in providing starting centroid objects, since it uses
probability density function, the issue of randomness and instability is still not
solved.

The remaining parts of this paper are organized as Sect. 2 comprises of the
proposed algorithm (Sorted K-Means). Section 3 gives the implementation and
results. It also gives the comparison of the K-Means with the Sorted K-Means.
Section 4 contains the conclusion. Section 5 defines the future scope of the work
done. References used are provided finally.

2 Proposed Work

So, we have designed a new algorithm, the Sorted K-Means, which gives stable
clusters in lesser number of iterations.

Sorted K-Means Algorithm
The idea for Sorted K-Means is to choose initial centroids with the following
procedure instead of taking them at random. After we get initial centroid data points
from this algorithm we apply Simple K-Means algorithm for the rest of the oper-
ation to reduce the complexity.
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In this algorithm, by employing sorting [5] only once we can reduce much
number of iterations which also yields stable output. We can use any cost-effective
sorting procedure based on the type of data like merge sort [5, 6] or quick sort
[5, 7]. Saving much iteration on a large dataset like big-data reduces the cost for
clustering. Thus we name it as Sorted K-Means algorithm.

Fig. 1 SNAPData set repository
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3 Implementation and Results

For implementing this proposed algorithm we have used a specimen dataset.
Amazon product co-purchasing network from March 02 2003 [8] Total
Observations taken is 1,048,572 with the following description (Fig. 1 and
Table 1).

With the implementation of the Sorted K-Means algorithm on MATLAB
Fig. 2a, b shows Reduced and Stable number of iterations as compared to the
Simple K-Means algorithm.

Table 1 Description of data
set

Column No. Name Range Type of value

1 FromNodeId 0-220686 Integer

2 ToNodeId 0-261944 Integer

Fig. 2 a K-Means. b SK-Means
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Hence, through Fig. 3a, b and Table 2 we can show the continuous execution of
Simple K-Means and Sorted K-Means. Sorted K-Means is consistently showing 75
iterations. While for the same dataset and k value, Simple K-Means is using

Fig. 3 a Various instances of outputs produced by K-Means. b Various instances of outputs
produced by SK-Means

Table 2 Comparison of
simple K-Means and sorted
K-Means

Algorithm results Data points Clusters (k) Iterations

Simple K-Means 10 2 3

Sorted K-Means 10 2 1

Simple K-Means 50 4 5

Sorted K-Means 50 4 2

Simple K-Means 100 6 17

Sorted K-Means 100 6 9

Simple K-Means 1,048,572 4 88

Sorted K-Means 1,048,572 4 75
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different number of iterations for each execution, that too is higher than 75.
A comparison of results for both algorithms has been shown in Fig. 4 for various
length datasets which shows that Sorted-K-Means is better algorithm as compared
to Simple K-Means in terms of stable output each time for a given set of inputs.

4 Conclusion

As seen it is perceptible from the results, the Sorted K-Means algorithm is much
more efficient and stable than Simple K-Means. Even when we are using K-Means+
+ algorithm to determine the initial centroid objects, the Sorted K-Means algorithm
is still resulting stable and fixed clusters with lesser number of iterations. Although
picking the initial centroid points is performed by the K-Means++ algorithm, still it
fails to give stable clusters and the algorithm presented in this paper, the Sorted
K-Means algorithm, gives stable clusters with reduced iterations. Hence, the Sorted
K-Means clustering algorithm can be effectively and efficiently used to form stable
clusters with less number of iterations. Thus, it provides an easier, faster and stable
way of doing predictive analysis.

5 Future Scope

In future, this work can be continued and extended to minimize the space and time
complexity used during the process and also refining accuracy and precision of the
resulting clusters. This improved algorithm is of great use since it may lessen
iterations used for clustering on big-data which may comprise of millions of data
points. A computation of each of this record of a big data takes a lot of time. These
computations are greatly minimized. We have implemented our algorithm suc-
cessfully on both types of data i.e. real and non-real. Also, the stable and
non-changeable output clusters produced may help in predictive analysis of data.
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Target Tracking Accuracy in Context
of Energy Consumption in Wireless Sensor
Network

Niteen Patel and Mehul S. Raval

Abstract Target tracking using wireless sensor network (WSN) is an important
constituent of application like surveillance. The energy is scarce and a very
important resource in WSN and therefore, it forms the focal point of this proposal.
The goals of the paper is; (1) Analyze the tracking accuracy for a target moving in
WSN with multiple clusters; (2) Understanding type of relation between the energy
consumption and tracking accuracy in WSN. In the posed experimental scenario,
nodes are uniformly distributed in a cluster and they collaborate to track the target
moving with a variable velocity. The distance between target and a nearest sensor
node is measured and then sent to cluster head for estimating target location.
Accuracies of target locations and tracking is calculated from these distance mea-
surements. In this paper we examine effects of varying noise power on the tracking
accuracy, effect of cluster size and node density on the target location accuracy. We
also focus on energy consumption with respect to change in noise variance and
node sensing range. We establish that increase in cluster size improves target
tracking accuracy at the cost of increase in energy consumption. Target detection
accuracy is dependent on cluster size, node distribution within cluster and also on
accuracy of distance measurements.

Keywords Cluster � Distance measurement accuracy � Energy efficiency � Target
tracking accuracy � Wireless sensor network
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1 Introduction

Target tracking problem in WSN is alike to establishing manual surveillance in a
desert (surveillance area). The deputed soldier (sensor node) has limited resources,
but has to survive for a long time. Soldier has to interact with other deputed
personnel (other nodes in cluster) located in neighborhood and transfer information.
Soldier reports (to cluster head) and track intruder based on the measurements
carried out. Wireless sensor network provides better alternative for target location
tracking because, nodes are relatively small, inexpensive and consumes low power.
Efficient use of node energy is one of the most important factors of target tracking
as sensor nodes are battery powered and. may be deployed in battle fields, forest or
hostile terrain.

Design of a large scale tracking system for wireless sensor network has number
of challenges like; (1) sensor nodes have limited energy due to small form factor;
(2) Deploying large number of sensor node requires mechanisms for placement and
coordination; (3) inadequate signal to noise ratio (SNR) at node due to poor signal
strength; (4) node has to handle time synchronization and stamping of sensor data
which reveals target positions. Two important attributes of target tracking systems
are (a) tracking accuracy; (b) computation and communication cost.

The survey carried out by Demigha et al. [1] provides state-of-the-art in
energy-efficient target tracking schemes. Energy efficient protocols for target
tracking are classified in two main categories; one exploits sensing related capa-
bilities, and other controls communication cost among sensor nodes. Energy con-
sumption and data accuracy are inversely related to each other. In sensing related
techniques, management of a sensor and length of sampling period determines a
data accuracy. On other hand communication related techniques select data
reporting node, and use adaptive topologies to achieve accuracy. This shows that
data accuracy depends on network coverage, connectivity, and topology
configuration.

Pantazis et. al. [2] presented survey on power control issues specifically for
wireless sensor network. They classified methods in active and passive sets. Passive
set covers physical layer, fine grain, back bone and distribution types while net-
work, MAC and transport layer techniques are classified as active sets. Zhu et al. [3]
proposed novel way to reduce dimensionality of a transmitted data. Lin et al. [4]
proposed an adaptive energy-efficient multisensory scheduling scheme for collab-
orative target tracking in WSNs. The scheme calculates the optimal sampling
interval to satisfy tracking accuracy and selects the cluster of tasking sensors
according to their joint detection probability. Authors assumed that all sensing
nodes have identical properties, like sensing distance, measurement noise covari-
ance and detection probability. Similar idea is implemented by Onel et al. [5]
where, information-controlled transmission power (ICTP) adjustment are carried
out.
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Clustering plays important role in energy savings because collectively sensor
nodes can track the target more effectively. Many researchers have proposed
schemes for cluster organization. Wang et al. [6] proposed concept of maximum
entropy clustering in which the sensing field is divided for parallel sensor
deployment optimization. Zhou et al. [1] proposed practical system based on
Zigbee, which utilizes received signal strength to estimate location of target by
triangulation. Different type of nodes like reference node, end devices, router and
coordinators are constructed.

Shih et al. [7] described excellent method to derive energy model for wireless
sensor network, specifically by conducting experimental work on DSP hardware
and measuring actual power dissipation in a radio chip. They concluded that
inefficient hardware architecture is responsible for large processing power and it
dominates power required for communication among nodes. Authors derive energy
dissipation model and specify energy in terms of electronic circuit dissipation and
receive transmit energy dissipation per bit of transmit received data.

Wang and others [8], dealt with problem of target tracking by constructing
framework using maximum likelihood (ML) estimation and Kalman filter (KF).
Input measurements ðZk; k time instantsÞ when fed to a system, results in estimate
of target location ðx; yÞ and velocity. ML estimates calculated based on a priori
knowledge and given measurements, PðXjZkÞ are related using Baye’s rule. This
estimate is used to upgrade KF innovations to predict future state. In recent past,
researchers improved energy efficiency through improved clustering techniques,
like [9] discusses technique of self configurable clustering to improve energy
efficiency. It does so through well-timed failure detection of a cluster head. Authors
in [10] proposes joint optimization model involving protection for cluster head.
They propose two appropriate sub-utility functions, to achieve energy efficiency.

Specifically for target tracking in WSNs, [11] proposes a novel coordinated and
adaptive information collecting strategy (CAICS). Information utility based on
sensing capability of nodes is used for their selection. Results are shown using
parameters like execution/simulation time, number of active nodes contributing in
aggregating process. However, this research does not cover nodes range mea-
surement variability, which is addressed in our proposal.

The proposed work in this paper estimates target locations at successive time
instances through collaborative sensor nodes by measuring distance from the target.
Clusters are formed for collaborative processing and the effect of a noise variance
on target localization accuracy is derived and analyzed. We investigate impact of
cluster size, node density and sensing range on target tracking accuracy. Moreover
we evaluate the correlation between the energy consumption, tracking accuracy and
a node sensing range.

The flow of the paper is set as follows; Sect. 2 covers problem formulation, with
Sect. 3 discussing energy model and estimated target error. The experimental
results are discussed in Sect. 4 and conclusions are drawn in Sect. 5.
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2 Problem Formulation

In this work, we consider tracking a vehicle moving through two dimensional
sensor field. The trajectory of a target is estimated from time series of measurement
carried out by the sensor nodes in a wireless sensor network. In the collaborative
target tracking, usually cluster head processes the measurements and estimate target
location. Following are important experimental assumptions in this work.

The framework has a single acoustic non-cooperative target moving randomly in
a sensor field. Sensor nodes do not have any prior knowledge about vehicle tra-
jectory. Coordinates of all sensor nodes in a field is known. Target is a point source
with emanated acoustic signal following an isotropic pattern. Sampling instances
are synchronized among all the collaborative sensor nodes and nodes take a mea-
surement only when the target is within effective sensing range. Sensor nodes are
densely deployed so that during each sampling period, there are at least three
sensors in the target’s vicinity. A sensor node has computing capabilities to execute
collaborative work like data aggregation. All nodes are capable of communicating
wirelessly with each other in the predefined range. The necessary routing and MAC
layer protocols are defined and utilized for communication.

In the target tracking problem, state describes target’s motion and the task is to
estimate the state at time instant kþ 1 given the state of the target at time instant k is
known. The model accommodates a noise term to account for randomness in the
target motion. The target state is an either two dimensional or four-dimensional
vector that consists of either the two-dimensional position of the target, ½x; y� or in
addition to position, the velocity of target. The target state vector is defined by

X ¼ ½x; y; dx=dt; dy=dt�T: ð1Þ

and it evolves in time according to

Xðkþ 1Þ ¼ FXðkÞþ vðkÞ; ð2Þ

where XðkÞ the target state vector at time k, F is the transition matrix, and vðkÞ is the
independent Gaussian-distributed noise process with zero mean and covariance

matrix Q. All sensors measure amplitude of the acoustic signal. kðtÞi is the sensor
characteristics, which includes sensor node position ci ¼ ½cxi; cyi�. r2i is known
additive noise variance of the sensing process; where, i = 1 to N is number of
sensor nodes in vicinity of target ci.

ci ¼ ½cxi; cyi�: ð3Þ

kðtÞi ¼ ½ci; r2i � ð4Þ

ci and kðtÞi are independent of time. Measurement by sensor node i, is given by
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zi ¼ at
X � cik ka þwi; ð5Þ

where at is random variable representing amplitude of signal at target, a is known
attenuation co-efficient, �k k depicts second norm, wi is zero mean Gaussian random
variable having measurement variance r2i .

The problem is to localize stationary signal source using set of the sensor
measurements. At least three independent distance measurements are required to
uniquely localize target on a two dimensional plane. Assuming a ¼ 2 in signal
propagation model, received signal model can be given as

zi ¼ at
X � cik k2 þwi ð6Þ

Considering absence of noise term, above equation leads to simplified version

Xk k2 þ cik k2�2XcTi ¼ at
zi

ð7Þ

For node i = 1, (7) becomes,

Xk k2 þ c1k k2�2XcT1 ¼ at
z1

ð8Þ

There will be set of equations for i = 2 to N.
Subtracting (8) from Eq. (7)

cik k2� c1k k2�2Xðci � c1ÞT ¼ at
1
zi
� 1
z1

� �
ð9Þ

�2Xðci � c1ÞT ¼ at
1
zi
� 1
z1

� �
� ð cik k2� c1k k2Þ reduces to

ciX ¼ fi; ð10Þ

where

ci ¼ �2Xðci � c1ÞT and fi ¼ at
1
zi
� 1
z1

� �
� ð cik k2� c1k k2Þ ð11Þ

For a given k sensors, k − 1 linear constraints expressed in the matrix form can
be obtained. To uniquely determine the location of target, at least three equations
are required which are solved using least squares estimation (LSE). In this case
solution is obtained with the help of pseudo inverse of ck.
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X ¼ ðcTk ckÞ�1cTk
h i

fk ð12Þ

All sensors may not collect equal information and geometry of sensor placement
and distance of target to sensor node plays an important role. However, the problem
formulation is generic and it is independent of the distance measurement technique,
e.g. in (7), at

zi
; i ¼ 1; 2; 3; . . .;N, represents square of distance from target to ith

sensor node, if amplitude of received signal is measured as zi. Even if any other
technique for distance measurement is used, then also it can be easily replaced with
measured distance di, and same equation can be written as

Xk k2 þ cik k2�2XcTi ¼ d2i ; i ¼ 1; 2; 3; . . .;N; ð13Þ

where di is the distance between target and ith sensor node. Accordingly (8) can be
written as

Xk k2 þ c1k k2�2XcT1 ¼ d21 ð14Þ

Subtracting (14) from (13)

cik k2� c1k k2�2Xðci � c1ÞT ¼ d2i � d21

� 2Xðci � c1ÞT ¼ d2i � d21 � ð cik k2� c1k k2Þ
ð15Þ

Reduces to

ciX ¼ fi ð16Þ

where, ci ¼ �2Xðci � c1ÞT and fi ¼ d2i � d21 � ð cik k2� c1k k2Þ giving X as

X ¼ pivðciÞfi, pseudo inverse of ci is given as pivðciÞ ¼ cHi ci
� ��1

cHi , where, H is
Hermitian of a matrix. Therefore,

Xestimated ¼ ðcTk ckÞ�1cTk
h i

fk ð17Þ

In robust tracking problem, the task is to accurately estimate future target
coordinates in spite of noisy distance measurements. Thus in the given problem
formulation, distance is derived from node measurement and collaborative pro-
cessing. A least square solution is derived from over determined system comprising
of multivariate equations.
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3 Energy Model and Estimated Target Error

This paper also focus to establish and analyze correlation between network energy
consumption and tracking accuracy. It is found from independent energy model [7]
in WSN, communication consumes significant proportion of energy compared to
energy spent by node CPU in computations. A long distance transmission needs
more energy compared to short distances. Average energy consumption for radio
communication Eradio can be modeled as addition of energy consumption during
transmission Etx and reception Erx.

Eradio ¼ Etx þErx ð18Þ

Energy consumption during reception depends only on bits received per unit
time, i.e. on data rate. Total energy consumed for receiving K bits, is given by Erx

ErxðKÞ ¼ K � Erx�elec ð19Þ

where, Erx�elec is energy consumed per bit during reception.
The total energy consumed during transmission is due to energy consumed in

processing a bit and energy consumption by an amplifier. Later is a function of the
distance and energy consumption is directly proportional to square of the distance
between target and the source. So energy consumed while transmitting K bits
information is given by Etx K; dð Þ ¼ K Etx�elec þEampðK; dÞ

Etx K; dð Þ ¼ K Etx�elec þK d2Eamp ð20Þ

In above equation, Etx�elec is energy consumed per bit by transmitting electronics
and Eamp is energy consumption by amplifier used in transmission per bit per m2.
Typical values as used by the researchers are shown in Table 1.

One of most important attribute of target tracking is the accuracy with which the
algorithm estimates the target location with respect to its actual value. In this paper
the cumulative mean square error (MSE) between estimated and actual target
position is taken as a measure of a target accuracy. MSE is computed as per (21).

MSE ¼ 1
M

XM
i¼1

X � Xestimatedk k22 ð21Þ

Table 1 Typical values of
energy consumption in sensor
communication

Reference Etx�elec

nJ=bit
Erx�elec

nJ=bit
Eamp

nJ=ðbit � m2Þ
[4] 45 135 10

[6] 50 50 0.1
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4 Experimental Results

We have developed a full simulation framework to analyze the target tracking in the
WSN. The user can define the number of sensor nodes and size of the sensor field.
Using this frame work, we simulate scenarios with 300 nodes deployed in
100 m � 100 m sensor field, which is further divided into clusters. We use clusters
to cover area of 20 m � 20 m, 25 m � 25 m and 50 m � 50 m for varying degree
of analysis. Each cluster has cluster head which receives distance measurements
from sensor nodes located in vicinity of the target. We use 15 m as sensor node
measurement range in the simulation. Cluster head processes data received from
sensor nodes, and apply LSE target detection algorithm as per (17) to estimate the
target coordinates in the sensor field.

For uniformity of analysis on energy consumption analysis, we assume that 128
bytes of data is exchanged between the sensor nodes and cluster head. Target track
is generated by a state model specified in Sect. 2. Tracking error is measured in
terms of MSE in meters and it is plotted with reference to time. The MSE plot
denotes error magnitude (in meters) at each time instance.

We intend to study following through simulation: (a) Impact of additive noise
variance on tracking accuracy (b) Effect of cluster size on tracking accuracy
(c) Impact of additive noise variance on energy consumption in multi cluster WSN
(d) Impact of node sensing range on energy consumption and target tracking
accuracy.

4.1 Impact of Additive Noise Variance on Tracking
Accuracy

Figure 1a showcase results for sensor field with cluster size 25 m � 25 m and low
additive noise variance of 0.05. The estimated track is shown with RED color
which overlaps the actual target trajectory. It is evident that target can be accurately
tracked. Also as seen in Fig. 1b MSE tracking error is of order 0.5 or less. However,
with increase in additive noise variance from 0.1 to 0.9, MSE of target localization
gradually increases and results are tabulated in Table 2. It should be noted that
MSE degradation at time k + 1 is calculated with respect to time instant k.

4.2 Effect of Cluster Size on Tracking Accuracy

We now analyze effect of variations in cluster size on tracking accuracy. We
simulate scenarios with 300 nodes deployed in 100 m � 100 m sensor field.
Sensor field is further divided in to clusters of size of 20 m � 20 m, 25 m � 25 m
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Fig. 1 a Low error variance for 100 m � 100 m sensor field, 300 sensor nodes, 15 m of distance
measurement range. b Plot of MSE corresponding to track in Fig. 1a

Table 2 Incremental MSE of target localization

Additive noise variance (A) MSE (B) % of degradation of MSE
BKþ 1�BK
AKþ 1�AK

� 100

0.05 0.013 Reference

0.075 0.034 0.816

0.1 0.067 1.332

0.2 0.224 1.568

0.3 0.489 2.657

0.4 1.091 6.015

0.5 1.284 1.929

0.6 2.153 8.692

0.7 2.485 3.322

0.9 4.585 10.492

1 7.706 31.213

Table 3 Cluster size and
MSE

Sr. No. Cluster size (A) MSE m2

(B)
% improvement
BK þ 1�BK
AK þ 1�AK

� 100

1 20 10.48 Reference

2 25 1.28 87.75

3 50 0.74 92.91
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and 50 m � 50 m with distance measurement range of 15 m. During simulation,
noise variance is kept as 0.5. The results are tabulated in Table 3.

It can be seen from results that for a large cluster size, MSE reduces consider-
ably. This is a result of collaborative processing as many nodes participate in the
state estimation.

4.3 Impact of Additive Noise Variance on Energy
Consumption in Multi Cluster WSN

In multi-cluster sensor field MSE of target tracking accuracy depends on cluster size
and range of sensors. For a benchmark, we use 128 bytes as a basic data unit among
nodes. We assume that target does not leave boundary of sensor field. Total 315
points target trajectory is generated by the nodes arranged in various clusters as
shown in Fig. 2. The clusters are shown with different colors in Fig. 2. The
parameters values of the energy dissipation model are taken as per Table 1. Energy
model described in Sect. 3 by Eqs. (19) and (20) are used during the analysis.
Accordingly, cost of 128 bytes of data transmission and reception is 6.63 exp −05 J
for 20 m � 20 m cluster. During simulation, numbers of such transactions are
calculated by varying additive noise variance. Typically measurement error varies
from 0.2 m to several meters. Simulation experiments are designed to observe
effects of variation in measurement error and cluster size on energy consumption.
Using parameters defined in Table 4 several iterations are performed to analyze
impact of additive noise variance on energy consumption in multi-cluster WSN.

One must note that total energy consumption in the network do not change with
distance measurement error variance as it does not affect the number of

Fig. 2 Node locations and target movement, for parameter specified in Table 4
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communications instances in WSN. In Table 4, the overall squared error is defined
as sum of squared error due to all target positions. It remains almost constant as
error variance does not change.

Table 5 depicts experimental results when target moves for specific time interval
within sensor field. During its movement, target is observed by many sensor nodes
at discrete time interval. For example in this case, 315 states of target positions are
observed. Based on a distance, cluster head estimates the location and calculates
square of errors, between actual and estimated positions. This squared error when
averaged over all the points, gives MSE. The energy utilized during the estimation
of target position is computed and shown in Table 5.

One must note that MSE varies as target moves through the WSN. Actually,
MSE is a function of the number of nodes contributing to target state estimation.
Possibly, more the number of target sensing nodes, better is the state estimation.
The Fig. 3 shows squared error at different time and it can be observed that error is
large between time points 35–53. This happens as target neighbourhood has a lesser
number of sensing nodes during that time points.

The percentage change in last column of Table 5 is computed as follows:
ð69:61�11:02Þ

69:61 ¼ 84:16.

4.4 Impact of Node Sensing Range on Target Tracking
Accuracy and Energy Consumption

We now analyze the impact of node sensing range on tracking accuracy and energy
consumption. We use additive noise variance of 0.5 and energy cost per 128 bytes

Table 4 Parameters for computing energy consumption

Overall squared error Error variance MSE Energy consumed per 128 byte in J

424.35 0.2 1.34 6.102

401.00 0.2 1.27 6.102

513.64 0.2 1.63 6.102

Table 5 Distance measurement error and MSE

Total energy consumed in
J

Distance measurement error
(m)

MSE
(B)

% change
BKþ 1�BK

BK
� 100

6.10 0.2 1.63 49.62

6.10 0.3 3.2 39.43

6.10 0.4 5.3 51.49

6.10 0.5 11.02 84.16

6.10 1.5 69.61 Ref. value
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of transmission and reception is 6.63 exp −05 J. The node distribution is as shown
in Fig. 4.

Table 6 shows results in terms of MSE in target tracking for different values of
sensing range of node. The variation in MSE and over all squared error is very large
therefore, we used logarithmic scale for better representation

Figure 5 shows log of MSE against sensor range as per Table 6. It can be seen
that log of MSE is inversely proportional to a range of sensing node. It can also be
observed from Table 6 that consumption of energy in WSN increases with increase

Fig. 3 Squared error versus target time index

Fig. 4 Sensor node distribution
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in sensing range of a node. This is due to the fact that higher sensing range gives
opportunity for more number of nodes to participate in the collaborative processing
resulting into higher data transmission to cluster head.

5 Conclusion

Collaborative target localization is important for many applications. We have
investigated impact of noise variance on target tracking accuracy. Large noise
variance causes large error in target state estimation. The accuracy of the target
tracking increases as; (1) size of clusters grows; (2) with increase in measurement
range of a sensor node. Moreover, high node density improves the target

Table 6 Sensor range measurement and energy consumption

Sensing range (m) MSE
m2

log (MSE) Total consumed energy (J)

6 2620 3.42 1.02

7 1841 3.27 1.39

8 1244 3.09 1.96

9 795 2.9 2.41

10 249 2.4 2.93

11 17 1.23 3.56

12 6 0.75 4.21

13 2 0.27 4.91

14 2 0.34 5.64

15 2 0.33 6.35

Fig. 5 y axis: Log of MSE
(sq. m) versus � axis: sensor
range (m)
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localization accuracy. Paper also examines impact of additive noise variance and
node sensing range on energy consumption pattern for a WSN. It was observed that
since number of communication do not vary with noise variance, energy con-
sumption remains unaltered in spite of changes in noise levels. However, increase
in node sensing range increases the energy consumption across the network. This is
due to increase in number of communication transactions.
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Security in Mobile Ad Hoc Networks

Pimal Khanpara and Bhushan Trivedi

Abstract Due to the proliferation of mobile devices, Mobile Ad hoc Networks
(MANETs) are increasing in popularity. However, security of such networks is an
important issue as MANETs are vulnerable to various attacks occurring at different
layers of TCP/IP protocol suite. This paper focuses on the Network layer vulner-
abilities as this layer is responsible for one of the basic MANET functions, routing.
This paper describes the existing detection approaches for Network layer attacks.
The comparison of the existing security solutions for Network layer attacks is also
presented in this paper. Finally, the paper describes the scope of further research.

Keywords Mobile ad hoc networks � Security � Network layer � Point detection
mechanisms � Intrusion detection schemes

1 Introduction

Mobile Ad hoc Networks are increasing in popularity but due to the basic char-
acteristics of MANETs, they are vulnerable to various types of attacks. The oper-
ation of the network can be compromised by attacking at different layers of the
network model. MANETs have many peculiar characteristics like limited battery
and computational power, a lack of the centralized control entity, participation of
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network nodes in the routing process, dynamic topology, mobility and short-term
network services. Due to this, they are vulnerable to route level attacks. Unlike
conventional networks, the job of routing is shouldered by the nodes themselves in
MANETs and that introduces lot of additional issues. In this environment, con-
ventional security measures like encryption and authentication fail to provide
complete protection as conventional solutions are computation heavy and are not
designed for battery limited and memory limited devices.

In the last few decades, many researchers have proposed large number of
intrusion detection system prototypes for MANETs which are mainly classified into
two categories: Point Detection Algorithms and Intrusion Detection Systems
(IDSs). The following section presents a survey of Point Detection Algorithms and
IDSs proposed in the literature to provide protection against network layer attacks
in MANETs.

2 Network Layer Attacks

There are two main categories of Network Layer attacks in MANETs: Passive
attacks and Active attacks. In passive attacks, the attacker does not try to affect the
normal operation of the routing protocol but tries to get some valuable information
about the network. Passive attacks in MANETs are categorized as: Eavesdropping,
Traffic Analysis and Location Disclosure. In active attacks in MANETs, attackers
try to disrupt the functioning of the network by altering, forging, dropping, fabri-
cating or injecting data or control packets in the network. Active attacks are more
severe compared to passive attacks as they can degrade the performance of the
network significantly or bring down the network. Active attacks are mainly cate-
gorized as routing attacks, packet dropping attacks, Sleep Deprivation attacks,
Black Hole attacks, Grey Hole attacks, Sybil attacks and Rushing attacks.

3 Point Detection Algorithms

This section presents a survey of different approaches proposed in the literature to
defend from major network layer attacks. As shown in Fig. 1, protection mecha-
nisms for Network Layer are classified based on the number of attacks they can
detect. Point detection algorithms can detect only a single type of attack at Network
Layer. The other category, intrusion detection systems can identify a range of
attacks. Point detection algorithms are further divided according to the type of
attack they detect. Table 1 shows the analysis of existing point detection mecha-
nisms for network layer attacks.

502 P. Khanpara and B. Trivedi



4 Intrusion Detection Algorithms

Intrusion Detection Systems (IDSs) can detect a range of attacks. This section
reviews the existing IDSs and challenges faced by them in MANETs. There are
three main categories of IDSs: Knowledge Based Intrusion Detection Systems
(KBIDs), Anomaly Based Intrusion Detection Systems (ABIDs), Specification
Based Intrusion Detection Systems (SBIDs). In MANETs, some IDSs are combi-
nations of two or more types of intrusion detection techniques and are known as
Hybrid Intrusion Detection Systems.

KBIDSs are also known as misuse detection systems. They use and maintain a
knowledge base consisting of patterns or signatures of well-known attacks. They
add new rules in the knowledge base for unknown attacks. Compared to other IDSs,
KBIDSs have very low false positive rates of detection. The limitation of KBIDSs
is that they are able to detect only those attacks whose signatures or patterns are
available in the knowledge base. Moreover, it is tedious to keep the knowledge base
up-to-date for maintaining information about attacks.

ABIDs are also known as behavior based IDSs. They observe the anomalous
activities to detect the intrusion and work in two phases: Training Phase and Testing
Phase. Training phase is used to model the normal expected behavior of the net-
work. Testing phase compares the current behavior model of the network with the
expected behavior model. The main advantage of these systems is that they try to
exploit unknown attacks. The drawback of ABIDs is that they are prone to generate
false alarms.

SBIDs use explicitly defined specifications to monitor the operations performed
at the network layer. Initially, they extract the specifications that specify the correct
functionality of the network. In the next step, the system monitors the execution of

Fig. 1 Network layer protection mechanisms
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the operations with respect to the given specification. If it finds any deviation from
the specification then it detects it as intrusion.

Table 2 shows the analysis of various intrusion detection systems proposed in
the literature.

5 Conclusion

The existing intrusion detection techniques for Mobile Ad hoc Networks are cat-
egorized as either Point detection or Intrusion detection schemes. They focus on
specific attacks, capable of detecting one or multiple attacks. Many existing reactive
security mechanism for MANETs are studied in this paper. From their comparison,
we can say that none of these schemes are able to defend against all possible
attacks. Moreover, most of the schemes also add additional overhead and com-
plexity in the normal functioning of the network. Hence, there is scope to propose a
new security solution for MANETs that is robust and lightweight.
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Design of Ultra Low Power Voltage
Controlled Ring Oscillator

Bhavana Goyal, Shruti Suman and P.K. Ghosh

Abstract This paper presents a voltage controlled ring oscillator using
sub-threshold source coupled logic (STSCL) which runs at very low voltages.
STSCL variable high resistance load devices are implemented by shorting drain and
bulk terminal of PMOS transistors. It consumes extremely low power which is due
to reduction in dynamic and static power dissipation. Proposed ring VCO is
implemented at 180 nm technology and 1 V power supply. It gives low power
consumption of 6.75 lW at 124 MHz oscillation frequency and 0.65 V control
voltage. This type of ultra low power ring VCO can be used in biomedical appli-
cations like pacemakers, etc.

Keywords VCO � Ring VCO � Inverter � SCL � STSCL

1 Introduction

Voltage Controlled Oscillators (VCOs) are the most important element in all wired
or wireless communication systems. In addition to communication systems, VCOs
are integral part of biomedical applications like pacemakers etc. [1]. The VCO gives
an oscillatory output voltage where output signal is a linear function of input control
voltage [2]. VCOs can be realized by two main topologies: the ring structure and
inductance (L)—capacitance(C) structure. Ring structures provide inferior phase
noise performance (because of their low quality factor), lower dissipated power,

B. Goyal (&) � S. Suman � P.K. Ghosh
ECE Department (CET), Mody University of Science and Technology,
Lakshmangarh, Sikar, Rajasthan, India
e-mail: goyal.bhavana1991@gmail.com

S. Suman
e-mail: shrutisuman23@gmail.com

P.K. Ghosh
e-mail: pkghosh.ece@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
N. Modi et al. (eds.), Proceedings of International Conference on Communication
and Networks, Advances in Intelligent Systems and Computing 508,
DOI 10.1007/978-981-10-2750-5_53

513



less design complexity, smaller layout area and wide tuning range compared to LC
structures.

A ring oscillator consists of three or more odd number of inverter stages in a
negative feedback loop configuration [3]. For delay ðtdÞ of a single inverting stage
the frequency of oscillation ðfoscÞ for N number of identical stages [4] can be
calculated as:

fosc ¼ 1
2Ntd

ð1Þ

Main performance parameters of VCOs are power dissipation, center frequency,
phase noise, tuning range and linearity. At present, low power consumption is one
of the most important design parameters of VCO because in all applications it
consumes more power as in a frequency synthesizer; the key power-hungry circuits
are the voltage-controlled oscillators. For enhanced battery life of handheld and
wireless devices low-power circuit techniques are becoming increasingly important.
In CMOS logic, delay is highly increased due to power supply scaling and output
swing is also reduced. For SCL circuits operating in subthreshold region [5], the
power dissipation and operation time is controllable. This allows better logic swing
and performance even at low supply voltage.

2 Power Consumption Sources

To achieve low power dissipation, overall leakage current must be minimised.
Static dissipation (gate leakage and sub-threshold leakage) and dynamic dissipation
are two main leakage components. Dynamic power consumption ðPdynamicÞ occurs
during switching and transition of logic levels. It varies quadratic proportional to
the supply voltage ðVDDÞ as:

Pdynamic ¼ fCðVDDÞ2 ð2Þ

there f is the frequency of operation of logic circuit and C denotes the output
capacitance of the circuit. When no input provided on a logic gate the static power
consumption occurs due to the flow of leakage from supply to ground, only the
sub-threshold leakage current ðIDÞ which flows through the channel of the MOS
devices is given by Eq. (3) where ID0 is saturation current and n denotes the
subthreshold slope factor of transistor.

ID ¼ ID0e
Vgs�Vthð Þ

n VT

� �
1� e

�VDS
VT

� �" #
ð3Þ
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where Vgs, Vth and VDS are respectively the gate to source voltage, threshold voltage
and drain to source voltage of transistor and VT ¼ kT=q is the thermal voltage at
temperature T, k is the Boltzmann constant and q is electronic charge.

Prime method of reducing power dissipation is power supply scaling. Due to
power supply reduction dynamic power dissipation is reduced but gate delay
increases. To maintain delay performance threshold voltage is also scaled down.
But as Eq. (3) suggests that subthreshold leakage current is increased due to low
threshold voltage, to neutralize the effect of threshold voltage scaling gate to source
voltage is also reduced due to which the device enters in weak inversion regime.

3 Source Coupled Logic

A basic SCL inverter is shown in Fig. 1 where NMOS transistors M1 and M2 form
input differential pair. Transistors M1 and M2 are loaded with PMOS transistors
M3 and M4, respectively. PMOS transistors work in linear region as variable

Fig. 1 Source coupled logic
inverter
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resistors controlled by bias voltage ðVBÞ.The output swing ðVSwingÞ can be defined
by the Eq. (4) where Rd is the resistance of PMOS load device and ISS is a bias
current source.

VSwing ¼ Vout1 � Vout2 ¼ 2RdISS ð4Þ

Output swing of SCL inverter must be high to completely switch the input
differential pair of the next stage. In strong inversion region, output swing should be
greater than

ffiffiffiffiffi
2n

p
VDsat (here n is the subthreshold slope factor and VDsat is the

overdrive voltage when device operated in saturation region) [6]. For weak
inversion region this must be larger than 4nVT . Moreover, the SCL circuit gives
high noise immunity due to differential logic implementation.

4 Subthreshold Source Coupled Logic

For ultra power applications, leakage must be at minimum level. In subthreshold
region, current density for MOS devices is very low due to which subthreshold
source coupled logic enables the gates to run at low supply voltages. Low supply
voltage also reduces the dynamic power dissipation. Supply voltage scaling results
output swing degradation due to which CMOS circuit operation in subthreshold
region is very difficult. Optimum performance can be achieved using the SCL
topology in place of CMOS logic. For sub-threshold operation of SCL circuit,
output swing with thermal voltage ðVTÞ equals to 4nVT which approximate 150 mV
for n = 1.5. To acquire this swing high load resistance is required according to
Eq. (4) so some modification necessitates in PMOS load device. High resistive
PMOS Load is implemented by shorting bulk terminal to drain terminal which
causes a reverse bias formation of diode as shown in Fig. 2. High resistance value
ensures operation of SCL circuits in weak inversion region at very low bias cur-
rents. Resistance value in subthreshold region ðRdSubÞ is obtained as:

Fig. 2 a STSCL PMOS load device. b Cross section of PMOS load device showing the parasitic
components
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RdSub ¼
nPVTð Þ
ISD

e
VSD
VT � 1

� �

nP � 1ð Þe
VSD
VT þ 1

ð5Þ

Here nP denotes the subthreshold slope factor of PMOS transistor. ISD and VSD

are the source to drain current and voltage of the transistor, respectively. From the
above equation, Rdsub can be controlled by the bias current.

Exponentially dependence of resistance on the source to gate voltage allows
tunability of the resistance values over a wide range without modifying internal
parameters like size of the devices. For STSCL circuit sub-threshold leakage and
gate leakage are negligible compared to CMOS logic, due to differential logic style.
The speed of operation in an SCL gate is mainly limited by the time constant ðsSCLÞ
at the output node which is given by:

sSCL ¼ RdCL ¼ VSwingCL=2ISS ð6Þ

Here CL is the load capacitance.
The delay for the sub-threshold SCL is inversely proportional to the bias current.

In the choice of bias current trade-off exists between delay and power consumption.
The most important parameter for an STSCL gate to run properly and consume less
power is to control the amount of bias current ðISSÞ flowing through the logic. For
the operation of circuit in subthreshold region, bias current ðISSÞ must be reduced to
a very low value but for a controlled operation in that region biasing circuit is
required. The main advantage of using STSCL is the possibility of running the gates
in sub-threshold region. This allows the impact of having any sub-threshold leakage
current, to be negligible.

5 Proposed Delay Cell

Proposed delay cell uses a single ended differential pair configuration which as
shown in Fig. 3. Here current mirror technique is used for load implementation in
which gate of the transistors M3 and M4 are interconnected hence same current will
flow through both the transistors where current is controlled by the control voltage
ðVctrlÞ. Transistor M6 behaves as a bias current source in which current is also
controlled by control voltage with the help of current mirror formed by transistors
M2 and M6. Transistor M4 is a STSCL PMOS load devices for the delay stage
where substrate terminal is shorted to drain terminal making the PMOS transistor a
high variable resistance device. The NMOS transistor M5 performs inverting
operation. Here each stage has to drive only a single gate which results in a low
parasitic capacitance at the output. So delay caused by charging and discharging of
capacitor is reduced. As load device works in subthreshold region, a small voltage
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supply is required for proper operation due to which power consumption is highly
reduced maintaining overall good performance.

6 Simulation Results

The proposed three stage ring VCO shown in Fig. 4 is simulated at 180 nm CMOS
technology and output is analyzed for different control voltages. The oscillation
frequency range is also observed as well as the corresponding power dissipation to
find the circuit limitations and the maximum frequency that could be achieved in an
STSCL-based ring VCO. Output waveform of proposed circuit is shown in Fig. 5.
Simulation results are summarized in Table 1 which shows that power consumption
is low, output range and frequency of operation.

Comparative analysis between current starved [7] and proposed ring VCO is
displayed in Table 2. From table it is clear that proposed circuit consumes less
power as compared to conventional current starved ring VCO.

Fig. 3 Proposed delay cell
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Fig. 4 Proposed three stage ring VCO

Fig. 5 Output waveform of proposed three stage ring VCO
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7 Conclusion

The proposed ring VCO is designed using subthreshold source coupled logic where
high resistance compact STSCL PMOS load devices are used. This circuit is
simulated in 180 nm CMOS technology and simulation results satisfies the basic
concept of VCO in which oscillation frequency varies linearly with supply voltage.
It consumes a small power consumption maintaining a good performance level.
This VCO can be used for very low voltage and low frequency applications like day
distributed sensor networks, bio-medical applications etc.
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A Dynamic Session Oriented Clustering
Approach for Detecting Intrusions
in Databases

Indu Singh, Poornima and Nitish Kumar

Abstract Modern era applications involve interaction with sophisticated database
systems to store information. This stored information is under serious safety threat,
not only from an outsider, but also from a malicious insider, who has full infor-
mation about the structure and functioning of the system. This has led to the
incorporation of an intrusion detection mechanism, which provides access control
for databases. However, mapping individual access patterns becomes infeasible due
to the abundance of users. A solution to this problem is to classify the users into
groups and identify their legitimate access patterns. This paper provides one such
approach of intermingling intrusion detection system with data mining to form
clusters of role attributes in order to identify roles dynamically in a session.

Keywords Intrusion detection � Session management � Role based access con-
trol � Clustering � Anomaly detection

1 Introduction

Since the commencement of the 21st century, automation has been on an all-time
high. Several data oriented fields such as those based on the management of the
database systems (DBMS) have reaped its obvious benefits [1]. The sophistication
of these databases allows the storage of every form of information including
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important data. However, this data is under a constant threat of attack by not only
an outsider, wishing to gain access to crucial information for his unethical inten-
tions but also by an insider, who may be any user internal to the system and having
the rightful access to information, but an intention of gaining access to the restricted
content [2].

An anomaly detection system, which is a part of Host based Intrusion Detection
System (HIDS), monitors normal data access patterns and any deviations from these
are identified as anomalous behavior. Since the retrieval of log files used for
anomaly detection can become cumbersome [3], sessions are now being used to
reduce the retrieval process by organizing the access patterns on a sessional basis.
The need for sessions, however arose when in order to achieve more user inter-
activity, services were developed which not only seeked a dynamic interaction with
the user, but also needed to keep a track of the users activities in order to increase
the quality of service [4].

A simpler way of restricting access is grouping users together on the basis of
roles which they can take in the session and identifying the access patterns for each
role. Such access scheme is known as Role Based Access Control (RBAC), which
is a powerful way to implement the administrators’ view of the organizational
structure [5].

The identification of roles dynamically in a session is a non-trivial task that can
be simplified by the incorporation of data mining for role classification. Moreover,
algorithms such as k-means clustering help in increasing the successful role iden-
tification rate. However, when k-means is used alone for the purpose of identifi-
cation of anomalous behavior, it suffers from the drawback of being too sensitive to
border conditions since any data object with a large value may distort the formation
of the cluster. In order to overcome this problem, classification techniques are used
with probability distribution schemes such as Naïve Bayes Classifier to enhance the
detection rates [6].

In this paper we have proposed an innovative approach for the incorporation of
RBAC in an anomaly detection based IDS, by making use of clustering to map the
user roles with the related attributes which the user can access under that role. Our
approach is motivated by two factors. The first factor is the need for a system which
allows users to switch his role dynamically without compromising the security. The
second factor is the incorporation of the clustering technique for the identification of
the user’s role, based on his query, an approach which has not yet been fully
explored.

The rest of the paper is organized as per the following sections: in the next
section, we provide an overview of the existing approaches to solve the problem of
intrusion. In Sect. 3, we provide a detailed description of our proposed approach.
We have given the algorithm and its related description in Sect. 4. Following which
we evaluate the performance of our algorithm and analyze its impact in Sect. 5. We
end with our conclusions as well as the scope for future work in Sect. 6.
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2 Literature Review

The overviews of some of the approaches to deal with the advent growth of
intrusive attempts are given in this section.

Chung et al. [7] proposed the Misuse Detection System for Database System
(DEMIDS). Audit logs were used to derive user profiles, which were then used to
determine the misuse of authority by the insiders. Distance measure was used to
quantify the knowledge about data structures and semantics of the system, and was
also used to search for frequently occurring itemsets in the user profiles.

Qin [8] proposed Q-clustering algorithm for clustering query attributes generated
by the user based on a similarity function to compute the similarity between the
query and each of the existing clusters. Cluster with the largest similarity was
selected. The algorithm was determined to be more accurate than the conventional
clustering approaches. However, its complexity posed a problem for real time
applications.

Panda et al. [9] demonstrated an approach for the efficient mitigation of the
insider threats. Different sequences of transactions were created to reduce the risk
associated with the data being accessed, and the sequence associated with the least
risk was termed as the safe sequence. In the process of detection, a huge emphasis
was laid on the sensitivity of data. Hence the model faced a significant limitation in
the cases where the information sensitivity was difficult to quantify.

A strong incentive for the minimization of the false rate detection in intrusion
detection systems was provided by Rezk et al. [10]. The approach was based on the
assumption that the number of intrusion attempts was significantly lower than the
general access attempts in any system and focused on increasing the efficiency of
the models used for data dependency representation through log file mining.
Experimental results showed that the approach was able to reduce the false positive
rate.

For detecting the anomalous patterns, Kamra et al. [11] extracted useful infor-
mation from the structure of the parse-trees. The role with the maximum probability
was chosen in the detection phase, which then deployed the Bayesian classification
methodology, while the training phase allowed the user to train the system on the
basis of sampling the probability of access. Though the system excelled in intrusion
detection, it laid no emphasis on its adequate response.

Rao et al. [12] presented a model for increasing the efficiency of intrusion
detection by using the f-triplet format profile generation, while attribute level
information was incorporated in the profile to reduce the false negative rate. This
was achieved by altering the sequence of consecutive select commands and map-
ping the attribute subset access pattern. It was demonstrated that reducing both false
positives and false negatives could improve the overall performance of the database
IDS.
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3 Proposed Approach

In this section we present the design and implementation of our proposed system
including the system’s architecture.

3.1 Architecture

The proposed system architecture is shown in Fig. 1. In order to ensure user
authentication, we propose the incorporation of one-time password (OTP) security
mechanism. When user requests a login access to the system for the first time, an
OTP would be sent to user’s trusted mobile device. Upon the verification of the
OTP, the authentication module would then provide the session certification in the
form of cookies to the user and would store the details of the user as well as the
session in the certification and access log table. Once the user receives his session
certification, the access to the Query Generation Interface (QGI) is granted.

The QGI combines the query of the user with session credentials and sends it to
the Query Context Parser (QCP). The QCP extracts keywords from the query using
string matching, keeping the session credential part intact. Now, the extracted
keywords would be forwarded to the Similarity Mapping Module (SMM).

Our proposed system applies clustering in both the learning as well as the
detection phase. During the learning phase, access would be granted only to the
trusted users by the administrator. As they use the system, queries are fed into the
Clustering Engine where clustering of the keywords is done by associating full
attribute names of the form ‘table_name.attribute_name’ with user roles. In the
detection phase when the control flow reaches the SMM, a similarity function is

Fig. 1 System architecture of the proposed system
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applied to associate the similarity of each role which the user can access with the
type of query filed by the user.

The similarity function is given by:

Similarity; d Rolið Þ ¼ Roli Att\Que Att
Que Att

þ P Rolið Þ * CAI

P Rolið Þ ¼ Hr Lvl Rolið Þ � f ðRoliÞP
i Hr Lvl Rolið Þ * f ðRoliÞ

CAI ¼Cluster Associativity Index

¼Roli Att\Que Att� ðQue Att� Roli AttÞ
Roli Att

where Roli is set of roles belonging to the user, f is the frequency of access and
Hr_Lvl is the hierarchical level of each user role specified by the administrator to
help in the division of authority within the roles.

After applying the similarity function on each role that the user can access, the
role with the highest similarity is found. The identified role along would then be
forwarded to the Previous Access Miner (PAM). The PAM would then search the
logs to extract the information of the records which cannot be accessed by the user
due to his access of a similar query at a time before the threshold time period.

Upon the analysis by PAM, if no inconsistencies are found, one last check for
intrusion would be performed by engaging the Session Tracker (ST) module to
access the certification log and point out any sessional inconsistencies. Upon suc-
cessful verification, it would then issue a transaction id and grant the database access.
In case of any inconsistencies found during any of the above mentioned analysis
operation, the transaction id would not be generated and an alarm would be raised.

3.2 An Illustrative Approach

For the purpose of illustrating this example, consider a clinic with various roles
defined as: Doctor, Patient, Receptionist, Pathologist and Nurse. Suppose the tables
in the database are Patient_Info, Patient_Test, Test_Details, Ward_Info and
Staff_Info. The attributes which can be accessed by Doctor are all the attributes of
Staff_Info, Patient_Info.DischargeDate, Patient_Info.Allergies, Patient_Info.Illness,
by Patient are all the attributes of Patient_Info, by Receptionist are all the attributes
of Ward_Info, Staff_Info, and Patient_Info.NextAppointment and by Pathologist are
all the attributes of Patient_Test, Test_Details, Staff_Info and Patient_Info.Illness.

There may be a scenario where several roles may be played by a single user. For
example, suppose there is a shortage of staff and the assignment of work is such that
the receptionist has to work as a part time pathologist. Let us consider two queries
and their results: (Fig. 2).
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4 Proposed Algorithms

In this section we narrow down our approach by providing two algorithms, one for
the detection phase and another one for the learning phase. The algorithms are as
follows:

4.1 Learning Phase

Let Query be represented by Que, Attribute by Att, Table by Tab, Role repository
by RolRep, Attribute List by Att_List

The above mentioned algorithm is applied during the learning phase in which a
trusted user from each role filed queries into the system. For each query filed by the
trusted user, attribute and table accessed for that query are extracted and appended

Fig. 2 Flow of two queries Q1 and Q2 depicting the raising of alarms and computation of
similarity
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to the list of attributes which can be accessed. If the user query contains the
keyword ‘select’, then it is a read query and the type is set to read else it is set to
write. The output is the clustering of the read attributes and write attributes with the
user roles.

4.2 Detection Phase

Let UserID be represented by UID, SessionID by SID, Access Timestamp by T,
Session Timeout time by t, Similarity function for role Rol by d(Rol), Expected
Role which can access the Query by ExpRole and Role for the current user which is
most suitable context for the Query by IdRole

After authentication of OTP, a session timeout time is initialized on the basis of
the highest role that the user is allowed to take. Following which the user is allowed
to query. The expected role is assigned as the role with the highest similarity. The
access frequency of that particular role by the user is increased which in turn helps
to reduce the chances of a user switching to another role in the middle of the session
when a query is found to be equally similar to several roles which the user may
take. In order to maintain the consistency of the transaction, the transaction details
are stored in the log to rollback in case of failure.

A Dynamic Session Oriented Clustering Approach … 529



5 Performance Evaluation and Analysis

In this section, we provide the analysis of our proposed approach and compare it
with the approach in which the roles are identified only on the basis of k-means
clustering of the roles and attributes. For the purpose of evaluating the performance,
we generated the hospital datasets and tested the approach by firing legitimate as
well as non-legitimate queries as a part of the transactions.

5.1 True Positive

The graphical comparison in Fig. 3 depicts that, as we increase number of queries
in the detection phase, the positive identification rates increase. This is because
when the number of queries is less, there may be a number of roles which may be
associated with the extracted attributes which could lead to the wrong identification
of the roles.

5.2 Number of Queries in Training Phase Versus True
Detection Rate

Figure 4 shows the graphical representation of the effect of increasing the number
of queries in training set. When the number of queries in the training set is low, the
detection rate is also low. This is because the roles get associated with their cor-
responding access attributes in the learning phase. A poor formation of the cluster in
the learning phase could in turn lead to poor detection in the operation phase.

5.3 False Negative

In Fig. 5, comparison of false identification of non-anomalous transactions between
the 2 approaches is given. Initially, k-means clustering performs better than the

Fig. 3 Detection rate comparison of K-means clustering and proposed approach with respect to
number of queries
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proposed approach because it is not dependent on the frequency factor for identi-
fication of user roles. When the number of queries is less, the frequency factor tends
to be biased towards the previous role access which affects user role mapping.

6 Conclusion and Future Work

In this paper we have proposed an approach for the application of intrusion
detection in systems involving high user interactivity. Clustering was used to map
the roles with their associated attributes and for dynamic identification of roles, the
factor of cluster associativity along with the history of its reference was used. We
have mitigated the problem related to session management by ensuring mainte-
nance of proper log files and the safe generation of the OTP. We have compared our
proposed approach with the conventional techniques of role attribute clustering
alone and arrived at a conclusion that our system’s performance is a mass
improvement over the existing approaches.

As a part of the future work, we plan to extend this work by making the system
adaptable to complex queries and for multivalued attributes. We would also like to
reduce dependency on the frequency factor when the number of queries is less.
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Fig. 4 Graphical representation of the effect of increasing the number of queries in training set
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Fig. 5 False negative comparison of K-means clustering and proposed approach with respect to
number of queries
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Cognitive Decision Making for Object
Recognition by Humanoid System

Ashish Chandiok and D.K. Chaturvedi

Abstract Object recognition signifies an important module in cognitive computer
vision structures, such as in a robotic visual system, smart video surveillance
arrangements, or mechanical and home service robot interfaces. This paper con-
tributes to the research by a thorough analysis of computer vision based on cog-
nitive decision capability by proposing an architectural framework and its process
for consistent real-time application. Secondly, the paper explains past research of
computer vision for intelligent decision making. At last, the authors presents the
hardware and software setup for object recognition done by the humanoid.

Keywords Computer vision � Cognitive � Decision making � Object recognition

1 Introduction

Computer vision represents a leading technology of Cognitive Computing, which
intentions at the analysis and understanding of observable facts [1]. It deliberates as
a procedure initializing from an image or set of image frames and causing in a
rational decision of the world sight. The difficulties of image recognition are at the
central of contemporary struggles to support a machine to make ‘logical’ connec-
tions with the external world [2]. Camera Sensors are used to obtain facts from its
environment that can occur in the form of image sequences. This data is then
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handled in a direction to reach at features vector of internal representation, and
empowering the intelligent machine to interact with the environment to compute the
interpretation for a robot [3]. The essential characteristics depictions create the
knowledge representation or the learning models of knowledge-based computer
vision technology [4]. According to the precise method, the complication of the
handling steps is grasped by framing and reviewing each cognitive problem on
three jointly self-governing levels—the levels of perception, learning and action [5].

1.1 Past Research Development of Computer Vision

The discipline of computer vision has progressed from various innovative prototype
moves over the last 60 years. It had its beginning in the 1950s when the leading
efforts were commenced to use the computing methods and tools to process images
[6]. During the period 1970–1980 computer vision was primarily deliberated as
pattern recognition [7, 8]. In this approach, an object is designated by a feature
vector. The resemblance of objects is well-defined by the computable amount of the
matching of the feature data that identify the objects. The pattern recognition
method rapidly met numerous essential problems. In specific, the difficulty of
segmenting an image into substantial chunks that might be categorized to be
unsolvable. Ultimately it became usually conventional that computer vision
necessitates an understanding of the domain objects that signifies in the image. This
result to an adjustment of the perspective to the point that vision was an application
field for Artificial Intelligence and Cognitive techniques.

This modification procured in the 1980s, when novel methods establish in
Cognition for encoding expert systems, in particular, means of knowledge repre-
sentation and implication [9, 10]. The anticipation was that it would be promising
using these techniques to deliver the domain knowledge needed for the investiga-
tion and understanding of images.

The Knowledge representation approach similarly faced obstacles that restricted
its attainment. Above all, the task to attain and validate the essential realm
knowledge demonstrated to be feasible only for restricted areas. The segmentation
difficulty is unable to resolve with this approach. The primary cause is that maxi-
mum Artificial Intelligence techniques are relatively complex to imperfections of
the image segmenting. Preliminary segmenting denotes still currently a fundamental
problem because of which many favourable procedures flops.

Another method discusses that inferencing an image needs shifting from the 2D
pattern of grey scales or colour features to the three-dimensional patterns of the
objects. Numerous methods were indicated using the objective to restructure the
form of imaged objects by image characteristics such as texture, contour, motion,
etc. This technique also fails because it is impossible to reconstruct images from
static scenes. The camera is needed to take picture frames from all sides to solve
unknown ambiguity in the shape of the object.
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A significant breakthrough in the research on computer vision occurs by the
introduction of active vision [11]. An active vision system is unique that can handle
the perspective of the camera focus in a direction to study the situation and
recovering information hidden in it. Models of dynamic vision structures typically
involve a robot mounted camera that can interface among perception and added
cognitive skills, such as learning, thinking, planning, and acting.

The object recognition using knowledge representation approach also progress
simultaneously [12, 13]. The preliminary fact is the postulation that object recog-
nition embraces the contrast of the objects with interior illustrations of objects and
scenes in the image Knowledge-based system. This recognition depends on features
of two-dimensional images instead of three-dimensional approach. The progress of
object recognition methodology and algorithms has shown the capability of lin-
guistic investigations and answering from image scene, tracking of collision free
navigation of robots, identification of objects from the visual scenes.

2 Proposed Architectural Framework and Layout
of Computer Vision for Cognitive Decision Making
Agents

Authors propose a Cognitive Computer Vision architectural framework that repre-
sents in Fig. 1, typically contains following primary components: illumination
source, a camera, active vision image capture board like frame grabbers or video
cards, personal computer, cognitive software system and motors for action. The
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hardware and software tools must have the capability of vision processing like colour
pixel detection and classification, edge detection, the centre of mass and blob dis-
covery, shape detection and recognition, face finder, and stereo vision supports. The
illumination source must be intended sensibly to deliver consistent image removing
the presence of distinctions. Visual capturing is a software program that assists
handlers to upload images from digital and computer vision web cameras or scanners
that are either attached directly to the computer machine or the net. Choice of the
frame grabber focus on the camera yield, three-dimensional and grey level resolutions
requisite and the handling capability of the computer vision board itself. The pro-
cedure of transforming graphic pictures into a quantized binary mathematical form
known as digitization. In this process, an image is allocated into a two-dimensional
matrix of unit cells comprising image elements well-defined as pixels with the help of
a vision board called a frame grabber. A computer or dedicated image processing
microprocessor system is used to offer storage of pictures and computational capa-
bility with cognitive programs. Also, the cognitive computing system is provided
with a high-level reasoning and knowledge representation ability, which supports in
human based visualizing images and the properties of various active analysis routines.

3 Process of Proposed Architecture for Cognitive
Computer Vision

The architecture contained by computer vision observed in cognitive decision
making is represented in the Fig. 2. Cognitive Image understanding is defined as a
process of four stage sub-processes which in each circumstance necessitate precise
representations.
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536 A. Chandiok and D.K. Chaturvedi



(1) Perception: In the Perception stage, the image is grab by the cognitive agent
and performs feature extraction to form the quantitative representation of the
environment, that the system can understand. In this stage, colour, as well as
intensity value of each pixel, are stored, for the determination of image ele-
ments like edge boundaries, matching areas, texture, etc.

(2) Low-level Processing: In the Low-level processing, interpretation targets at
inferring image elements using scene elements. Processes of the particular level
are to solve an essential job of image understanding: the mining of real world
features from image descriptions. It comprises in actual the retrieval of
three-dimensional object shapes using blob detection techniques.

(3) Object Recognition: In this stage, objects are recognized in the image data
mined so far, and due to the scene elements. A critical part at this point is using
the a priori knowledge of which presentations are shaped by the camera if
objects perceive from diverse views. This a priori knowledge characterized by
the object representation and learning models of the knowledge base.

(4) High-Level Processing: The higher level vision understanding encapsulates
advance handling stages that target at sensing object and time surpassing
relations, like multiple object shapes recognition, weird situations and locations
understanding, logical motion systems, etc. Similar to object recognition, a
priori knowledge of what require detecting exhibits a significant part. The
content of the consequential explanation depends not only on the scene or the
conforming image but also on the query or the situation in which the conse-
quences is to be cast off.

3.1 Cognitive Interface for Humanoid

3.1.1 Hardware Interface

The Humanoid Mimzy uses intelligent decision making as a stage for testing the
object recognition methods as in Fig. 3. The robot has a stereo vision RGB camera
mounted on its platform. Both are placed at a height of approximately 0.7 m,
directing down at an angle of 60° respect to the perspective. In the described
experiments, objects are placed on a table with a background to learn. The two
Camera has a similar high definition resolution of pixels and determines the object
put on the table.

3.1.2 Software Setup

The computer vision software setup is developed in Visual Studio 2013 using
C-Sharp language for windows forms. The detection of hardware interface is done
using Aforge.net library. The learning stores the feature vector in the XML files for
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each object. The logic of object recognition implements on colour palette histogram
matching between the query image and learnt images.

3.2 Methodology

On visualizing the world and identifying object as a human being, we choose to do
three cognitive capability: Perception, Learning and Action.

3.2.1 Perception

The computer vision world for recognizing objects focuses on three relevant
templates:

(1) Colour template: The colours linked with an object are an important local
feature that helps to focus quickly our attention and identify it. For example, a
tomato, a face, football will have a restricted vector of colours that are linked
with each of them and support to signify that object visually to an individuality.

(2) Visual texture template: The colours connected with an object have a respective
surface for its uniqueness for recognition. For example, an apple is red with
small lighter colored spots, glass is mainly translucent and has reflections, the
furniture of my home is brown colored wood with dark knots like texture.

Fig. 3 Hardware developed by authors for cognitive agent showing object recognition having
cognitive decision making capability of (perception, Learning, Action)
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(3) Shape template: The colour and texture linked with an object must appear in a
particular form that gives the object its resemblance and distinct look. So if a
surface that has the colour and visual texture of an apple but has the shape of a
bottle, undoubtedly needs a closer gaze since it would likely be a very different
bottle.

Please confirm if the section headings identified are correct.
This work focus, real-time object recognition done by the agent, using the color

template as a perception feature since it is mostly used by human to recognize
distinct objects in the real world in fast and easy manner.

3.2.2 Learning

The learning phase is a significant step to implement, it captures an image of a
background and utilize the similar situation with the object image to add it to learnt
object. The intelligent logic extracts the colour features of the back environment
and learning object, and the variance is the vector of the object to learn. It then
sends that vector out to a knowledge base, along with the object identification name
to build the corpus.

3.2.3 Action

In the action phase, the agent captures the image of the object to be analyzed, and
then compares the feature vector of each object signature learned during the
learning phase. Any signature that has a feature vector that is most likely match the
query object represents the alike as shown in the Fig. 4. When the object is not in
the knowledge base, then the intelligent agent show negative response as

Fig. 4 Application developed by authors for cognitive agent showing object recognition having
cognitive decision making capability of (perception, Learning, Action). The object recognition
utilize computer vision tools of active vision and using colour template matching. An apple is
learnt and recognized by the cognitive agent correctly
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visualizing in Fig. 5. It works well with objects that have unique color attributes,
but unwell with objects that have color features that match other everyday objects.
Potato, Onion, Apple, for example, gives useful output.

4 Conclusions

Over the previous years the creation of autonomous robots using interaction with
computer vision computing devices for cognitive decision making unrelenting to be
a flourishing part of the research. This paper is an effort to deliver the future
researchers in the field of human-computer interaction by proposing an architectural
framework for utilizing computer vision tools and a cognitive model for solving
real world problems. The author discusses the identified advantages and disad-
vantages of the core technologies in computer vision that will help researchers to
progress their work. Also, the paper lists, the scope and application of computer
vision in cognitive computing domain for the business world. The illustration of the
work, the paper shows an experimental work for object recognition and intelligent
decision for action. The prototype applications for object recognition systems
demonstrate a desktop application capable of active object recognition and cogni-
tive perception, learning and actionability based on the knowledge base.
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Comprehensive Trust Based
Scheme to Combat Malicious Nodes
in MANET Based Cyber Physical Systems

N. Bhalaji and Chithra Selvaraj

Abstract A large scale Wireless Sensor Network (WSN) or Mobile Ad hoc
Network is to be definitely integrated into Internet as a backbone of Cyber Physical
System (CPS), it is indispensable to believe that Cyber physical systems are free
from security challenges, such as the detection of malicious attacks. A trust based
model is attributed as an important door to defend a large distributed sensor net-
works in CPS. Trust is perceived as a critical tool to detect malicious node attacks
in distributed computing and communication entities, detection of unreliable enti-
ties, and uphold decision-making process of various protocols. In this paper, Trust
is invoked between participating nodes to improve the performance of Cyber
physical systems by improving the degree of cooperation among them. The pro-
posed schemes are also used to establish reliable path in packet forwarding and
route finding. The realism, robustness and effectiveness of the proposed model is
validated through a broad set of simulations.

Keywords Trust � Cyber physical system � Security � Malicious attacks �
Multicast routing protocol � ODMRP

1 Introduction

Cyber-physical systems merge digital and analog devices, interfaces, networks,
computer systems, and they link the natural and unreal physical world. The intrinsic
unified and diverse amalgamations of behaviours in these systems make their
analysis and design a demanding task [1].
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Cyber-physical systems (CPS) are concrete and engineered systems whose
functions are observed, harmonized, controlled and incorporated around the nucleus
of computing and communication. Just as the internet changed how humans
communicate with one another, cyber-physical systems will transform how we
interact with the physical world around us. Many stately challenges await in the
economically vital domains of transportation [2], health-care [3], manufacturing,
agriculture [4], energy, defense, aerospace and buildings. The design, construction
and verification of cyber-physical systems put forward a massive amount of sci-
entific challenges that must be addressed by an inter-disciplinary community of
researchers and academicians. Advances in CPS will enable capability, adaptability,
scalability, resiliency, safety, security, and usability that will surpass the simple
embedded systems of today. New smart CPS will drive novelty and contest in
sectors such as those mentioned above.

Massive progress has been accomplished in evolving Cyber physical systems
during the course of preceding few years. Preliminary technologies are investigated
that have spanned an ever-rising set of application fields, endowing breakthrough
triumphs in many contrast fields. At the same time, the demand for modernisation in
these areas [5] continues to flourish, and is urging the need to step up primary
research to keep stride.

Conventional probing outfits are incompetent to manage the full complexity of
CPS or amply envisage system performances. For example, trivial outcomes that
trip the current electric power grid—an ad hoc system can intensify with startling
rate into prevalent power breakdowns. This circumstance epitomises the want for
appropriate science and technology to put forward design for the deep interde-
pendencies amid engineered systems and the natural world. The trials and projec-
tions for CPS are thus extensive and massive. Novel communication between the
cyber and physical constituents demand new architectural models that rewrite form
and function. They assimilate the continuous and discrete, compounded by the
ambiguity of open environments. Conventional present-day accomplishment
assurances are inadequate for CPS when systems are large and spatially, temporally,
or hierarchically disseminated in patterns that may quickly alter. With the better
autonomy and association possible with CPS, greater possibilities of safety, secu-
rity, scalability, and reliability are demanded, placing a high premium on open
interfaces, modularity, interoperability, and verification [6–8].

Sensors and RFID tags are used as a smart nodes CPS which constitute nerve
end of the cyber physical systems and acts as an interface for the data transmission
between cyber and physical environments. Smart nodes entrenched with sensors
deploy dynamic wireless multihoc environments equipped communication medium
like Bluetooth, WiFi, Zigbee protocol etc. in near future huge number of nodes
possessing sensing capability and vast number of mobile devices may amalgamate
for form a strong CPS. The CPS formed out of the above combination yields
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intelligent services to the living community and change the way of their perception
towards cyber and physical entities around them. The core communication in CPS
is handled by flexible networks like MANET.

The MANET used for the establishment of CPS poses new challenges which are
of different from challenges arises in conventional networks. In the later one nodes
handles packet forwarding, route selection and data handling whereas networks
deployed for the establishment of CPS consists of different class of nodes which are
often smart entities. Further architecture constraints, energy utilisation and most
importantly low power processing are the highlighting factors which needs more
attention in these emerging services which forms the CPS. Wireless nature of
MANET make them more vulnerable to non-cooperating behaviour of participating
nodes and it is very much possible that nodes may be captured by an adversary
which may lead to capture and alteration of data packets. Malicious nodes which
became part of the network may damage them by causing falsified routing belief
and network partitioning.

2 Generic Trust Functions

Collecting Information: This process involves accumulation of information about
nodes participating in the networking functionalities. Primarily the behaviour of the
node is monitored to analyse the trustworthiness of it. The decision is arrived based
on the information collected either through direct or indirect experience i.e. first-
hand experience or through recommendations from it peer members.

Ranking and Routing: Once the above information are collected from the
nodes they are categorised into trustworthy nodes and non trustworthy ones. This is
achieved based on the trust value obtained with each and every node derived from
their present and past functioning. Trust values obtained also acts as an indicator for
route selection. Reliable route is chosen where there is less number of malicious
nodes prevails.

Node Selection: The nodes with greater trust values are preferred for data
transfer. When there is a choice for a node to select its successor among pool of
nearby nodes it performs the selection depending upon their trust values.

Transaction: The nodes with higher trust values are chosen for packet transfer
and as well given priority in route selection.

Observation: In the above process the node weighs the transaction based on
their own experience and collects information about transactions from its nearby
nodes too.
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3 Trust in Dynamic Networks

Trust is used to identify malicious nodes and employed to guide decision making
activity of many protocols in a MANET which is inevitable for performing par-
ticular ser of tasks which ends up in increasing collaborations among nodes present.
it becomes is necessary to introduce trust among nodes to eliminate malfunctioning
nodes from routing path and data transmissions. One way of enhancing security in
CPS is to utilise trust to evaluate the trust worthiness of each node participating in
the network functionalities. Such trust incorporation into networks not only erad-
icates the participation of malicious nodes but also increases the overall perfor-
mance of the networks [9]. The delicate part of computation and judgment of trust
is a very challenging task in general and dynamic nature of MANET adds bit more
complexity into it. The trust calculations may be initiated between any nodes in the
MANET scenario based on direct experience, indirect experience (recommenda-
tion) and combination of both [10].

Trust is a security mechanism in conditions where many entities communicate
and interact. This trust based security mechanism is derived from the human
relationship. Here trust between any nodes cannot be evaluated as it is done in
normal societal scenario and needs special attention as stated above in human based
society trust is measured up on their activities over the time. The human tend to
believe in other human under uncertain conditions depending up on his direct or
indirect experience.

Trust is one of the most complex phenomenon in social, business and in digital
world. Lot of issues are encountered while imposing and measuring trust in
unpredictable networks such as MANET used for establishing CPS. These includes
difficulty in evaluating trust in rapidly changing environments and to categorise
nodes based on the calculated trust. Wireless networks possess various challenging
feature such as energy constraint, dynamic routing and restricted security. CPS
based on MANET is prone open to different types of attacks which are introduced
due to malicious nodes such as packet dropping attack, Blackhole attack, grey hole
attack, duplication and replica attacks.

3.1 Trust Computation

Trust computation leads to various degrees of trustable and non-trustable nodes. In
this article trust computation is quantified between 1 and −1. The negative number
(−1) represents the degree of distrust, where as positive number represents the
complete trust. The number 0 is assigned for the new entrants or unknown node. In
this trust model two types of trust are calculated between trustor and trustee nodes.

Trust is a notion of human behaviour. In this article the definition of “Trustor”
node refers to the node that implements the trust evaluation and “Trustee” node
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refers to the node that is evaluated. Another term mentioned in this test is
“Recommender”. Such recommender node is the one who provide honest recom-
mendation on a specific trustee to the trustor when demanded.

Direct Trust Direct trust value is calculated basing on the direct experience that
trustor nodes possess over trustee node. This direct experience could result in either
positive or negative way. The quantity of experience may be unlimited but the
computable trust value falls in the range between −1 and +1. To obtain values in the
above range hyperbolic sin function a = sinh (b) is used where ‘a’ represents trust
value and ‘b’ stands for node’s direct observation.

In real time a trustor may have several experiences over a trustee node and each
experience may impact the trust calculation in either way. The direct trust is cal-
culated as below.

DT ¼ sinh
Xn

i¼1

Pi EiAiCi ð1Þ

where,

Pi ¼ No: of Packets received in application layer of Trustee node
No: of Packets send by application layer of Trustor node

Ei ¼
Xn

i¼1

Consumedi
Sendi þReceivedi þ s

Energy plays an important role in the successful deployment of MANET in CPS.
Energy consumption model is defined as above which dissipates the real scenario
where the nodes are being used for the data communication and path finding. In the
above sending and receive i indicated the energy consumed by ith sensor while
sending and receiving a packet. Consume i denotes the total energy cost of con-
sumption the trust values of the sensor nodes. s Denotes energy consumption
required for the survival of the node.

ci ¼ No: of Control packets received successfully
No: of Control packets forwarded successfully

When a trustor node doesn’t possess enough direct experience on a trustee node,
the truster node enquires a third node for recommendation. Let’s assume that third
node has some trust value IT (indirect trust) on the trustee node basing on its own
observation.

Recommended Trust is calculated as

RT ¼ 1
n

Xn

i¼1
DT * ITi ð2Þ
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where

RT Recommended Trust
DT Direct Trust
IT Indirect Trust

To ensure convincible recommendations a trustor node may enquire more than
one third node for recommendations.

Comprehensive Trust calculation

CT ¼ DT þð1þ DTj jÞ * RT ð3Þ

where

−1 � DT � 1
−1 � RT � 1

When a trustor node obtains direct and recommended trust in this way, a for-
mulae to combine both the values is required to balance the relationship between
direct trust and recommendation trust. Impact of recommendation trust depends
upon how much direct experience value does the trust verifier holds. If the trust
verifier node has no direct experience over a trust prover then the recommendation
trust is solely believed.

4 Simulation Results

In this article, an event driven Network simulator [11] is constructed to simulate
trust assisted based routing in multicast MANET based CPS. Each experiment is
considered as an average of ten different runs and each run is implemented with
randomly selected source and destination. The 502.11 DCF is hired as a MAC
protocol, and on-demand multicast routing protocol (ODMRP) [12] is as routing
protocol. Hundred nodes are randomly located randomly in 1000 * 1000 m sim-
ulation area. Sixty traffic pairs with Poisson packet interval are generated. The
routing protocol discovers up to 5 routes between source and destination. Maximal
route length is 10 hops. The mobility model is the random waypoint model. The
velocity chosen falls between 0 and 10 m/s. The average pause time is 250 s.
Recommendation trust is handled not more than three hops. The entire schedule of
simulation is 2500 s.

Figure 1 depicts the throughput performance results for the traditional ODMRP
protocol and Trust enhanced ODMRP protocol in the presence of 5 malicious
nodes. The malicious nodes were designed to drop the data as well control packets
and the results indicate that the throughput of the traditional protocol rapidly drops
with the increase in time when compared to the proposed nodes. When there are no
malicious nodes present in the scenario they almost share same throughput thus
standing as evidence that trust calculations have very lesser impact over the
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performance of the protocol. In an average 20 % improvement is obtained during
the overall simulation duration and it is a very significant improvement considering
the dynamic nature of the MANETs.

Figure 2 exhibit the performance analysis of ODMRP protocol’s packet delivery
ratio with and without trust extensions. The results indicate that the packet delivery
ratio of the proposed and existing protocols seems to be same when there are no
attackers in the simulation scenario but the situation drastically change as soon as
the malicious nodes are brought in. Packet delivery ratio gains an 21 % improve-
ment by employing the trust based route selection when exposed to 5 malicious
nodes which drop the packets unintentionally.

Fig. 1 Network throughput
comparison

Fig. 2 Network packet
delivery ratio
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5 Conclusion

Trust factors play important role in securing the cyber-physical systems which need
to be incorporated from the design phase itself. CPS is opening up exceptional
challenges for research and development in several domains. Since MANETs need to
be integrated in cyber world to initiate data communication, this article illustrates the
necessity of trust assessment in MANET based cyber physical systems. In particular
the merits of trust embedded cyber physical systems functioning are simulated
through hiring a on demand based multicast routing protocol and the results yielded
are immensely encouraging towards further exploration. In future trust based systems
will be further compared with the other security providing mechanisms and dedicated
protocols may also be deployed for better understanding and evaluation.
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A Review on Wireless Mobile
Communication Systems Generations
and Integration

G.C. Manna and Bhavana Jharia

Abstract Computers, computational devices and data acquisition systems are
confined at a location. Captive data has limited utility. Data communication among
devices, for shared usage and further processing, revolutionized the world through
Information and Communication Technologies. Data communication systems piggy
backed on the telecommunication network and went on with it from wireless to
wireline domain. GPRS/EDGE, EVDO/WCDMA, mobile WiMAX/LTE are the
three generations of mobile wireless access technology domains in the local area.
The backhaul transport system consists of optical fibre links and nodes with route
switching systems called Routers. Routers also acts as add/drop nodes where data
processing devices, called servers, are connected which serves application services
data to user community. Pure wireless data communication networks has also been
evolved as wi-fi network which covers very small area but provide very large
bandwidth and functions in ISM band. Wi-Fi networks are considered equivalent to
fourth Generation access network. The generation of technologies has been
designed based on commitments of data throughputs and environmental conditions.
The present paper analyses the throughputs available in practical conditions for
GPRS, EDGE, EVDO, WCDMA and WiMAX. The paper also discusses integra-
tion of all the three generations in a heterogeneous environment. The 3GPP rec-
ommendations for machine type communications with cellular network as backhaul
has been discussed as part of 5G network.
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1 Introduction

Wireline communication between sender and receiver are guided through defined
media. Radiated Energy from transmitter is radiated in wireless communication
systems which attenuates following inverse square law. Also, several copies of the
same transmitted signal reaches the receiver through direct, reflected, refracted and
diffracted paths which constitutes a complex waveform profile. The profile moves
when there is relative motion between transmitter and receiver. Signal to noise ratio
at the receiver limits the channel capacity according to Shannon limit. Depending
upon environmental conditions, distance of receiver from transmitter, receiver
speed etc., dynamic coding at transmitter is required to be done to optimize data
throughput. All these impairments has been addressed in different access tech-
nologies like GSM, CDMA and OFDM. Generic network architecture has been
added at the end of this topic.

2 Wireless Impairments

Path loss is the difference between transmitted and received power.

Path loss ¼ Transmitted powerþAntenna gain� Received power:

In practice, we use the transmitting power of antenna as 40 dbm per RF and
transmit antenna gain of 17 dbi. Path loss is the reduction in signal strength when it
propagates from Transmitter to Receiver. Various factors reduces the receiver
signal strength viz. antenna height, distance between Transmitter and Receiver,
obstacles such as trees, buildings etc. Many researchers like Hata, Okumara,
Walfisch, Ikegami etc. has laid down specific formula which are suitable for dif-
ferent environmental conditions and frequency ranges.

A general pathloss model is given as

PL dBð Þ ¼ PL d0ð Þþ 10 c log d=d0ð Þþ r

where, PL(d0) is the path loss at reference distance d0 usually taken as 100 m for
outdoor conditions, c is the path loss exponent and c > 2, r is the standard
deviation of received signals for small and large scale fading and d is the distance
between Transmitter and Receiver. Losses are measured in dBm and d in meters. In
free space c = 2 and in near open field area, c has a value nearly 3.

Multiple paths exist between a pair of transmitter and receiver; one may be direct
path and others reflected. This constitutes an RF channel. Hence, same signal
transmitted from a transmitter reaches the receiver at different instant of time and
hence necessarily at different phases. Change in phase depends on frequency and
hence wireless channel is called frequency selective. For example, if the time
difference between direct path and a reflected path is 1 µs, the path difference is
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3 * 108 * 1 * 10− 6 = 300 m and if frequency used for this channel 1 MHz, the
two signals will constructively combine and if the frequency if 500 kHz, they will
combine destructively. So, for every channel, there is a range of frequency for
which channel response is flat between 3 db points on both sides. This bandwidth is
called channel coherence bandwidth. If the bandwidth used is less than channel
coherence bandwidth, there will be no loss of signal due to frequency selective
fading. For outdoor propagation, normally delay spread is assumed between 1 and
3 µs and for this; the coherence bandwidth is about 450 kHz at 900 MHz band
operation. When there is a relative motion between transmitter and receiver, the
channel profile moves. An average speed of 30 km/h vehicle movement is taken
into consideration in existing technologies. When relative velocity between trans-
mitter and receiver exceeds about 450 km/h, effect of Doppler frequency spread
become appreciable. This leads to the effect of channel coherence time. For most
practical purposes, when transmission is fixed base station oriented, we may ignore
this effect.

Signal to noise ratio (S/N) at the receiver is the most dominant factor. This is
used to calculate effective bandwidth which will be available at S/N threshold using
Shannon Channel limit. S/N is estimated by the transmitter at regular intervals
during active communication for dynamic coding. Channels may be multiplexed by
time division as in GSM, code division as in CDMA or frequency division as in
OFDM. We explain below the data throughputs practically available in these
technologies through several experimentation carried out by the authors, under
different carrier to interference ratio conditions.

3 GSM (GPRS/EDGE)

Mobile communication was introduced for voice in sub GHz band. For GSM-900,
downlink is from 935 to 960 MHz and uplink is from 890 to 915 MHz. The
25 MHz bandwidth is used for transmitter and receiver with 20 MHz band
gap. Each RF channel has 200 kHz bandwidth which works in TDM mode and
provide 8 physical channels through 8 Timeslots. Because, it has low band width,
frequency selective fading is not applicable. For data services, GSM introduced
GPRS service with GMSK modulation and 4 coding schemes viz. CS-1 to CS-4
depending upon S/N value and theoretically achieves 9–21.4 kbps for one timeslot
i.e. channel. If a handset or dongle can use all 8 channels, a top speed of 171 kbps
shall be achievable. In Evolved GPRS or EDGE service, with MCS coding scheme
and 8PSK modulation, helped to generate a top speed of 59.2 Kbps per timeslot and
maximum of 473.6 kbps in 8 time slots or channels. In Evolved EDGE, 16 QAM
and 32 QAM coding scheme were used to enhance data speed up to 1 mbps but not
much commercially successful.

Measurements taken in a very dense city is shown in Fig. 1. In dense cities, the
Transmit stations are placed as close as at 500 m separation. Transmit signal
strengths are adjusted in such a way that signal strength is good everywhere in the
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sector i.e. between −55 and −75 dbm whereas GSM defined threshold is −95 dbm.
C/I in dense city situation is usually not good due to presence of numerous scat-
tering objects. Engineering handset with 4 timeslots were used for the measure-
ment. Throughput at radio link control (RLC) plane with corresponding C/I has
been plotted in the Fig. 1. Irregularity in throughput is observed at values between
7–10 and 15–20 of C/I. They are due to coding scheme change by system at
different C/I in EDGE system. It is observed that a peak value of 120 kbps is
available at 32 dbm C/I for 4 TS structure which can be extrapolated to conclude
that 240 kbps speed can be practically achievable in EDGE system with 8 TS [1].

4 CDMA (EVDO/WCDMA)

For CDMA, downlink is from 869 to 889 MHz and uplink is from 824 to
844 MHz. Thus 20 MHz bandwidth is available in CDMA with 25 MHz band
gap. Each RF channel has 1.25 MHz width which works in Code Division
Multiplexing mode and provides 64/128 code channels. CDMA suffers from fre-
quency selective fading and hence it uses RAKE receiver for receiving six domi-
nant signals through different paths. CDMA introduced 2000 1x which provided
144 kbps top speed per channel in normal mode. A CDMA variant, called
Evolution Voice and Data Optimised (EVDO) was developed with 16 codes to
provide 3.2 Mbps throughput when one complete RF is dedicated for data services.

Figure 2 shows C/I in terms of Ec/Io plot for a cluster of base stations. Mostly
the tests were carried out close to the base stations. C/I varied from −8 to 0 dbm, 0
to 5 dbm and 5 to 10 dbm with respective counts as 1715, 5741 and 2867
respectively.

For data processing, user count was set to 1 to ascertain maximum throughput of
the system. The available data for throughput was averaged in steps of 1 dbm and
corresponding throughput was also averaged. As shown, at minimum average Ec/Io
of −6.195, throughput is 134.21 kbps and at maximum Ec/Io of 11.7325,

Fig. 1 Throughput versus
C/I at RLC plane
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throughput is 1676.545 kbps. Trend line shows an increase of 62.71 kbps per dbm
and 596.2 kbps at zero SINR [2].

Wideband CDMA (WCDMA) has been designed based on IMT 2000 recom-
mendations. It is more popularly known as Third Generation (3G) mobile tech-
nology. This is the most dominant technology from 2000s and till date. It is based
on 5 MHz duplex bandwidth which works in 2000 MHz band. It’s uplink fre-
quency range is 1939–1979 MHz and downlink frequency is 2129–2169 MHz.
This employs up to 512 Walsh codes, however, for data part, it uses a section of
code tree with less number codes. In general, it uses only 16 codes for data and
effectively 15 codes are available for users. Roughly 900 kbps is maximum
throughput specified per code with 64 QAM modulation and up to 5/6 RS codes in
very good environmental conditions.

It uses 6 finger RAKE receiver to accommodate multipath channels. WCDMA
receiver sensitivity is specified as −105 dbm. However, for data, a better
throughput is expected when signal strength is more than −90 dbm. Ec/Io is the
chip power to total interference power from all other codes working in same band
and measured in dbm in absolute scale. Figure 3 above shows the result of Ec/Io
versus throughput in dense city environment. In the experiment, the engineer’s data
set used which was capable of handling 5 codes at a time and hence theoretical
maximum speed it can achieve is 4.5 Mbps under ideal conditions. In the experi-
ment, total about 73,000 data was collected with over 10,000 effective data during
which measurements were taken. Throughout measurements, the Received Signal
code power level was better than −90 dbm and mostly in range of −80 to −70 dbm
throughout. The Fig. 3 shows steady increase of datarate from −15 to −10 dbm, but
it drops from −10 to −5 dbm. The drop may be due to the reason when the test set
is nearer the tower, received power is high, Ec/Io is also high and hence system
wants to move to higher coding and modulation zone but fails resulting in lower

Fig. 2 Throughput versus Ec/Io
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throughput. Peak data rate achieved is 2.5 Mbps whereas theoretical maximum is
4.5 Mbps. In other experiments also, similar behavior of the technology is noticed,
however, the maximum achieved speed is dependent on RSCP where it is found to
be 1239 Mbps at −9 Ec/Io when RSCP was −91 dbm.

5 OFDM (WiMAX/LTE)

Orthogonal Frequency Division Multiplexing (OFDM) technology has 5 MHz
bandwidth which is divided into number of subcarriers e.g. 256/512 etc. This works
similar to multi carrier modulation, each carry one symbol at a time. The gain
obtained is that flat fading is obtained in respect of each sub-carrier. It operates at
different frequencies, but the predominant practical implementations like
Worldwide interoperability for Microwave Access (WiMAX) and Long Term
Evolution (LTE) work respectably in 2600 MHz and 2300 MHz bands respec-
tively. However, multipath introduces Inter Symbol Interference (ISI) which is
mitigated through use of Guard Period at the end of each symbol. Guard period
depends on symbol duration and usually it is 1/8th part of symbol duration. It also
introduces Inter-Carrier Interference (ICI) for which trail part of the signal is fed
back to the leading part of the signal in the guard period of the previous signal. All
these factors make OFDM channel virtually immune from fading and multi-path
effects. UMTS Advanced promises a maximum data speed of 50 Mbps in uplink
and 100 Mbps in downlink direction through use of 8 � 8 MIMO, 64 QAM ½ rate
coding, advanced error correction etc. These have been implemented by IEEE 16 m
recommendation as WiMAX and 3 GPP forum recommendation as LTE for mobile
communication.

Fig. 3 Throughput variation in WCDMA

556 G.C. Manna and B. Jharia



For WiMAX, download data throughput obtained is from 2 transmitters at base
station and single receiver at dongle receiver. Download throughput for 1 � 1
SISO configuration has been considered through a conversion formula using
Shannon Channel capacity for 2 � 1 MIMO and MIMO gain factor for each CINR
value. It is observed from Fig. 4 that in most of the observations, CINR is 20 where
throughput is near 1 Mbps for 90 carriers (1/4 th part of traffic carriers of 5 MHz
allocated bandwidth) due to dongle capacity limitation. A distance of nearly up to
3 kms was considered in the measurement drive [3].

5.1 4G System in Legacy Network

A complex heterogeneous network consisting of 2G, 3G and 4G network are shown
in the Fig. 5. User Equipment (UE) connects to Base Transceiver Station (BTS),
Node B (NB) and evolved Node B (eNB) with respective generations. Base Station
Controller (BSC) used in 2G connects to many BTSs and it divides data and speech
where speech part is send to Mobile switching Centre(MSC) and data part to
Serving Gateway Support Node (SGSN) which works as Router for packet net-
work. Traffic from 3G UE is sent through Radio Network Controller (RNC) and
Media Gateway (MGW) where data and speech are sent through appropriate sig-
naling conversion. Short Message Service Controller (SMSC), Wireless Access
Protocol Gateway (WAP GW) for low speed internet, Service Delivery Platform
(SDP) for miscellaneous audio-video and other services are the user service
equipments of the network. Home Location Register (HLR) keeps all fixed and
dynamic information of each customer in the network in conjunction with Visitor
Location Register (VLR) which normally remains integrated with MSC. SSTP is
versatile Signaling Transfer Point which acts as gateway for speech traffic to
Ethernet network. In Long Term Evolution (LTE)-4G implementation of IMT

Fig. 4 Throughput variation
in OFDM
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Advanced Recommendation, eNB combines the role of NB and RNC. Mobile
Management Entity (MME) plays most important role of keeping track of the
mobile, particularly for managing speech traffic and data traffic. The basis of such
monitoring depends on capability of the UE handset i.e. it can function simulta-
neously with 2G/3G network for speech path and 4G network for datapath OR the
UE can solely depend on 4G network where Voice over LTE (VoLTE) type of
service will be available for speech purpose.

Serving Gateway (S GW) routes traffic to Packet gateway (P-GW) where traffic
is controlled for each user based on directions from Policy Charging and Rules
Function (PCRF) unit. Home Subscription Server (HSS) is the master database for
subscribers which supports IP Multimedia Subsystem (IMS). WiMAX UE or
Dongle provides mainly data services through WiMAX BTS and Access Service
Network Gateway (ASN GW). The user services are verified through
Authentication, Authorization and Accounting (AAA) server and traffic is routed
based on route IP address available from Domain Name Server.

5.2 5G Network and M2M Communications

The need for speed at the wireless backhaul will be an important criterion during
2020 and beyond for which bands above 6 GHz has already been identified by

Fig. 5 Mobile network subsystem architecture
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different countries. This will provide high speed data communication between
devices with low latency requirements. On the other hand, there will be machines
with very low throughput, occasionally transmit and receive with very low but
long-life power supply requirements. These equipments will be of RFID type,
connected through wireless personal area network (WPAN) and connect to a
Gateway (GW). 3GPP uses Machine Type Communication (MTC) Gateway which
connects to a 2G/3G/4G type cellular networks. However, the GWs can also
connect to a WiMAX type of network deploying Wi-Fi type of communication
deploying low power wireless communication type of platform. Legacy networks
may deploy MTC AAA and other support services for effective control of the 5G
service requirements. The servers for 5G shall be connected to back bone network
like other web based services.

6 Conclusion

Through generations of mobile technology, the coding and modulation techniques
were instrumental for providing more bits per Hertz but under no circumstances, it
is possible to enter Shannon Channel limit region. It is now the turn of Multiple
Input Multiple Output (MIMO), fifth Generation (5G) access and cloud eNB
technologies to rule the road of mobile broadband network. Performance of newly
developed technologies and devices for PAN and MTC will decide the strength of
future mobile network.
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Reducing the Cold-User and Cold-Item
Problem in Recommender System
by Reducing the Sparsity of the Sparse
Matrix and Addressing
the Diversity-Accuracy Problem

K.R. Bindu, Rhama Lalgudi Visweswaran, P.C. Sachin,
Kundavai Devi Solai and Soundarya Gunasekaran

Abstract Recommender Systems are a subclass of information filtering systems
that seek to predict the preferences of a user or the preference that a user would give
to an item. The most common problem faced by these systems is the lack of data.
Such a situation leads to a matrix that is extremely sparse thus reducing the
accuracy of prediction. Cold-start problem is one such problem that is faced by the
recommender systems when a new user or a new item enters the system. We are
hoping to reduce the cold-user and the cold-item problem by reducing the sparsity
of the sparse matrix with the help of Iterative Local Least Squares algorithm and a
hybrid of Heat Spreading algorithm and Probability Spreading algorithm.
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1 Introduction

The amount of information that is being retrieved is enormous. We have abundant
information, but we starve for knowledge, the knowledge required to use the
information commercially. The information needs to be processed for it to be
useful. Recommender Systems process the information such that appropriate items
can be recommended for different users. Several approaches have been proposed by
researchers to make useful recommendations to users. Every approach has its own
strengths and weaknesses. Hence hybrid recommenders are used commonly.

Two commonly used recommendation approaches are Collaborative filtering [1]
and Content-based filtering. Collaborative filtering method assumes that users with
similar taste will rate items similarly. The similarity between the target user and
other users are computed and items are recommended.

In case of Content-based filtering, the recommendations made are based on a
comparison between the content of the items and the user profile [2]. In this paper,
when we say Recommender system we are referring to Collaborative filtering based
Recommender systems.

The Recommender system involves a matrix that represents users and their
preferences for items. To provide recommendation for a target user, similarity
between that user and the other users are computed. One of the problems that
Collaborative Filtering based Recommendation systems face is the cold-start
problem, which is having a lack of initial rating for users or items. In this paper we
try to reduce the cold start problem by the sparsity of the sparse matrix [3]. We use
techniques such as heat spread [4], probability spread [4] and iterative local least
squares [5] to dense the sparse matrix that we derive from dataset. We also diversify
the items without compromising the accuracy of the results and hence, bring a
balance between the diversity and accuracy of the recommended items.

2 Proposed Method

Since the recommendation approach we are using in this paper is Collaborative
filtering, we make use of a very simple data. The users, the objects recommended to
the users, relationship of the user and the object and the ratings of each object, o,
given by each user, u, will be used in this method. The relationship of the user and
the object can be mapped into a bipartite graph in which each relationship can be
denoted by the graph’s edge. This graph is represented by an adjacency matrix, a,
object � user where aij is the relationship between ith user and the jth object.

aij ¼ 1; if jth user has rated ith object
0; else

�
ð1Þ
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The ratings matrix, R, also describes the relationship of the user and the object,
however the edge value in the bipartite graph is equal to the ratings given by the
user. i.e. Rij is the rating given to the jth object by the ith user.

Rij ¼ r; if jth user has rated ith object
0; else

�
ð2Þ

Due to the limited data, the adjacency matrix is sparse. For recommendations to
be more accurate, we need it to be dense. We make use of various methods to do the
same.

2.1 Addressing Diversity-Accuracy Issue

As accuracy increases, diversity decreases and vice versa. A balance needs to be
struck between diversity and accuracy. As accuracy increases, the recommendations
becomemore and more relevant. Then the question arises, why do we need to address
diversity? As the system becomes more accurate, it recommends items that are highly
relevant to the user and does not diversify the recommendations, this can result in the
user looking into the same items over and over again. The main purpose of a rec-
ommendation is to introduce the user to the huge market available as well as to please
the user. To do this, recommendations should be diverse. But as the accuracy
decreases, it is difficult to please the user. Hence a perfect balance is required.

First we build an object � object matrix to spread the resource allocated to each
user. To increase the accuracy, this object � object matrix needs to be column
normalized. To increase the diversity of recommendations, the same should be row
normalized. A hybrid of the two can strike a balance in whichever proportion we
need. Each element of this object � object matrix, Wij, is given by

Wij ¼ 1ffiffiffiffiffiffiffi
kikj

p Xu

l¼1

ailajl
kl

ð3Þ

where ki and kj are the number of users who possess object i and j respectively and
kl is the no of object possessed by the lth user. Here we give equal importance to
diversity as well as accuracy. This spread of objects results in resource redistri-
bution. The multiplication of distribution matrix W and ratings matrix R will give a
matrix R′ that is denser than the original matrix R.

2.2 Filling Up the Missing Values

Even though we have processed the ratings matrix R, the pre-processed rating
matrix R′ is still sparse. To fill up the missing values, we find K similar users and
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the average of their ratings is used. Generally, for a total of u users,
ffiffiffi
u

p
similar users

are considered.

K ¼ ffiffiffi
u

p ð4Þ

To find the similarity, we are using the distance measure and compute a user
user similarity matrix. To construct this matrix we take a user � object matrix as
input. I.e. Transpose of R′.

Sim ui; uj
� � ¼

Po
l¼1 ailajlffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2i þ k2j

q ð5Þ

Sim is used to compute K similar users and the missing values of R′T can be filled
up by the row average of these K users. The resultant ratings matrix, Rf is a
user � object matrix which can be used to suggest recommendations.

2.3 Recommendation

We use user-based collaborative filtering to make recommendations in this paper.
User-based collaborative filtering makes use of the similarity between users. This
might sound similar to the previous method, iterative local least squares; however,
this method is different. The user-based collaborative filtering makes use of cosine
similarity between users. The cosine similarity between two users Ui and Uj is given
by

Sim ui; uj
� � ¼ cos h ¼ ui � uj

juij � jujj ð6Þ

To find the recommendation for the given user Ui we find top k similar users,
from the top k users we find the frequency of occurrences. To find the frequency we
consider only those recommendations whose value exceeds a certain threshold
t. Based on the highest frequencies we make the recommendations. Here we take
k as 3 and t also as 3.

3 Evaluation Metrics

In many instances, recommendation systems recommend the items to the user that
they may use instead of predicting the rating of those items. Some of the evaluation
methods that we have adopted from the literature, for recommendation quality
measures are as follows.
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3.1 Recall

recall ¼ j relevantitemsf g\ retrieveditemsf gj
relevantitemsf gj j ð7Þ

The recall rates vary differently for different datasets. It should be noted that the
Restaurant dataset [6] and the Music dataset [7] follow a similar trend of decreasing
initially and then increasing. However, the final value remains lower than the initial
value (Fig. 1).

3.2 Precision

precision ¼ j relevantitemsf g\ retrieveditemsf gj
retrieveditemsf gj j ð8Þ

The overall precision has increased for Restaurant dataset [6] and Music dataset
[7]. And has reduced drastically for theMovielens dataset [8]. It should also be noted
that a continuous increase in precision is only in the Music dataset [7] (Fig. 2).

3.3 F-Measure

Fmeasure ¼ 2 � precision � recall
precisionþ recall

ð9Þ

Fig. 1 Recall rates at different steps, for the datasets taken
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High recall implies that our system returned most of the relevant items whereas
high precision means more relevant items than irrelevant. In our system we have
computed the F-measure [9] by giving equal weightage to both precision and recall.
If we want measure the system’s exactness, we have to give higher weightage for
precision. However, if we want to measure the system’s completeness, we have to
give higher weightage for the recall. Here, we are trying to bring a balance between
both precision and recall through our method, hence have given an equal weightage
(Fig. 3).

Fig. 2 Precision rates at different steps, for the datasets taken

Fig. 3 F-measure at different steps, for the datasets taken
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3.4 Sparseness

There is a decrease in the sparseness for all the three datasets. Even though the
Restaurant dataset [6] shows a slow decrease in sparseness, there is a huge
improvement for the other two datasets. It should also be noted that the Restaurant
dataset [6] has the highest sparsity (Fig. 4).

4 Results

The proposed method has been demonstrated on 3 different datasets and has been
evaluated. The Movielens dataset [8] consists of 100,000 ratings (1–5) from 943
users on 1682 movies. A part of Kaggle Song dataset [7] where 5019 users have
rated 23 songs. Finally, the Entrée Chicago Recommendation data dataset [6] 138
users rating on 2550 restaurants.

The performance of the proposed method depends on the sparseness of the initial
data which includes the number of cold-users and the number of cold-items. The
dataset with larger number of cold-items (Movielens [8]) has resulted in lower
F-measure and the dataset with the lesser number of cold-items (Restaurant [6]) has
resulted in a higher F-measure.

5 Illustration of the Proposed Method

See Table 1.

Fig. 4 Sparsity at different steps, for the datasets taken
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Table 1 An example using a sample matrix that has a cold-user and a cold-item
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6 Related Works

Recommender systems have been an important research area since the mid-1990s
and have been attracting e-commerce companies like Amazon, Netflix to enter the
scenario. The recommender systems, with time, have improved in terms of accuracy
and efficiency. However one of the main problems still remains: the cold-start
problem. To solve this issue some of the authors ask a series of questions to the new
user so that a study of the user taste can be done based on the answers given by the
user. However this is a tedious activity for the users and causes them displeasure.
Some other authors have proposed using social data from social networking sites
[10]. SNA (Social Network Analysis) is one of the methods that can make use of
such social data and hence to an extent reduce cold-start problem.

One such method uses Foursquare API [11]: a location based social networking
website to enable the generation of recommendations [12]. Few other methods are,
using latent factor models that maps users and items into a dense and reduced latent
space. It captures their most salient features. Some of models include probabilistic
latent semantic analysis (PLSA), [13] principal component analysis (PCA) [14] and
singular vector decomposition [15]. However, the main disadvantages are that the
learned latent space is not easy to interpret and many latent factor models depend on
other users, which may be lacking in case of sparse dataset. In recent works variant
of Latent-Dirichlet allocation was used for making recommendations [16].

7 Conclusion and Future Work

This paper intends to reduce the cold-start problem of recommender systems by
addressing the sparse data. However, this method does not completely eliminate the
same. The cold-item problem can be further reduced by making use of the detailed
information relating to each item and thus can easily classify the item.
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Differential Voltage Controlled Ring
Oscillators—A Review

Tripti Kackar, Shruti Suman and P.K. Ghosh

Abstract The differential ring voltage controlled oscillator (DRVCO) is a key
component in various fields of communication and transmission systems with
increased modularity and excellent controllability. This paper analyzes the different
DRVCOs cell topologies and their performance have been interpreted in terms of
frequency range, power consumption, phase noise and technology used, which
allows the designers to opt the most suitable differential ring VCO for specific
applications.

Keywords Voltage controlled oscillator (VCO) � Differential voltage controlled
ring oscillator (DVCRO) � Delay stages

1 Introduction

Voltage controlled oscillator (VCO) is an essential block of electronic systems in
which output frequency is linearly varied by input control voltage. The major
applications of VCOs are optical transmission, clock generation, radio frequency
integrated devices (RFID) transponders [1] and data recovery circuits and also in
medical domains [2]. CMOS based ring VCOs are widely used as they have high
tuning range. The design of circuits with enhanced speed, power and larger
bandwidth is one of the greatest challenges for designers today. To successfully
deal with it, the best choice is a ring VCO, because it generates multiple phases.
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The odd number of stages is connected such that the output of last stage is fed
back to the input of first stage. In order to have sustained oscillations, it must satisfy
necessary conditions i.e. the total phase shift around the loop must be 360° and the
loop gain must be equal to unity as stated by Barkhausen. The advanced demands
of VCO circuits comprise miniaturization, less power dissipation and lower phase
noise. The frequency of oscillations for N stages can be given by Eq. (1) [3]:

fosc ¼ 1
2Ntd

ð1Þ

where N is the total number of stages in a ring oscillator and td is the delay at each
stage given by td ¼ Ceq � Req. In general, VCOs has output frequency as an
function of applied control voltage which can be given by Eq. (2) [4]:

fout ¼ Fo þKVCOVCtrl ð2Þ

where Fo is the frequency of oscillations of VCO, KVCO is the gain of the VCO
which checks variation over control voltage VCtrlð Þ which is input to the VCO
determining it’s operating frequency. The ring VCOs can be categorised as single
ended and differential configurations [5].

Figures 1 and 2 shows the simplified cascaded structures in ring form of basic
types of VCOs for N number of stages. The differential ring oscillators are
advantageous as they reject common mode noise and avoid usage of bypass and
coupling capacitors together with high gain stability at high frequencies. Although
single ended configurations consumes less area but are less efficient in terms of
noise. The odd numbers of stages are well suited for single ended oscillators and
will always oscillate whereas differential configurations can have both odd as well
as even number stages. The differential configurations with even number of stages
are useful for generating quadrature or multiphase outputs [6].

The objective of this paper is to analyze the records on differential VCOs using
delay stage of each oscillator circuit. The remaining paper is categorized as:

Fig. 1 Single ended ring
VCO

Fig. 2 Differential ring VCO
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Section 2 focuses on fundamental basics of DVCRO. The improved versions of
differential delay cells and results are summarized in Sect. 3. Section 4 finally gives
future scope and conclusions.

2 Differential Voltage Controlled Ring Oscillator

The differential ring VCO in semiconductor industries is extensively used for all
integrated circuit applications in differential mode of operation. The circuit
designing is done generally based on ring oscillator topology with inverting and
non-inverting stages which is helpful for low power consumption and closed loop
structure with positive feedback enhances the speed of the design.

The schematic of conventional delay cell is shown in Fig. 3. Each delay stage
comprises of two transistors as a load M1 and M2, two input transistors M3 and M4
and one current source transistor M5 is added at the tail. This delay cell network
fails to satisfy the oscillations criterion at two stages due to hindered stability
conditions and insufficient gain observed which is thereby, overcome with the help
of positive feedback.

3 Different Delay Stages for Differential Voltage
Controlled Ring Oscillator

There are several methods by which differential VCOs can be designed. The design
perspectives are implemented in relevance with fundamental parameters. Few of the
differential voltage controlled ring oscillators delay stages are briefly discussed as
follows:

Fig. 3 Conventional delay
cell for DRVCO
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3.1 High Speed and Low Power Delay Cell

With the help of CMOS technology, the delay cell technique [7] gives wider band
of frequencies for operation but also allows larger gain, linearity, spectral purity of
signal in compensation with power and noise due to glitches and switching at the
circuit nodes. The VCO is designed using fast slewing saturated differential delay
cell [8] gives fast rise and fall times and leads to full switching operation. The
average noise power Pn for any random process is expressed in Eq. (3):

Pn ¼ lim
T!1

1
T

ZT=2
�T=2

v2n tð Þ:dt ð3Þ

where Vn is the noise voltage given by v2nðtÞ ¼ 4KTR. Here, K is the Boltzmann’s
constant, R is the resistance value and T is switching on time for each cycle which
is defined in Eq. (4) as,

T ¼ CLVDD

I
ð4Þ

Here, CL is the load capacitance at the output of each node, VDD is the power
supply voltage and I is the current in the device during operation. Hence, funda-
mental noise analysis done for ring oscillator yields average noise power as the
function of time constant, delay at each stage and oscillation frequency.

The four-input differential delay cell is shown in Fig. 4. Firstly M9 and M10
forms differential input block, then pair of load transistors M2 and M3 forms latch
block. Now the transistors M6 and M7 which is a controlled circuitry for CMOS
latch stage to strengthen it resulting in decreases delay time. The acceleration block
with transistors M1 and M4 are added to the load so as to generate negative skewed

Fig. 4 Delay cell for high speed DRVCO
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signal which precharges the output nodes which ensures fast operation. This
arrangement reduces rise time of the output as well as phase and supply noise.
Similarly, transistors M5 and M8 NMOS are added to pre-discharge the output
nodes decreasing fall time and achieves higher oscillation frequency, also hinders
the frequency limitation problem.

The NMOS transistors provide positive feedback and sufficient delay to
accomplish oscillatory criteria as shown in Fig. 5 [9]. The circuit can be best suited
for optical communications applications as it exhibit good transient stability as
shown in Eq. (5) and superior characteristics.

H s ¼ jxð Þ � � Go

1þ S
xo

� � � gm1R

1� gm2R
ð5Þ

where xo is the frequency at the pole, Go is the open loop gain of the cell, gm1 and
gm2 are the transconductance of transistor M1–M4 and M2–M3 respectively and R
is the resistance of the symmetric load. The measured phase noise at 1 MHz offset
is −141 decibels per hertz.

3.2 Low Noise Multiloop Delay Cell

In order to achieve the maximum desired frequency, the multiloop architecture
using coarse and fine controls is reported in [10] as shown in Fig. 6. This can be
done by adjusting positive feedback cross coupled pair of NMOS transistors M9
and M10. The phase noise and power spectral functions are determined using
impulse sensitive function (ISF) and noise modulation functions (NMF). By
varying the load PMOS using gate voltage of transistors M3 and M4 in ratio of M3
and M4 coarse tuning by control terminal Vc can be done and by changing the
current in transistor M11 of latch network fine tuning using control VF can be
obtained. According to the linear time invariant theory, the phase noise can be
closely stated as in Eq. (6) [11]:

Fig. 5 Delay cell for low
power DRVCO
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L Dxð Þ ¼ 10 log
2KTF
p

1þ xo

2QDx

� �2
 !

1þ Dx1=f 3
Dxj j

� �" #
ð6Þ

where K is the Boltzmann’s constant having value 1.38 � 10−23 J/K, P is the
average signal power dissipated, T is the absolute temperature, F is fitting parameter
for figure of noise, Dx1=f 3 is corner angular frequency between 1=f3 and 1=f2
components of flicker noise and Q is quality function of the oscillator which is
expressed as given by Eq. (7):

Q ¼ fo
2Df�3db

ð7Þ

When Q increases due to decrease in −3 db bandwidth represented by Df�3db

results in sharpening of the peak in magnitude response. The measured phase noise
at 1 MHz offset is −103.4 decibels per hertz.

3.3 Wide Bandwidth and Pseudo Differential Delay Cell

The day by day rise in demands for higher spectrum of frequencies allows devisers
to explore new methods for adjusting the range requirements of the DVCRO sys-
tems. This delay cell as referred in [12] proposes a method for increasing the
frequency of the CMOS ring VCOs. The approach of delay cell was implemented in
which diode connected load M1 and M4 is used in differential pair in order to have
large output swings as shown in Fig. 7. A control voltage VCtrlð Þ is applied such
that it adjust the frequency of the oscillator by regulating the current in the transistor
M7.

In pseudo differential delay cell [13] as shown in Fig. 8, input to the cell is given
through CMOS differential push pull inverter. It also avoids the need of common

Fig. 6 Delay cell for low noise multiloop DRVCO
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tail transistor as a current source and gives fine frequency range. The operating
frequency is obtained obtained as given by Eq. (8):

Fosc ¼
ffiffiffi
3

p

2P
Rk � gmp2
� �

CT
¼

ffiffiffi
3

p

4p
gmn1 þ gmp1
� �

CT
ð8Þ

where gm the transconductance parameter of transistors for NMOS and PMOS, CT

is the total capacitance at the output node and Rk is the resistance due to channel
length modulation CLM effect. The delay cell design determining the best possible
configuration for the ring oscillators having the least power consumption and
precise delay with lesser sensitivity to the variations in the temperature and supply
voltage for frequencies of GHz along with higher figure of merit. These Systems
also realized with RFID transponders, WSN and 802.11 protocols thereby signify
maximum data rate transfers at high speed process. The measured phase noise at
1 MHz offset is −162.4 decibels per hertz.

The results of different differential ring VCOs cells at different technology are
shown in Table 1.

Fig. 7 Delay cell for wide
bandwidth DRVCO

Fig. 8 Pseudo differential
delay cell for DRVCO
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4 Conclusions

The review of various differential ring VCOs delay stages has been presented in this
paper, and finally concluded that the with the advancement in technology, there
would always be the explosive requirement of efficient system devices in respect to
the desired results, with tradeoffs between transistor sizing, frequency, speed, delay
and power consumption of the circuits. The multiple feedback architectures are
useful for low noise characteristics and maximum signal swings. The differential
stages along with saturated load are providing the useful characteristics in terms of
maximum frequency and low output phase noise. These characteristics of differ-
ential VCOs are explored when used at high frequencies at low power supply
applications.
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An Advanced Web-Based Bilingual
Domain Independent Interface
to Database Using Machine Learning
Approach

Zorawar Virk and Mohit Dua

Abstract Interface to Database is basically a system which is designed on the basis
of Natural Languages. These type of Interfaces to Database form a stepping stone in
the fields of Intelligence, Medical Science, Database Mining, Search Engines etc.
The paper proposes a system namely an Advanced Web-based bilingual Domain
Independent Interface to Database using Machine Learning approach that takes
punjabi and hindi language as the input. Some of the main features that have been
incorporated into the developed system are domain independency, bilingual
approach and a user friendly web interface. Also important features such as
acceptance of queries with spelling mistakes, multiword keywords along with other
functions like the auto complete function have been introduced. Hence the main
objective is to make the system more user friendly, efficient along with increasing
its scope without compromising on complexity.

Keywords Natural language interface � Information retrieval � Mining of
database � Domain independent � Machine learning

1 Introduction

With the ever rising growth in the volume of data that is being generated every
hour, the area of digitizing the information or storing of the information in data-
bases are gaining prime importance. As a result, organization or institutions that
provide services like storing of the information and other services related with it
need a mechanism for providing an easy access to the database. A normal person
without the knowledge of query language is unable to access this information. Due
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to this an interface to these databases needs to be designed in the natural languages
itself so as to facilitate the access to such kind of stored information among a large
number of people. The given system consists of an interface that has been devel-
oped for Punjabi as well as Hindi Language. The input natural language query will
be transformed into an SQL query and then executed on the database. The results
will be given in the natural language that was used for input itself. This system does
data matching based on the concept of similarity functions which leads to an
increase in the hit rate thereby increasing the overall performance as well as
accuracy of the entire system.

The major problem that haunts these type of interfaces is the data mining
problem. This problem deals with the accurate and efficient retrieval of only the
useful entities out of a large raw data present in the database. Therefore the prime
motive behind this paper is to implement a Interface for databases making use of
Punjabi as well as Hindi as the Natural Language.

2 Related Work

Natural Language Interfaces to Databases (NLIDBs) prototype had appeared in late
sixties and early seventies. Since then a number of systems have been developed.
Here, we discuss some of them with their feature and techniques which we have
incorporated in this system. LUNAR system was introduced in 1971 and answers
the questions about samples of rocks brought back from the moon [1]. LUNAR
system comprised of the two databases, one database was for the chemical analysis
and other one was for the literature references. LUNAR system had an impressive
performance. It neatly managed to handle about 90 % of the requests by the users
without any error [1]. JANUS was a kind of a system that had the ability to interface
to multiple systems (databases, expert system and graphics device) [2].

Dua et al. [3] presented a detailed overview about the various state of the art
NLIDB systems developed in the last four decades. The article reviewed all the
merits and demerits of various architectures used to implement the interface to
database. Khalid et al. [4] described QA system where help of the information
extraction module was taken to make the training data of classifier and this system
was designed keeping in view only the English language. English Language Front
(ELF) system [5] is like many other commercial systems, claims a rather good
performance. The system reads the schema of the database and then creates a set of
rules that are used during semantic parsing, when the natural language input is
converted into SQL query for the relational database system.

Llopis et al. [6] discussed and classified various issues involved in making NL
interfaces accessible to everyone. One of the latest addition to this area is the
DHIRD [7] system. This system is designed for accepting queries in both English as
well as the Hindi language. Stanford parser [8] for English language and Hindi
Shallow parser [9] for Hindi were used respectively.
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3 Proposed Work

The natural language query is processed by this system and finally converted to an
SQL query whose execution returns the answer to the given query in the input
language itself. The database where the answers are searched is in tabular form and
has its data values in Hindi, Punjabi with their corresponding field names in
English. This system analyses the input query and uses Machine learning to predict
the labels T, AF and QF, where T is the name of the table, AF is the Query Answer
Field and QF is the Query Question Field. The final SQL query is constructed as:

Select AF from T where condition (QF)

3.1 Phases in Machine Learning

Machine Learning concept used in for the developed system has been categorized
under two categories namely the Training phase and the Testing phase. In the
training phase we train the classifier in the following manner which is shown below
in Table 1. For a given question, SQL query is manually generated for it and
mapped to one of the possible permutation of select, from and where classes. Also a
feature vector space matrix for the same question is generated by using the entity
detection and feature extractor. In this way, a training set for classifier is generated.
Once the classifier is trained using the given set of questions, then the testing of it is
done to check out how accurate are the results.

Under the testing phase, the trained classifier is put to use to check the efficiency
of answer searching capability of classifier for a given query. The question is tagged
using Hindi/Punjabi part of speech (POS) tagger. The tagged input is then fed to the
feature extractor that extracts features out of it. These features provide meaning to
the question in a language understandable by the classifier. The features used are
shown in Table 1.

The feature vector is then provided as an input to the classifier that generates the
one of the permutation of select, from and where classes i.e. table look-up labels.

Table 1 Example of feature extraction table

Qword Kab/Kya/Kiska/Kahan/Kaun etc.

Qnouns First three nouns of the question

Qverb First verb in the question

QAdjective First adjective in the question

QConjuncts First preposition/subordinating in the question

QCompounds First XC tag in the question

Quantifiers Last quantifier in the question (kama (less), jyAdA (more), bahuwa (lots), etc.)

Cardinal Last cardinal number in the question

Frequency Number of special symbols like $, %, quotes etc.
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By using these labels, the SQL query is generated. Finally, designed NLIDB
retrieves the query result from database using the query and provides the output to
the user.

4 Architecture of the Implemented System

The architecture of the implemented system consists of 5 main modules namely
Language Identification module, Lexical and Syntactic module, Domain Identifier
module, Query Decoder module, Query Executor module along with the Domain
databases and Train database which is used for the training of the given system. The
architecture has been given in Fig. 1 along with the detailed explanation of the
different modules.

Fig. 1 Architecture of developed system
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4.1 Language Identification

In the Language Identification phase, user is given the option to choose the lan-
guage with which it is going to implement the system. Language here refers to the
natural language in which the user wants to proceed for input of the query so that
the database as well as the DBMS, WordNet are taken into consideration accord-
ingly. The two natural languages with which the system has been implemented are
Hindi and the Punjabi language.

4.2 Lexical and Syntactic Module

Lexical and Syntactic module is responsible for all the tasks related to prepro-
cessing of the query, semantic analyzing are dealt in the module. This module
further has three components namely Lexical Analysis, Standard Parser and
Semantic Interpreter. The work of lexical analysis is to break the query into dif-
ferent useful tokens. Parsing of the input query and generation of the syntax tree is
done by the standard parser. The output of the parser acts as input to the semantic
interpreter where discarding of all the useless tokens takes place. Matching of the
useful tokens with their corresponding English word is also performed by the
semantic interpreter.

4.3 Domain Identifier Module

Domain Identifier module is responsible for the selection of the database. This
selection of the database is done automatically based on the tokens, keywords,
fields name that appear in the query that has been input by the user. The output of
the database module is then sent to the domain dictionary generator which based on
the input from the language identification phase and the domain identifier module is
responsible for the fetching of the correct data or information from the given
domain in the selected language. Synonym word list, DBMS depend on the crucial
information that is passed by the domain dictionary generator.

4.4 Query Decoder Module

Query Decoder Module is responsible for the translation of the natural language
now domain dependent query tokens received from the lexical and syntactic module
through the domain dictionary generator phase into the formal SQL query. The
query translator module consists of Entity Extraction phase, Feature Matrix
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Construction phase, Text Classification phase, Formal Query Translator phase.
Here, Entity Extraction phase deals with the detection of the Known Words that are
also called the Entities. These are the entities that are known or common to the
database. This phase helps in determining the important words or entities using
which the query can be generated.

In feature matrix construction phase a vector space feature matrix is constructed
based on arranging the entities under the respective categories using the threshold
value. In the text classification phase, the matrix so designed is compared with the
training data set. Classification is done using the matrix along with the concept of
K-Nearest Neighbors (KNN) Algorithm [10]. This is done so as to find the possible
closest match of the entities to the queries. After the text classification phase comes
the formal query translator phase which is responsible for creation of a formal
language query with all the information that has been gathered till now.

4.5 Query Executor Module

Query Executor Module is responsible for executing the query that has been passed
by the formal query translator phase on the database as well as also for the correct
display of the information or the results in the natural language that was selected
before the query was given as the input. This module also deals with the estab-
lishing of the required connections using the connection manager.

5 Implementation and Results

Selection of the language in which the user wants to enter the query is to be done by
the user itself. For selection of the language a user interface with a drop down menu
has been provided. The language selection phase is shown in Fig. 2.

After the language has been selected then comes the main interface where the
user enters the query in the query input field. The entered query is first converted
into proper SQL format query on click of the convert button. Then the query is
executed when the user clicks on the Execute button and the result is displayed.
This has been shown with the help of an example.

Successful queries field is present which displays the list of all the queries that
have been successfully tested. A view of the interface has been illustrated in Fig. 3.

Some of the queries in punjabi and hindi language for different database domains
have been given in the Table 2.
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Fig. 2 Language selection menu

Fig. 3 Punjabi language input interface
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6 Conclusion

The paper, An Advanced Web-Based Bilingual Domain Independent Interface To
Database Using Machine Learning Approach discusses the implementation of a
advanced interface that inculcates the characteristics of being domain independent.
The implemented system is bilingual in nature incorporating Hindi as well as the
Punjabi language along with the use of machine learning approach. The depen-
dency of the system on machine learning approach for the training as well as the
testing phases has greatly increased the performance and the efficiency of the
system. The Smith Waterman [11] similarity function has been used to increase the
matching efficiency. This has proved to be very effective due to which the input
query can be written in different patterns. The problems such as multiword key-
word, spelling mistakes where the system didn’t work have been successfully
resolved by the use of similarity function.

Web based graphical user interface along with other functionalities such as auto
complete feature, storing of the previously successfully run queries have been
added so to make the designed system more user friendly.

Table 2 Examples of tested queries
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Comparison of ABC Framework
with AHP, Wiegers Method, Cost-Value,
Priority Groups for Requirements
Prioritization

Sita Devulapalli, O.R.S. Rao and Akhil Khare

Abstract ABC framework for requirements prioritization for software products
development proposed by the author is compared with some of the well known
methods in the literature—AHP, Cost-Value method, Wiegers method and Priority
Groups. Simplicity, Scalability, Closeness to Practical development, Amenability to
Change Management and Release Planning, Ability to Visualize Prioritization are
considered for comparison.

Keywords ABC framework � Requirements prioritization � Multi-level frame-
work � Software product development � Comparison

1 Introduction

Significant Research and empirical studies have taken place in the area of
requirements prioritization [1]. Methods have evolved for prioritizing requirements
based on different parameters—Value and Cost being prominent among them.
Analytical Hierarchy Process—AHP [2] is based on pair wise comparison of
requirements relative to each other on a scale at successive levels of hierarchy.

Cost-Value approach by Karlsson [3] takes the cost of implementation and value
of requirements into consideration in pair wise comparison. Wiegers method [4]
proposes risk weighted cost/value ratio for determining priority. Priority Groups
method categorizes requirements based on ranking different parameters—mostly
importance of requirements, and are put in groups.
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Davis advises simplifying the process and advises Triage at successive levels,
taking into account market realities [5]. Industry specific studies for software
products meeting certain specific base parameters seem to have been very few [6].
This makes the conclusions and comparisons difficult to be applicable or reliable.
Comparison of some of the methods for quality requirements is taken up by
Karlsson [7].

ABC Framework [8] has been proposed by the author reflecting the practical
aspects of the software development. The proposed framework takes into account
different parameters considered during the course of “software in making” and links
the prioritization to development process, release planning, change management,
quality management. The paper looks at Priority grouping, Cost-Value method,
Wiegers method and AHP and in comparison analyses the benefits of ABC
Framework.

Brief description of the methods—AHP, Cost-Value, Priority Grouping, and
Wiegers method is provided in Sect. 2. Section 3 describes ABC Framework.
Comparison basis and merits are discussed in Sect. 4. Comparison is summarized in
Sect. 5.

2 Requirements Prioritization Methods for Comparison

Laura Lehtola [9] puts prioritization approaches roughly into two categories—
methods based on giving values to different factors of requirements and negotiation
approaches. The methods based category is further subdivided into two subcate-
gories, one with methods which process each requirement uniquely and the other
with methods based on comparisons. Wiegers method, Priority grouping fit in first
category and AHP, Karlsson’s cost value pair wise comparison falls into second
category. ABC falls in the second category.

2.1 AHP

Analytical Hierarchy Process (AHP) of Saaty [2] is a multi criteria decision making
approach in which factors are arranged in a hierarchical structure that flows from
overall goal to criteria to sub criteria and alternatives in successive levels. Hierarchy
is expected to provide overview of the problem space and enable decision maker
compare homogeneous elements in each level. Karlsson [3] illustrates using AHP
for decision making that involves 4 steps for evaluating requirements using the
criterion of value. A scale as defined by Saaty is used for pair wise comparison of
the requirements—1, 3, 5, 7, 9 corresponding to equal value, slightly more value,
strong value, very strong value and extreme value respectively. 2, 4, 6, 8 provide
intermediate values when compromise is needed. In pair wise comparisons,
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reciprocal of assigned number of one requirement becomes the priority for the
pair’s other requirement.

For each criterion AHP’s pair wise comparisons result in n(n − 1)/2 compar-
isons for n requirements. Assuming 4 requirements, Step 1 involves forming 4 � 4
matrix for pair wise comparison. Step 2 involves comparing each requirement with
other one using the scale values. Step 3 involves deriving the priority matrix, which
are Eigen values of the matrix arrived at by using averaging over normalized
columns. Relative value is assigned to requirements based on the priority.

For 4 requirements and one criteria, there will be 4 * 3/2 = 6 comparisons
needed. If the number of criteria is 2, the number of comparisons will be
2 * 6 = 12. For n requirements and c criteria the comparisons will be c * n(n − 1)/
2. Then a step to correlate or combine the priorities across the criteria for a com-
bined priority for each requirement to be arrived at. Estimating relative importance
for each requirement in comparison with another one in the set is done using the
scale. With different criteria at different levels, relative estimation on these criteria is
required.

2.2 Cost Value

Karlsson and Ryan [3] proposed using implementation Cost and Value as the high
level factors for requirements’ pair-wise comparison as in AHP. Both Cost and
Value based relative priorities for the requirements are arrived at as illustrated
above and are plotted in a cost-value diagram, which can be used as a conceptual
map for identifying requirements to be taken up for implementation. This infor-
mation can also be utilized for strategizing release plan, according to Karlsson and
Ryan. Here c is 2, hence the comparisons required for the 4 requirements will be
2 * 6 = 12. For n requirements the comparisons will be 2 * n(n − 1)/2 = n(n − 1).

2.3 Priority Grouping

In this method requirements are not compared to each other based on a criteria, but
are grouped into either three—low, medium, high priority groups/essential/
conditional/optional groups or four—most needed, good to have, ok to have and
not to have—priority groups based on importance of requirements. Each group can
further be grouped within, to arrive at finer clusters of requirements. And this
sub-classification can extend and form a hierarchy of levels. Whether the criteria at
each level will be importance, which can be a combination of different criteria
pre-determined or the criteria can be different for sub-grouping is not explicitly
discussed in literature.
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Taking the same 4 requirements, the number of decisions to be made will be 4—
to decide which group the requirement will go to, for a single level grouping. For n
requirements the decisions will be n. If successive grouping is done, the decisions
would be n * c for c number of successive groupings. The decision making in
classifying into groups is subjective in this method.

2.4 Wiegers Method

Wiegers semi quantitative, analytical approach distributes a set of estimated pri-
orities across a continuum rather than grouping them into a few priority levels. Risk
adjusted value/cost ratio is used to determine priority in this method. A features
attractiveness is directly proportional to the value it provides and inversely pro-
portional to its cost and technical risk of implementation. Wieger suggests applying
this method to only negotiable features and not to core business functions or
requirements that require compliance with Government regulations. Priority is
calculated as value%/(cost% * cost weight + risk% * risk weight), where value is
a weighted combination of value to customer and penalty of not implementing the
requirement.

Since there are 4 criteria—value, penalty, cost, risk, to be estimated on a scale of
1 to 9, for 4 requirements, we will need 4 * 4 = 16 decisions to be made at the
initial level. For n requirements, the decisions needed are n * 4. The requirements
can be analyzed at subsequent levels for increased granularity. For c levels, the
decisions required would be n * c * 4. Wieger indicates the method is not math-
ematically rigorous and is limited by the ability to estimate the 4 parameters for
each requirement and suggests it should be used as a guideline to make trade-off
decisions But this is the same limitation for all the methods using a scale to estimate
on different criteria. Wieger points that the method can become unwieldy beyond
several dozens of requirements and suggests initial and sub-lists analysis for ease of
prioritization.

In this method Value includes the −ve value or penalty for not implementing.
Cost is expected to take into account existing modules benefit, risk includes
impacts.

2.5 ABC Framework

The Framework [8] is defined as 5 sets based on most used parameters in the
sequence of priority determination. Each set is defined by three classes/bins defined
by % value of the respective set parameters. Requirements are grouped into the
classes in the sets in the process of prioritization. Prioritization sets—S1 to S5 and
classes/bins—A, B, C within are described in Table 1.
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When all sets are used for classification, 243 bins of requirements are formed.
Based on the constraints and release theme, the bins can be selected in the order of
preference for the releases. Requirements can be associated with their class mem-
bership at each level and a macro priority can be associated as well by associating
weights to classes at each level and/or weights to each of the sets as illustrated by
the author in [9]. With the unique numbering scheme, priority sequences can be
generated for the requirements, based on class association in each set which help in
visualizing basis of prioritization through the development process and visualizing
requirements change implications. Tables 2, 3 illustrate the macro priorities and
number sequences based on ABC framework for 3 requirements.

Table 1 Framework—sets, classes

Sets Classes/Bins—A, B, C

S1. Business Value(BV) in conjunction with Customer Base (CB) A: 20 % of CB with
70 % BV

B: 30 % of CB with
25 % BV

C: 50 % of CB with
5 % BV

S2. Requirements Applicability with respect to product, where UW:
User Interface, BI: Business Logic, CP: Core

A: 70 % UW, 30 % BI,
0 % CP

B: 50 % UW, 40 % BI,
10 % CP

C: 30 % UW, 50 % BI,
20 % CP

S3. Implementation Cost, where MI: Marginal Implementation, NI:
New Implementation, IR: Impact Recovery.

A: 70 % MI, 25 % NI,
5 % IR

B: 50 % MI, 40 % NI,
10 % IR

C: 30 % MI, 50 % NI,
20 % IR

S4. Time Requirement, where L: 8–16 person weeks, M: 4–8
person weeks, S: 2–4 person weeks

A: 10 % L, 20 % M,
70 % S

B: 15 % L, 25 %M,
60 %S

C: 20 % L, 30 % M,
50 % S

S5. Resource Requirement, where RC: Core aware, RI: Industry
aware, RT: Technology aware

A: 10 % RC, 20 % RI,
70 % RT

B: 15 % RC, 25 % RI,
60 % RT

C:20 % RC, 30 % RI,
50 % RT
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3 ABC Framework Comparison with Other Methods

For the 4 requirements ABC framework would require 4 * 5 = 20 decisions to be
made, with all 5 sets utilized. For each set the number of decisions is same as in
priority grouping that is 4. For n requirements the number of decisions will be
n * 5.

ABC Framework adapts the idea of hierarchical structure of layers of AHP
relevant to the problem space of software product development for requirements
prioritization. The framework takes into account different aspects—business value,
nature of implementation, and cost of implementation, including impacts, time
needs and resource needs—encountered in the product development flow in a
structured way and in a sequence of layers. The class boundaries are defined for
intuitive decision making, and are adaptable to specific projects. The criteria
encompass short term and long term benefit, cost aspects. Requirements prioriti-
zation is invariably linked to cost of development and benefit to be achieved in most
of the methods proposed for prioritization. In general the cost factor is considered to
the extent of time taken to develop or resources cost. Business value is normally
understood to the extent of immediate revenue. Wieger included penalty of not
implementing in value. Karlsson’s cost-value are to be estimated a priori.
Considering the “other than software world” projects and cost and benefit analysis
done for taking up projects—Business value encompasses present value of future
returns, indirect benefits, return on investment periods. The costs involve not just
development costs, but also opportunity costs and impact costs. Wieger included
impact costs in risk parameter.

Table 2 Priority values with class (A-3/3, B2/3, C-1/3) and set weights

Requirements S1-5/5 S2-4/5 S3-3/5 S4-2/5 S5-1/5 Pm

R1 A A B A A (5 * 4 * 3 * 2 * 1/55) * 34 * 2/35

(or 0.0256)

R2 B B C C B (5 * 4 * 3 * 2 * 1/55) * 23/35

(or 0.001264)

R3 C C C B C (5 * 4 * 3 * 2 * 1/55) * 14 * 2/35

(or 0.000316)

Table 3 Unique priority
sequences

Requirements S1 S2 S3 S4 S5 Priority
sequence

R1 0 0 0 0 0 00000

R2 1 0 0 1 2 10012

R3 2 1 0 2 1 21021
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ABC Framework does not pick up the AHP’s scale or method of priority cal-
culation. Typically Software requirements prioritization does not start or stop at one
time or in one step. The prioritization of what will finally get into the product
release goes through levels of decision making considering different aspects. Trying
to club all the aspects into one or two parameters or trying to prioritize at one time
considering all aspects generally results in suboptimal or not so well understood
prioritization. The uncertainties in the input decision making related to determi-
nation of values of criteria or related to relative comparison, the author feels
mathematical rigor is not warranted for determination of priorities. The classifica-
tion is more akin to priority grouping at each level. ABC framework can be mapped
to priority grouping with different criteria adopted at each level of hierarchy, which
are not necessarily sub groups.

In Priority grouping, the grouping of high, medium, low is a subjective judg-
ment. Same is the case with AHP scale, where scale values for comparison are
subjective; ABC Framework attempts to define boundaries of subjective decision
making, based on problem space of software development. The boundaries are
adjustable as per the specific needs of a project. The criteria at each level in the
ABC framework are intuitively defined based on practical aspects of software
development. The criteria are not mutually exclusive strictly; they reflect the
parameters considered as software development progresses.

In cost value method of Karlsson or in value-penalty-cost-risk method of
Wieger, various aspects of software development are expected to be resulting in
cost of development, value of requirement, so that decisions can be made on
prioritization in terms pair-wise comparison or weighted grouping. ABC framework
enables grouping into 3 classes at successive levels based on different criteria faced
by the decision makers, without imposing a pair-wise comparison or estimation on
a scale, yet resulting in the final outcome of relative priorities.

The framework enables visualization of relative prioritization of requirements at
every level and in the final prioritization, instead of criteria getting lost in a mere
prioritization number as in other methods. There is implicit cost and implicit value
in each of the criteria and there are short term costs and values and long term costs
and values with respect to each criteria and determining these is not a formalized
science for requirements prioritization so far. Unlike in non-software industry,
where project costs and project revenues are determined over projects life periods
taking into account present and future revenue flows and costs to be incurred and
opportunity costs, Software industry is still seen to be not amenable to this rigorous
analysis.

ABC framework has criteria, at successive levels, which spawn out the devel-
opment process and capture cost and value aspects implicitly. The decisions are to
be taken based on the boundary values for the classes, which allows flexibility,
adoption, approximation. It enables visualization of short term costs and value and
also long term costs and value by virtue of the criteria and classes at successive
levels, albeit implicitly, through the process and in final prioritization.
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Prioritization is somewhat misconstrued concept in software development. It
simply means what requirements can be picked up for now for a certain set of
customers to provide a solution within a certain time period with the available
resources and existing inventory (components/modules). And this scenario is
subject to change. Under the changing scenario, it will be imperative to change the
development course and it is needed to have as less impact as possible. How do we
reconcile the changes to the current decisions on priorities of requirements? What
were the parameters considered in the past and how do they change now?
Visualization, ease of re-prioritization, impacts visibility on schedules, costs, value
are needed. ABC framework provides ease of reprioritization [9], visibility to
impacts of change, flexibility for re-planning, which is difficult with other methods.

Requirements are requirements and they need to be implemented at sometime or
the other, they need to be spaced out and this spacing out needs to be visible all the
time for dynamic decision making, or dynamic choices. The decision map and the
criteria of decisions, nature of decisions needs to be visualized throughout the life
cycle of the product/project. This is feasible with ABC framework through its
unique representation of priorities and unique classification at successive levels
with relevant criteria into A, B, C classes whose boundaries are predetermined.

Coming to scalability of the methods, methods based on pair-wise comparison—
AHP and Cost-Value tend to be increasingly cumbersome. Wieger indicates to the
unwieldiness of the method for large number of requirements due to estimation
needs. Priority grouping is still the simplest and easiest, though approximate. ABC
framework can be easily used for large number of requirements and number of
decision grow only linearly with the number of requirements.

4 Summary of Comparison

Summarizing the comparative analysis in Sect. 3, ABC Framework offers the ease
of Priority grouping method, adapts the hierarchical decision making concept of
AHP and takes into account different aspects of practical relevance in software
development space, which, in effect, are common with cost-value-penalty-risk. Any
dynamic changes in priorities of requirements can be easily integrated, visualized
and interpreted in ABC framework. The impacts on release plans and coming up
with new release plans is similarly simple with ABC framework. Comparison of
various aspects of the prioritization methods discussed in Sect. 3 is presented in
Table 4.
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5 Conclusion

ABC framework can be seen as a hierarchy of levels with different criteria repre-
senting the software product development space that can be used to classify
requirements similar to simple priority grouping method and taking into account
cost and value and risk aspects as in cost-value and Wiegner’s methods. In addition,
it provides a unique representation for prioritization of the requirements. The
framework enables understanding and interpreting prioritization in a visual and
instant way. The Framework and priority representation enables simple and effec-
tive methodology for Requirements Prioritization for successive releases under
dynamic changes and lead to better understanding and planning of releases.

It helps in prioritization of requirements and planning releases, streamlining the
project deliveries to client’s satisfaction without overworking the teams or missing
time to market deadlines, providing dynamic prioritization throughout the process
of software development.
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Scalability Analysis of Medium Access
Control Protocols for Internet of Things

Nurzaman Ahmed, Hafizur Rahman and Md. Iftekhar Hussain

Abstract The concept of Internet of Things (IoT) opens up a new vision for
the future Internet where not only the users or computing systems but also the
everyday objects are capable of processing, communicating, sensing, and actuating.
Various IoT applications help in quality of living through the deployment of
massive number of devices equipped with wireless communication capability. In
supporting the requirements of such IoT applications with massive number of
heterogeneous devices, Medium Access Control (MAC) protocol holds the key
responsibility of optimal utilization of network bandwidth. This paper compares the
performance of contention-based, reservation-based and hybrid MAC protocols in
the context of large scale networks for IoT. Further, it provides a survey of the key
requirements, technical challenges, and existing works on scalable MAC protocols
for supporting efficient communications in IoT. We highlight the problems and
prospects of existing MAC protocols and identify the factors for improvement and
future direction.

Keywords Internet of things � Machine-to-machine communication � Hybrid
MAC � Scalable MAC

1 Introduction

The Internet of Things (IoT) is a very popular expression these days, although still a
fuzzy one mostly due to the large amount of concepts it encloses. In the vision of
IoT, “things” are not only computers, people or mobile phones but also sensors,

N. Ahmed (&) � H. Rahman � Md. Iftekhar Hussain
North-Eastern Hill University, Shillong, India
e-mail: nurzaman713@gmail.com

H. Rahman
e-mail: hafizjec@gmail.com

Md. Iftekhar Hussain
e-mail: ihussain@nehu.ac.in

© Springer Nature Singapore Pte Ltd. 2017
N. Modi et al. (eds.), Proceedings of International Conference on Communication
and Networks, Advances in Intelligent Systems and Computing 508,
DOI 10.1007/978-981-10-2750-5_62

601



actuators, refrigerators, TVs, vehicles, clothes, food, medicines, books, etc. These
“things” can broadly be classified into three categories: (i) people, (ii) machine
(e.g., sensor and actuator) and (iii) information (e.g., clothes, food, medicine, and
books) [1]. “Things” are uniquely identifiable and capable of communicating with
other networking devices.

Wireless networking technologies enable objects or things to interact and
cooperate with each other using wireless links to ensure ubiquitous communications
[2]. Communicating nodes might be sensors, Radio-Frequency IDentification
(RFID) tags, actuators, or mobile phones, and many others. IoT is different from
traditional homogeneous networks in many ways. Firstly, it encompasses a variety
of wireless communication technologies such as WiFi, ZigBee, Bluetooth, etc., a
variety of protocols stacks available in wired, wireless, and hybrid, and dynamic
networking environments like tree, mesh, etc. Secondly, it consists of massive
number of devices in a service coverage having different requirements with specific
traffic characteristics. For example, a smart lighting networks can be very large
with luminaires around 500 to 2000 [3]. In a smart parking application, packet
generation rate depends on the vehicle’s arrival and departure [4]. Thirdly, the
processing and storage capability of such devices (things) are very low and are
power-constraint in nature. Fourth, these networks have smart and cognitive
gateway. Fifth, chances of coexistence of multiple types of networks is high.
Finally, Machine-to-Machine (M2M) communications are highly involved in such
networks.

Compared to traditional networks, IoT has characteristics such as low power
requirement, low cost, low data rate, adaptive, and cognitive characteristics, and
large scale deployment. The traditional MAC protocols like Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) and Time Division Multiple Access
(TDMA) can’t directly apply to IoT [5, 6]. The critical MAC layer challenges for
IoT communications lies in facilitating channel access to extremely large number of
low powered devices while supporting the diverse service requirements and unique
traffic characteristics of devices in IoT networks [7]. In addition, MAC protocols for
IoT should be efficient, scalable, consume low power, have low latency, and be
implementable using low cost hardware. The MAC protocols adopting approaches
like hybrid MAC (e.g. combination of CSMA/CA and TDMA), dynamic duty
cycle, cognitive, etc., are better choices for enhancing scalability. There is a need
for analyzing the performance of various types of MAC protocols in IoT. In this
paper, we provide a simulation analysis and survey on the reported MAC protocols
in the context of IoT compatibility. While doing so, the state-of-art proposals
available in the literature have been considered based on their relevance in
addressing various issues.

Rest of the paper is organized into five sections. Section 2 discusses the back-
ground study of this paper. Scalability analysis of major existing types of MAC
protocols are presented in Sect. 3. Section 4 presents a detail of the existing
scalable MAC protocols available for IoT indicating their advantages and disad-
vantages. Finally, Sect. 5 gives the conclusion to the paper.
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2 Background

In IoT, huge number of tiny objects around us (electronic, electrical, and non
electrical) connect and communicate within themselves to provide seamless con-
nectivity and contextual services [1, 2, 8]. The development of objects like-RFID
tags, sensors, actuators, mobile phones etc., make it possible to materialize the IoT
which interact and co-operate each other to provide the service better and accessible
anytime, from anywhere. One of the most popular IoT application is smart home
(connected home), switching the home appliances ON and OFF remotely from
Internet in order to avoid accidents and save energy. In a health-care application,
keeping Bio-NanoThings [9] inside the human body which would collect
health-related information, transmit it to an external healthcare service provider
through the Internet, and execute commands from the same provider such as
synthesis and release of drugs.

All of the IoT applications require smarter network which is designed by inte-
grating various technologies and standards. Scalability is the most important
property of IoT for forecasting and analyzing the network’s capability of expansion.
The traffic generation nature, technologies used, protocol standards applied etc., are
the factors affect in scalability of network. It is useful to understand the traffic
patterns of different applications for better scalability of network. Latest commu-
nication standard like 802.11ah [10, 11], which utilizes sub-1 GHz license-exempt
bands to provide extended range WiFi networks, compared to traditional 802.11
standards based networks operating in the 2.4 and 5 GHz bands. The main features
of this standard is lower energy consumption, allowing the creation of large groups
of stations or sensors that cooperate to share the signal, and hence support the
concept of IoT. RFID, ANT etc., are the most promising technologies for IoT.
MAC protocols designed for these type of technologies need to be low power
consuming and can enable large number of devices to communicate.

List of MAC protocols have been designed so far to provide reliable medium
access services in wireless network. The MAC protocols designed for wireless
networks can be divide into three categories—(i) Contention: The contention based
CSMA/CA MAC protocols shows high collision rate at high traffic load. It is not
scalable because of the possibility of transmission collisions is high when huge
number of IoT devices are trying to grab the same medium all at once [5, 4],
(ii) Reservation: In general, most of the TDMA based MAC protocols assign time
slots in a centralized manner. Due to this, it not suitable for IoT network in terms of
the scalability [5]. Similarly, fixed slot size in TDMA MAC protocol does not
provide flexibility in the presence of dynamic network conditions (burst traffic
which is unpredictable in nature). Further, it is inefficient at low loads due to the
low transmission slot usage if only a small portion of devices have data to transmit.
Scheduled slots can be fixed or on-demand, and (iii) Hybrid: The Hybrid MAC
protocols use the usefulness of contention and reservation based MAC protocols
have been brought into attention. This features proved to be solve the high colli-
sions of packets and scalability problems in IoT network. The techniques

Scalability Analysis of Medium Access Control Protocols … 603



commonly work in two phases-contention period and contention-free period.
Again, if the node density is in order of magnitude or more, the hybrid MAC
protocols may become bottleneck to prevents the network from achieving high
utilization.

3 Scalability Analysis of MAC Protocols

Scalability gives the measure of ability of a protocol to process graceful increasing
process loads as the size of the network increases or when the volume of traffic
increases. The current MAC protocols performance does not scale well as the
network size increases [12].

In the context of IoT communications, a key consideration for MAC protocols is
scalability. IoT communications are expected to have a large number of nodes with
nodes entering and leaving the network dynamically. Three major issues in pro-
visioning scalability through MAC protocol are:

User population: The population in a network is the most important consideration
for an IoT network to provide scalability. With the increasing active things in IoT,
the MAC protocols should be able to control contention and collisions over the
shared wireless medium to deliver stable performances
Physical-layer capacity: The advance physical layer techniques have greatly
improved the link capacity in wireless networks. The maximum data rates provided
by 802.15.4 is 255 Kbps. The initial 1 11 Mbps data rates specified in 802.11b
standard have been improved to 54 Mbps in 802.11a/g, to 100 Mbps in 802.11n
and up to Gbps in 802.11ac. The 802.11ah standard operating in 900 MHz range
can provide at least 100 Kbps of data rate. Therefore, MAC layer throughput
should be scale up accordingly for better performance.
Protocol overhead: Another important aspect for designing scalable wireless MAC
is to minimize the protocol overhead as the network size and the physical layer
capacity increases. The high overhead per packet and higher time consumptions due
to backoff, beaconing, inter frame spacings, and hand-shakes should remain rela-
tively small.

To analyze the scalability performance of existing types of MAC protocols (dis-
cussed in Sect. 2), we have consider contention, reservation and hybrid MAC pro-
tocol. Traditional CSMA/CA and TDMAMAC is used for contention and reservation
type of MAC protocol respectively. For hybrid MAC protocol, Z-MAC [13] protocol
is used. The main feature of Z-MAC is the adaptability in the network such that under
low contention, it behaves like CSMA, and under high contention, like TDMA.
A simulation sensor network topology with 100 nodes as shown in Fig. 1 is used.
Throughput, delay, and packet loss is measured at the sink nodes with increasing
number of connections from different stations. Constant Bit Rate (CBR) traffic with
100 byte of packet size is used as data transmitting from stations to the sink node.
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It is apparent from Fig. 2 that with the increase in number of sensor nodes,
throughput decreases. The increase in number of sensor nodes leads to an increase
in the probability of transmitting data at the same time which easily causes collision
of sensor nodes transmission. That is the reason why throughput decreases as the
number of sensor nodes increases. From Fig. 2, it can observed that some sensor
nodes provide good performance whereas the others are not. The performance of
hybrid MAC protocol is seen to be better than others as in varying channel con-
ditions, failure of slot assignment and topology changes is common, as a result of
which the node falls back from TDMA to CSMA mode. On the other hand,
reservation based MAC protocols perform relatively well but a deviation is caused
by the failure of time synchronization. Similarly Figs. 3 and 4 show delay and
throughput performances of the MAC protocols. Similar type of trends can also be
seen with respect to delay and packet loss. Sensor MAC (S-MAC) is one of an
example of sampling MAC protocol which uses wake-sleep schedule to provide
energy saving and scalability in sensor network. The network topology and traffic
pattern is same with above experiments.

The throughput with different numbers of sensor nodes for the S-MAC pro-
tocol are given in Fig. 5. It can be observed that some sensor nodes provide good
performance. In S-MAC protocol, it is possible that some of the nodes are in
sleep mode and hence number of contention is lesser. In contrast, sensor node
always chooses a smaller contention window in conventional CSMA/CA, so it
transmits data without waiting long time, and hence, it has a low throughput.
Figure 6 shows the delay performance. S-MAC achieves lesser delay than
CSMA/CA. The access and queue delay is lesser as contenting devices in S-MAC
is less (Fig. 7).

Fig. 1 Simulation topology
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4 Scalable MAC Protocols for IoT

To improve scalability, a hybrid of CSMA and TDMA based MAC protocol is
proposed in [14, 15]. The protocol divides time into frames and each frame consists
of four fields: notification period (NP), contention period as COP, announcement
period as AP, and transmission period as TOP. Base station (BS) announces for
contention time to all node at the start of a frame i.e., NP. During the COP, nodes
with data use p-persistent CSMA to send transmission requests to the BS. The
nodes who contented successfully are allocated slots to transmit data in the TOP
and the nodes are informed of their slots during the AP. The protocol in [14] is
extended in [16] with the addition of QoS provisioning and fairness. The new
protocol allows nodes to decide their contention probabilities according to their
QoS priority. However, in [14, 16], due to the time required for COP and the need
for contention, there is a tradeoff between the performance of CSMA and TDMA as
well as incurs additional delay and energy consumption. Drx-MAC [17] protocol
introduces MAC protocol for the latest low power chipsets. Drx-MAC is based on
hybrid MAC communication scheme with automated slot allocation based on
device identities. This protocol use ALOHA for channel sensing and TDMA slots
are assigned accordingly.

The IEEE 802.11ah [18] based MAC protocol is known to be capable of IoT
communication [19]. To facilitate the transmission of IoT traffic, IEEE 802.11ah
uses beacons to divide time into frames and each frame is further divided into two
sections: Restricted Access Window (RAW) and load traffic. Each RAW is divided
into slots and a slot may either be allocated to a device by the AP or may be
randomly selected by a device. The authors of [20] address the problem of esti-
mating the required length of the RAW in order to facilitate the efficient channel
access by the devices. This estimation is obtained by the AP using the probability of
successful transmissions in the last frame.

Many IoT networks rely on preamble-sampling MAC protocols [21]. This kind of
protocols require no prior knowledge, no negotiation and are thus scalable [22]. In
such protocols, each node periodically wakes its radio up to sample the channel for
incoming packets. An IoT compatibleMAC protocol proposed in [22] with the aim of
saving energy for nodes use heterogeneous MAC duty-cycle configurations among
nodes in the network. The MAC protocol is based on Destination Oriented Directed
Acyclic Graph (DODAG) [23], centered at the sink. To obtain an estimation of the
expected traffic, each leaf must send a message up to the sink, containing the number
of its sons (thus initially 0). Each forwarding node will then maintain a value corre-
sponding to the number of nodes above in the DODAG construction and forward this
value to their parent in the DODAG. This way, through cooperation between routing
and MAC layers, a node come to know the number of nodes it will have to forward
information. The more the number of nodes in the DODAG topology, shorter
the low-power-listening value. In thisway, each node selects a configuration that suits
its needs. Table 1 shows a comparative analysis of the discussedMAC protocols with
respect to provisioning scalability in IoT networks.
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Although, a large amount of current research is focusing on hybrid MAC pro-
tocol design, but in many cases the nodes densities is very high and there are high
collision at the time of slot assignment. Minimizing delay and energy consumption
while switching from one MAC to another and finding an optimal solution of
tradeoff between two MAC protocols is a challenging problem. In 802.11ah-based
hierarchical network, there is a potential of poor quality of data reception due to
long communication range, higher delay due to multi-hop transmission.

5 Conclusion

Considering the growing popularity and its speedy expansion in recent times, it can
be expected that IoT will emerge more and more in the near future. Different IoT
applications have their own requirements for smooth running. A communication
network with efficient MAC protocol holds the major responsibility to support
these requirements. In this paper, we have analyzed the major types of MAC
protocols in supporting scalability. The discussed hybrid MAC protocols are found
to be more scalable than conventional ones. Preamble-sampling MAC protocols are
scalable for IoT network because of its simplicity and low energy consumption.
Although, the current MAC schemes make the IoT concept feasible but do not fit
well with the energy efficiency, scalability, and requirements of various envisaged
applications.
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Table 1 Comparison of scalable MAC protocols for IoT

Protocol name MAC
protocols

Architecture Scalability Traffic
requirements

Types of
network

Energy
saving

Hybrid [14, 15] CSMA/CA,
TDMA

Centralized Moderate No Sensor/Backhaul Moderate

Hybrid-QoS
[16]

CSMA/CA,
TDMA

Centralized Moderate Yes Sensor/Backhaul Moderate

Enhanced
802.11ah [20]

CSMA/CA,
TDMA

Distributed High Yes Sensor/Backhaul Moderate

Drx-MAC [17] ALOHA,
TDMA

Centralized Moderate No Sensor High

Hetero-MAC
[22]

CSMA/CA Centralized Moderate Yes Sensor High
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A Review on Comparison of Workflow
Scheduling Algorithms with Scientific
Workflows

Aditi Jain and Raj Kumari

Abstract Cloud computing is a technology that uses web and the clients can
access the information by means of web programs. Rather than storing data on the
desktop, it is stored on the cloud. Cloud as the name alludes is an abstraction of
some complex infrastructure. Scheduling of tasks with minimum usage of resources
and achieving maximum profit is an important concern in cloud computing. Load
balancing is an important mechanism taken into account to handle the load on
various dependent nodes in distributed environment. Due to large number of tasks
in distributed environment, workflows are used for scheduling the tasks. In this
paper, Scientific workflows are used to carry out the simulation on task scheduling
algorithms with cloud resources. This review paper compares various scheduling
algorithms on the basis of parameters like execution time and total cost that
includes communication cost for input and output the data and computation cost.
From simulation results, it is concluded that all algorithms shows different results
depending upon the specific workflow due to varying size of their tasks.

Keywords Cloud computing � Workflows � Scientific workflows � Scheduling
algorithms

1 Introduction

Cloud computing is an architecture that stores extensive collections of data and
applications in one place i.e. on cloud and that can be accessed by any authorized
clients from their private framework. Cloud computing is paradigm that allows
users on demand network access to a large shared pool of resources on
charge-per-utilization premise. Cloud computing makes use of computing resources
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i.e. software and hardware, that are delivered on the network as a service to the
client. Three sorts of services are provided by cloud: IaaS (Infrastructure as a
Service), PaaS (Platform as a Service), and SaaS (Software as a Service).

Cloud computing is evolving as a model of a large distributed environment. To
utilize the power of computing resources effectively, there are numerous task
scheduling algorithms. Workflow is represented by a Directed Acyclic Graph
(DAG) in which each computational task is represented by a node, and control
dependency between those tasks is represented by a coordinated edge [1]. Scientific
Workflows like Montage, Cyber Shake, Sipht etc. may composed of a large number
of tasks and their execution may involve complex software. So because of complex
software configuration, heavy processing of data; it requires larger execution time.
Simulation based studies are widely accepted to evaluate their efficiency in work-
flow systems. Efficiency of Workflow based task scheduling is one of the issues in
workflow execution. Scheduling is the mechanism of allocating specific resources
to the tasks to carry out effective execution. The objective of this review paper is to
compare the execution time and cost of some workflow scheduling algorithms in
the WorkflowSim.

1.1 Workflows

A workflow application is represented as Directed acyclic graph (DAG) where each
node represent a task and edges between tasks represents interdependencies
between tasks. Workflow scheduling is an important issue in distributed systems.

Figure 1 demonstrates that the child nodes 1, 2, 3 are executed after execution of
parent node 0. Task 0 is called entry node and task 7 is called as exit node. Entry
node is the node having no parent node and exit node is the node having no child
node i.e. the predecessor nodes will execute before execution of their successor
nodes. In distributed systems, there are large number of tasks, all tasks work
together to minimize the execution time. To find execution time of large number of
tasks is a difficult job. So in distributed environment, workflow based task
scheduling algorithms are used.

1.2 Scientific Workflows

Workflows are responsible for scheduling computational tasks on distributed
environment and for managing dependencies among tasks [2]. A scientific work-
flow system is a specific type of a workflow management system that outlines the
execution of series of computational tasks, in a scientific application [3]. These are
extremely important for comparison of workflow based distributed systems.

Some of the scientific workflows are [4]:
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1. Montage: The Montage application, created by NASA/IPAC, consolidates
together numerous input images to make custom mosaics of the sky.

2. Cybershake: The CyberShake workflow is used to describe seismic hazards by
the Southern California Earthquake Center.

3. SIPHT: The SIPHT workflow, from the bioinformatics project at Harvard, is
used to computerize the search for untranslated RNAs (sRNAs) for bacterial
replicons in the NCBI database.

2 Workflow Scheduling

Scheduling is the concept of allocating resource to a task so that overall completion
time is minimized. To carry out the effective scheduling, various workflow
scheduling algorithms are used. Load balancing is an important issue in workflows.
As in distributed systems, some nodes are heavily loaded and some are underuti-
lized. The target of load balancing is to disseminate the load among given nodes
which is carried out by workflow scheduling. Two sorts of scheduling in workflow:
Static scheduling and Dynamic scheduling. Static task scheduling pre-fetches the
required data i.e. during compile time and pipelines tasks in the levels of their
execution. It does not consider state of the current node. Hence, there is less
overhead for computing the execution time and cost. Once a schedule is deter-
mined, tasks can be executed following that order [5]. Whereas Dynamic
scheduling does not consider the past state of the system and no prior knowledge is
needed, i.e., it relies only upon the current state of the system [6]. The allocation of
tasks occurs during run time and thus, large overhead time is imposed.

There are many workflow scheduling algorithms. In this paper four of them are
discussed:

0

32

7

4

1

5 6

Fig. 1 DAG representation
in workflow
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1. FCSS: The simplest algorithm where resources are assigned to tasks on the basis
of their submission time. The task having prior submission time is chosen first
for its execution.

2. Round-Robin: This algorithm takes into account the concept of time quantum.
Where time is partitioned into quanta’s or slices and each task is assigned with a
time slice and that task is allotted resources for that time slice and task performs
its operations. After the first time slice gets expired, resources will be allotted to
next task and so on.

3. Min-Min: This algorithm sorts the tasks in the increasing order of their exe-
cution times. Then the task with overall minimum completion time is scheduled
to the corresponding resource. The scheduled task is removed from the set of
unmapped tasks and the process is repeated until the unmapped task set gets
void. Here, assigning smallest task first is the drawback. As small task will
execute first then the larger ones and they have to wait until smaller ones get
finished. So this algorithm is more efficient where the tasks are of smaller size.

4. Max-Min: This algorithm is same as that of min-min with the exception that
here tasks are sorted in the increasing of their execution times but the task with
overall maximum execution time (larger task) is scheduled first to the resource
with minimum completion time (slowest resource) from the list of unmapped
tasks. And after complete execution, it is removed from set of unmapped tasks.
The algorithm is repeated until the list of unmapped tasks gets void. So, this
algorithm does better for tasks with large sizes

All these scheduling algorithms comes under static scheduling.

3 Related Work

Rodrigo et al. [7] introduce cloudsim, a simulation toolkit, that does the simulation
of cloud environment. With this, required number of virtual machines, datacenters,
and cloudlets are created. But it deals with execution of only single flow of
workloads.

Chen and Ewa [8] introduce workflowsim, a simulation toolkit, that does the
simulation of cloud environment with multiple workloads in a distributed
environment.

Magnan et al. [9] carried out the concept of mapping and scheduling of linear
workflows in the cloud environment. In this, two model are used: one-port mode
(without overlap) and multi-port model (with overlap). But the author arise the need
of scheduling workflows with preemption.

Simsy Xavier, S.P. jeno Lovesum [10] compared various workflow scheduling
algorithms on various factors. The author demands to implement the new
scheduling algorithm that can further minimize the execution time.
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Swachil patel, Upendra Boi [11] explained various priority based job scheduling
algorithms in cloud computing on various parameters. With this there is a need to
improve parameters such as arriving rate of jobs etc.

Chen et al. [11] introduces particle swarm optimization(PSO) based approach
that is applied on the resource limited projects. In this, permutation based and
priority based representations were described.

4 Methodology

Different scientific workflows are used to carry out the simulation: Montage with 25
tasks, Cybershake with 30 tasks, and Sipht with 30 tasks. Then all the resources like
datacenter, host, virtual machines are allotted. After this, algorithms (FCSS,
Max-min, Min-min, round robin) are applied to these workflows and they are
compared with respect to execution time and cost to find the results.

Where execution time is the total time to execute tasks depth-wise in a workflow.
First, task at the first level(depth) will be executed then the tasks at the next level
and so on. Tasks that come under same depth are dependent on each other and they
are scheduled according to the selected algorithm criteria.

Cost parameter includes communication cost and computation cost. i.e. the time
to input and output task data on resource on virtual machine and time to perform
computational task.

Cost = Communication cost + Computation cost = (data (both input and out-
put) * unit cost of data + runtime * cpu cost) for each task.

5 Analysis

Simulation is performed on static workflow scheduling algorithms like FCSS,
Max-Min, Min-Min, Round-Robin with the help of scientific workflows like
Montage, Cybershake, Sipht and their execution time and cost are compared
(Table 1).

After simulation, larger number of tasks are executed at depth (level) 1, 2 and 5
while at all other depths only one task is executed. So, it takes larger execution
times to execute tasks at depth 1, 2 and 5 (Figs. 2 and 3, Tables 2 and 3).

In Sipht workflow for 30 tasks, maximum number of tasks are executed at depth
1 with comparatively larger execution time than that of Montage workflow. So, it
takes larger execution time at depth 1 that at other depths. In this, FCSS shows very
large execution time. Max. Min and round robin algorithms have approximately
same execution times (Figs. 4 and 5, Tables 4 and 5).

In cybershake workflow, maximum number of tasks are executed at depth 2 so it
takes larger execution times to execute. Here, min-min algorithm shows larger
execution times but Round robin shows better results (Figs. 6 and 7, Table 6).
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Fig. 2 Graphical
representation of computation
time for 25 tasks of Montage
workflow

Table 1 Execution time
calculation for 25 tasks of
Montage workflow

Depth FCSS Max-Min Min-Min Round Robin

0 0.19 0.19 0.19 0.19

1 159.61 116.57 73.07 26.14

2 56.34 123.54 96.27 31.61

3 1.24 1.23 1.23 1.24

4 2.45 2.43 2.43 2.44

5 124.34 91 57.95 20.36

6 3.48 3.63 3.24 2.84

7 5.23 5.18 5.19 5.21

8 6.66 6.6 6.61 6.63

9 0.78 0.77 0.77 0.77

Fig. 3 Graphical
representation of total cost for
1000 tasks of Montage
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The execution time for some of static workflow scheduling algorithms are
compared for time and cost parameter in WorkflowSim. Max-Min algorithm in
cybershake workflow yields better results over other workflows however not so
good as compared to round robin. FCSS shows large execution times and Min-Min
shows average results in Montage and Sipht workflows. But in case of Cybershake
workflow, it shows negative result i.e. very large execution time. Cost factor adds
up communication cost and computational cost. Cost parameter for max-min in
Sipht is better than other workflows whereas for the min-min algorithm shows very
high cost. FCSS and round robin shows average cost in all workflows. The reason
behind variation in results is due to different sizes of tasks among these workflows.

Table 2 Total cost for
Montage_1000

Algorithm Total cost

Max-Min 36264.65

FCSS 36260.73

Round Robin 36263.45

Min-Min 36258.04

Table 3 Computation time
calculation for 30 tasks of
Sipht workflow

Depth FCSS Max-Min Min-Min Round
Robin

0 0.13 0.13 0.13 0.13

1 6724.23 2848.12 3649.9 2925.83

2 576.11 572 573.34 587

3 2751 1705.37 8.91 1725.77

4 38.64 42.61 38.42 39.39

5 2.61 2.56 2.64 2.61

Fig. 4 Graphical
representation of computation
time for 30 tasks of Sipht
workflow
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Fig. 5 Graphical
representation of total cost for
1000 tasks of Sipht

Table 4 Total cost for
Sipht_1000

Algorithm Total cost

Max-Min 521647.7

FCSS 521644.9

Round Robin 521649.4

Min-Min 521658.18

Table 5 Computation time
calculation for 30 tasks of
Cybershake workflow

Depth FCSS Max-Min Min-Min Round Robin

0 0.13 0.13 0.13 0.13

1 230.71 226.5 262.06 262.42

2 415.44 287.17 1523.8 187.82

3 13.91 19.53 19.88 19.53

4 0.08 0.08 0.08 0.08

Fig. 6 Graphical
representation of computation
time for 25 nodes of
Cybershake workflow
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6 Conclusion

Scheduling is the most important task in cloud computing area. Scheduling focuses
on utilizing the available resources efficiently and minimizes the execution time and
total cost of scheduling. Workflow scheduling schedules large number of tasks in
distributed environment. This review paper compared the different workflow
scheduling algorithms based on the metrics of time and cost parameters with sci-
entific workflows. Results shows that algorithms shows different time and cost
values for different workflows depending upon the task size. As from the experi-
mental results it is shown that FCSS algorithm shows negative results i.e. very large
execution results in Montage and Sipht workflow while in cybershake workflow,
FCSS has comparable less execution time but Round robin shows better results than
others. Max-Min and Min-Min shows average results in both Montage and Sipht
workflows. Whereas in cybershake workflow, it shows very large execution time.
For cost, Min-Min algorithm shows least cost for Montage and cybershake
workflows.

Fig. 7 Graphical
representation of cost for
1000 tasks of Cybershake

Table 6 Total cost for
Cybershake_1000

Algorithm Total cost

Max-Min 100208.4

FCSS 100196.4

Round Robin 100192.1

Min-Min 100193.1
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Predictive Approach of CBR in Artificial
Intelligence: A Case of Astrological
Predictions About the Status of Person

Neelam Chaplot, Praveen Dhyani and O.P. Rishi

Abstract Astrological Prediction possesses the capability to create a great deal of
interest in persons to know about their future. Most of the persons around the
world believe in astrology hence it is necessary to establish validity of astrology.
In astrology, prediction about a person’s life is done based on the position of the
stars in the horoscope at the time of the birth of the individual but these rules are
different in different astrological prediction systems and hence lack a central
design. This paper talks about various experiments performed for the purpose of
identifying the profession of the person. The methodology used for this purpose is
case base reasoning technique along with various classification methods such as
Simple Cart, Decision Stump and Decision Table. Information of persons was
collected to perform the research. Data for persons of profession Singer, Player
and Doctors were collected. The information collected for this purpose were date
of birth, place of birth and time of birth along with major events took place in
person’s life. The results generated by the research were satisfying and
motivating.

Keywords Case base reasoning � Case base reasoning for astrological prediction �
Classification � Astrological prediction system � Prediction of profession
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1 Introduction

Astrology means predicting the consequences of planets and heavenly bodies on the
person. Astrology can be described as the study of planets and stars and their roles
and impact on the life of a person. In astrology planets are accountable for pros-
perity and agony of any individual. Astrology has rules described to estimate effect
of different planets on the life of a person. Every person has his/her personal
astrological horoscope that depends on the position of planets and stars at the birth
time. An astrological horoscope for a particular person is the chart that correlates
the planets, zodiac and their positions at a particular time and place in 12 astro-
logical houses. Using these astrological charts, personal forecasts can be done with
precision. The prediction about upcoming events in someone’s life is done in
accordance with the relative positions of the planets. Different rules are defined by
different astrologers for prediction of different aspects of person’s life and events,
hence there is no uniform method for forecast of person’s life and its events is
available in astrology.

Astrological forecasts can’t be relied upon in some of the circumstances.
However these forecasts make you familiar with future circumstances thus helping
you to handle negative circumstances in a better way.

Astrological analysis can be done with a perspective to find academic
prospective and career. Different planetary motions have a huge influence in
deciding the profession of the person. Different distances between planets and their
positions in astrological chart are significant in identifying different professions
relevant to a person in particular. These planets have mutual relationship with each
other and also have their own pattern. One can find time tested combinations which
help us identify professional propensities of an individual through evaluation of
astrological chart. The astrological combination makes an effort of identification,
unification and incorporation of the potential of a person.

In existing paper case based reasoning method [1] is used along with various
classification methods such as Simple Cart [2], Decision Table [3] and Decision
Stump [4] for astrological prediction and analysis of career of a person. The case
based reasoning strategy is based on the idea that the identical problems can be
solved using the identical solution [5] hence the system understands from the
mapping of cases stored previously in the case base storage of various persons to
the new case to be predicted. The case base storage contains the birth data, birth
horoscope and the positions of planets and zodiacs in the houses. For the purpose of
prediction with regards to profession, one could possibly recycle the past cases
according to new circumstances by simply reusing earlier cases in light of new
conditions based on the similarity index. Some initial work for providing base and
validity of astrology is done in paper [6] in the paper various Artificial Intelligent
techniques were applied to perform prediction of astrological data.
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2 Architecture of Astrological Prediction System

General architecture of Astrological Prediction system is provided as shown in
Fig. 1. The person for whom prediction is to be done is known as the new case. The
details of the planetary positions of the various planets at time of birth based on
Indian astrology for new case are generated and inputted to the system through Input
Interface. The data through Input Interface is converted into a form compatible to the
data stored in the case based storage through Data Conversion module. The case
based storage has collection of huge amount of previously already classified records.
To provide prediction for the new case, data from case based storage is retrieved
using Retrieval Module. The learning or the rules generated by Learning Module are
used by Inference Engine on retrieved data to perform prediction for the new case.
Learning Module keeps propagating learning, based on the cases stored and updated
in the Case Based Storage. Various statistical, rule based and other methods are used
to perform learning. Few of the methods used in this research are simple Cart,
Decision stump, Decision Table and so on. The Prediction done by Inference Engine
is provided to the user in the user understandable form through Output Interface. The
cases can be collected and inputted into Case Based Storage through Case Base
Interface which in turn uses Data Conversion Module to store data. The Retaining of
the data in the case based storage is done based on the testing of the data through Test
Module. Based on the prediction done by system the correctness of the solution is

Fig. 1 Architecture of astrological prediction system using case base reasoning
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identified. The information of correct/incorrect prediction is submitted by the user
through feedback module. If testing is correct then information is stored in Case
Base Storage after proper conversion.

3 Experiment and Results

Data of personswith professions such as Player, Singer andDoctor was collected. The
professionals in these fields generally don’t have overlapping career and belong to one
profession only. The records are collected in two ways, firstly few records were
collected personally from reliable sources through emails and by noting down the
information on paper and pen. Secondly few records were collected from Astro Data
bank. It is a non-profit community project and is a subdivision ofAstrodienst AG,with
no commercial interest. The data that were collected are date of birth, place of birth and
time of birth along with details such as profession of the person and brief biography of
the person. This information was then used to create the birth chart of the person. The
birth chart was prepared based on Indian Astrology. Total 23 attributes Aries, Taurus,
Gemini, Cancer, Leo, Virgo, Libra, Scorpio, Sagittarius, Capricorn, Aquarius, Pisces,
Sun, Moon, Mars, Mercury, Venus, Jupiter, Saturn, Rahu, Ketu, Gender, and Class
were selected and all of them were nominal data. The data was converted into .arrf
format and thenWEKA (Waikato Environment for KnowledgeAnalysis) [7] tool was
used for performing the prediction.

Astrological prediction system is designed to perform prediction using Case
Base Reasoning System. Various Supervised learning methods are used to perform
the task of prediction of the data.

Results generated by different experiments are shown in Table 1. Various
Classification techniques used are Decision Stump, Decision Table and Simple
Cart. In k-fold cross validation, the data is divided into k equal parts. Out of that
k − 1 part is used for training and one part is kept for testing. These
cross-validation process is then repeated k times. Other attributes of the table are %
correctly classified Records, % of incorrectly classified records, Mean Absolute
Error(MAE) and Root Mean Squared Error (RMSE).

The best results in each class were generated by decision table classification
technique. Figure 2 represents the graph for Mean Absolute error and Root Mean
Squared Error of decision table for each classes. Figure 3 represents graphical the
accuracy measures generated by the decision table classification technique.

3.1 Hypothesis

Let P be a person
Let n be the number of persons
So P1 to Pn are the persons whose actual status (output) is known
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Table 1 Results of various classification techniques

Classification
techniques

Class K-Fold MAE RMSE %Correctly
classified

%Incorrectly
classified

Decision Stump Player 12 0.54 0.56 41.67 58.33

Decision Stump Player 14 0.55 0.57 39.58 60.42

Decision Stump Player 16 0.58 0.60 33.33 66.67

Decision Table Player 12 0.48 0.5 62.50 37.50

Decision Table Player 14 0.48 0.51 58.33 41.67

Decision Table Player 16 0.46 0.48 66.67 33.33

Simple Cart Player 12 0.54 0.63 43.75 56.25

Simple Cart Player 14 0.51 0.60 43.75 56.25

Simple Cart Player 16 0.55 0.65 37.50 62.50

Decision Stump Singer 12 0.57 0.59 37.50 62.50

Decision Stump Singer 14 0.53 0.54 45.83 54.17

Decision Stump Singer 16 0.56 0.58 37.50 62.50

Decision Table Singer 12 0.49 0.51 56.25 43.75

Decision Table Singer 14 0.5 0.53 56.25 43.75

Decision Table Singer 16 0.54 0.56 45.83 54.17

Simple Cart Singer 12 0.57 0.65 39.58 60.42

Simple Cart Singer 14 0.6 0.68 33.33 66.67

Simple Cart Singer 16 0.57 0.68 37.50 62.50

Decision Stump Doctor 12 0.54 0.57 43.75 56.25

Decision Stump Doctor 14 0.53 0.56 45.83 54.17

Decision Stump Doctor 16 0.54 0.56 43.75 56.25

Decision Table Doctor 12 0.49 0.54 52.08 47.92

Decision Table Doctor 14 0.51 0.54 47.92 52.08

Decision Table Doctor 16 0.53 0.56 43.75 56.25

Simple Cart Doctor 12 0.53 0.59 45.83 54.17

Simple Cart Doctor 14 0.51 0.59 45.83 54.17

Simple Cart Doctor 16 0.48 0.57 41.67 58.33

Decision Stump Three
Class

12 0.47 0.51 26.39 73.61

Decision Stump Three
Class

14 0.46 0.50 25 75

Decision Stump Three
Class

16 0.46 0.50 27.78 72.22

Decision Table Three
Class

12 0.44 0.49 30.56 69.44

Decision Table Three
Class

14 0.44 0.49 29.17 70.83

Decision Table Three
Class

16 0.46 0.50 26.39 73.61

(continued)
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Table 1 (continued)

Classification
techniques

Class K-Fold MAE RMSE %Correctly
classified

%Incorrectly
classified

Simple Cart Three
Class

12 0.47 0.56 29.17 70.83

Simple Cart Three
Class

14 0.48 0.53 16.67 83.33

Simple Cart Three
Class

16 0.47 0.55 20.83 79.17
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Decision Table Classification

Mean absolute error Root mean squared error

Fig. 2 Error measures of decision table classification technique
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Fig. 3 Accuracy measure of decision table classification technique
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Let O1 to On be the output values of persons P1 to Pn
Op1 to Opn be the predicted outputs of the persons P1 to Pn
L1, L2, L3 are the parameter related to date, time and place of birth of person.
A1 to A21 are the astrological attributes prepared based on parameters L1, L2, L3
Out of which A1 to A12 are zodiac attributes
A13 to A21 are planet attributes
A22 is gender of the person and
C1 to Cx be x number of classification techniques.

The hypothesis is described diagrammatical in Fig. 4. It states that data is col-
lected for n persons that are P1 to Pn. Each record of person consist of 23 attributes,
out of these attributes, A1 to A12 attributes hold the house number from 1 to 12. The
house number is the position of a particular zodiac in the horoscope. A13 to A21
attribute holds the house number from 1 to 12. The house number is the position of a
particular planet in the horoscope. A22 is the gender of the person it can hold value
male or female. The actual profession is known and the value is stored in output O1
to On for each person. Op1 to Opn are the predicted output generated after applying
classification techniques C1 to Cx on Attributes A1 to A22.

If the similarity of predicted output Op1 to Opn ≧ 90 % with O1 to On then it is
validated that the life events of human are in full relevance with the Astrology and
Horoscope.

If the similarity of predicted output Op1 to Opn ≦ 40 % with O1 to On then it is
validated that the life events of human has no relevance with the Astrology and
Horoscope.

Fig. 4 Diagrammatical representation of hypothesis
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If the similarity of predicted output Op1 to Opn < 90 % and ≧ 40 % with O1 to
On then there is some relevance in Profession of the person with the Astrology and
Horoscope. Hence improvement in the prediction and classification techniques is
required.

3.2 Results of Profession Player

Total 48 records were used out of which 24 records were of profession player and
remaining records were from other profession. Various methods were implemented
the significant ones were Simple Cart, Decision Table, Decision Stump using 12, 14
and 16 fold classification. Best results were produced by Decision Table with 16
fold classification. This method provided results with an accuracy of 66.66 % hence
we can predict that there is some relevance in life events taking place in person’s
life and the rules generated by this method were as below

Moon = 3 then Class is NonPlayer
Moon = 8 then Class is NonPlayer
Moon = 5 then Class is NonPlayer
Moon = 2 then Class is NonPlayer
Moon = 10 then Class is NonPlayer
Moon = 4 then Class is NonPlayer
Moon = 9 then Class is Player
Moon = 11 then Class is Player
Moon = 7 then Class is Player
Moon = 1 then Class is Player
Moon = 6 then Class is Player

3.3 Results of Profession Singer

Total 48 records were used out of which 24 records were of profession Singer and
remaining records were from other profession. Various methods were implemented
the significant ones were Simple Cart, Decision Table, Decision Stump using 12, 14
and 16 fold classification. Best results were produced by Decision Table with 12
and 14 fold classifications. This method provided results with an accuracy of
56.25 % thus providing some relevance in the life events taking place in person’s
life and the rules generated by this method were as below

Moon = 9 then Class is NonSinger
Moon = 1 then Class is NonSinger
Moon = 11 then Class is NonSinger
Moon = 6 then Class is NonSinger
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Moon = 3 then Class is Singer
Moon = 2 then Class is Singer
Moon = 4 then Class is Singer
Moon = 4 then Class is Singer
Moon = 8 then Class is Singer
Moon = 5 then Class is Singer
Moon = 10 then Class is Singer

3.4 Result of Profession Doctor

Total 48 records were used out of which 24 records were of profession Doctor and
remaining records were from other profession. Various methods were implemented
the significant ones were Simple Cart, Decision Table, Decision Stump etc. using
12, 14 and 16 fold classification. Best results were produced by Decision Table with
12 fold classification. This method provided results with an accuracy of 52.0833 %
thus providing some relevance in the life events taking place in person’s life and the
rules generated by this method were as below

Moon = 11 then Class is NonDoctor
Moon = 3 then Class is NonDoctor
Moon = 7 then Class is NonDoctor
Moon = 10 then Class is NonDoctor
Moon = 1 then Class is NonDoctor
Moon = 4 then Class is NonDoctor
Moon = 12 then Class is Doctor
Moon = 8 then Class is Doctor
Moon = 2 then Class is Doctor
Moon = 5 then Class is Doctor
Moon = 9 then Class is Doctor

3.5 Result of Three Classes Doctor, Singer, Player

Total 72 records were used out of which 24 records were of profession singer, 24
were of player and 24 were of doctor. Various methods were implemented the
significant ones were Simple Cart, Decision Table, Decision Stump etc. using 12,
14 and 16 fold cross validation. Best results were produced by Decision Table with
12 fold cross validation. This method provided results with an accuracy of
30.5556 % thus providing no relevance in the life events taking place in person’s
life and the rules generated by this method were as below

Saturn = 6 then Class is Doctor
Saturn = 4 then Class is Doctor
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Saturn = 8 then Class is Doctor
Saturn = 9 then Class is Player
Saturn = 3 then Class is Player
Saturn = 7 then Class is Player
Saturn = 1 then Class is Singer
Saturn = 10 then Class is Singer
Saturn = 2 then Class is Singer
Saturn = 5 then Class is Singer
Saturn = 11 then Class is Singer
Saturn = 12 then Class is Singer

4 Conclusion

In above experiments we used classification techniques that are Simple Cart,
Decision Stump and Decision Table. The best results were produced by Decision
Table algorithm for predicting the profession Player, Singer and Doctor. Hence for
prediction of profession the decision Table algorithm can be used. Also as the
methods tested were limited other classification techniques can also be checked for
improvement of the results or hybrid methods can be generated to increase the
accuracy of the results.

In above experiment the size of training data set is less so by increasing the
number of records for training data set the accuracy of prediction can be increased.

In above experiments we performed prediction for various professions, similarly
we can predict the basic nature of the person, the attitude of the person, money and
other aspects of persons life.

Choice of attributes also affects the accuracy of the results generated by clas-
sification techniques. The attributes used in above experiments were only the
parameters generated from basic horoscope of the person’s birth chart hence we can
try to perform experiments using other combinations of attributes.
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Machine to Machine Sensor Network
Implementation for Securing Railway
Transport

Chitra Suman, Lokesh Tharani and Saurabh Maheshwari

Abstract Majority of world population prefer Railways for transportation of goods
and public. It works as a collection of several sub-systems of machine which
together work in a synchronized manner to perform a safe running of trains. Most
subsystems of the railway networks are manually operated which lacks reliability
and real time nature. To avoid manual errors we are hereby proposing a machine to
machine communication network which will connect all critical machinery and
subsystems. The idea is to let the machines communicate their working status to a
decision making unit. The collected data on the basis of threat’s priority is used to
decide whether to stop the train or let the train move. Whole critical machinery will
be having their local error detection and correction mechanisms through sensors
and transducers. A global sink placed off the train where the decision will be made
by calculating a risk score. If the risk score is higher than the threshold then the
train is signaled to stop immediately. This is first ever implementation of machine to
machine network for railway security.
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1 Introduction

As known so far, rails were first utilized in England in form of wooden rails in
sixteenth century as guiding and supporting structure [1]. In further development,
around 1789 wooden tracks began to be replaced with L shaped cast iron plate rails
to reduce friction loss. In nineteenth century, political, economic and social
developments were indirectly affected by railways. At present, in countries like
India, Russia and China the railway plays a crucial role where railways contains
large infrastructure and have become a prime mode of transportation as it is
cheapest as compare as to the other mode of transport [2]. Railways contribute a lot
to both personal and commercial areas but safety and reliability is also a big issue
till now. Accidents in railways increase due to the poor maintenance. Derailment is
major cause of accidents; for human health and safety, this is potentially seriously
hazardous [3]. This is basically caused due to the rail defects that include
mechanical failure of tracks, such as broken rails, or the mechanical failure of
wheels, weld problems, corrugations, worn out rails, some internal defects and
rolling contact fatigue (RCF) [4] initiated problems such as head checks, squats,
spalling and shelling. Root causes of accidents can be found and reduced by
detailed research of advance technologies and better safety methods.

Various clustering techniques are used in WSN in which thousands of sensor
nodes are used to sense the changes in external environment and transmit the
collected data to the Base Station (BS). Limited battery power of sensor nodes
affect the overall life time of network. Thus many clustering algorithms are intro-
duced to enhance the network life time by reducing energy consumption.

Today Machine-to-machine (M2M) communications is emerging technology
that offers omnipresent and direct connectivity between devices. Information is
exchanged among M2M devices that are organized as a network and actions are
performed without any human interference [5]. Being a part of Internet-of-Things
(IoT), it contains wide range of applications. Wide coverage and low energy
consumption are the important requirements of M2M networks because M2M
devices are battery operated and could be located at wide variety of places in which
some of places are not reachable by human. This paper is an attempt to design and
simulate the feasibility of a machine to machine communication network.

2 Literature Survey

2.1 Identification of Breakage in Railway Track

The technique used in [6] is for obtaining quantifiable information about the depth
and degree of declining of the ballast with minimum interference to the actual track
bed and this is based on GPR. Automated video analysis technique used in [7] is to
find missing clips and new or old clips based on their color in video sequence. By
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combining analysis methods and image processing, high performance is achieved in
automated rail track inspection.

In [8], Long Range Ultrasonic Testing (LRUT) method is used to examine hard
to access area on railway tracks and the foot of rail where associated fatigue
cracking and corrosion is probably to occur, e.g. level crossings. In LRUT, the
properties of guided waves are used in the three different parts of the rail section
(head, web and foot) and capabilities of guided waves are also examined to detect
defects in each part. A dynamic track gauge inspection method constructed using
two laser sector lights and four CCD (Charge-Coupled Device) cameras based on
computer vision is presented in [9], these devices are used for examining the
inspection principle and corresponding calibration method of inspection system.
Track gauge values are fast obtained with high precision and recurrence by using
this method which enhances quality and safety of running by literally controlling
the railway track gauge changes.

A crack detection algorithm is used in [10] that uses Light Emitting Diode
(LED) which are attached to one side of rails and Light Dependent Register
(LDR) to the opposite side, assembly in which faulty tracks exact location is
identified. A GPS receiver receives the current latitude and longitude data to detect
the current location and received information is communicated via GSM modem.

2.2 Inspecting Railway Track Using Wireless Sensor
Network

Automatic Railroad Track Inspection [11] presents the use and availability of
sensors which is limited to the track bed and the rails. This inspection method is
used to test rails only for any fissures and flaws and not for the crossover error and
misalignment. Using probabilistic selection method, the proposed system identifies
high risk areas.

An idea to improve the current railway effective functions by using WSN is
proposed in [12]. The system uses a fault tolerant multi-homing technique that does
not require extra transmission energy to send multiple copies of the information to
multiple homes. Sensors are used in [4] for detecting flaws in railway system, each
sensor sends the information to nearby cluster-heads gathered from the environ-
ment. Using multi-level routing, the data packages are sent from lower to higher
level, the final destination is the base station where decisions are made using fuzzy
logic. The algorithm proposed in [13] is divided into movable and fixed algorithm.
The fixed algorithm collects and investigates information about seismic data, crack,
balance and pressure on the bridges. Movable algorithm displays the fixed sensor
network collected information on the monitoring car using installed network. The
system presented in [14] is based on IR Rays and Sensors for avoidance of collision
in which sensors are fixed in train wheels and IR rays are transmitted the in the
track. The trains coming from the opposite direction have the same option. If two
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trains are on the same track then the rays will get collided and get reflected back to
the respective engines and Alarm blinks so the train can be stopped before collision
occurs.

Multiple sensors are used in [15] for surveying track geometry, for this LVDT
arrangement is used in the system and GSM is used to send the information
immediately. Wireless module and sensors monitor the bridge damage status, when
the sensor does not get the signal; the nearby wireless system immediately notifies
and alerts the train coming on the track. Train collision avoidance system proposed
in [16] uses Vibration sensor, a Proximity LASER Detector and the communication
mechanism of PLC (Power Line Communication) to send any critical detail like
breakage in the railway track or two trains are on same track in opposite direction,
to the control room. Zigbee is used to communicate with the other sensor modules.
In [17] vibration sensors are deployed on railway track to detect the exact location
of track breakage and send it to the train engine. In this system, sensors, sink and
train work as sender and receiver in multi-hop routing manner and communicate in
full duplex mode. In [18], sensor network uses acoustic sensors to continuously
monitor the railway track for detecting discontinuity in the track.

3 Proposed Method

In this section we will show the proposed architecture of the machine to machine
communication network. We will describe the physical architecture of the sensor
nodes, types of sensors that can be used for security, the forwarding and data
aggregation network, decision making rules.

3.1 Entities

There are following entities in the complete network.

(1) Sensor Nodes
These are the local nodes equipped with problem detection sensors. The
structure of the node is given in figure. It has a problem detection sensors
connected with input pin of programmable microcontroller. The output of
microcontroller is fed to an actuator and a wireless module. The role of
actuator is to physically alarm the local station while the wireless module is
used to transmit the sensed machine status from local node to local sink
wirelessly.

(2) Local Sink
It is the collection node for all the sensing nodes. All the sensor nodes send
their problem status whether OK or Problem to this local sink. It forwards the
local sensor status to the collection poles. These sinks are placed either on the
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train or in the wireless range of the machine sensors in the peripheral railway
network. ZIGBEE 802.15.4 protocol has been chosen for local wireless
communication as it requires very low power and the network life time is very
large.

(3) Collection Poles
These are the fixed poles which collect the data from the local sinks. Local
sinks send the status of all the sensing nodes to the nearest pole to which that
local network is registered to. As the train moves this forwarding pole also
keep changing. These poles are placed on both sides of the track. The train
keeps on moving on the track and gets registered to nearest track. One pole is
placed at every kilometer. The local sink and poles communicate using 3G
communication with high data rate. A GSM module is attached for the purpose
on both the poles and the local sinks.

4) Global Sink
It has the responsibility of complete network data collection, processing the
data and decision making by calculating the risk score.

(5) Risk Score
It is the total score of all threats to the movement of the train x. It is calculated
for each cycle and for all trains. Risk score must be always less than the
predefined threshold else the train must be stopped.

(6) Unique IDs
Unique IDs are assigned to each train, track segment for which a breakage
detections sensor is attached, signaling poles, platform clearance and for the
railway crossings.

(7) Risk Priority Value
It is the priority value assigned to each risk type. Priority values of all the
accumulated risks at the sink for a particular train at particular cycle are added
to find the current risk score.

3.2 Local Machine to Machine Network

It is the network of the sensor nodes which are connected wirelessly to the local
sink. These networks are installed at all critical locations where machinery is
installed. This network consists of several sensor nodes which keep on monitoring
the proper functioning of the particular system. It also checks the danger conditions
if any. This is installed on and off the train viz. on the tracks, on the signaling poles,
railway crossings, etc. All of these systems involve automatic, semiautomatic and
manual machineries. Working of these machines properly and without damage is
very critical for railway operations. The proper functioning and damage is moni-
tored by available sensors. The final point of this network is the local sink which
finally forwards the status packets received from all the sensing nodes after
checking the status. Only those packets are forwarded which have the status as
‘problem’. These packets have the sensor ID, machine ID and status bit.
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3.3 Collection Pole Network

The status packets that have ‘problem’ status are forwarded to the nearest pole to
the train/railway crossing/track location.

3.4 Data Aggregation

This is done at a global sink where complete network data is collected from all the
machine networks. It means that proper functioning status of the machine on and off
the train reaches to this sink. Here each coming packet is minutely scanned and
checked for the type of machine facing the problem. Each type of machine is
associated with a priority number, if the machine status is problem the priority
number is added to train risk score. All the problems’ score is added together for a
particular train. If this priority risk score crosses a threshold then a command to stop
the train is generated. Below n denotes the number of machines whose status is
reported as ‘problem’.

Risk score ¼
X

risk priority valueðiÞð Þwhere i ¼ 1 to n ð1Þ

3.5 Decision Making

This is the final step taken at the global sink. All the data related to a particular train
is collected at the sink. This is done for all trains with unique train ID for each
cycle. Decision making is also done for each cycle. Final risk decision taken is not
based on the single cycle but the stored for next four cycles.

3.6 Formal Algorithms

The modules discussed till now must work in a synchronized manner as per the
algorithm discussed below.

Machine to Local Sink Network Processing

1. Sensors check the status of machinery working for each cycle.
2. The generated status either ‘OK’ or ‘Problem’ is forwarded to the microcon-

troller input pin.
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3. Microcontroller processes the input and generates a programmed output at the
output pin.

4. This output is fed to the actuator to convert the signals to physical output like
alarm or blinking LED.

5. The other output line is fed to the wireless module where a status packet is
created.

6. The status packet has the sensor ID, machine ID and status bit.
7. Status bit is 1 for problem and 0 if OK. This has been chosen to save power, as

line will be ON only when problem.
8. The status packet is sent wirelessly to the local sink (Fig. 1).

Local Sink to Pole Forwarding

1. All the local sinks at all on and off train machine networks forward the collected
problem status packets and prepare for forwarding to the poles.

2. All the local sinks are registered to unique pole at a particular time instant.
3. Stationary machine networks are registered to single pole statically whereas

moving train keeps on registering with nearest pole while moving.

Pole to Global Sink Collection Network Processing

1. All the poles collect the instantaneous data from all registered sinks local
machine networks.

2. Pole forward these status packets to the global sink for aggregation and decision
making (Fig. 2).

Fig. 1 Railway security M2M network scenario
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4 Conclusion and Future Work

This paper is first ever mapping of machine to machine networks for railway
security application. In this paper due to space constraints we could only describe
the idea. The simulation of the presented algorithm will be detailed in subsequent
presentation. This network can be of any scale from few sensors to thousands of
sensors attached to each machine. In the age of internet of things growing very fast,
this can become a burning application for all the researchers to let the machine
communicate to each other securing the critical infrastructures such as railway
transport. The future work lies in practical implementation of this network and
evaluating against real time constraints.
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Real Time Street Light System Using Low
Power Microcontroller

Amey S. Laddad and Gayatri M. Phade

Abstract Automation the word cannot be defined by the just the definition. It’s a
continuous pattern involving of various systems to control and operating machines
or processes in Industries, with interdependent networks of telephony, several other
applications with minimized or significantly lesser intervention of humans. The
Energy consumed by the street lights can be effectively conserved if we can control
the traffic lights on the highways by glowing them only when needed. If road is full
of traffic, and it is almost impossible to detect the arrival of a vehicle manually
without the sensing of the vehicles. Under these situations we should think about a
system which is capable of sensing the arrival of vehicle and Switch ON the lights
and turn OFF as soon as the vehicle leaves the area. Also the intensity of the street
light is controlled according to the surrounding light.

Keywords Auto intensity control � LDR � LED � MSP430 � PIR sensor

1 Introduction

The significance of this great increase is automation has greater advantages like
consistency, conservation of energy, precision. The consumption of energy, the
source of source of its origin and its conservation is very important in the present
world scenario of ever demanding and increasing energy requirements. Such an
approach of conservation has been proposed in the sector of Street Light Energy
Conservation. Street lighting is an important and essential public service provided
by public authorities at the municipal level, the main function of which is to
illuminate the city’s streets during the dark hours of the day, to reduce traffic
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accident and street crime [1]. So it is important that the on/off of the street light
should be proper to avoid mishaps and also energy loss.

The smart controller used to switch street lighting on/off automatically is based
on sunrise/sunset times or light intensity of controller surroundings. Although the
smart controllers can automatically turn streetlight on and off, the cases of street
lighting on at daytime and off at night occur because the light sensor is covered
with dust. This increases the public dissatisfaction with improper streetlights and
will lead to some potential danger for street vehicle and pedestrian. Main limi-
tations of existing systems are uneasiness of handling and difficulty of mainte-
nance [2]. Thus, we have suggested the system with PIR sensor and LDR. The
ability to produce high power, high quality white light with LEDs is most recent
and this technology is still evolving in a highly competitive market. Here large
number of High voltage as well as low voltage devices is employed to fulfil
different consumer as well as the employ needs. The controlling device of the
whole system is a Microcontroller. This kind of automation has advantages like
accuracy, energy conversation, and reliability and more over the automated sys-
tems do not require any human attention [3]. As the energy conversation is very
important in the current scenario and should be done to a maximum extent where
ever it is possible.

The system we have designed can be useful for the streets where the traffic of
vehicle or human passing is very discrete. For a long time the current street lights
remain ON for no use of it. The design we have proposed has a PIR sensor to detect
motion around the street light in order to turn ON the output LED’s when there is a
movement in the region of Street light. We designed the system such that the
intensity of output LED’s will change automatically. The circuit includes LDR
sensor to sense the status of daylight. The intensity of output LED’s will change in
accordance with output of LDR. When it’s completely bright daylight the street
light will be OFF. Vice versa when it’s completely dark around the street light will
be ON with highest intensity. We have controlled the output light intensity by
generating PWM signal which controls the intensity of output LED light [4–6]. We
can save the valuable electrical energy.

2 Proposed System

The block diagram of the system we designed is as shown in Fig. 1 it comprises of:

1. Regulated Power Supply.
2. PIR Sensor.
3. LDR sensor.
4. MSP 430 controller.
5. Output LED’s.
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1. MSP 430 Controller:
It is an ultra-low power mixed signal microcontroller. We have used the
MSP430G2553 chip because of its easy availability and comparatively cheap
prise. It has a 16 bit RISC CPU and has 24 I/O pins and has on chip ADC.

2. PIR Sensor:
It is a motion sensor. It operates by sensing temperature difference between the
moving object and surroundings. We have used the PIR sensor to sense the
movement around the Street light to turn it ON only when it is needed [7].

3. LDR:
Light Dependant Resistor is used in the system to sense the surrounding light
intensity. The output of LED’s is controlled through this data. During day time
the street light will be OFF. During night time the street light will be ON with
highest intensity. It operation is explained by the use of equation below.
The equation to show the relation between resistance and illumination can be
written as

R ¼ AE ^ a ð1Þ

where:

E is Illumination (lux)
R is Resistance (Ohms)
A and a are constants

The value of ‘a’ depends on the CdS used and on the manufacturing process.
(Range 0.7–0.9) [8].

Fig. 1 Block diagram of
system
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4. LED Panel:
We have used two LED panels as the prototype of Street light. The LED’s
provide sufficient light. We have used two 1 W LED panels.

3 Result Analysis

The system operation is explained in detail. The circuit will only allow output
LED’s to turn ON when there is any movement around the street light. When the
PIR sensor passes digital 1 to the microcontroller the system will take input from
LDR and sense the surrounding light and will decide intensity of the output. The
generated PWM signal passes through the microcontroller pin to the MOSFET
circuit and to the LED’s. The intensity level of output LED’s are changed according
to the light incident on the LDR. We can check the length of PWM signal changing
from the circuit with the use of DSO. The DSO we have used is of rating of
25 MHz, 250 MS/s.

The Fig. 2a image shows the circuit at dark surroundings. The Fig. 2b, c images
shows the characteristics of the PWM signal generated while there is dark sur-
rounding. We find that the width of PWM signal is maximum during dark condition
and intensity of the output LED’s is highest.

The Fig. 3a image shows the circuit at Mid-range light surroundings. The
Fig. 3b, c images shows the characteristics of the PWM signal generated while
there is Mid-range light surrounding. We find that the width of PWM signal is
medium during Mid-range light condition and intensity of the output LED’s is
medium.

The Fig. 4a image shows the circuit at bright surroundings. The Fig. 4b, c
images shows the characteristics of the PWM signal generated while there is bright
surrounding. We find that the width of PWM signal is minimum during bright
condition and intensity of the output LED’s is minimum.

In order to understand the readings of the system we have prepared tabular and
graphical representation of light intensities of ambient light, LED output light,
PWM voltage and LED voltage.

Table 1 shows the reading taken while transition from bight to dark ambient
conditions. By observing the reading we can easily derive that the light falling on
LDR is inversely proportional to the LED output intensity. From Eq. (1) we
can find out that the LDR output is dependent upon the light falling on it (Graphs 1
and 2).

Table 2 shows the reading taken while transition from dark to bright ambient
conditions. By observing the reading we can easily derive that the light falling on
LDR is inversely proportional to the LED output intensity. From Eq. (1) we can
find out that the LDR output is dependent upon the light falling on it.
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Fig. 2 a Highest LED
intensity at dark. b Waveform
of highest LED intensity at
dark. c Parameters of highest
LED intensity at dark
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Fig. 3 a Mid-range LED
intensity at dull surrounding.
b Waveform of mid-range
LED intensity at dull
surrounding. c Parameters of
mid-range LED intensity at
dull surrounding
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Fig. 4 a Low LED intensity
at bright surrounding.
b Waveform low LED
intensity at bright
surrounding. c Parameters of
low LED intensity at bright
surrounding

Real Time Street Light System … 651



Table 1 Readings of system while transition from Bright to Dark

Lighting
condition

Luminance of
ambient (lx)

Luminance of
LED (lx)

PWM
voltage (V)

Voltage at
LED (V)

1 Bright 420 48 0.064 4.42

2 Mid-range 40 150 0.125 5.12

3 Dark 12 290 0.530 5.72
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Graph 1 Representation of
comparative readings from
bright to dark
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Graph 2 Representation of
comparative readings from
dark to bright
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4 Conclusion

We have implemented the system and its results are obtained as per the established
theory. The results from above charts and tables show us that when minimum light
is falling on the system, we get maximum intensity of output LED. The street lights
only turns on when there is movement around it, and the intensity of output light is
varied in accordance with the ambient light. We conclude that the system we have
implemented can be useful in the future to reduce the power consumption of the
street light system.
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Dealing with Indian Jurisprudence
by Analyzing the Web Mining Results
of a Case of Cybercrimes

M. Gouri Shankar, P. Usha Gayatri, S. Niraja
and K. Chandra Sekharaiah

Abstract Earlier, in [1–5], we presented a case study of a cybercrime w.r.t. tri-
partite case of cybercrimes of (1) Violation of State Emblem of India Prevention of
Improper Use Act 2005 (2) Cheating crime and (3) Sedition crime [6]. The
cybercrimes were perpetrated by the culprit organization, JNTUHJAC, which was
operational in the JNTUH University overtly and covertly. The case was based on
web mining [7] results drawn from the web crawler tool, Wayback machine [8]. W.
r.t. the case, the charge sheet was detailed in [5]. In this paper, we present the
judgment in the aftermath of the chargesheet [4, 9]. We present that the Cyberabad
police failed to make use of the cyberforensic evidence in handling the case. We
present that the significance of Cyberethics in the case. Policing and judiciary are
not just sufficient in handling cybercrimes. Cybercounseling and guidance is crucial
in generating public opinion, national integration and academic development to
remedy the flaws in handling the cybercrimes by organizational means such as
police dept. and judiciary.

Keywords User interface design (UID) � Govt. of telangana (GoT) � National
emblem of India-abusive GoT (NEIAGoT) � Fake � Cheating and seditious GoT
(FCSGoT) � Threats to national integration in bharat (TsNI) � Culprit GoT which is
involved in the twin crimes of online cheating and online sedition (TsCSGoT) � State
emblem of india (Prohibition of improper use) act 2005 (SEIPIUA) � Jawaharlal
nehru technological university hyderabad (JNTUH) � Joint action committee
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(JAC) � GoT whose appointed day is 2 jun 2014 after the parliament passed the
A.P. reorganization bill (PGoT) � Underground GoT (UGoT) � Internet of things
(IoT)

1 IoT Introduction

Internet of Things (IoT) has come to be in vogue side by side with Big Data. Also
called as Internet of Objects, it means a network of physical “devices/
objects/gadgets/things”. It refers to the usage of intelligently connected micro-
electronic devices and systems such as MEMS and ICT devices that control data
gathered by embedded sensors and actuators in m/cs and other physical objects that
are made “Smart”. Nowadays, consequent upon diminishing size and price con-
sciousness and declining energy consumption, processors, communications mod-
ules and other electronic components are integrated to make everyday objects
“Smart”. Smart cities use Smart objects which are IoT-based. Smart objects can be
controlled remotely and can serve as physical access points to Internet services. IoT
involves ubiquitous computing, as conceived by Mark Weiser in the early 1990s.

Umpteen IoT objects are interconnected through public as well as private IP
networks. These can sense as well as communicate and share information. These
interconnected objects have data regularly collected, analysed and used to initiate
action, paving the way for web intelligence and collective intelligence for planning,
management and decision making. IOT objects can be read, recognized, located,
addressed, and/or controlled via the Internet, irrespective of the communication
means (whether via RFID, wireless LAN, WANs etc.). Things in IoT include
People, Location, Time Information as well as Condition of objects. The objects
seamlessly integrate into the virtual world and facilitate anytime, anywhere con-
nectivity. The term IoT was coined by Kevin Ashton in 1999. Typically, IoT is
expected to offer advanced connectivity of devices, systems, and services that goes
beyond M2M communications as well as cover a variety of protocols, domains, and
applications. The interconnected embedded devices (including smart objects) are
expected to usher in automation in all fields including Smart Grid and Smart Cities.
Examples of IoT devices are smart thermostat systems as well as washer/dryers that
use Wi-Fi for remote monitoring.

The scope and extent of IoT includes Architectures, Testbeds and Deployments;
Devices Platforms, Sensors, Control and Actuators; Resource Constrained Nodes;
Wireless Sensor Networks; Cognitive IoT; Coexistence and Interference; Network
Clustering and Cooperative Schemes; Protocols and Algorithms; Energy
Harvesting; Modeling and simulation; Software Defined Networking; Ubiquitous
Computing; Big Data for IoT; Standards and Societal Impact; Fault Tolerance and
Survivability; Safety and Reliability; Security and Privacy; Wellness and In body
Sensors; Emotion Sensing; Industrial and Equipment Monitoring; Smart City
Applications; Crowd Sensing and Management; Disaster Recovery and
Management; Smart Grids and Energy Management; Intelligent Transport Systems
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and Applications; Agriculture and Green Houses; IoT based e-Commerce;
Innovative Applications, Metrics, Measurement and Management; Scalability,
Density, and heterogeneity Challenges; IoT-Cloud Integration; Context and
Location-Aware Applications; Body Area Networks; Social IoT.

Some sub areas of IoT are as follows. Mobile IoT is an offshoot of state-of-
the-art technologies applications of Smartphone technology. It generates and con-
sumes big data. On-board sensors, making use of crowd sourced data, promoting
e-commerce or enabling B2B, B2C and C2C connectedness are some examples of
new applications of IoT.

IoT device or circuit design deals with the state-of-the hardware that enables field
intelligence and data generation, innovative concepts that enable pervasive sensing.
IoT applications and services deal with embedded field intelligence applications that
challenge the state of the art in such fields as agriculture, automotive, civil and
industrial Infrastructure monitoring, health care and retailing. Architecture and
systems design deals with reliability, sustainability, scalability, profitability and
scope for interoperability of an IoT ecosystem; novel business models and services
enabled by IoT. Apart from other things, cloud computing and semantic web
technologies deal with data security, storage and access, communication protocols,
linked data and web semantics for interoperability among users and devices.
Interfaces deal with adaptive UID informed actuation, and the interplay between the
two. IoT analytics deals with innovative algorithms as well as data analysis tech-
niques for extracting meaning and value from the IoT Internet of Things. IoT gives
rise to scope for internet addiction disorder [10] and increased cybercrime incidence.

IoT is considered useful especially for accessing/storing data by perceptible
sensor-driven IoT devices. It pioneers the development of Smart homes and onward
to Smart cities. IoT is not altogether the solution to the current day problems of
Cyber security. In this paper, digital crimes in the background presentation and
digital exploitation in the foreground presentation are together made prevalent.

IT systems are under attack for political/commercial/reasons. In some cases, they
are under attack to humiliate their targets. The Internet technology is exploited to
perpetrate crimes. Criminals find an avenue for launching attacks with relative
anonymity. The increased complexity of the communication and networking
infrastructure is making investigation of cybercrimes difficult. Smart data is left
untapped even as illegal activities are often buried in large volumes of data in order
to detect crimes and collect clues of evidence.

The field of digital forensics and cybercrime investigation has become very
important for law enforcement, national security, and information assurance. This is
a multidisciplinary area that encompasses law, computer science, finance,
telecommunications, data analytics, and policing. This IoT field brings together
practitioners and researchers from diverse fields providing opportunities for busi-
ness and intellectual engagement among attendees. The Cybercrimes of relevance
to the case under consideration are highlighted in the paper notwithstanding the fact
that for this kind of Cybercrimes, we do not have much to do with the IoT for the
resolution of the Cybercrimes. These Cybercrimes are outside the possible domain

Dealing with Indian Jurisprudence … 657



of IoT. As such, IoT is of less potential to deal with the whole galaxy of
Cybercrimes of the kind considered.

In this paper, we present the organization of our work as follows. In the forth
coming section, we present about the prevalence of cybercrimes in higher educa-
tional institutions. In Sect. 3, we present the photocopy of the judgment related to
the cybercrime. Section 4 concludes the paper in terms of the repercussions of the
judgment and the cybercritical solutions suggested.

2 Cybercrimes in Higher Educational Institutions

Cybercrimes tend to increase by leaps and bounds in the present day ICT-based
society. The higher educational institutions impart ICT in academics. On the other
hand, rampant technology abuse is also taking place in the academia simultane-
ously. We present that mere technological knowledge could be baneful to the
academics and society. Cybercritical solutions are not enough always. Social
cognition should be modeled such that the technology usage only promotes the
national development. Cybercrimes in academia is an index to it that the quality of
national development is on the wane. This paper focuses on cybercrime in higher

Fig. 1 The overtly inviting flexi banner of JNTUHJAC (which is involved covertly in
cybercrimes including Sedition, Cheating by Impersonation and violation of SEIPIUA during
2015 academic admissions time) for registrations by students in its cybercriminal website
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educational institutions. In Fig. 1, the flexi banner fixed to a university main
entrance gate is that of a cybercriminal organization, JNTUHJAC which is under
NEIAGoT. It invites the academic stakeholders offline to get involved in its

Fig. 2 Judgment page 1
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Fig. 3 Judgment page 2
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Fig. 4 Judgment page 3
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Fig. 5 Judgment page 4
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Fig. 6 Judgment page 5

Dealing with Indian Jurisprudence … 663



cybercriminal website for e.g. for online registration in its organization. Thus,
cybercrimes tend to thrive in higher educational institutions overtly and covertly.

FCSGoT was brought to limelight subsequent to the case of multiple crimes of
JNTUHJAC under NEIAGoT/TsCSGoT.

3 Judgment Pages 1 to 5 Photocopied

See Figs. 2, 3, 4, 5, and 6.

4 Conclusions and Future Scope

The cyberforensic snapshots in [4] were captured to serve the trial of the cybercrime
as the cyberpolice are expected to produce the results of this kind as evidence to
check the further cybercriminal activity in continuation. The approach serves in
educating the general public and those in the academia to abstain from such
cybercrimes. The public opinion is geared up in the right direction and serves to
promote national integration by checking the wrong side of separatism. As per the
judgement, the accused A2 mentioned in [4] is absconding. This means that A2 is
part of UGoT. In the chargesheet described in [4, 9], it was mentioned that a
separate chargesheet would be filed by the police w.r.t. A2. If A2 is brought to
limelight by the police, the case may get dug w.r.t. A1. Thus, A1’s acquittal is not
altogether complete and not once for all, seemingly. The campaign w.r.t. dealing
with this kind of cybercrimes is better possible by social networks means and by
such means as online guidance and counseling as in [11].

The work has immense future scope w.r.t. the significance of cyberforensics and
cyberethics. The work can easily be carried forward for future developments in the
cyberabad police organization, cyberforensics, cyberethics and jurisprudence.

At the first instance, the present work may seem less technical, but the signifi-
cance of cyberforensics and cyberethics can be best understood only in the light of
the judgment copy, in this paper, which is consequent upon the efforts in our earlier
research papers towards the elimination of TsNI. The work has not much to do
w.r.t. PGoT.
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New Approach for Performance
and Security Enhancement in OCDMA
Networks

Sumit Gupta and Aditya Goel

Abstract A new technique is proposed for the enhancement of security against the
eavesdropper in Optical code division multiple access (OCDMA) Spectral ampli-
tude coding (SAC) System. This technique is the combination of real and virtual
user’s spectral chip, according to the newly developed Zero cross correlation code.
The define sequence assign to virtual users, is complement to each other in a group
of two users. Probability of code detection of individual user decreases due to
virtual user and complement of defined sequence of virtual user, removes the
occurrence of single user’s code in the channel. The simulation and analytical
results show that the proposed scheme has a better performance than existing
methods.

Keywords Optical code division multiple access (OCDMA) � Modified quadric
code (MQC) � Multi diagonal code (MD) � Multiple access interference (MAI) �
Spectral amplitude code (SAC) � Random diagonal code (RD) � Zero cross
correlation code (ZCC)

1 Introduction

The main aim of CDMA system is to extract the information of a user in the
presence of another user without affecting the security of system because other
users interfere the desired user that is called the MAI (multiple access interference)
[1]. That depends upon the cross-correlation between the users. It may be one or
zero. In case of zero cross co-relation the MAI is reduced [2, 3]. Many methods
exist with ideal in phase unity and zero cross correlation such as RD Code, MQC
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and MD Code. At the decoder side in the MD method direct detection technique is
applied for detecting the information [4–6]. In MD code every pulse represents the
information [7]. If an eavesdropper detects the any pulse so it is easy for eaves-
dropper to retrieve the information and this can be avoided by reducing the amount
of power of individual chip by increasing the number of weights of a user but this
approach requires the wider spectral width [8]. So a technique is described to
eliminate t above mention issues, as explain in following section. Section 2 con-
structs the proposed method, Sect. 3 Analyzes the performance of the system.
Security and Result analysis is done in Sects. 4 and 5. Paper ends with the
conclusion.

2 Proposed Method

Coding of the system is defined by the parameters (Nr, NV, Wr, Wv, L, kc). Where
Nr is the number of real users, Wr is their weight and NV is virtual user, Wv is their
weight, L is the length of the code and kc is the ideal in phase cross correlation
between the users.

The basic structure of the technique is shown in Fig. 1. In this method the real
users of Nr number, Wr weight sand virtual users of Nv number, Wv weights are
transmitted by modulated spectral chip simultaneously as specific coding method.

A defined sequence is provided to each virtual user and the sequence is com-
plements to each other in a group of two users. The length of code is given as

Length of code L ¼ NrWr þNvWv ð1Þ

Fig. 1 Encoder and decoder design of the technique
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The code formation is given in the following steps:

Step 1. The basic code is generated and assign to a first user. The basic code is
formed by placing the zeros between the equal weights. The number of zeros is
equal to the sum of virtual users and the real users’. The position of basic code (PB)

in code distribution is given by PB ¼ Number of virtual user NVð Þ � WV
2

� �
half

�
weight of virtual usersÞþ 1 . Table 1 shows the code construction of the design.
Step 2. The basic code is arranged for first virtual user in position, that the half

weight of code is placed in 2� Number of virtual user NVð ÞÞþ WV
2

� �
half weight

�
of virtual usersÞ position and code for remaining virtual user shifted left with
Wv
2

� �
half weight of virtual users

3 Mathematical Analysis

For analysis of this system we use the Gaussian approximation in our calculation
(3, 4). This system is based on the zero cross co-relation so, then we only consider
the thermal noise (Rth) and shot noise (Rsn) in respect to PIIN. The SNR for electrical
signal is the average signal power to noise power, SNR = [I/R]. Let CK(i) denotes
the ith element of K user in this code ZCC than the following assumption is made

(a) Each light source spectrum is flat over the bandwidth [Vo – ΔV/2, Vo – ΔV/2]
where Vo is central frequency and ΔV is the optical source bandwidth in Hertz.

(b) Each power spectral component has an identical spectral width.
(c) Each user has nearly equal power at the transmitter.
(d) Each user bit stream is synchronized.

The power spectral density (PSD) of the received signals can be given as

r vð Þ ¼ Psr
Dv

XN
N¼1

dN
XL
i¼1

cN ið Þrect ið Þ ð2Þ

rect ið Þ ¼ u v� v0 � Dv
2L

�Lþ 2i� 2ð Þ
� �

� u v� v0 � Dv
2L �Lþ 2ið Þ

� �
¼ u

Dv
L

� �
ð3Þ

where uðvÞ is the unit step function expressed as:

u vð Þ ¼ 1; v� 0
0; v\0

�
ð4Þ

670 S. Gupta and A. Goel



Z1
0

G vð Þ dv ¼
Z1
0

Psr
Dv

XN
N¼1

dN
XL
L¼1

CN ið ÞCI ið Þrect ið Þ
" #

dv ð5Þ

Z1
0

G vð Þ dv ¼ Psr
Dv

XN
N¼1

dN �Wr � DvL þ
XN
N6¼1

dN � 0 � Dv
L

" #
ð6Þ

The value of
PN
N¼1

dN is equal to the 1 and for above than

Z1
0

Gdd vð Þ dv ¼ Psrwr

L
ð7Þ

The photo current I can be expressed as

I ¼ Idd ¼ <
Z1
0

Gdd vð Þ dv ð8Þ

The variation of photocurrent due to detection of an ideally un polarized thermal
light can be expressed as

I ¼ < Psr Wr½ �
L

� �
ð9Þ

I2 ¼ 2eB Iddð Þþ 4KbTnB
RL

ð10Þ

When all users transmitting 1 than probability of each user sending 1 is ½ than
Eq. (11) becomes

I2 ¼ PsreB<
L

wr½ � þ 4KbTnB
RL

ð11Þ

The signal to noise ratio of direct detection technique is given by following
equation

SNR ¼ I2dd
I2

ð12Þ
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When putting all equation than new formula for SNR will be

SNR ¼
<2P2

sr

� �
Nr

mn
nmþ 1

� �2
PsreB<
Nr

� �
mn

1þnmð Þ þ 4KbTnB
RL

ð13Þ

This BER is

BER ¼ 1
2
erfc

ffiffiffiffiffiffiffiffiffiffi
SNR
8

r
ð14Þ

Typical parameters used in the calculation as below:

Photo detector quantum efficiency (g) 0.6
Line-width broadband source (ΔV) 3.75 THz
Operating wavelength (k0) 1552 nm
Electrical bandwidth (B) 311 MHz
Data bit rate (Rb) 622 Mbps
Receiver noise temperature (Tn) 300 K
Receiver load resistor (RL) 1030 Ω

If n �1 then or m �1 then

SNR ¼
<2P2

sr

� �
N2

r

PsreB<
Nr

� �
þ 4KbTnB

RL

ð15Þ

Where wr ¼ mwv, Nr ¼ nNv.

4 Security Level Analysis

(i) Probability of presence of single real user in network =

1=2Nr ð16Þ

At a time the probability of code detection of single user in group of virtual
user =

NV

2


 �
wv


 �
C Wrð Þ

ð17Þ

672 S. Gupta and A. Goel



Than the total probability of code detection of single user in group of virtual
users is given as

PS ¼ 1
2Nr

NV

2


 �
wv þWr


 �
C Wrð Þ

 !
ð18Þ

(ii) Probability of code estimation by whole code of a user

PG ¼ Wr

Lr þ Lvð Þ

 �

Wr � 1
Lr þ Lvð Þ � 1


 �
� � � � � 1

Lr þ Lvð Þ �Wr


 �
ð19Þ

PG ¼ Wr

Nr
mnþ 1
mn

� �
 !

Wr � 1
Nr

mnþ 1
mn

� �� 1

 !
� � � � � 1

Nr
mnþ 1
mn

� ��Wr

 !
ð20Þ

5 Result and Discussion

The basic characteristics of OCDMA involve the security of the system against the
eavesdropper. The security analysis is done in two modes, one is presence of single
user and another is the presence of more than single users. As shown in Fig. 2
probability of code detection by unwanted user, in the presence of single user is
reduced as compared to the presence techniques. The Code detection probability in
presence of all users is calculated. Figure 3 shows the probability of W weight
detection. The probability is lower compared to the existing coding method so
confidentiality of the system is increased.

The block diagram of proposed scheme shown in Fig. 1. The simulation is done
for 4 real user and 2 virtual with a weight of 2 as shown in Fig. 4. The width of each
spectral chip kept 0.6 nm. The simulation is done in a practical environment in all,
with all nonlinear effect is kept on. Simulation is performed at 1.25 Gbit/s for
20 km length of fiber with ITU standard single mode fiber (SMF). All the attenu-
ation (a = 0.25 dB/km), Dispersion (18 ps/nm) is maintained. Decoder side after
decoding the signal, the signal covert to electrical by passing to the photo detector
and 0.75 GHz low pass Bessel filter (LPF). The dark current value was 5 nA, and
the thermal noise coefficient was 1.8 � 10−23 W/Hz for each of the
photo-detectors. The performance of the system was characterized by referring to
the BER and eye pattern. A BER of the proposed Scheme shown that the better
performance as the number of users are increased as shown in Fig. 5.
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Fig. 2 Variation in probability of code detection of single user (PS) with the number of users

Fig. 3 Variation in probability of code detection with W weight (PG), with number of users
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Fig. 4 Eye pattern for 4 real and 2 virtual users at 20 for 1.25 Gbits/s

Fig. 5 BER variation with number of users at 622 Mbits/s
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6 Conclusion

In this paper, the new technique is proposed for enhancing the security level against
the eavesdropper with use of virtual user with real user with a specific coding
method. The performance of this technique is evaluated analytically and with the
simulation. The result shows that the performance is better than the conventional
method for large number of users.
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Decision-Based Spectral Embedding
Approach for Identifying Facial Behaviour
on RGB-D Images

Deepak Kumar Jain, Raj Kumar and Neha Jain

Abstract Automatic identification of various facial movements and expressions
with high recognition value is important for human computer interaction as the
facial behaviour of a human can be treated as an important factor for information
representation as well as communication. A high deviation of human appearance
and existence of noisy contextual background makes the human pose analysis is
hard to achieve. A number of basic factors such as cluttered background, occlusion,
and camera movement and illumination variations degrade the image quality
resulting in poor performance for identifying different facial expressions. Moreover
the identification of the automatic feature detection in facial behaviour requires high
degree of correlation between the training and test images. Our proposed work tries
to address the mentioned problems and resolve to some extent. In this methodology,
a Decision-based Spectral Embedding approach combining appearance and
geometry based features for head pose estimation and facial expression recognition
by minimizing the objective function which leads to selection of optimal set of
fiducial points. The method preserves the local information from different facial
views for mapping neighbouring input to its corresponding output, resulting in low
dimensional representation for encoding the relationships of the data. The proposed
methodology is validated with the RGB-D data set and real depth images and
compared with the state-of-art methods for analyzing the performance of recogni-
tion of facial behavior.

Keywords Geometry based features � Pose estimation � Facial expression �
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1 Introduction

Facial expression and behaviour identification is the challenging task in computer
vision. Facial expressions convey non-verbal cues, which play an important role in
interpersonal relations. Automatic recognition of facial expressions can be an
important component of natural human-machines interfaces; it may also be used in
behavioural science and in clinical practice. Although humans recognize facial
expressions virtually without effort of delay, reliable expression recognition by
machine is still a challenge. The human pose estimation/recognition component is a
key step in an overall human action recognition system. Our detection and recog-
nition scheme must also be capable of tolerating variations in the faces themselves.
The human face is not a unique rigid object. There are billions of different faces and
each of them can assume a variety of deformations. Inter-personal variations can be
due to race, identity, or genetics while intra-personal variations can be due to
deformations, expression, aging, facial hair, cosmetics and facial paraphernalia.

Exceptions to this trend include a small number of works, In 2007 Zhao et al. [1]
they are taking the problem of various facial expression prediction, the algorithm
they used for their method is volume local binary pattern [2], they faced some
problems, the work not well suitable for complex action prediction. In the actions
with a complex articulated structure, the motions of the individual parts may be
correlated. The relationship among these parts (or high-order features) is often more
discriminative than the individual ones.

In 2010, Tong et al. [3], they are taking the problem of Spontaneous Facial
Action Recognition, the method they used in their work was Shape based
features-2D Local Facial Components Shapes, the main problem they were faced is
Time Complexity.

In 2011 Diago et al. [4] they are taking the problem of various facial expression
prediction using Fuzzy Quantized HNN Method, the problem with this paper is that
they only used some limited databases.

In 2012 Huang et al. [5], they find the 3D facial Expression Prediction using
Extended Local Binary Patterns, they faced some computational Complexity in
their work.

In 2013, Rahulamathavan et al. [6], this paper presents a system that addresses
the challenge of performing facial expression recognition when the test image is in
the encrypted domain, they used Local Fisher Discriminant Analysis Method,
Encryption also applied for security purpose. It may increase computational
complexity.

2 Drawback of Existing Methods

In the existing approaches for the identification of facial behaviour, the automatic
feature detection is a difficult task. These techniques are highly expensive and
require a high degree of correlation between the training and the test images.
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Moreover the dimensionality becomes another major factor for the detection pro-
cess as the feature set in high dimensional data needs to be reduced for the selection
optimizing the detection. Some methods perform the classification by majority
schemes based on training examples, however the annotator labelling is dependent
on the facial expression that transitively depends on correlation among expression
that reduces the performance due to same labelling in some cases. The method of
SIFT with K-NN Classifier when applied for occluded images and partial variations
results in high dimensionality and improper results with local variations. The
existing methods suffer from the extraction of proper facial feature points for
identification of facial behaviour. Some feature extraction methods produces dis-
tinctive and repeatable scale invariance features. The change in image causes high
sensitivity in the parameters resulting in low contrast between structural information
and background pixels. The proposed method combines appearance and geometry
based features for facial expression recognition that addresses the problem by
achieving higher robustness and uniformly distributed relevant features in training
and test set of images.

3 Proposed Methodology

The Flow Chart of Proposed Methodology is as: The Flow Chart of Proposed
Methodology is given in Fig. 1.

In the proposed work, Decision-based Spectral Embedding for head pose esti-
mation method combine the appearance and geometry based features for facial
expression recognition that solves the decision of feature set obtained by mini-
mizing the objective function which leads to selection of optimal set of fiducially
points. The method preserves the local information from different views where

RGB-D IMAGES Preprocessing Face Detec on Feature
Extrac on

Local
Neighbour

Hood
Structure

Image
Classifica on

HSI Color
representa on

Fig. 1 Flow-chart of proposed methodology
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vertices represent data and the edges represent neighbourhood relations. The basic
idea is to preserve the local structures of the graph at each vertex for mapping
neighbouring input to its corresponding output. The obtained low dimensional
representation is directly related to the neighbourhood graphs for encoding the
relationships of the data, then we perform the Classification using Single Value
Decomposition (SVM).

4 Detailed Description of Proposed Methodology

4.1 Pre-processing Step

Noise-Removal A set of depth images with various facial expressions are con-
sidered as training set Tm for the pre-processing phase. The initial phase begins with
the removal of noise from sequence of frames in Tm. The noise removal is done
with the application of the median filter as it preserves the edges with local
information. This is a linear filter that masks over each pixel where the average of
the pixels under the mask is done to form single pixel. The output pixel contains the
median value in a n-by-n neighbourhood around the corresponding pixel in the
input image frame as shown in (1).

Medianfilter x1; . . .; xNð Þ ¼ Median x1k k2; . . .; xNk k2
� �

ð1Þ

Background Subtraction The moving object detection can be done from processed
frames in Tm with Background Subtraction method which obtains absolute difference
between two consecutive frames frameValuek and frameValuek−1 to detect moving
region of interest based on the defined threshold value a as given in (2).

DifferenceValuek ¼
frameValuek � frameValuek�1j j
0; otherwise

�

if ðframeValuek � frameValuek�1Þ[ a

ð2Þ

where frameValuek is the value of the kth frame in image sequences.

Region of Interest in Color Space The pre-processed images are transformed into
3-dimensional representation of HSI color space for enhancing the detected
region of interest results in better feature extraction. The Hue, Saturation and
Intensity are three important descriptors for colors. Hue represents the purity of the
color (i.e. pure red, yellow, and green). Saturation represents the measure of the
degree to which a pure color is diluted by white light. Intensity is the gray level
value of the color. Hue and Saturation represents the color carrying Chrominance
(Chromatic) information. Intensity represents the gray-level Luminance (achro-
matic) information.
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4.2 Feature Extraction

Decision-based Scale Invariant Feature Transform obtains the set of feature points
to identify the various facial expressions by locating fiducial points. The basic
approach detects a set of interest points from obtained transformed sequence of
frames Tm. The method is capable to capture the pixel-level distribution of the
region of interest by means of local patterns extracted from a scale-space decom-
position of an image frame. The scale space of an image is formed by performing
convolution operation to it with a variable scale Gaussian factor
GaussianValue x; y; rð Þ where r is the scale parameter. The convolution result
ScaleSpace x; y; rð Þ can be defined as:

ScaleSpace x; y; rð Þ ¼ GaussianValue x; y; rð Þ � pixelValue x; yð Þ ð3Þ

where * denotes the convolution operation at coordinates x; yð Þ of image frame and

GaussianValue x; y; rð Þ ¼ 1
2Pr2

e
�ðx2 þ y2Þ

2r2

� �
ð4Þ

In order to extract fiducial keypoints from obtained scale space, difference of
Gaussian function of two nearby scale spaces convolved with the image frame as
shown in Eq. (5).

ScaleSpace x; y; rð Þ ¼ GaussianValue x; y;Krð Þ � GaussianValue x; y; rð Þð Þ�pixelValue x;yð Þ:
ð5Þ

Where K is a constant scale factor.
The gradient modulus and orientation of each extracted key point can be com-

puted. The methodology maps the obtained gradient magnitude into fuzzy region
resulting in construction of the feature vector.

Features x; yð Þ ¼ 1
1þ e�1 mag x;yð Þð Þ

Orientationðx; yÞ ¼ tan�1 scalespaceðx; y� 1� scalespaceðx; y� 1
scalespaceðxþ 1; yÞ � scalespaceðx� 1; y

� �
ð6Þ

Laplacian matrices formed from the obtained set of feature vector[16–18] where
the vertices represent various facial expressions and the edges represent their
neighborhood relations preserving best local neighborhood structures exploiting
class label information in the training set.
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The local neighborhood structure is obtained on each view separately in such a
way that the dissimilarities between the feature vectors and its corresponding[19,
20] neighbors become minimum and global structure is computed by summing up
all the obtained local structures.

Given a dataset of N images with m different views represented as

X ¼ X ið Þ ¼ X ið Þ
1 ; . . .;X Nð Þ

1

h i
2Rmi�N

n o

The lower dimensional representation is

Y ¼ yi; . . .; yN½ �2Rd�N

where d\
Pm
i¼1

mi wheremi is the ith view

The local neighborhood structure is obtained by minimizing the objective
function as described below:

obj ¼ min
Xk
j¼1

XN
i¼1

d2ij; ð7Þ

where

N is a vector of facial expressions under different head poses
k is the different class levels with facial expressions
d is the dissimilarities of different head poses.

The global structure is obtained as follows:

argmin
Y ;a

Xm
i¼1

ari tr YL ið ÞYT
� �

;

Such that

YYT ¼ 1; ai � 0;
Pm
i¼1

ai ¼ 1:

ð8Þ

4.3 Classification

The classification is done in two steps:

The first classification scheme specifies that the smallest average dissimilarity
decides the expression classification where the dissimilarity coefficients associated
with its training expression are averaged over the whole training subjects. The
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major advantage of such classifier is that it reduces the time computation by
obtaining the subset of the training data that reduces the number of comparisons.
The second scheme is based on Support Vector Machines classifier [10, 11] which
applied on the resultant subset obtained for finding the recognition rate. As this
technique is sensitive to the presence of irrelevant or redundant features, the
accuracy of classifier gets maximized[12–15] for action recognition as it extracts
the relevant training feature set based on the similarity of the test data resulting in
better performance of the classifier.

5 Results and Comparison

In this section we show our results using soft Kinetic camera to capture the depth
Images and perform our algorithm.

See Figs. 2, 3, 4, 5 and 6.

• Comparative Results

See Table 1.

Fig. 2 Preprocessed depth images
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Fig. 3 Depth map of different individuals

Fig. 4 Face detection of depth images
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Fig. 5 Depth face having features

Fig. 6 Local neighbor hood structure

Table 1 Comparative results
with previous reports

Recent work Recognition rate (RR) %

Berretti [7] 77.5

Venkatesh [8] 81.7

Wang [9] 83.6

Proposed 90
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6 Conclusion

In this paper we proposed a method to find or to recognize the facial expression in
depth Images. We proposed a Decision-based Spectral Embedding approach
combining appearance and geometry based features for head pose estimation and
facial expression recognition by minimizing the objective function which leads to
selection of optimal set of fiducial points. The method preserves the local infor-
mation from different facial views for mapping neighboring input to its corre-
sponding output, resulting in low dimensional representation for encoding the
relationships of the data. According to these we get a good recognition results better
than the previous ones. We also can extend this paper to reduce the time complexity
and to predict the behavior in an accurate manner.
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LTTC: A Load Testing Tool for Cloud

M.S. Geetha Devasena, V. Krishna Kumar and R. Kingsy Grace

Abstract Software testing is the process of software engineering to free the soft-
ware from bugs. Load testing is one of the techniques in software testing and is used
to find the maximum load that software can handle without affecting its perfor-
mance. Load testing is used to test the cloud services that are running in a cloud. All
the resources in a cloud are used by the cloud users based on their demand. Using
cloud, it is easy to gather the required load for a particular application by forming
clusters. If the required load is coming from different clusters and it is not known
quantitatively then the problem of load balancing is raised. The proposed load
testing tool avoids the problem of getting unequal loads coming from different
clusters by distributing the same amount of load to all the clusters. Also the pro-
posed load testing tool for cloud is used to find the maximum number of simul-
taneous users for a particular cloud system is to handle.

Keywords Load testing � Cloud testing � Load balancing

1 Introduction

The cost of testing web applications using traditional approaches is high for sim-
ulating user activity from different geographic locations [1]. Firewalls and load
balancers testing cost includes hardware cost, software cost and maintenance cost.
The web based load testing [2] is more effective in applications where rate of
increase in numbers of users is not known and the differences are deployment
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environment based on client requirements. Usually web application’s behavior
under normal and peak load conditions are tested using the basic type of load
testing. While beginning the load testing, it is recommended to start with small
numbers of virtual users and increase the load from normal to peak incrementally.
The performance of the application during the gradual increase from normal to peak
load is observed. Cloud based load testing is different from traditional load testing
environments. Using cloud, the web applications are tested like real world usage of
the web applications with geographically distributed users, and also variety of user
scenarios. Cloud testing also ensures minimal start-up time and quality of assur-
ance. The load testing for web application using cloud reduces the capital expen-
diture and improves scalability [3].

1.1 Load Testing

Giving demand to a system or device and measuring its response is called as load
testing [4]. It is used to determine a system’s behavior on both normal and peak
load situations. The load testing is applicable in multi-user systems such as web
servers. Usually the load testing simulates the actual use of software system and it is
opposite to the testing in theoretical or analytical methods. The load testing is also
used to measure the QoS performance of website’s based on the user behavior. To
test a website’s load, the components such as script recorder, load generator are
used to know the customer interaction in that website by recorded scripts and
replaying those recorded scripts. The hardware and software statistics are monitored
and gathered by the conductor to test the load of the website. The collected statistics
includes the CPU, memory disk I/O of the server, response time and throughput of
the System Under Test (SUT). All these statistics are analyzed and the corre-
sponding load testing report is generated [5–8].

1.2 Cloud Testing

Cloud system is used for performing single small but complicated tasks with the
help of coordinated resources in a network. Cloud testing is an emerging field in
software testing. The various challenges in cloud testing are, limited test budget,
meeting deadlines, high cost per test, large number of test cases, little or no reuse of
test and geographical distribution of users. Usually traditional testing requires
expensive dedicated infrastructure and resources but they are used sporadically. The
business applications are increasing day by day; it is difficult to mimic real-time
environments. In comparing in-house test facilities, cloud based infrastructure
provides lower costs, and flexible collaboration. The service providers for cloud
based testing provide a standardized infrastructure and predefined software images
to reduce those errors in in-house testing environments.
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1.3 Operational Challenges for Testing in the Cloud

The cloud based testing have different challenges than in-house testing that are
listed as follows:

(i) There are no universal or standard solutions to combine public cloud
resources with user’s data centers. All the cloud provides have their cloud
specific architecture, operations and pricing. The interoperability is very less
also change to vendor is difficult.

(ii) The data and code related with testing may be stored in a remote location.
Hence there is no security in the organization data because the legal and
regulatory jurisdiction of the organization.

(iii) Also, it is difficult to create real-time test environments because of cloud
configurations, technology, servers, storage, networking and bandwidth of a
particular cloud provider.

(iv) Pricing of the cloud provider is a major issue in cloud based testing.

2 Literature Survey

Nowadays web applications are everywhere and used by large number of users. As
web applications are used by more number of users, it has to be fast, reliable and
up-to-date. Also load testing is necessary in web applications to ensure the best
service to all the users. Even though there are open source and commercial tools are
available for load testing web applications there is a chance for the development of
new and efficient cloud based load testing tools. This section deals with some of the
works done in the literature for load testing.

Meria et al. have proposed a peer-to-peer load testing in [1]. The main
approaches used in [1] are based on a point-to-point connection between the test
driver and the SUT. The test driver submits the load to the SUT interface. The
proposed system in [1] checks the performance of the SUT for the given workload.
The tools which are used to provide the test driver are: Hammerora4, Oracle
Application Test Suit5 and AppPreface6. The two hypothesis used in the proposed
system are (i) For creating realistic load conditions, the test driver must scale up by
distributing the test tasks and sending concurrent requests to SUT. (ii) The SUT
does not use all of the allocated resources on peak loads.

Draheim et al. [2] have proposed a new approach for performing load testing of
web applications. The user behaviors are simulated with stochastic form-oriented
analysis models. The form-oriented analysis is used for the specification of
ultra-thin client based systems. Also form-oriented models are visualized using
form charts.

Jerry GAO et al. have provided a comprehensive tutorial on cloud testing and
cloud-based application testing [4]. This paper provides the solution to engineers
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and managers by explaining the concepts, discusses the special objectives, features,
requirements and the need for cloud testing. Also this paper tells the difference
between the web-based software testing and cloud-based application testing. The
four objectives of the cloud testing are (i) functional services (ii) business processes
(iii) performance (iv) scalability.

3 Problem Definition

Load testing is used to find out the change in behavior of the software upon
changing the load to some higher order. Load testing can also be used to test the
services that run in cloud. The resources in the cloud which are required by an
application can be gathered from various clusters. The load balancing problem
occurs when the load coming from various clusters are not known. The proposed
system avoids the problem of unequal loads coming from the clusters by dis-
tributing the same amount of load to all the clusters.

4 Proposed System

As more number of users are migrating towards using the cloud services, it is very
essential to make sure the maximum number of users a particular cloud service can
respond. This gives the necessity of load testing the web applications. The proposed
Load Testing Tool for Cloud (LTTC) helps to avoid the bottlenecks generated by
the simultaneous usage of web applications by more number of users.

The overview of the approach followed to implement the initial cloud set up is
given. The Fig. 1 shows the various phases involved in setting up a private cloud
along with a distributed environment, cloud controller and a web Application
Programming Interface.

The server system is setup using the CentOS. After the installation of CentOS
server version, the network controller is configured. The current server version does

Fig. 1 Infrastructure setup
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not contain features such PHP and Java. So various features required to run
applications over the cloud are set up. An account for the administrator is created
and the clients are also created. For each created client, the credentials such as
username and password are keyed in.

5 Simulation

Normal load testing poses the problem of load simulation. Using cloud, it is easy to
gather the required load easily in order to hit a particular application or a dataset by
forming clusters. The proposed tool, LTTC, avoids the problem of unequal loads
coming from the clusters and encourages load distribution. The number of simulated
users are varied periodically and those simulated users are used simultaneously, to
hit a particular application or a dataset that can be run in the cloud. This forms
different load conditions under which the behavior of the cloud system is analyzed.

5.1 Dataset

The proposed load testing tool uses New York Stock Exchange (NYSE) dataset for
load testing [9]. The dataset is stored in Apache Hive and which is accessed using
HiveQL. The proposed tool analyzes the performance of Apache Hive by applying
load over the NYSE dataset through the Cloudera distribution. Apache Hive comes
preconfigured with CDH. CDH was configured in CentOS server which in turn
installed as a virtual machine using VMWare workstation in the host OS. User
simulation is done by creating independent hive processes as child threads. The
users are simulated as per the given user increment factor, periodically. The queries
submitted by the users are translated into relative HiveQL queries and are trans-
ferred to Apache Hive. Apache Hive then executes the queries over the stored
dataset and returns the result set back to Hadoop distribution framework. Hadoop
analyzes various parameters such CPU time taken, MapReduce time taken, and
Cumulative CPU time and so on. The parameters can be fetched by the front end
program and can be used to analyze the behavior of the cloud under various load
conditions. The proposed tool also helps in visualizing the results obtained by
generating the graph containing the number of users at X-axis and the time taken for
execution at Y-axis.

5.2 Infrastructure Setup

The cloud technology used is Cloudera. Cloudera is based on open source Apache–
Hadoop distribution. Cloudera comes in various variants. To test the load testing
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tool, Cloudera with a single node cluster is setup. In order to meet the testing
essentials, Apache Hive is configured. Basically, Apache Hive is data warehouse
software, and it facilitates querying and managing large datasets residing in dis-
tributed storage. Hive provides a mechanism to project structure onto this data and
query the data using a SQL-like language called Hive Query Language (HiveQL).
Apache Hive is used as an interface to work with Hadoop. SQL like queries of
HiveQL is used in Hadoop to store, retrieve and modify the datasets that are
compatible with Hadoop Distributed File System (HDFS). HiveQL queries are also
used to fetch the information from the Hadoop framework such as the time taken for
executing the query, MapReduce time taken and so on. After setting up Hive, a
dataset has to be uploaded in the cloud for the testing process. The dataset chosen
has to be intensive so that the execution time taken by the cloud to process sub-
mitted queries over the dataset is significant. The dataset chosen is the New York
Stock Exchange details of the year 2001–2002. It contains 80,000 records and the
size of the dataset is 42 megabytes. The dataset includes the details such as field
names and the corresponding data types.

HQL commands are run from the Linux terminal. All sort of supported opera-
tions are performed through the terminal itself. Hive has also an open source user
interface. It is called Beeswax. Beeswax is a user interface provided by Apache Hue
for Hive. The Beeswax application enables the user to perform queries on Apache
Hive, the data warehousing system designed to work with Hadoop. Hive tables are
created and data is loaded to those tables, Hive queries are managed and executed
over the tables and the results of the Hive queries are imported as a Microsoft Office
Excel file or even as a comma separated file format. Since the tool is based on java,
it makes advantageous that Hive queries are executed through Java language by
creating a Hive process and assigning the Hive query as the task for the Hive
process.

5.3 Result Observation

Profiling is a form of dynamic program analysis that measures, for example, the
space (memory) or time complexity of a program, the usage of particular instruc-
tions, or frequency and duration of function calls. The most common use of pro-
filing information is to aid program optimization. Profiling is achieved by
incrementing either the program source code or its binary executable form using a
tool called a profiler. A number of different techniques may be used by profilers,
such as event-based, statistical, instrumented, and simulation methods. The details
of the CPU Call Tree and the VM Telemetry for Threads/Loaded Classes, achieved
by running the profiling operation over the project were given as screenshots in
Figs. 2 and 3.
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Fig. 2 CPU call tree

Fig. 3 VM telemetry for threads/loaded classes
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5.4 Performance Analysis

The performance of the proposed tool is analyzed using the NYSE dataset. The
result sets for various load conditions has been taken and the recorded values are
aggregated to form charts for analyzing the performance of the tool. The CPU call
tree is shown in Fig. 2. The Fig. 3 showcases the performance of the user’s creation
interval in seconds and the maximum number of users that can be simulated by the
proposed load testing tool with the successful completion of the jobs within the
specified threshold limit of 4 min.

The Fig. 4 indicates the user creation interval from 1 through 9 s, the number of
users created, remains the same up to 11 s. This shows that the cloud system can
efficiently process 11 users within 4 min (given threshold), while the user creation
interval can be anything between 1 and 9 s. Meanwhile when the users are created
with the time interval of 10 s, it will be enough for the cloud system to accomplish
the tasks of 15 users, within the stipulated time limit. The reason behind the
difference is, when the user creation interval is specified anywhere between 1 and
9 s, the users are incremented in the specified time interval, which increases the
load over the system, as the time interval for incrementing the users is very low.
Consider another result set containing the details in the same fashion as that of the
previous case, except that, the user creation interval spans a long range (5, 10,
15…). The threshold limit for the result set is also 4 min. The result set in Table 1
is converted to chart for a better analysis of the threshold limit of the cloud system.

Fig. 4 Number of users and
execution time for a small
user creation interval range

Table 1 Result observation with large user creation interval range

User creation interval (s) Number of users Minutes taken to complete

5 11 3.53

10 15 3.45

15 15 3.9

20 11 3.83

25 7 2.93

30 7 3.41
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Anyhow it will be difficult to analyze the behavior of the cloud without visualizing
the observations.

The chart given as Fig. 5 clearly indicates that, when the user creation interval is
10 and 15 s, the maximum number of users created is 15. That is, when the user
creation interval is between 10 and 15 s, some of jobs might get executed before the
next cycle of user simulation. This reduces the load over the cloud, thereby
increasing the total number users simulated. But when the user creation interval
goes beyond 15 s (say 25 and 30 s), there will be a large amount of time between
two cycles of user simulation, thereby reducing the total number of users created,
within the specified time. So for the specified time limit of 4 min, the maximum
number of users that can be accomplished by the cloud system is 15.

6 Conclusion and Future Enhancements

The proposed tool, LTTC, helps in analyzing the behavior of the cloud under
different load conditions by forming virtual users and making those users to do the
same job in the cloud distribution, simultaneously. The observations of the results
are recorded as log files for graph generation and future processing. The parameters
that are taken for analyzing the behavior of the cloud are number of users and the
time taken for task completion. Any task, which takes beyond the specified time
limit (threshold value) for completion, is said to be incomplete. Ultimately, the
proposed tool determines the maximum number of users that the cloud can handle
for a specified amount of time. The proposed load testing tool can be further
extended with various web applications. The simulated users in turn initiate the web
applications; thereby the capacity of the cloud as well as the scalability of the
selected application is also determined.

Fig. 5 Number of users and execution time for a large user creation interval range
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A Hybrid Approach to Enhance
the Security of Automated Teller Machine

Sabarna Choudhury, Shreyasi Bandyopadhyay, Satyaki Chatterjee,
Rahul Dutta and Sourjya Dutta

Abstract With the rise of crimes in Automated Teller Machines, the security of the
ATM is at stake. The Traditional Security Methods such as passwords or pins had
always been a cause of worry to the users because of it getting lost, stolen or
forgotten. The biometric authentication uses one’s unique features as password. The
paper deals with one of the oldest biometric traits, Fingerprint Recognition. The
paper moreover adds a sophisticated voice input system and a Password Breaking
scheme. The end results of a highly secure and sophisticated ATM system enhances
the efficacy of the system, providing customer satisfaction in banking sectors.

Keywords ATM � Crimes � Security � Biometric authentication � Fingerprint
recognition � Voice input � Password breaking scheme

1 Introduction

The biometric authentication process has grown tremendously in recent years due to
its ability to protect information from being hacked in many security systems with
its unique identification of individuals. Biometrics is a measure of physical char-
acteristics of an individual that can be captured and analyzed later on with another
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instance at the time of security checking. ATM provided a good platform to people
for electronic banking and also it released the banking pressures. Customers don’t
have to wait in a long queue for withdrawal [1]; a swipe of card provides them the
money. But ATM comes with its flaws. Crime at ATM has not only affected
customers but also the banking operators. ATMs are provided with Traditional
Security Methods which are based on Passwords and PINs but passwords and PINs
can be forgotten or stolen. Thus this fear and threat have always left a section of the
society feel unsafe and also deprived from the usefulness of the ATM. Use of
biometrics has helped in solving these problems. The advantage of biometrics is
that biometric identity is always carried by a person and it proves to be accurate as a
password. So there is no chance of losing or forgetting it. Also, it is difficult to steal
or decode any biometric identity. One of the most popular biometric trait to rec-
ognize a person is Fingerprint Recognition [2].

The proposed system is inspired by the concept of fingerprint recognition, voice
input and password breaking system and thus has used a hybrid approach to
enhance the security level of current Automated Teller Machine (ATM). The
Sect. 2 deals with the fingerprint recognition algorithm, while Sect. 3 deals with the
voice input algorithm. Section 4 describes about the Password Breaking System.
The hybrid approach to the Automated Teller Machine is discussed in Sects. 5 and
6 deals with the performance measures and the results. The conclusions and the
future scope are listed too in this section.

2 Fingerprint Recognition

The features obtained for each input fingerprint are to be matched with the database
which contains preprocessed fingerprints. Fingerprint matching can be done in
various ways such as Correlation method, Minutiae based technique and image
based technique. Recently, apart from minutiae other techniques such as finger
placement direction, ridge compatibility, ridge count, ridge length, ridge curvature
direction and ridge type are used to match fingerprint some of which have moti-
vated us in our proposed system [3]. Nonlinear distortion in fingerprints to be
eliminated to improve system performance [3]. In our proposed system minutiae
extraction from both gray scale and binarized image was carried on.

2.1 Preprocessing

The fingerprint image is enhanced by histogram equalization or Fourier transform.
Figure 1 shows the database consisting of the fingerprint images. The original
image along with the change in the image after histogram equalization has been
shown in Fig. 2 whereas the Fig. 3 deals with enhancement by Fourier Transform.
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Fig. 1 Database of
fingerprints

Fig. 2 Input enhanced by histogram equalization

Fig. 3 Enhancement by
Fourier transforms
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2.2 ROI (Region of Interest) Extraction

The effective area of adaptive binarized image, Fig. 4 is obtained by discarding the
background information of the ridges. (a) Block Direction Estimation and (b)
Direction Variety check are implemented to obtain ROI, Fig. 5. The H-break of the
original image is removed for further operations, Fig. 6.

Fig. 4 Adaptive binarization

Fig. 5 ROI detected

702 S. Choudhury et al.



2.3 Extraction of the Minutiae and Minutiae Marking

Minutiae marking, based on mathematical morphology helps in determining all the
different versions of minutiae present in a fingerprint image which further helps in
the extraction of the true minutiae and also eliminate the false minutiae, Fig. 7.
Ridge endings refer to the region in which the pixels have a single neighbor in a
3 � 3 neighborhood. Ridge bifurcations are detected by the pixels which have only

Fig. 6 H breaks removed

Fig. 7 True minutiae marked
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3 neighbors in a 3 � 3 neighborhood and these neighbors should not be adjacent to
each other [4–6].

If the fingerprint of the user is successfully matched, the system automatically
moves into the withdrawal part. The input in this section is given by voice.
Provision for key panel is also there.

3 Voice Input Technology

Our proposed technique comprises of 3 steps. These are:

i. Speech recording and preprocessing
ii. Feature extraction
iii. Feature identification/recognition

3.1 Signal Recording and Preprocessing

After the databases of the digits from 0 to 9 are made irrespective of gender with a
time interval of 3 s, the signals are pre-processed.

The preprocessing stage consists of two steps:

1. Compute MFCC
2. Compute Weighted MFCC

3.2 Mel Frequency Cepstral Coefficient (MFCC)

The whole processing scheme is depicted in the Fig. 8.

Speech Signal

Pre-
Emphasis

Framing DFT Mel Filter 
bank 

DCT Log (| |2)

Windowing

MFCC

Fig. 8 Generation of MFCC
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3.3 Feature Extraction

The sampled speech is framed into smaller segments of time length 20–40 ms [7].
Individuals of these frames are then windowed. This reduces the signal disconti-
nuities occurring at the beginning and the end of each frame [7, 9]. Hamming
window is the mostly used window in Automatic Speech Recognition (ASR) whose
impulse response is defined as

w(n) ¼ 0:54� 0:46 cos ð2pn=N � 1Þ; where 0� n�N� 1

¼ 0 otherwise:
ð1Þ

The side lobes in hamming window are also much lower than rectangular
window which in turns reduces leakage [8, 9]. DFT of the output of the windowing
stage leads to multiplication of x(n) and w(n) in the frequency domain, i.e.,
Y(x) = X(x) W(x).

The output of the DFT is passed through Mel filter banks which are constructed
by a set (usually 20–30) of triangular band pass filters since it simulates human
auditory system [10]. There are more number of filters for the spectrum which is
within 1 kHz, since it contains relevant information such as the first formant [10].
Figure 9 shows the Mel Filter bank. Speech input for digit 7 before and after
pre-emphasis is shown in Fig. 10. For a given frequency f in Hz, the following
approximated formula is used which computes mels for the frequency f. Mel
(f) = 2595 log10(1 + f/700) [10].

3.4 WMFCC (Weighted MFCC) Computation

To increase the efficiency and decrease dimensionality of the MFCC, the cepstral
mean normalization is performed by the calculation of weighted MFCC features.
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1Fig. 9 Mel filter bank

A Hybrid Approach to Enhance the Security … 705



By analyzing frame to frame the tendency of speech in time can be lost. In order to
recover them, delta, double-delta and triple-delta features are obtained by taking
time derivative. Hence,

DhðnÞ ¼ 1=
XD

i¼1
�i2

� � XD

i¼1
ifhðnþ iÞ � hðn� iÞg ð2Þ

where h(n) is the MFCC for each frame, D is the frame delay, set to 2. The derived
features are then concatenated to the original cepstral features to obtain WMFCC

WcðnÞ ¼ hðnÞþ p � DhðnÞþ q � DDhðnÞþ r � DDDhðnÞ ð3Þ

where delta functions are weighted according to p, q and r, such as 1 > p > q > r
[9].

3.5 Dynamic Time Warping

We assume that a few command words or digits would be recognized here. For an
utterance of a word w which is TX vectors long, we get a sequence of vectors
X = {x0, x1,…, xTX − 1} from the acoustic preprocessing stage. It is necessary to
compute the “distance” between this unknown sequence of vectors X and known
sequences of vectors W = {w0, w1, …, wTW}. They are the prototypes for the
words we want to recognize.

Optimal Path: The time warping to suitable boundaries: The first vectors as well
as the last vectors of X and W should be assigned to each other. For the time indices
in between, any giant backward or forward leap in time is needed to be avoided and
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Fig. 10 Speech input for digit 7(left) and after pre-emphasis (right)
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the time warping is restricted in order to “reuse” the preceding vector(s) to warp the
duration of a segment (short) of the speech signal locally.

4 Password Breaking System (PBS)

Password breaking system helps to retrieve any forgotten or unmatched passwords
easily. In this paper the account of ATM card holder is secured by own finger print.
But if that person had an accident or if ill, then it is possible for his family members
to withdraw the money. Without the original fingerprint the account can still be
unlocked. The chosen family member will go and use password breaking system in
the ATM. The system in return will generate a 4 digit alpha numeric password
which will be received by original user. By using that alphanumeric code the person
can open that account and withdraw money and the amount of withdrawal will be
immediately forwarded to the original user. To avoid the duplicity of having
passwords at the same time the alphanumeric code will be valid for only few
minutes and for only once it is usable. After that it will be stored into the used

FINGERPRINT 
NOT  
MATCHED?

PASSWORD BREAKING SYSTEM

SYSTEM ACTIVATES 4 
DIGIT RANDOM 
NUMBER

MOBILE

ENTERED
CODE 
MATCHED

VOICE 
INPUT 
SYSTEM 

Fig. 11 Block diagram of password breaking system
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Fig. 12 Block diagram of the proposed ATM system
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codes’ database so that it can never be used by any other person in future. After few
minutes the account will again revert back to original fingerprint password so that if
there is no chance of any fraud case.

5 Proposed System

In brief, the user walks into the ATM without any worry of ATM card and scans his
thumb in the fingerprint device which then compares with all the fingerprints stored
in the database. Once the fingerprint matches the system will be automatically
forwarded for the input of the digits by voice. The digits will be the amount of
money to be withdrawn in isolated word pattern like “1–5–0–0” will lead to
withdrawal of Rs. 1500. But in case the fingerprint used as the password doesn’t
match then the system will opt for password breaking system for withdrawal as
shown in Fig. 11.

Table 1 Efficiency plot of spoken digits (0–9)

90

95

100

105

1 2 3 4 5 6 7 8 9 0

Table 2 Performance analysis of the ATM

Users Fingerprint
recognition

Password
breaking
system

Voice
input

Transactions Performance
efficiency
(%)

User 1 Yes
(success)

No Yes
(success)

Success 100

User 2 Yes
(success)

No Yes
(success)

Success 100

User 3
(fingerprint not
in database but
wants to use
PBS with the
permission of
actual user)

No (failed) Yes
(success)

Yes
(success)

Success 100

User 4
(Unknown
person trying to
access)

No (failed) Yes
(failed)

X X 100

708 S. Choudhury et al.



6 Results and Conclusion

The fingerprint module produces a reliable recognition technique with an efficiency
as high as 100 % for people of age 10–50 and as high as 88 % for rest of the
people. The voice input technology’s efficiency plot of spoken digits is as shown
below: Hence, this hybrid approach enhances the security of an ATM thereby
making it more user friendly to common people without the worry of having any
kind of tokens or swipe cards. The future scope of our proposed system may
include the use of continuous words like “Two thousand and five hundred” can be
recognized instead of saying “two five zero zero” (Tables 1, 2 and Fig. 12).
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A Novel Approach for Copy Move Forgery
Detection Using Template Matching

Jyoti Yaduwanshi and Pratosh Bansal

Abstract Digital Photographs are most powerful and trustworthy media for con-
veying thoughts, emotions or message. Even only a single image is sufficient to
reflect every situation or scenario. During past few years, various digital image
manipulation tools came into picture and number is increasing. Editing software is
available either at nominal rate or free of cost. Edit or alter any digital image for fun
and other purposes is now a common practice. Sometimes need arises to check
authenticity and originality of image. Digital image forensics plays an important
role in this situation. Out of several image forgery methods Copy Move Forgery is
one of the easy and effective method. Copy Move Forgery can be used with the
intention of either to hide something in the image or to duplicate one region in an
image. A study has been carried out to identify suitable scheme for detection of
Copy Move Forgery especially in coloured digital images. The proposed scheme
uses the concept of template matching.

Keywords Digital forensics � Digital image � Image forgery � Copy-move
forgery � Digital image � Cloning

1 Introduction

Gone are the days when few people only used to have camera with camera film.
Today every house has a camera, thanks to smart phones. Not every house, but all
individuals who use smart phone has a camera. Digital camera facilitates quick and
easy image generation. On the same time bundled software supports image pro-
cessing with equal ease. With the ever-increasing growth in generation of digital
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images; originality, authenticity, and security of digital data has become an
important issue. So the field of digital image forensics is gaining importance very
rapidly since last few years for ensuring integrity and authenticity of the images.
Copy Move Forgery is very common kind of practice in image tempering.
Detection of tempering and recovery of original image is part of Digital Forensics.
In this paper, a new mechanism for Copy Move Forgery detection has been
proposed.

1.1 Overview of Digital Forensics

Internet has made our life easy, but at the same time has opened new threats.
Criminals are always in search for more sophisticated and latest technologies for
making crime in unique way. Technology has changed way of crime and face of
criminal. This situation is also putting challenges to police and law making agen-
cies. Alone hacking can be a very harmful and dangerous crime for an individual
and/or organization. Information security has become one of the most concerned
research topic of this digital era. “The present era use the modern cryptography
techniques to facilitate the necessary information security features required by an
application” [1]. Still none of the application or computing device is completely
safe in this world. The main role of Digital Forensics starts when security or
authenticity got compromised. The digital forensics concentrates on finding the
digital evidences against the criminals [2]. “The Forensics is a combination of art
and science” [3]. Digital Forensic is now very promising discipline in digital
security. Digital forensics can be defined as “The scientific examination and
analysis of digital evidence in such a way that the information can be used as
evidence in a court of law” [4].

1.2 Branches of Digital Forensics

Researchers have divided Digital Forensics Science into various branches. Some
branches of Digital Forensics are [2]:

(a) Computer Forensics
(b) Mobile Device Forensics
(c) Network Forensics
(d) Multimedia Forensics (Audio–Video and Image Forensics) etc.
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1.3 Overview of Image Forensics

Originality and authenticity of digital image should be checked before taking any
decision on that image. Common users of ICT do not always check the originality
and assume all the images correct as and when images comes to them. However, for
professional, legal, political and security purposes originality of image should be
verified. In this situation role of Digital Image Forensics starts and Image Forensics
can be defined as “a brand new research field which aims at validating the
authenticity and integrity of images by recovering information about their history”
[5]. Digital images are the most powerful and trustworthy media for expressing our
views. So, the field of digital image forensics has been growing very rapidly as a
new research field [6]. To edit or alter any digital image has now become a common
practice. It may also be possible to manipulate the image till such a level (extent)
that it represents a wrong situation or leading wrong information. This is called
forgery.

There are various ways to forge digital image and some of them are [7]:

(a) CLONING (Copy Move Forgery)
(b) RESAMPLING
(c) SPLICING etc.

The topic of Copy Move Forgery Detection mainly comes under the category of
multimedia forensics and if we further sub classified multimedia Forensics, then it
could be considered a part of image forensics. There is a term “CMFD” in image
forensics, which is actually an acronym of “Copy Move Forgery Detection”. This
paper focuses on CMFD.

1.4 Copy Move Forgery

Copy move forgery is a special and most common kind of attack in image forensics
for alteration of any digital image. Attacker performs this kind of attack with the
intention of either to hide any particular content of digital image or to duplicate
some portion of the image. These can be understood by Fig. 1.

For duplicating or hiding steps will remain same. To achieve copy move forgery,
attacker has to perform four successive steps and these are mentioned as below:

(a) First step of copy move attack is to select a particular portion of the image that
is to be duplicated on the other part of the same image.

(b) Secondly, Copy that selected portion by performing “copy” operation of
editing software.

(c) In third step, move that copied part to new location.
(d) Final step of this attack is “paste” operation of editing software, in which

copied portion (performed in 2nd step above) is pasted to new desired location
(which is already decided in 3rd step).
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This complete process is called as Cloning or Copy Move Attack or Copy Move
Forgery. After performing this kind of attack no one can detect altered area of that
image by normal observation. The reason behind is that the content of copied and
pasted portion are taken from same image. The geometrical composition, colour
and texture properties, pixel composition and also other properties are derived from
the same image. Due to this, all such properties of both portions will be similar and
will be very tough to detect those manipulated areas by normal human vision [8].
Attackers generally prefer those attacks most which does not left any clue about
alteration and this attack provides all such things.

(A) Performed Forgery with the intension of 
hiding:

(B) Performed Forgery with the intension of 
duplication:

Fig. 1 Example of copy move forgery
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2 Related Work

Copy Move Forgery can be detected by various techniques. Methods suggested by
various authors are discussed in this section. There are various methods to detect
forgery namely DCT, DWT, SIFT, PCA, SURF, PCA-SIFT etc. Combination of
these methods is also used sometimes to detect forgery. Various authors included
some pre-processing and post-processing steps with above methods to improve
already developed methods. The brief summary of methods of Copy Move Forgery
detection is in Table 1.

There are some limitations associated with each of these methods. No method
can work perfectly in all situations. SIFT is a method that is used frequently among

Table 1 Summary of related work on copy move attack

S.
No.

Methods Description

1 DCT (Discrete Cosine
Transform) [9]

Copy move forgery can be detected by applying
DCT. In this approach, input digital image is divided
into appropriate overlapping blocks before applying
DCT and then apply DCT on each block and sort the
row lexicographically

2 DWT (Discrete Wavelet
Transform) [10]

This paper is on detection of forged region by using
DWT. Authors of this paper described a blind or
passive forensic approach for CMFD. They first
apply DWT to the input digital image and output of it
produced a reduced dimension representation. Then
phase correlation is computed to determine the spatial
offset between copied and pasted region

3 SIFT (Scale Invariant Feature
Transform) [11, 12]

Authors detected duplication of regions by the
concept of SIFT features.
They carried out their task into 4 steps, first they
collected SIFT features, then matching and pruning is
done. In third step estimate region transform was
performed and finally they identified duplicated
regions. This method is effective and robust even in
presence of additive noise and different JPEG
qualities [11]

4 SIFT and local features based
integrated method [13]

Authors proposed an integrated method which is
based on SIFT and calculations of local features.
Local features include colour features and texture
feature. Initially in their algorithm, similar feature
points are paired by (or highlighted by) comparing
SIFT features of image then they applied examination
to eliminate false matched points, after that they first
applied block colour feature inspection on image
blocks and then applied block texture feature
extraction

(continued)
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all described methods by various authors and also is used in combination with
several different methods. But there are some limitations of SIFT as well, these are:

Unable to detect forgery from smooth surface. Variant to light color changes.
Variant to non-uniform illuminations etc.
All previously used methods have some of their own limitations. So an effort has

been made here to detect forgery with a novel concept which doesn’t found prior in
literature of copy move forgery detection till now.

Apart from above literature study of copy move forgery detection, some study
about template matching has been also made here to explain the concept:

Perveen et al. [15] provide the basic overview of template matching, its
methodologies and its application areas. They described two types of template
matching approaches, namely Features based approach and Area based approach.
Technique of template matching can be used in image processing, computer vision,
remote sensing, face detection and eye detection in facial image and in biological
science as well and many more.

Kumar et al. [16] used the concept of template matching for object tracking. To
successfully achieve this task they used logic of SAD (Sum of Absolute Difference)
and SSD (Sum of Squared Difference).

3 Problem Statement

Literature shows that none of methods which are introduced and developed till now
can work perfectly in every type of situation to detect copy move forgery. Also
some of the methods are computationally complex. Therefore the performance

Table 1 (continued)

S.
No.

Methods Description

5 Combination of SIFT and
DCT [8]

Authors used hybrid method to detect copy move
forgery. They used the combination of SIFT and
DCT. First they converted RGB image into gray scale
and then applied DCT and stored the intensity levels
in a separate matrix. After that, they divided the
image into a block size of 16 � 16. They applied
SIFT on those blocks and stored the feature vector in
rows of matrix and save all the coordinates value

6 Demonizing algorithm [14] Authors presented an efficient non-intrusive method
for CMFD. This method is based on segmentation of
image. They applied demonizing algorithm on
segmented image in which they used segmented
image to estimate image noise and analysed noise
pattern of each segment. At last they found the image
is forged if the noise patterns of at least two image
segments are similar
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improvement for available techniques is required by introducing a novel concept.
So there is need to introduce and develop a new concept to detect copy move
forgery which can be able to detect forgery efficiently in all type of situations like
when forged part is rotated or resized and all.

4 Proposed Solution

Proposed Solution is based on the concept of template matching. “A template
matching in basic is matching the specific objects of the source image using a
template image” [16]. In order to provide an efficient solution, a template matching
based novel approach is designed to implement for Copy Move Forgery Detection
of coloured digital images. To detect this forgery we have to locate the altered
(forged) area in forged image and also locate the source area of forged region in
original image. The method of template matching is simple to implement and due to
this reason it has less computational complexity. The architectural diagram of
proposed solution is described in Fig. 2. Proposed solution for copy move forgery
detection in coloured digital images involves following main modules and steps:

Fig. 2 Architecture of
template matching scheme
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i. Input Images: Two images (Original image and Forged Image) are taken as
input.

ii. Comparator cum Cropper: It simply returns the different or dissimilar portion
of both the input image (i.e. the forged image and original image). In order to
find the object which is copied and then pasted in the same image is required to
subtract the original image pixels from the forged image pixels. Thus if original
image is denoted by Io and the forged image is denoted by If then copied area
can be calculated by the following formula:

C = Io − If; Where C represent copied area in forge image. Actually, the
pixels which are same in both input images; we assigned black colour for
those pixels and all the remaining pixels keep preserves which is basically
represent dissimilar or different pixels (i.e. copied region). This module
mainly extracts the copied area from forged image.

iii. Template Creation: The copied area (which we got by just previous step) is
saved as Template. Template is also would be saved in the form of image which
will play a role of template image.

iv. Template matching: Mainly this particular module is used to detect Copy
Move forgery. In this step, original image and template image will be given as
two inputs which perform the task of matching. This module will find out the
area in original image which exactly match with template image (which con-
tains copied area) by using SAD [17]. Template matching applications often
use some simple similarity measures such as Sum of Absolute Difference
(SAD) or Sum of Squared Differences (SSD) [17]. We used SAD to implement
our solution.

v. Forgery Detection: In this step original part (Source of copied region) and
copied part (Forged region) are displayed by drawing rectangle around those
areas. To find the exact location of source of copied region (i.e. original part) is
returned by template matching module in previous step (i.e. step iv) and to get
the location where copied region is pasted (i.e. forged part) in forged image is
captured by mouse motion listener and stored somewhere in memory by cap-
turing coordinate of that location. In this way, we detected copy move forgery.

A screenshot of system is as in Fig. 3 for giving an understanding about the
developed system. Initially two input images are taken and given to comparator.
Comparator returned the copied area and saved in new image which plays a role of
template image. Template image is shown on the right side of two input images
which has black background. At bottom portion of Fig. 3, two more images are
displayed. The source of copied area in original image (first image) and the des-
tination area where copied content is pasted in forged image (second image) is
displayed/highlighted with the help of two blue coloured rectangles by drawing
rectangles around those regions. In this way proposed system detects forgery.

In proposed system, performance can be measured by accuracy, which shows
how much exact detection results we are getting. The graph of accuracy of proposed
system is shown in Fig. 4. This graph is between two parameters i.e. number of
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runs and accuracy of the system taken on X and Y axis respectively. Accuracy is
calculated by the following formula:

Accuracy = [(Pixels covered in rectangle of forged image) � (total number of
pixels resides in actual source of copied part)] � 100.

Fig. 3 Copy move forgery detection

Fig. 4 System performance
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5 Limitations

Some limitations of proposed system are:

• Size of input images should be as less as possible because it reduces
pre-processing time (Cropping time) and if image is in MBs then need is to first
reduce the size of that image and then use as input.

• Size of both input images (i.e. forged image and original image) should be
nearly equal.

• When copied object found after the pixel where threshold value (a constant
value is used as threshold in our system) reached, then this system will unable to
find forgery.

6 Conclusion and Future Enhancement

Digital images acts like a natural and expressive communication medium for
humans. In this work the coloured image based copy move forgery detection system
is proposed (a blind technique) for implementation and performance improvement.
In order to develop our research methodology the concept of template matching is
used which is simple to implement. The performance of proposed systems is
adaptable but the given model can also be improved by achieving the following
issues:

(a) Should detect forgery even if there is more than one forged or copied region
available in forged image.

(b) Should detect forgery even if forged part is resized or rotated at some angle.
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Analysis of Rule Based Expert Systems
Developed and Implemented for Career
Selection

Shaily Thakar and Viral Nagori

Abstract The use of Expert system in career selection offers better efficiency and
correctness of decision. The paper presents the analysis of rule based expert systems
developed and implemented for career selection. The analysis is done on the
parameters: targeted users, development mode, tools used, system, knowledge base,
inference engine, factors affecting career selection, and research gap. From the
analysis, we are able to list down the important factors affecting the career selec-
tions. At the end, paper presents the guidelines for the design of rule based expert
system for career selection.

Keywords Rule based expert system � Career selection � Influencing factors

1 Introduction

Expert system is used to simulate human intelligence. We can term an Expert
system as a computer system made up of rules, knowledge base and user interface
to solve problem of a particular domain, which requires expertise [1]. Expert sys-
tems have been developed, implemented and found to be used effectively in
domains like agriculture, medical, industry, education and various other domains.
For example, in Medical field it is used for diagnosis of disease, in education field it
is used for effective teaching. In education area, selecting a right course/discipline is
an important decision in student’s life. Researchers have automated the decision
making of selecting a right career through the use of expert systems. The paper here
by reviews existing Expert systems developed and implemented for career
selection. The main objectives of this review are:
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1. To study and analyze existing expert systems for career selection
2. To list down factors that influences the career selection process from the

literature.

The Expert Systems selected here for study are all are Rule based. The main
reasons for selecting rule based system are because of inherent advantage of rule
based provided as well as we are modeling our proposed expert system based on the
rule base.

2 Summary of Literature Review of Expert Systems

We reviewed five expert systems. They are: (1) An Expert System for career
guidance for students of Pondicherry. (2) IS-Advisor Expert system used at Ajman
University, UAE. (3) iAdvice Expert system used at University of Moratuwa,
Srilanka. (4) Rule based Expert system used at Sabanci University. (5) Automating
Academic Advising and Course Schedule Planning with a CLIPS Expert System.

2.1 Design of an Online Expert System for Career
Guidance—[2]

This is an online proposed Expert System that provides career guidance to higher
secondary students for selection of undergraduate courses at colleges of
Pondicherry. This system uses pattern matching and jSoup parsing technique to
extract information from web pages of colleges in Pondicherry and knowledge base
is constructed. The developed system will get details like student information,
result, and college preference from the user as input and based on his requirements
and eligibility criteria for the colleges, the user will be provided with best suitable
college as a suggestion in the output screen. The system is made up of 5 modules:

1. Web information Extraction.
2. Structuring extracted information.
3. Developing Rule based knowledge Base
4. Details from User through a User Interface
5. Providing Required Information to the User.

The knowledge base has been constructed using ontology. It contains rules
which can be classified into two categories: (1) University Admission Requirements
Rules.

(2) Students’ Preferences. The information collected is processed by Inference
engine. It is based on rule based reasoning. So in each cycle, it attempts to pick an
appropriate rule from its collection of rules. Factors found that affect Career
Selection are the region student belongs to, Stream of student opted, preference,
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financial support, 12th percentage, reserved category, hostel facility, current age.
The research gap found in this System is that it can be extended to handle complex
queries by making it accommodate all possible information apart from under-
graduate courses alone. The Outcome found in this system is that the proposed
Expert System generates assuring results by guiding higher secondary students to
select undergraduate course and it reduces a great deal of human efforts in
knowledge extraction. It provides students correct information which helps them in
choosing the right path.

Some significant features we found in this system are the dynamic updating of
college and student details, where the outdated contents of knowledge-base are
automatically trimmed and new values are updated without any manual efforts
hence increases accuracy and reliability of the system.

2.2 A Prototype Student Advising Expert System Supported
with an Object-Oriented Database—IS-Advisor [3]

IS-Advisor a prototype rule based Expert System with object-oriented database used
at Information Systems Department (IS), College of Information Technology Ajman
University, UAE. The system provides guidance to High school students for selecting
suitable courses for each semester towards academic degree. This system is a
Standalone. The system uses Kappa PC Expert System shell. The system has
graphical user interface and simple menus. The system performs three main steps
(1) All courses that are offered can be registered by the student are stored in a list
called Allowable Courses list. (2) Performs ranking process for the courses contained
in Allowable courses list. (3) This a filtering step that generates the ordered list of
recommended courses based on the contents of the list Ordered allowable courses.
This step follows two models for advising (1) Prescriptive (2) Developmental. The
rules of the knowledge base can be classified into two categories: Academic rules and
student preference rules. Kappa-PC Expert System shell is used which supports both
rule based reasoning as well as micro managing of the reasoning using classical
programming techniques. IS-Advisor’s inference engine uses both if-then rules
processing and list processing techniques. Factors found that affect Career Selection
are Advisor, preferences, AGPA, past academic performance. The research gap
found in this system is that it can be connected with a University’s student infor-
mation system to automate the process of importing student’s data. Advising students
with exceptional cases and warned students can be added. The system can be
improved to automate the process of lecture timings for a course offered which can be
used by timetabling committee. The Outcome found in this system is that IS-Advisor
is a prototype Expert System with an object oriented database for student academic
advising. The system provides quick and easyway for course selection and evaluation
of various alternatives. The system has a graphical user interface. IS-Advisor is
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unique than all other academic advising expert systems since it is based on the
accumulated academic advising knowledge.

Some significant features we found in this system is that using of object oriented
database that allows each student and each course to be modeled as a single object
and the database is modeled as a collection of these objects. Kappa PC development
tool supports Object oriented modeling. This Expert system not only gives output as
list of desired courses to be selected but also gives explanation facility.

2.3 Artificial Intelligence Approach to Effective Career
Guidance-iAdvice [4]

iAdvice is a Career advisory standalone Expert System used to guide the under-
graduate students engaged in their higher education, to determine their career paths
and to select the course subjects to be inline with their career goals. This system is
used at Faculty of Information Technology at University of Moratuwa. This system
is made using FLEX Expert System shell. iAdvice uses features such as reasoning
ability, providing explanations, alternative solutions, uncertainty and probability
measures, questioning ability. It is divided into two main subsystems (1) Career
known subsystem and (2) Career unknown subsystem. iAdvice provides simple
user interfaces, starting with login screen, to interact with the system. This system
uses Flex Intelligent Server that supports rule based programming and data driven
procedures fully integrated within a logic programming environment. The knowl-
edge base is implemented using English like Knowledge Specification Language
(KSL) using FLEX. Inference Engine of iAdvice was implemented using Flex
inference engine which supports both forward and backward chaining, combined
with business logic layer. Factors found that affect Career Selection are past
examination performance, student preferences and skills, industry alignment with
subjects. The research gap found in this system is to make this system as a web
application, to incorporate Natural Language Processing. To develop a customiz-
able solution to suit any educational institute requirement. The Outcome found in
this system is that iAdvice will provide possible paths that one can take based on
their past track records and their preferences also provide alternatives students. It
recommends what is best career path for student. iAdvice also advices on the
subject areas the student should improve if the performance is not up to the required
standard. iAdvice has capability on working with incomplete information.

Some significant features we found in this system are it uses both chaining if in
some case forward chaining does not work then uses backward chaining. iAdvice
has been designed in modularized manner in order to maintain greater efficiency
and become easy to maintain. It uses features such as reasoning ability, providing
explanations, providing alternative solutions, providing uncertainty and probability
measures, questioning ability are found in iAdvice.
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2.4 Rule-Based Expert System for Supporting University
Students—[5]

This rule based Expert System guides and recommends courses to undergraduate
students of Manufacturing Systems Engineering Program students at Sabanci
University using OPA (Oracle Policy Automation). This system is standalone
system. The System is developed using OPA (Oracle Policy Automation). Course
related data are collected from the University database using BannerWeb. Oracle
Policy Automation saves all historical data related to user. This data is represented
using yEd graph visualization software. OPA is used to collect and form database.
When preparing the rule base knowledge base, rules related to prerequisite courses,
student’s GPA, information about which courses are available in a semester, area
the student is specializing in, and courses details in which the student has readily
registered to, was checked. Inference Engine of this system uses OPA and is
capable of reading rules conveniently from spread sheet and word-processor file
formats. OPA automatically forms problem solving or decision making application
based on acquiring rule base. Factors found that affect Career Selection are
Prerequisite courses, student’s GPA, area of specialization, semester wise course,
courses students have readily registered to. The research gap found in this system is
to deploy the developed expert systems on the university intranet and/or on the
Internet. The Outcome found in this system is that this Course Advising Expert
system recommends courses to undergraduate students. List of courses the students
can take is given as output.

Some significant features we found unique in this system are that the software
used in this system is Oracle Policy Automation (OPA) which is capable of reading
rules from spreadsheet and word processor file formats from this OPA easily forms
rules. OPA also has Multilanguage support. If rules need frequent change then OPA
is suitable and convenient.

2.5 Automating Academic Advising and Course Schedule
Planning with a CLIPS Expert System—[6]

This Expert System is used to improve and streamline the advising process in Dept.
of computer science, University of West Georgia for undergraduate students. The
Expert System is used to satisfy three functional requirements. The first requirement
is to help in reviewing the student’s progress towards degree completion. The
Second requirement is to help in planning a student’s future course schedule. The
Third requirement is to help in planning what courses should be offered in future
terms that projects student’s need. This Expert system is web-based and is devel-
oped in PHP and uses CLIPS (C Language Integrated Production System) Expert
System Tool. CLIPS program is expandable, flexible and low cost. The approach
used in this system is to implement two-tier mandatory advising process; it is
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centralized between professional staff, advisor with whom the student must first
meet. Expert system uses a forward chaining, and uses a knowledge base for
students’ academic history, program requirements and projected course offerings.
Inference Engine of this Expert System uses CLIPS engine to infer new rules based
on what course does the student take in future and when the courses are expected to
be offered. Factors found that affect Career Selection are Students’ academic
history, Program requirements and projected course offerings. The research gap for
this system is not mentioned. The Outcome found for this system is that since 2007,
the system has been successfully used and support is provided for advisement
sessions and planning for course selection to undergraduate students.

Some significant features we found in this system are that it has two tier advising
process with easy updating facility to update information like degree requirements
and course pre-requisites while maintaining older ones. It also has analysis engine
to be used with different user interfaces and reporting needs.

3 Comparison Among the Reviewed Papers

The Table 1 shows the comparison of all the five expert systems based on the
following parameters: The comparative study of all the five Expert System based on
various parameters like Targeted Students, Development Mode, Tools used,
Knowledge base, Inference engine, factors used and research gap is done below.

4 Analysis of Reviewed Papers

From the above reviewed papers it is noted that expert system is used for guiding
higher secondary, undergraduate’s students for their career option/stream, major or
minor course selection. Different factors affecting career selection are found such as.

Paper1: Region from which students come, Stream of student opted, Preference,
finance support, 12th percentage, reserved category, hostel facility,
current age.

Paper2: Advisor, Preferences, AGPA, past academic performance
Paper3: Past examination performance, student preferences, skills, industry ori-

ented subjects
Paper4: Prerequisite courses, student’s GPA, area of specialization, semester

wise course, courses students have readily registered to.
Paper5: Students’ academic history, Program requirements, projected course

offerings.

There are common factors found in all the Expert Systems, they are Preference,
past academic performance, Students Academic History.
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5 Guidelines Derived for Designing Expert System
for Career Guidance

Based on the review and analysis of above expert systems we can derive the
following guidelines to develop Expert System in Career Selection domain:

• It is desired that the Expert System should have explanation facility for the
solution it generates.

• A true Expert System should never end up with system generated error message
but should give feasible solution with all constraints in worst situations.

• Expert System can be developed that supports multiple languages, which might
be convenient to users.

• Expert System should support both forward and backward chaining.
• It is desired that Expert System should have facility to automatically update the

information from required sources so as to keep knowledge base up to date and
generate new rules.

• It is easy for Web-based Expert System to connect and collect data from dif-
ferent sources

• The design of Expert system should be generic, so as to suit any educational
institute.

• It is suggested that if Natural Language Processing is incorporated it might
increase the usability of the system.

6 Future Scope

In future, we will review more Expert Systems for career selection to find the
complete list of factors that influence the career selection for the students and also to
find out research gap in this domain.

7 Conclusion

From review and analysis of the developed and implemented expert systems, it is
found that Expert System is used for career selection targeted for higher secondary,
undergraduate students to select their courses, career path or select major subjects in
particular university. The analysis helped us to come out with the guidelines while
developing our proposed rule based expert system for career selection. Based on the
analysis, we are able to identify partial list of factors that influence the career
selection decision.
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A Pragmatic Analysis of Security
and Integrity in Software Defined
Networks

Drashti Dave and A. Nagaraju

Abstract Virtualization is one of the key components during the performance
evaluation of network enabled environment including distributed computing, cloud
computing, grid computing or pervasive computing. In the classical aspects, it is
difficult to perform the implementation at physical devices all the time in the
research and development process. The network administrators and forensic teams
are working on software defined networking (SDN) by which the network com-
ponents can be controlled and managed via virtual infrastructure and suites. With
the help of SDN, effective control including routing, scheduling, security and
related algorithms can be implemented on real networks. Alongside the evolution of
networking is the evolution of network attacks. With the introduction of SDN, new
strategies for securing the traffic are needed. Even though many SDN systems are
relatively new and SDN is still in the realm of the early adopters, but as the
technology matures and is more widely deployed, it will become a target for
attackers. In this paper, a pragmatic analysis of the security aspects and related
dimensions is done. The vulnerabilities and associated factors on the network
environment are underlined in this work, with that help the higher level security can
be implemented.
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1 Introduction

Software-defined network (SDN) is the unique and effective technology for the
development and integration of agile as well as flexible network infrastructure using
virtualization in the contemporary data centers. It is the unique approach towards
computer networking which allows the network and digital resources administrators
in managing the network services using higher level abstraction and effective
functionality. This process is implemented with the use of decoupling of system
which makes the decisions where data traffic is to be sent with the use of the control
plane.

In the current scenario and implementations, OpenFlow [11] is deployed as
software defined networking (SDN) technology. In SDN technology there is the
decoupling of control and data planes in network [9]. A software based controller is
responsible for managing the forwarding information of one or more switches; the
hardware only handles the forwarding of traffic according to the rules set by the
controller [13]. OpenFlow is an SDN technology proposed to standardize the way
that a controller communicates with network devices in SDN architecture. It was
proposed to enable researchers to test new ideas in a production environment [7].

OpenFlow provides the migration of layer for control logic from a switch into
the controller. It presents a protocol for the effective communication between
controller and network switches [3].

2 Overview of SDN Architecture

The idea of Software Defined Network architecture is a new and novel way of
network management. Forwarding plane and Control Plane of conventional net-
work are decoupled in software defined network. Figure 1 shows all the compo-
nents of SDN Architecture.

In SDN, switches (data plane) do not process incoming packets. They look for a
match of the incoming packet in their forwarding tables and if there is none, it will

Fig. 1 Components of SDN
[3]
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be sent to the controller for processing. The controller (control plane) is the
operating system of SDN. It processes the packets and decides whether the packet
will be forwarded in the switch or will be dropped. By applying this procedure,
SDN separates the forwarding and processing planes.

The API used to communicate between the SDN Controller and the services and
applications running over the network are known as North bound API while the
South bound APIs are used to communicate between the SDN controller and the
switches and routers of the network (www.sdxcentral.com) [5]. The first south-
bound protocol standard in SDN was considered the OpenFlow protocol [4]. It
allows access to and manipulation of the data plane devices. Even though
OpenFlow is not the only available protocol (e.g., Extensible Messaging and
Presence Protocol XMPP [15]), it is considered as standard and supported by
multiple companies in their SDN ready solutions [4].

3 Review of Existing Literature

SDN has great potential to change the way networks operate, and OpenFlow in
particular has been touted as a “radical new idea in networking” [10]. The proposed
benefits range from centralized control, simplified algorithms, commoditizing net-
work hardware, eliminating middle boxes, to enabling the design and deployment
of third-party ‘apps’ [13]. The idea of decoupling logic and programmable networks
was introduced many years back. In 1995 the Open Signaling (OPENSIG) working
group worked on “making ATM, Internet and mobile networks more open,
extensible, and programmable” [2].

According to H. Farhady et al., Forwarding and Control Element Separation
(ForCES) is an Internet Engineering Task Force (IETF) standard which provides an
interface between control and data plane. Routing Control Platform (RCP), Path
Computation Element, (PCE) Soft Router, and Intelligent Route Service Control
Protocol (IRSCP), all foster a centralized approach to control the network. But the
most widely used protocol for communication between the controller and data plane
is OpenFlow. The immediate predecessor of OpenFlow is ETHANE/SANE. SDN
and Open flow are the terms mostly used together and hence there is a miscon-
ception that both are equivalent. This is mainly due to the fact that the term SDN
was coined after the introduction of OpenFlow and OpenFlow is one representative
API to setup an SDN instance. The other few examples of APIs which can also be
used for similar work are JunOS SDK and Cisco ONE.

According to Mehdi et al. [12], Shin et al. [17] SDN using the protocol of
OpenFlow gives novel and interesting potentials which could be enhanced for solving
the new challenges as well as to simplify the deployment of existing solutions.

It was stated by Kreutz et al. [8], Shin and Gu [16] that SDN is innovative and
disruptive force in the industry of networking which influences every player encom-
passing equipment vendors, network operators, cloud and internet service providers.
Further with SDN, configuration of low-level device and management could be
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handled by controller of centralized software which provides the upgrade of debugging
and functionality. According to Kim and Femester [6] by distributing and managing
the state in the network with a perspective of system, SDN frees the administrators to
mine the difficult specifications of protocol with flexibility and agility for controlling
the networks. At the same time, it was noted that SDN-enabled NFV (network
functions virtualization) makes it probable for cloud service providers and internet for
delivering their differentiation market advantage through enhancement of service in
case of security and quality of service as illustrated by Mehdi et al. [12].

Alongside the evolution of networking is the evolution of network attacks. Even
though there are many proposed detection methods and defense techniques, we
cannot say that the security attacks are a solved problem or do not present an
immense threat to the current Internet.

According to Ali et al. [1], categorize current SDN-based security research into
two branches, research geared towards protecting the network, and providing
security as a service. The first direction deals with security configuration and threat
detection, remediation and verification using SDN.

As Rass et al. [14] says that one of the “gaps” in SDN is the capacity to ensure
administration conveyance. While SDN devices can identify clogging, and at times
can decrease blockage, they cannot avoid information misfortune.

According to Vizváry and Vykopal [19]. Denial of service (DoS) assaults is
described by planned and deliberately considered endeavors to breaking point or
keeps genuine clients from getting to network assets. Most handy DoS assaults
include various target machines and numerous machines from which assaults are
dispatched, suggesting disseminated foreswearing of administration assaults,
marked DDoS assaults [18]. Given the omnipresence of PCs, DDoS assaults are
rapidly turning into the most significant issue on the Internet.

As McKeown et al. [11] says if an assailant runs SDN scanner and gathers
system data, he/she can explore whether an objective network is utilizing SDN or
not through a straightforward measurable testing technique. In the event that the test
outcomes demonstrate that an objective system is prone to utilize SDN, the assailant
will further lead the asset utilization assault. Since, the assailant definitely knows
the state of the own tenet for the objective system (with the assistance of SDN
scanner), now he/she simply needs to send system bundles to devour SDN assets of
the objective system.

4 Security and Integrity Challenges in Software
Defined Networks

Security is the major concern and aspect that is mandatory for any network
infrastructure. In SDN, as each and everything is dependent on the software and
APIs part, it becomes necessary to enhance the layers of APIs and libraries so that
any third party application or sniffer is not able to penetrate into the network.
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In the SDN based architecture, following points should be considered and
empowered so that the higher layers of security and privacy can be implemented.

1. Security of the Controller against sniffing attacks to escalate the quality of
service.

2. Protecting the SDN Controller against DDoS Attacks for higher availability of
the network.

3. Establishment of the Trust Architecture so that authenticated and genuine nodes
can transmit the data as well as signals.

4. Creation of Robust and Strong Policy Guidelines as well Frameworks.
5. Incorporation of the Forensics as well as Remediation Measures to detect and

push back any attack.

5 Weakness and Vulnerabilities in SDN

Even though many SDN systems are relatively new and SDN is still in the realm of
the early adopters, but as the technology matures and is more widely deployed, it
will become a target for attackers. Several attack vectors on SDN systems can be
anticipated. The more common SDN security concerns include attacks at the var-
ious SDN architecture layers. Figure 2 shows the anticipated attacks that could
occur at each of these layers. The SDN misuse/attack cases (including both sur-
veyed and newly discovered) can be classified into three categories.

Control plane specific, which includes all misuse/attack cases against SDN
control and application layer.

Control channel specific, which includes misuse/attack scenarios targeting to
the interface (e.g., OpenFlow),

Data plane specific attacks, which comprises misuse/attack cases trying to
torture network devices supporting SDN functions.

Model of SDN centralized control provides important advantages to the man-
agement of security and network, there are tradeoffs. Moreover logically physically
distributed and centralized controllers of SDN are subject to unique set of threats
and risks compared to traditional architectures of network. Centralized controller
develops a capable single point of attack (SPoA) and failure which has to be
safeguarded from threats. The south bound interface, between the controller and
underlying devices of networking namely OpenFlow, which is vulnerable to issues
which could degrade integrity, performance and availability of the network. At the
same time, OpenFlow shows the adoption of transport layer security or user data
protocol, either of which authenticates using encryption and certificates for securing
the connection. In extra, security measures were required when these authentica-
tions fails; underlying infrastructure in the network has the potential to endure
occasional periods where controller of SDN is not available; yet assure that any new
flows would be synchronized when the devices rescue communications with SDN
controller.
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6 Proposed Model of Secured SDN Environment

Strengthening the SDN Environment is mandatory and thus a number of algo-
rithmic approaches and techniques are implemented. Figure 3 shows the proposed
SDN environment in secured mode. Following security measures can be integrated
in the layers of SDN architecture to harden the security and penetration level.

1. Role Based Identification and Authentication of Nodes or Role Based Access
Control.

2. State Table Management.
3. Conflict Resolution.
4. Use of TLS (Transport Layer Security) for authentication and encryption of the

traffic between controller and device agent.
5. Configuration and Authentication of Tunnels.
6. Using OOB (Out of Bound) Network for controlling the traffic. It provides load

balancing as well as security.
7. Flow Checking Approach to analyze the adoption of policies by different nodes.

Fig. 2 Possible attack points in SDN environment
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Alongside the evolution of networking is the evolution of network attacks. Even
though there are many proposed detection methods and defense techniques, we
cannot say that the security attacks are a solved problem or do not present an
immense threat to the current Internet.

The research in the field of SDN and general security in SDN is still in its early
phase. Moreover, every new technology and level of abstraction opens new attack
vectors. However, we believe that the attributes of SDN can help in detection and
remission of the attacks.

7 Conclusion

In this research manuscript, the analysis of assorted dimensions of SDN is done
along with the security parameter in particular aspect. As security, privacy and
integrity is utmost important for any network infrastructure, this paper underlines
various attacks and vulnerabilities in the SDN environment. After detailed inves-
tigation of the attacks and security loopholes, an effective and secured model for the
higher security can be developed and implemented so that the next generation SDN
based environment can be made secured and cost effective.

Fig. 3 Proposed SDN environment in secured mode
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Modern Approach for Vehicle Traffic
Monitoring and Signal Management
System in ITS

Sagar Sukode and Shilpa Gite

Abstract Because of tremendous growth in number of vehicles, traffic monitoring
and congestion control has become one of the crucial issues in road transportation.
Internet of Things (IoT) and its applications like Intelligent Transportation System
(ITS) can process current information status of traffic and useful for traffic control
rooms to analyse and improve the traffic efficiency. Here, we have implemented a
new and approach for analyzing, collecting, organizing, broadcasting and managing
traffic as well as weather related information. Our proposed architecture: Modern
Approach for Vehicle Traffic Monitoring and Signal Management System in ITS
would perform well and facilitate the overall traffic management. Implementation of
developed system turned out to be an easily adoptable solution for traffic congestion
and pollution issues. This system provides a proficient yet accurate estimation of
traffic density and weather condition along with signal management.

Keywords Intelligent transportation system (ITS) � Traffic congestion � Traffic
monitoring system � Traffic signal management � Internet of things (IoT)

1 Introduction

Now a day’s, IoT is an emergent technological trend and day by day growing very
fast. In academia and computing industry, IoT has gained significant attention
during the past decade. The term Internet of Things (IoT) was invented by Ashton
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in 1999. IoT has many more applications like: e-Healthcare, smart home, smart
office, smart building, telecommunication and media, smart automotive, aerospace,
smart disaster alerting, recycling, smart cities, smart environment, retail, smart
water, smart meter, industrial control, logistics, smart agricultures, smart animal
farming, transportation and logistics, etc. [1]. IoT has many applications, amongst
them one of the most significant, important and advance application is nothing but
ITS [2]. In the 21st century, there is rapid increase in the vehicles, conceivably
traffic jamming on road also increases. In result, every day increases pollution and
more time waste on road. Using the various embedded system components, we
have developed a new system. We confine our work using some sensors, like: IR
sensor, LDR sensor, sensor array, temperature sensor, gas sensor, etc.

The developed system is useful for broadcasting, monitoring and controlling the
traffic as well as weather related information. This system includes a hardware kit, a
server and two android applications. Other apps are not as useful as our new
developed app. Other app is limited, e.g. Google maps. It only shows the direction,
traffic density, routs, temperature, etc. and will not manage any traffic or jams on
road. But our developed system will display traffic and weather related information
and manages traffic signals depending on traffic density. For understanding the
utility of developed application let us consider an example. Suppose, user want to
go from one place to another and would like to know real-time traffic as well as
weather condition. So, user simply first choose the location where user want to go
and afterwards user can view the traffic density along with weather related infor-
mation for selected location.

This paper is structured in six different sections. The survey of existing system
describes in Sect. 2. Section 3 describes design and methodology. Tools and
technologies are describes in Sect. 4. Implementation and results are described in
Sect. 5. Finally in Sect. 6, conclude our developed work and given future direction.

2 Related Work

Li et al. [3] discussed vehicle detection, tracking and counting were very crucial
issue for traffic monitoring, controlling and planning. Author developed a
video-based solution applied with adaptive subtracted technology. This technology
has a combination of virtual detector and blob tracking technologies. Also, they
shown the results, implemented in Visual C++ code with OpenCV development
kits.

Kanungo and Sharma [4] discussed and analyses present situation of traffic and
its problem over road transport. Author proposed methods using live video feed
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from cameras at traffic junctions using video and image processing for real time
traffic density calculation. It also works on algorithm for switching traffic lights
according to vehicle density on road aiming to reduced traffic congestion and road
accidents.

Waranusast et al. [5] discussed, tasks of automatic traffic monitoring was to
count number of vehicles and vehicle classification and this tasks provided for
planning transportation system. Author developed system in which, system extracts
the moving objects and classify them as a car, motorcycle or other moving object
based on KNN classifier.

3 Design and Methodology

Following Fig. 1 shows overall architecture of our new proposed system. Basically,
this developed system consists of a hardware kit, a server and two android applications
(one application is developed for hardware kit and another application is developed

Fig. 1 System architecture
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for end-user/client) [6]. Hardware kit consist of android Device, Microcontroller
(ATmega-32), Sensors (IR, LDR, Temperature, Sensor array, etc.), Bluetooth con-
troller (HC-05Bluetoothmodule), Resistors, Capacitors, IC (MAX232), etc. In given
system, sensors will collect all sensor values/information and send that sensor
information/values to server using android device and communication between
android device and hardware kit was done via Bluetooth. All collected information is
stored in sever machine. On server side, all mining operations will perform using ID3
algorithm. Here, ID3 algorithm is use to predict the

pollution (low/moderate/high) base values of temperature, LDR and GAS sensor.
User can able to see traffic density using our developed android application. Also
traffic signals will bemanage dynamically base on traffic density (as shown in Fig. 2).

When user needs real-time traffic/weather related information, user need to open
android monitoring application, that application request’s web server for user
requirement and server respond to end user with require information and user can
see traffic density and traffic condition along with pollution/weather condition.

We have developed a hardware kit which consisting of various hardware
components. This hardware components includes: Smart Device(smartphone),

Fig. 2 System flow

Fig. 3 Hardware Kit (Main hardware kit and signal management kit)

744 S. Sukode and S. Gite



Microcontroller (ATmega-32), Sensors (IR, LDR, Gas, Thermocouple sensor, etc.),
Bluetooth (HC-05) module, Resistors, Capacitors, IC (MAX-232), etc. [7, 8] as
shown in Fig. 3.

4 Tools and Technologies

We have used diverse software tools and techniques for designing and developing
given system which includes: Embedded C, Eclipse, Android SDK, Web Server,
Net-Beans, Express PCB, etc. Also, used Data mining and clustering technique to
manage and mining receive big amount of data/information in a specific manner
and finally prediction of pollution using ID3 algorithms. ID3 stands for Iterative
Dichotomiser 3 and it is used to generate a decision tree.

Fig. 4 Enter IP of server m/c
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Android SDK is used to develop an android application. We have developed two
applications. Web server which is a middleware between hardware module and end
user. It is helpful for tracking, broadcasting, managing traffic and weather related
information. Here, we have developed our own web server using NetBeans IDE.
Embedded C is a extension of C programming language, useful for developing
hardware module. Express PCB is use to design the circuit boards in a simple
manner for beginner and professionals. We have design and developed circuit
diagram and PCB layout using Express PCB software.

5 Implementation and Results

For implementation of proposed system, we have developed two android applica-
tions: one for hardware kit and another for end-user/client along with intelligent
traffic signal management system.

Fig. 5 Setting scaling factor
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5.1 Android Application for Hardware Kit

First we have developed an android application for hardware kit to perform com-
munication between hardware components and a server. Given android app com-
municates with hardware kit (in which all hardware components/sensors are
present) via Bluetooth controller module (HC-05). The developed app collect all
sensor values from hardware kit and sent to server (software module) via internet.
Developed android app (which is developed for hardware kit) always active on any
android device and it is also always connected to hardware kit or which is mounted
with hardware kit.

The above Fig. 4 shows first screen (home screen) of our developed android
application. On opening app, this screen appear and need to select required hard-
ware location (Shivajinagar (area1), Hadpsar (area2), etc.) and need to enter the IP
address of server machine to connect with web server and click on proceed button
for further process. On clicking on proceed button a new screen will open called
“setting activity screen” as shown in Fig. 5. Here, we need to give the scaling
values to particular sensors. If we want temperature value in Degree Celsius or in

Fig. 6 Device lists
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Fahrenheit then we need to put scaling value/scaling factor of that. Here, we put 0.5
to get temperature value in Degree Celsius.

After setting all scaling values of required sensor values, click on SET button for
further process and a new screen will open i.e. “pollution monitoring device”. On
this screen two lists will be display. List shows all paired devices in upper half
screen and in lower half screen, newly available devices, as shown in Fig. 6 and
finally we need to select required one. In our case, we have HC-05 Bluetooth
module, so we select HC-05 from given list and new screen will be open as shown
in Fig. 7.

Figure 7 shows main “pollution monitoring device” screen consisting of three
buttons i.e. start button, stop button and logout button. Start button is used to start
monitoring activity which displays all sensors values (values read/received from
hardware kit). Stop button is used to stop monitoring activity. And logout button is
used to turn off the activity. Also, select reset timer is used to reset sensors values to
update server machine. Reset time is provided to set reset time for updating the
sensor values on server after a particular interval of time. Here, time is given in
minutes, from 2 to 60 min as shown in Fig. 7. First we need to select reset timer
and then click on start button.

Fig. 7 Connected to HC-05
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When we click on start button, all sensors values will be display i.e. light,
temperature, IR (IR1, IR2, IR3, and IR4), Gas sensor, etc. as shown in Fig. 8. Also,
Thresholding provided just beside to progress bar of sensor value to set threshold
values like: normal, low, medium, high, etc. for respective sensor values.

5.2 Android Application for End-User/Client

We have developed another android app for the end-user/client. Use of this app is to
monitor traffic density and pollution, based on the selected location. First we need
to enter the IP address of server machine to connect server for fetching
data/information from server. Figure 9 shows the welcome screen. After entering
the IP address, need to click on click here button and new screen will open i.e.

Fig. 8 Actual results
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“select hardware location” as shown in Fig. 10. Here, need to select require
hardware location for which we want to monitor the traffic density and weather
condition.

Here, need to choose require hardware location (Shivajinagar (area1), Hadpsar
(area2), etc.). After selecting the require location, popup will displays the confir-
mation message which shows selected location, as shown in Fig. 10. Here we
selected “Shivajinagar” (area1) as a hardware location and click on proceed button
and new screen will be open i.e. “Monitoring Window” as shown in Fig. 11.

It include three buttons i.e. start, stop and logout. Start button is use to start the
monitoring activity and then it will display all sensor values on the given screen
(values read/received from the hardware kit). To stop monitoring activity Stop
button is used. And, logout button is used to turn off the activity.

When we click on start button, all the sensors values will be display i.e. tem-
perature, light, IR (IR1, IR2, IR3, and IR4), Gas sensor, etc. and pollution is
predicted using the ID3 algorithm as shown in Fig. 11. Prediction will display in
the form of: normal, low and high. In this manner all sensor values will display on
developed android application.

Fig. 9 Enter IP address
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5.3 Intelligent Traffic Signal Management System

Intelligent traffic signal management system is system in which traffic signals will
be manage dynamically depending on traffic density on road. As we discussed
earlier about hardware kit, this kit can mounted at square/traffic signals. As, four IR
sensors are use to count number of vehicles moving on road. When vehicle is
moving on road, IR sensor cut’s and count will store/save on server and displays on
client app. By considering the number of vehicle counts, traffic signals can manages
dynamically.

As the number of vehicle counts increases on particular road, according to that
timing of green signal also increase. Figure 12 shows the dynamic management of
traffic signals on road. We can see that, IR1 has count 4, IR2 count is 3, IR3 count
is 7, and IR4 count is 1. So, as the number of vehicle count is maximum, timing for
green signal will allocate more time than other 3 signals and if vehicle count is
minimum then timing for green signal will allocate less time than other 3 signals as
shown in Fig. 12 (GUI). In this manner, traffic signals can dynamically manages
depending on vehicle counts and traffic density on road.

Fig. 10 Select hardware
location
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Fig. 11 Monitoring window

Fig. 12 Intelligent traffic signal management system (Hardware and GUI)
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6 Conclusion and Future Scope

Modern approach for vehicle traffic monitoring and signal management system in
ITS is a real-time system for analyzing, tracking, collecting, broadcasting and
managing traffic along with weather related information. This system consists of a
hardware kit, a server module and an Android application (client’s app) for
reporting and displaying traffic related information (traffic density, jams on road,
traffic condition, pollution and weather condition, etc.). The interface of client
application is intuitive and it is easy and safe to use while driving. Also, we have
implemented the system where traffic signals can manages dynamically depending
on traffic density.

For further research, we can make effective use of context aware systems.
Context-aware computing allows us to store context data which is connected to
sensor data, so classification can be done more simply, meaningfully. Also to
perform machine-to-machine communication context is used easily as it is core
element in the IoT environment. By using context-awareness, whole system can
work very well without human interaction. Also, using ITS and IoT such new and
emerging technologies, we can focus more on efficiency and reliability of traffic
density.
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