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Abstract. Self-balancing robot based on machine vision with two wheels
sometimes can be more flexible and saving space than four wheels. We present
design scheme and experiment implement of self-balancing robot based on
machine vision in the paper. The robot can get road information by CCD
camera, then process the image by algorithm to get the road path information
and the robot can safely and reliably auto-drive along the road. Based on
machine vision the self-balancing robot does not need person to control it, and it
can reduce the human disturbance which can greatly improve the efficiency and
safety of the system. The system needs to deal with lots of tasks under CPU
resource limitation. We have considered the task scheduling under CPU
resource limitation through experiment and theory prove. It is proved that the
system has good intelligence and anti-interference ability by experiments and
competition.
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1 Introduction

With the development of new information technology, more and more robots have been
used in factory. Self-balancing robot based on machine vision with two wheels some-
times can be more flexible and saving space than four wheels. It has the function of
automatic driving, and automatic identification of road information. It can get the envi-
ronment around itself based on the camera. There are black lines in both edges of the road.
The robot can safely and reliably auto-drive along the road. Based on machine vision the
self-balancing robot does not need person to control it, and it can reduce the human
disturbance which can greatly improve the efficiency and safety of the system [1–4].

2 System Model and Stability Discussion

Figure 1 is the real system of the self-balancing robot. We can take the robot as a
physical pendulum model which centroid weight is m and pendulum length is L, and
take the motor and its driver system as coil spring model. We can discuss the pendulum
stability from the perspective of the potential energy curve.
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Suppose the system satisfying Hooke’s law, which assumes that the restoring force
of the motor and the tilt angle is proportional to the actual situation. In the real system,
when there is a deviation between the setting angle and the real angle of the robot, the
motor will timely correct the angle. So we assume the angel between setting angel and
real angel of the robot is less than 5 degree. The restoring force of the motor is
proportional linear relationship to the inclination angle.

Set the motor torque of the robot inverted pendulum model:

Lb ¼ �kh ð1Þ

The elastic potential energy is

Epb ¼
Z

h
0
khdh ¼ 1

2
kh2 ð2Þ

The gravitational potential energy is

Epg¼mgLðcosh� 1Þ ð3Þ

The total potential energy is

Ep ¼ 1
2
kh2 þmgLðcosh� 1Þ ð4Þ

Balance position is corresponding to the extreme value of the potential energy
curve, so set Ep ¼ UðhÞ, we can get the possible existing equilibrium position by
derivative of h.

Fig. 1. Real system of the self-balancing robot.
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dU
dh

¼ kh� mgLsinh ¼ mgL
k

mgL
h� sinh

� �
ð5Þ

Set dU
dh ¼ 0, there exist 3 cases, case 1: k

mgL [ 1, only if h¼0, there exists a

stationary point; case2: k
mgL\1, there exist 3 stationary points, h¼0 and h¼� h0.

case3: The critical state between the case 1 and case 2.

The stability of the equilibrium position is decided by d2
U

dh2 .

d2U

dh2
¼ k�mgLcosh ð6Þ

(1) When k
mgL [ 1 and h¼0, d

2
U

dh2 [ 0, Ep ¼ UðhÞ exists minimum value, equi-

librium is stable.

(2) When k
mgL\1 and h¼0, d

2
U

dh2 \0, Ep ¼ UðhÞ is corresponding to the potential

energy maximum value, equilibrium is unstable.

(3) When k
mgL\1 and h¼� h0, d

2
U

dh2 \0, which can prove, equilibrium is stable [5].

3 Hardware System Design

There are 6 modules in the self-balancing robot based on machine vision systems:
micro-controller module, wireless communication module, machine vision module,
inertial sensing module, power module, and motor drive & control module (Fig. 2).
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Fig. 2. Robot system scheme
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3.1 Power and Motor Drive & Control Module

The main functionality of the power module is to supply power for the micro controller,
all sensors and motor driver modules. The robot uses Ni-Cr battery for power supply,
which has good specialty for big electricity discharging. The specified voltage for the
battery is 7.2 V, which can be up to 8.4 V with fully charging. The deceasing voltage
under load is small, which makes benefit for the robot to move stably.

The CCD camera, micro controller, encoder, blue tooth, accelerometer and gyro-
scope module are all powered at 5 V, hence the regulator module is only made up of
LM2940 regulator chip, which is relatively simple and has small effect on the gravity
center of the robot.

The motor drive & control module is made up of BTS7970B double circuit using
light coupling, so that it can be isolated from the power supply on CPU and effectively
protect the CPU. The drive circuit has a small size and leads to good driving ability and
effective braking.

3.2 Micro-Controller Module

The micro-controller is the brain of the intelligent robot. It controls the robot to perform
various actions as pre-settings, receives the information gathered by all sensors, pro-
cesses all received information, and transfers the processed information to corre-
sponding actuators.

The robot uses the 16 bit MC9S12XS128 MCU as its control core. The main
frequency is 16 MHz, which can be frequency doubling increased to 96 MHz by the
phase locked loop inside the MCU. The interrupt of MCU has seven priorities and its
kernel supports priority dispatching, which can access the whole memory space up to
8 MB.

MC9S12XS128 is a 16 bits MCU, which has a limitation on processing speed and
resource comparing to 32 bits MCU. We optimized the program and system during
research and applied simple and effective methods to implement expected functions.

3.3 Wireless Communication Module

The main function of wireless communication module is to transmit the data from
MCU to the superior workstation. The blue tooth is the protocol for short distance
communication. Generally, the communication distance is about 10 meters at the open
area and the communicating speed gets lower and lower upon longer distance. The
system applies the blue tooth to transmit the data from the robot to the superior
workstation so that debugging and status monitoring can be performed.

3.4 Machine Vision Module

The robot applies CCD camera to get the road information during moving. There are
black border lines on both sides of the road. According to the road border lines
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information gathered by the camera, the robot can move automatically between the
border lines. The CCD camera OV7620MVA applies self-adoption power supply at
5 V/3.3 V, no need to increase the voltage to 12 V, which makes the regulator circuit
simple, the regulator module lighter, and the gravity center lower. Also, the camera
uses 2.8 mm/95 wide lucid lens to ensure a high quality for the images.

3.5 Inertial Sensing Module

The robot controls the motor speed by gathering and processing the data from inertia
sensing module, hence controls its balance and moving speed. The inertia sensing
module consists of accelerometer, gyroscope and encoder.

The accelerometer and gyroscope module uses MMA7361 and ENC03 chips, a
triple axis accelerometer and a single axis gyroscope module. This module applies a
hardware Kalman filter. The Kalman filter can merge the signals from accelerometer
and gyroscope.

The encoder is 512 lines triple axis MINI incremental rotating encoder with small
size. When the disk with optics graphic pattern and rotating axle rotate at the same
time, the corresponding light getting through the two aperture will appear as passing
through and intercepting status, hence the angle displacement can be transformed to
corresponding pulse signal [6], and then figure out the moving speed of the robot.

4 Software System Design

The software system of the robot consists of main function module, one-millisecond
interrupt system module and video field interrupt system module.

The main function module is the frame of the whole program and the base for both
one-millisecond interrupt system and field interrupt system module. The
one-millisecond interrupt module is a program based on MC9S12XS128
one-millisecond interrupt hardware, and millisecond interrupt will occur every mil-
lisecond. The field interrupt system is used to process image information from the CCD
camera. During the idle time for CPU to process the main program, it will process the
one-millisecond interrupt program or field interrupt program at regular intervals. If
there is any conflict for the two programs, process the field interrupt program as higher
priority.

4.1 Main Function Module

Figure 3 illustrates how the main program works. It starts to wait for interrupt right
after initialization. MC9S12XS128 totally has 55 interrupt with different priorities, and
the one with highest priority is reset interrupt. The robot only uses two different priority
interrupt, i.e., field interrupt and one-millisecond interrupt. That is, the core board will
run the field interrupt, or one-millisecond interrupt, or stay idle right after the
initialization.
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4.2 One-Millisecond Interrupt Module

Figure 4 illustrates the one-millisecond interrupt module. One-millisecond interrupt
means one interrupt at every millisecond, that is, it will process interrupt regardless of
whether the interrupted task is completed or not. It requires that the tasks assigned
during each interrupt could not last longer than one millisecond, otherwise, the CPU
could not dispatch the tasks well. Flag is the flag specified for millisecond interrupt.
Getting the robot speed, the value of accelerometer and gyroscope, complementary
filter, self-balance control and speed control are all corresponding sub functions.

Begin
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initialization 
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Fig. 3. Main function module diagram
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Fig. 4. Millisecond interrupt diagram
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4.3 Field Interrupt Module

The field interrupt has higher priority than the millisecond interrupt. The module
consists of function to capture video and process the image and function for direction
control.

4.3.1 Video Capture and Image Process Function
Firstly, the camera will capture one frame image of the road track. Then the CPU will
process the 128 pixel point on the first line of the frame image and make it bina-
ryzation. The reason to get the value of the first line is because we found it can make
the robot perspective with less disturbance point from many tests on the image con-
trolling. After obtaining the 128 binaryzation data, it will retrieve the data of this line
from both left and right sides to find the junction of the black line on left and right sides
and the white track, and return a value. After that, it will figure out if the track is
straight or curve even sharp curve according to the range of returned value, then get a
middle value corresponding to different processing algorithm. Moreover, to remedy the
deviation caused by getting a single line, the algorithm applies fake multiple lines
processing method, that is, to store the middle value, superpose multiple middle values
with different proportions according to straight or curve track, and get the final middle
value. All these proportion values are the optimized values after many tests.

4.3.2 Direction Control Function
The direction control function gets the middle value from the Video capture and image
process function. Then it figures out whether current track is straight or curve even
sharp curve by checking if the difference is big between current middle value with the
next one. By combining the middle value with PID parameters and adjusting the PID
parameters, it can adjust the stability of the direction control function.

4.4 The Task Scheduling Under CPU Resource Limitation

To save the cost, the system applies a lower main frequency CPU. As the system is
composed of multiple sub systems, we must arrange the task scheduling reasonably to
ensure the system running reliably. So we measured the actual tasks execution time by
experiments after system designing. We measured the execution time of each function
and figured out whether a CPU static task scheduling can be performed by setting a pin
to high level at the beginning and setting it to low level at the end of the function, and
using dual-trace oscilloscope to measure the high level time of each function. The
actual execution time of each task was obtained by averaging the ten times measure-
ment results.

According to the setting, the polling interval for above five tasks is 5 ms. Above
tasks will be executed within the millisecond interrupt function periodically by
sequence. The field interrupt has higher priority than millisecond interrupt, so the CPU
will pause the millisecond interrupt immediately and start the field interrupt if the field
interrupt comes. It costs less than 7 ms to read one image data, and the interval between
reading each frame image is 16.67 ms (Table 1).

Self-balancing Robot Design and Implementation 35



There are 6 tasks including 5 polling tasks and one field interrupt task. According to
optimal RM task scheduling theorem [7, 8], the occupancy of the tasks is,

U ¼
Xn
i¼1

ci
hi

¼ ð19:9
5

þ 154:7
5

þ 19:1þ 153:8þ 18:9
5

þ 157þ 19:8
5

þ 19:6þ 153:8
5

Þ � 10�3 þ 7
16:67

¼ 0:5632 \ nð21
n � 1Þ ¼ 6� ð21

6 � 1Þ ¼ 0:7348

The system tasks can be scheduled.
To realize the goal as much as possible and avoid the impact among internal

interrupts in MC9S12XS128, we only transformed 182 columns per line during image
data transformation. Although to obtain the road path information by gathering only
one line data will lead to more errors, we have to keep doing like that as we found the
robot cannot self-balance when reading more than one lines of image data. Fortunately,
we can remedy it by increasing fault tolerance and adjusting PID parameters during
direction control.

5 Conclusion

The auto-balanced robot based on machine vision has been designed and experimented
in the paper. Based on machine vision the self-balancing robot does not need person to
control it, and can reduce the human disturbance which greatly improves the efficiency
and safety of the system. The system needs to deal with lots of tasks such as getting the
robot speed, getting the value of accelerometer and gyroscope, complementary filter,
self-balance control and speed control, capture video and process the image and
direction control etc. We have considered the task scheduling under CPU resource
limitation through experiment and theory prove. The works in the paper has attended

Table 1. Task execution time

Task
no.

Measure value(µs) Average
(µs)

0 Speed_Read 20 19 20 18 22 20 23 17 21 19 19.9
1 Get_ADResult 165 152 148 162 150 156 158 142 150 164 154.7
2 Datehandle 18 23 15 19 20 22 16 21 17 20 19.1

Stand_Control 162 149 154 157 142 160 162 145 152 155 153.8
3 Speed_Control 13 17 22 25 18 15 21 24 16 18 18.9

Get_ADResult 157 162 150 162 158 165 148 152 160 156 157.0
SpeeedControlOutput 20 15 22 26 18 25 16 22 15 19 19.8

4 Datehandle 16 14 18 22 25 20 15 24 25 17 19.6
Stand_Control 160 155 162 164 158 148 142 145 152 152 153.8
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the national robot competition based on machine vision won the second prize. It is
proved that the system has good intelligence and anti-interference ability by experi-
ments and competition.
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