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Preface

AsiaSim/SCS AutumnSim 2016 (the 2016 International Simulation Multi-Conference)
was a joint conference of the 16th Asia Simulation Conference and the 2016 Autumn
Simulation Multi-Conference. The Asia Simulation Conference (AsiaSim) is an annual
international conference started in 1999. In 2011, the Federation of Asian Simulation
Societies (ASIASIM) was set up and the AsiaSim became an annual conference of
ASIASIM. The SCS Autumn Simulation Multi-Conference (SCS AutumnSim) is one
of the premier conferences of the Society for Modeling and Simulation International
(SCS), which provides a unique opportunity to learn about emerging M&S applications
in many thriving fields. AsiaSim/SCS AutumnSim 2016 was the first conference jointly
sponsored by ASIASIM and SCS and organized by the China Simulation Federation
(CSF), Science and Technology on Special System Simulation Laboratory (STSSSL),
and Beihang University (BUAA). It was also co-sponsored by the China Simulation
Federation (CSF), the Japanese Society for Simulation Technology (JSST), the Korea
Society for Simulation (KSS), the Society for Simulation and Gaming of Singapore
(SSAGSG), the International Association for Mathematics and Computers in Simula-
tion (IMACS), the Chinese Association for Artificial Intelligence (CAAI), China
Computer Federation (CCF), the China Electrotechnical Society (CES), the China
Graphics Society (CGS), and the China Ordnance Society (COS).

This conference is a big event that provides a unique opportunity to learn about
emerging M&S research achievements and applications in many thriving fields,
focusing on the theory, methodology, tools and applications for M&S of complex
systems; it provides a forum for the latest R&D results in academia and industry.

The papers contained in these proceedings address challenging issues in M&S
theory and methodology, model engineering for system of systems, high-performance
computing and simulation, M&S for smart city, robot simulations, M&S for intelligent
manufacturing, military simulation, as well as cloud technologies in simulation
applications.

This year, AsiaSim/SCS AutumnSim received 639 submissions. Submissions came
from around 15 countries and regions. After a thorough reviewing process, 267 papers
were selected for presentation as full papers, with an acceptance rate of 41.8 %. These
papers are published in the proceedings in the four volumes, 643–646. Volume 643
mainly addresses the issues of basics of M&S theory and methodology. Volume 644
discusses M&S for intelligent manufacturing and military simulation methods. In Vol.
645, cloud technologies in simulation applications, simulation and big data techniques
are covered. And Vol. 646 presents M&S applications and simulation software.

The high-quality program would not have been possible without the authors who
chose AsiaSim/SCS AutumnSim 2016 as a venue for their publications. Also, we
would like to take this opportunity to thank the ASIASIM Federation for allowing us to
host AsiaSim 2016 in Beijing.



We also thank the members of the Program Committee for their valuable effort in
the review of the submitted papers. Finally, we would also like to thank our technical
co-sponsors and sponsors. Your contributions and support have helped to make
AsiaSim/SCS AutumnSim 2016 a memorable and successful event.

We hope that you enjoy reading and benefit from the proceedings of AsiaSim/SCS
AutumnSim 2016.

October 2016 Lin Zhang
Xiao Song
Yunjie Wu
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Abstract. To insure the multi-input multi-output (MIMO) system has good
system response and anti-jamming capability under no decoupling, this paper
proposed a self-adaptive shuffled frog leaping algorithm to solve the multivari-
able PID controller’s optimal tuning problem. First, the mathematical description
of optimal tuning problem of multivariable PID controller is given. Second, a
modified SFL with a parameter adaptive adjustment strategy in the basis of
convergence analysis is proposed to enhance SFL’s global searching ability and
to improve its searching efficiency. Finally, a classical simulation example pro-
posed by Wood and Berry is used to compare the performance of our modified
SFL with SFL proposed by Thai and wPSO proposed by Shi, and the optimal
results of PI/PID controller demonstrate the effectiveness of our algorithm.

Keywords: Multi-input multi-output (MIMO) system � Optimal tuning �
Proportional-integral-derivative (PID) controller � Shuffled frog leaping
algorithm (SFL) � Parameter adaptive adjustment

1 Introduction

The PID controllers are widely used in industry, and the optimal tuning of its three
gains is the key [1] to the design of a suitable controller which can get satisfactory
response for the target system.

In the past few decades, many intelligent technologies have also been proposed [2,
3]. But in industry, many processes are multi-input-multi-output (MIMO) systems [4]
with features of high nonlinear, time invariant, pure time delay and variable parameters,
which need multivariable controllers. Because those methods used successfully in
SISO system cannot be directly applied to MIMO system [5], the design of multi-
variable PID controllers has aroused wide interest in academia and industry.

Recently, intelligent computing technique develops rapidly and has been applied to
many optimization problems, including optimal tuning problem of PID controller.
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Intelligent optimal tuning method for multivariable PID controller can get nice response
and good stability without decoupling the MIMO system to weaken the coupling
influence. Therefore, using intelligent algorithms to this optimal tuning problem has
become a hotspot in recent decades, and some efforts have been made [6–12].

Shuffled frog leaping algorithm (SFL) is a kind of intelligent algorithm proposed by
Muzaffar M. Eusuff & Kevin E. Lansey [13]. Comparing the performances of five
algorithms including GA, memetic algorithm (MA), PSO, ACO and SFL, Elbeltagi
et al. has found out that the performance of SFL is similar to that of PSO, and it has
higher success rate, better solution quality but quicker solution speed than GA [14].
However, the basic SFL has the problems of low efficiency and local optimum like GA
and PSO. As far as we know, Thai-Hoang Huynh [5] firstly proposed a modified
method (named ThaiMSFL) for optimal tuning of multivariable PID controller, while
neither benchmark testing nor comparison with PSO-based algorithms have been done.
Meanwhile, this paper just presents the optimal tuning problems of decentralized PI
and centralized PID controllers, the other important one of decentralized PID controller
is not considered.

Consequently, this paper mainly focus on the convergence analysis and improve-
ment strategy of SFL, and its application to the optimal tuning problems of multi-
variable PI and PID controllers. Detailed comparisons with many proposed methods are
also presented in our paper.

2 Optimal Tuning of Multivariable PID Controllers

The structure of multivariable PID control system [6] is shown as Fig. 1, where GðsÞ is
a linear MIMO processor and CðsÞ is a multi-variable PID controller. Yd is the desired
outputs, Y is the actual outputs, E is the error vector and U is the control input vector.

The transfer function matrices describing GðsÞ and CðsÞ are denoted as follows.

GðsÞ ¼
g11ðsÞ . . .. . . g1nðsÞ

..

. . .
. ..

.

gn1ðsÞ . . .. . . gnnðsÞ

2
64

3
75 CðsÞ ¼

c11ðsÞ . . .. . . c1nðsÞ
..
. . .

. ..
.

cn1ðsÞ . . .. . . cnnðsÞ

2
64

3
75 ð1Þ

Where ci;jðsÞ ¼ Kpi;jð1þ 1
�
Tii;j sþ Tdi;j sÞ ð2Þ

Which is also can be rewritten as

( )G s( )C s
YUEdY +

Fig. 1. The structure of multivariable PID control system
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ci;jðsÞ¼Kpi;j þKii;j

�
sþKdi;j s ð3Þ

Where Ki ¼ Kp
�
Ti is the integral gain, while Kd ¼ KpTd is the derivative gain.

Assuming processor GðsÞ can get stable under PID controller CðsÞ, and then the
controller design can be simplified to a variable tuning problem, whose variable vector
can be defined as hi;j ¼ ½Kpi;j ;Kii;j ;Kdi;j �. Thus, solution can be coded to a real number
vector, noted as H ¼ ½h1;1; h1;2. . .. . .hn;n�. For a decoupled PID controller, CðsÞ
becomes

CðsÞ ¼
c11ðsÞ . . .. . . 0

..

. . .
. ..

.

0 . . .. . . cnnðsÞ

2
64

3
75 ð4Þ

and H becomes H ¼ ½h1;1; h2;2. . .. . .hn;n�.
Fitness of solution is usually evaluated by integrated squared error (ISE) and

integrated absolute error (IAE), which can be seen below.

JIAE ¼
ZTf
0

Xn
i¼1

qi eiðtÞj jdt ð5Þ

JISE ¼
ZTf
0

Xn
i¼1

qi e
2
i ðtÞ

�� ��dt ð6Þ

Where qi is the weighted coefficient of each component ei, and Tf illustrates the
evaluation period. Then, the optimal problem can be stated as to solve the optimization
problem showing in (7).

min
H

JðHÞ ð7Þ

Where J is ISE or IAE.

3 Modified Shuffled Frog Leaping Algorithm

3.1 Basic SFL

The basic SFL algorithm is derived from the behaviors of frogs seeking food in a pond
[14]. Firstly, a population with N frogs is randomly generated, sorted by the fitness
value, and divided into M groups. Then, a local search step is running for n times in
each group. In each step, the worst frog Xw is updated according to the local optimum
or global optimal frog. After all groups have finished local search step, all frogs will be
mixed together, resort and regrouped into M groups, and then repeat the local search
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process until the termination condition is satisfied. The update strategy of local search
can be described as:

Dk ¼ rðXk
b � Xk

wÞ ð8Þ

or

Dk ¼ rðXk
g � Xk

wÞ ð9Þ

X 0
w ¼ Xk

w þDk ð10Þ

where Dk is the displacement of the worst frog in the k-th iteration, r is usually a
random number (0,1), Xk

b and Xk
g is the local best frog and the global best frog in the

whole population. A new frog is firstly calculated according to Xk
b . And if the new frog

X 0
w is better than the old one, then Xkþ 1

w ¼ X 0
w is acceptable. Otherwise, the new frog

according to Xk
g will be calculated, and if this frog is better than the old one, Xkþ 1

w ¼
X 0
w will be acceptable, or a new random frog will be selected.
In a word, it is intuitively understood that the efficiency of SFL algorithm is

influenced by the update strategy in local search step. In order to ensure the conver-
gence precision and convergence speed in finite iterations, the update strategy should
be modified. More theoretical analysis can be seen in the following sections.

3.2 Convergence Analysis

Our last paper analyzes the convergence feature of SFL based on the theory of geo-
metrical sequence [15], and to be described easily, the worst frog’s update strategy
(formula 10) can be extended as formula 11.

X 0
w ¼ aXk

w þ bDk ð11Þ

The paper reveals that “From the worst frog’s rearranged sequence of
DXkþ 1

w

�
DXk

w ¼ aþ bðDXk
b

�
DXk

w � 1Þ, whose proportional coefficient is
l ¼ DXk

b

�
DXk

w � 1, it can be seen that the convergence speed and accuracy of SFL are
related to two coefficients noted as a and b. Under reasonable adjustment of them, SFL
will converge to Pareto optimal solution in probability and have faster convergence
speed, to balance the performance of global and local search.” A proportional coeffi-
cient based self-adaptive adjustment method is also described in the paper, which gives
a simple variable scope of a and b in three different cases of l (l[ 0 l ¼ 0 and l\0).
But this method is just based on the intuitionistic analysis, and has no more detailed
theories about how to dynamic change the variable scope of a and b during every local
search iteration.

Motivated by system stability analysis method in digital signal process theory, this
paper tries to present the relationship between the search performance and the variable
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scope of a and b to get the suitable parameters adaptive adjustment method. Note the
update strategy in k-th and (k-1)-th iteration to be formula 12 and 13,

XwðkÞ ¼ aXwðk � 1Þþ bðXbðk � 1Þ � Xwðk � 1ÞÞ ð12Þ

Xwðk � 1Þ ¼ aXwðk � 2Þþ bðXbðk � 2Þ � Xwðk � 2ÞÞ ð13Þ

thus, (12) – (13) to get (14) as below.

XwðkÞ � Xwðk � 1Þ ¼ ða� bÞðXwðk � 1Þ � Xwðk � 2ÞÞ
þ bðXbðk � 1Þ � Xbðk � 2ÞÞ ð14Þ

Formula 14 is a difference equation and describes the time variant characteristics of
Xw. Thus, using the Z transform method, the system transfer function can be presented
as formula 15 and 16.

XwðzÞ � z�1XwðzÞ ¼ ða� bÞðz�1XwðzÞ � z�2XwðzÞÞ
þ b ðz�1XbðzÞ � z�2XbðzÞÞ

ð15Þ

GðzÞ ¼ XwðzÞ=XbðzÞ ¼ z�1 � z�2
� ��

1� z�1 � ða� bÞðz�1 � z�2Þ� �
¼ z� 1ð Þ� z2 þðb� 1� aÞzþða� bÞ� � ð16Þ

The system transfer function described in formula 16 can be considered as a
discrete-time system whose input is XbðzÞ and output is XwðzÞ. Therefore, the stability
theory of Discrete-time System in Digital Signal Process can be used to analyze the
convergence features.

It is obvious that the system’s ‘zeroes’ are (0, 1), and the ‘poles’ are

1þ a� b�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ a� bÞ2 � 4ða� bÞ

q� �	
2. To ensure the system convergence, the

first principle that all poles are located in the unit circle of z-plane, which means

1þ a� b�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ a� bÞ2 � 4ða� bÞ

q� �	
2

����
����\1, should be firstly satisfied.

Meanwhile, to avoid being trapped in local optimum, the second principle of keeping
the randomness in the iteration is also important. Those two principles will be con-
sistently throughout the analysis below.

As is mentioned in our last paper, the variable scope of a and b can be divided into
three different cases according to l, and this paper continues to use this analytical
framework.

(1) l[ 0. In this case, DXk
b

�
DXk

w [ 1, which means the update distance of local
optimal variable Xb is bigger than the update distance of local worst variable Xw,
implying Xb is changing rapidly, and unlikely to be trapped into the local opti-
mum. So, it is reasonable to move the worst frog rapidly to the best one. We can
set b ¼ 1, and the ‘poles’ are simplified into a� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � 4aþ 4
p� ��

2 ¼ ½1; a� 1�.
Therefore, the first principle should be satisfied as

A Self-adaptive Shuffled Frog Leaping Algorithm 7



a� 1j j\1 ) a 2 ð0; 2Þ ð17Þ

Formula 17 illustrates that a should be in the range of (0, 2) when b ¼ 1 to insure
Xw would converge to Xb after a few iterations, and when a is closer to 0 or 2, the
convergence speed will be slower. If we denote a as a 2 ð1� D; 1þDÞ, than
D 2 ð0; 1Þ. Thus, the smaller D is, the faster convergent speed the worst frog has.
Meanwhile, to satisfy the second principle, b can be expanded to ð0:95; 1:05Þ to
enhance the global search ability. In a word, a and b can be generated randomly
using formula 18 when l[ 0.

a ¼ 1� Dþ rand � 2D
b ¼ 0:95þ rand � 0:1



ð18Þ

(2) l ¼ 0. In this case, DXk
b

�
DXk

w ¼ 1, which means the update distance of local
optimal variable Xb is equal to the update distance of local worst variable Xw,
implying Xb and Xw are both changing in this iteration, and it is hard to figure out
which one is closer to the global optimum. Consequently, the influence of those
two frogs should be considered simultaneously when we get a new frog, and a can
be set to 1. Under such case, the ‘poles’ are simplified into
2�b� bð Þ=2¼ ½1; 1� b�. Therefore, the first principle should be satisfied as

1� bj j\1 ) 0\b\2 ð19Þ

Formula 19 illustrates that b should be in the range of (0, 2) when a ¼ 1 to insure
Xw would converge to Xb after a few iterations, and when b is closer to 0 or 2, the
convergence speed will be slower. If we denote b 2 ð1� D; 1þDÞ, then
D 2 ð0; 1Þ. Thus, the smaller D is, the faster convergent speed the worst frog has.
Meanwhile, to follow the second principle, a can be expanded to the range of
ð0:95; 1:05Þ to enhance the global search ability. In a word, a and b can be
generated randomly using formula 20 when l ¼ 0.

a ¼ 0:95þ rand � 0:1
b ¼ 1� Dþ rand � 2D



ð20Þ

(3) l\0. In this case, DXk
b

�
DXk

w\1, which means the update distance of local
optimal variable Xb is smaller than the update distance of local worst variable Xw.
That implies Xb may be easily trapped into the local optimum. So the randomness
of the iteration is important to promote the global search ability. In this situation,
to follow the second principle, a can be set to be a random value ranged in
a 2 ð1� D; 1þDÞ and D 2 ð0; 1Þ. The ‘poles’ are transformed to be (21). Thus,
the first principle of ensuring poles locate in the unit circle of Z-plane should be
satisfied as

2� D� b�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2� D� bÞ2 � 4ð1� D� bÞ

q� �	
2

����
����\1 ð21Þ
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To solve the inequality in formula 21, we can find out that the variable range of b
should change and be dependent on D. If we set b 2 ðD; 2� DÞ, the plots will
always locate in the unit circle under different D to keep convergence. In a word, a
and b can be generated randomly using formula 22 when l\0

a ¼ 1� Dþ rand � 2D
b ¼ Dþ rand � ð2� 2DÞ



ð22Þ

Then, the changeable range of the new frog should be in a quadrangle whose shape
is related to D. The smaller D is, the more slender this quadrangle is, which is around
the line of D ¼ ðXb � XwÞ or D ¼ ðXg � XwÞ. Otherwise, the bigger D is, the quad-
rangle is to be a slender one around the best frog. Thus,using fomula 22 with randomly
generated D can get entirely different changeable range of new frog to satisfy both two
of our principles.

According to the analyses above, it comes to the conclusions, that

1. Different methods to generate a and b can make the worst frogs have different
evolution features, which affect the whole population’s behavior that is to be more
random for the global search capability or to accelerate the convergent speed.

2. Based on the value of l, two coefficients of a and b can be randomly generated
under the control of D using formula (18, 20, 22), and adaptively adjusting the
range of D can balance algorithm’s global random search capacity and local fast
convergence capacity.

3.3 Improvement Strategy

The basic improvement strategy proposed in this paper is to self-adaptively choose
different coefficients formulas to update the worst frog in every-iteration, which can be
concluded as

X 0
w ¼ aXk

w þ bDk;Dk ¼ ðXb � XwÞ; orDk ¼ ðXg � XwÞ ð23Þ

Where

a ¼ 1� Dþ rand � 2D; b ¼ 0:95þ rand � 0:1 ðl[ 0Þ
a ¼ 0:95þ rand � 0:1; b ¼ 1� Dþ rand � 2D ðl ¼ 0Þ
a ¼ 1� Dþ rand � 2D; b ¼ Dþ rand � ð2� 2DÞ ðl\0Þ

8<
: ð24Þ

Meanwhile, in order to accelerate the search efficiency, D should be adaptively
adjusted to control the convergence speed. One of the important features of directing
the adjustment of convergent speed is the standard deviation (Std.) of the global
optimal sequence XgðkÞ within a certain time window. It is a statistical variable to
reflect the dispersion degree of XgðkÞ, and can illustrate the updating frequency of the
global optimal frog in the iteration process. When Xg changes slowly, the randomness

A Self-adaptive Shuffled Frog Leaping Algorithm 9



should be enhanced to make sure new frog has the ability to jump far away from the
current best frog for better solution, otherwise, keeping suitable randomness and fol-
lowing the best frog is acceptable. In this paper, this can be denoted as

stdJi ¼ stdð½Ji; Ji�1; Ji�2�Þ; i\4
0; others



ð25Þ

Where Ji is the fitness of global optimal frog in i�th iteration. It’s easy to figure out
that when stdJi is small, the global optimal solution will change slowly, and it can be
easily trapped in the local optimal location. On the other hand, acceptable global search
ability can be got in the latest three iterations. Therefore, in this paper, D is
self-adaptive adjustment according to the following formula.

Di ¼
0:01þ 0:99� rand; 0� stdJi\0:01
0:01þ 0:09� rand; 0:01� stdJi\0:1
0:001þ 0:009� rand; 0:1� stdJi\1
0:0001þ 0:0009� rand; stdJi � 1

8>><
>>: ð26Þ

In summary, the modified method proposed in this paper can be concluded into a
coefficient self-adaptive adjustment technique based on proportional coefficient l and
Std. of Xg. More details can be seen in Table 1.

Table 1 shows how to choose suitable formula and D to generate a and b to decide
the new frog’s location for updating the worst frog Xw, according to stdJi and l.
Intuitively, in each row, the random changeable range of new frog in l\0 is bigger
than that in l[ 0, which implies that it is appropriate to reduce the randomness to
ensure faster convergence when the best frog is still updating faster than the worst frog.
Moreover, in each column, the smaller stdJi is, the bigger the changeable range of D is,

Table 1. Self-adaptive coefficients adjustment

stdJ 2 l[ 0 l ¼ 0 l\0

ð0; 0:01Þ a ¼ 1� Dþ rand � 2D;

b ¼ 0:95þ rand � 0:1

s:t:D 2 ð0:01; 1Þ

a ¼ 0:95þ rand � 0:1;

b ¼ 1� Dþ rand � 2D

s:t:D 2 ð0:01; 1Þ

a ¼ a ¼ 1� Dþ rand � 2D;

b ¼ Dþ rand � ð2� 2DÞ
s:t:D 2 ð0:01; 1Þ

ð0:01; 0:1Þ a ¼ 1� Dþ rand � 2D;

b ¼ 0:95þ rand � 0:1

s:t:D 2 ð0:01; 0:1Þ

a ¼ 0:95þ rand � 0:1;

b ¼ 1� Dþ rand � 2D

s:t:D 2 ð0:01; 0:1Þ

a ¼ a ¼ 1� Dþ rand � 2D;

b ¼ Dþ rand � ð2� 2DÞ
s:t:D 2 ð0:01; 0:1Þ

ð0:1; 1Þ a ¼ 1� Dþ rand � 2D;

b ¼ 0:95þ rand � 0:1

s:t:D 2 ð0:001; 0:01Þ

a ¼ 0:95þ rand � 0:1;

b ¼ 1� Dþ rand � 2D

s:t:D 2 ð0:001; 0:01Þ

a ¼ a ¼ 1� Dþ rand � 2D;

b ¼ Dþ rand � ð2� 2DÞ
s:t:D 2 ð0:001; 0:01Þ

� 1 a ¼ 1� Dþ rand � 2D;

b ¼ 0:95þ rand � 0:1

s:t:D 2 ð0:0001; 0:001Þ

a ¼ 0:95þ rand � 0:1;

b ¼ 1� Dþ rand � 2D

s:t:D 2 ð0:0001; 0:001Þ

a ¼ a ¼ 1� Dþ rand � 2D;

b ¼ Dþ rand � ð2� 2DÞ
s:t:D 2 ð0:0001; 0:001Þ

10 Y. Xiao et al.



which implies that it is more appropriate to enhance the randomness to help new frog
with better solution when Xg is updating more slowly.

In conclusion, stdJi and l are two important parameters, which can respectively
reflect the global search ability and the search efficiency. Our improvement method is a
dynamic equilibrium strategy to balance new frog’s changeable scope and convergence
speed, which means increasing the randomness are suitable when the population may
easily fall into local optimum, while searching space should center on the surrounding
ranges of local optimal solution to avoid unnecessary iteration attempts, which will
improve the searching efficiency.

4 MSFL Based Tuning of PID

In this section, a classical simulation example of a binary distillation column plant
described by Wood and Berry [3] is considered to illustrate the effectiveness of the
proposed MSFL. The transfer function is given as

GðsÞ ¼
12:8e�s

1þ 16:7s
�18:9e�3s

1þ 21s
6:6e�7s

1þ 10:9s
�19:4e�3s

1þ 14:4s

2
664

3
775 ð27Þ

This well-known system has strong interaction between inputs and outputs. In this
paper, decentralized PI and PID controller, as well as centralized PID controller are
considered, and JIAE is chosen to be the performance indicator with the weight con-
stants q1 ¼ q2 ¼ 1 and Tf ¼ 150ðsÞ. The following simulations all run in MATLAB
2009b using its Control System Toolbox, and for results that have been presented, JIAE
is recalculated under the given H to eliminate errors caused by different computing
environment.

For decentralized PID controller, the proportional integral and derivative gains are
diagonal matrices, and derivative gains are equal to zero when using decentralized PI
controller. So, the vectors of solution for decentralized PI and PID controller are
represented respectively as follows, and the parameter ranges are all set to be in [−1,1].

HPI ¼
Kp1;1 0 Ki1;1 0 0 0

0 Kp2;2 0 Ki2;2 0 0

" #

¼ Kp1;1 ; Ki1;1 ; Kp2;2 Ki2;2

� � ð28Þ

HPID ¼ Kp1;1 0 Ki1;1 0 Kd1;1 0

0 Kp2;2 0 Ki2;2 0 Kd2;2

" #

¼ Kp1;1 ; Ki1;1 ; Kd1;1 ; Kp2;2 ; Ki2;2 Kd2;2

� � ð29Þ
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Where

�1�Kp � 1;�1�Ki � 1;�1�Kd � 1 ð30Þ

4.1 PI Controller

Firstly, many optimal tuning methods of decentralized PI controller have been pre-
sented in many articles (Qing-Guo Wang, 1997 [2]; Thai-Hoang Huynh, 2008 [5];
Wei-Der Chang, 2007 [6]; M. Willhuice Iruthayarajan, 2009 [7]; Muhammad Ilyas
Menhas, 2012 [10]), and the results can be seen in Table 2. Four other algorithms are
executed 10 times for comparison, including wPSO, Basic SFL, MSFL proposed by
Thai (ThaiMSFL) [5] and MSFL. Because authors did not give the value of Dmax in
ThaiMSFL, this paper assumes Dmax ¼ 0:5� ðUpper � LowerÞk k. The maximum
iteration number is set to 1000, and parameters of wPSO, Basic SFL, MSFL are the
same as those mentioned above. The results are shown in Tables 2, 3 and Fig. 2.

Table 2. Optimal tuning results of decentralized PI controller

Proposed Kp1;1 Ki1;1 Kp2;2 Ki2;2 JIAE

BLTa 0.3750 0.0452 −0.0750 −0.0032 23.3939
TraditionalGAb 0.5511 0.0018 −0.0182 −0.0067 11.5482
Multi-crossover GAb 0.9971 0.0031 −0.0141 −0.0071 10.4350
CMAESc 0.8485 0.0026 −0.0132 −0.0069 10.3816
PBPSOd 0.8261 0.0027 −0.0117 −0.0068 10.4071
DBPSOd 0.8198 0.0019 −0.0327 −0.0085 11.1981
MBPSOd 0.8429 0.0024 −0.0237 −0.0079 10.7771
Executed Kp1;1 Ki1;1 Kp2;2 Ki2;2 JIAE
wPSO 0.897756 0.002657 -0.01333 -0.007 10.3223
Basic SFL 0.563401 0.119609 0.009599 -0.00644 14.3778
ThaiMSFL 0.8902 0.002765 -0.01274 -0.00697 10.3312
Proposed MSFL 0.8949 0.002619 -0.01327 -0.007 10.32518
aData taken from Qing-Guo Wang (1997) [2]; bData taken from Wei-Der Chang
(2007) [6]; cData taken from M. Willhuice Iruthayarajan (2009) [7];
dData taken from Muhammad Ilyas Menhas (2012) [10]

Table 3. Statistical performance of different algorithms for decentralized PI controller

Executed FWorst FBest FMean Suc. (f < 10.34) Time

wPSO 10.3244 10.3223 10.3233 100 % 2837.554
Basic SFL 22.6433 14.3778 18.0002 0 3318.436
ThaiMSFL 10.3768 10.3312 10.3448 50 % 6494.697
MSFL 10.32824 10.32518 10.3271 100 % 4508.794
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From Table 2, we can see that the best JIAE is 10.3816 for CMAES in all seven
proposed methods. For four methods executed in this paper, only Basic SFL cannot get
solution around 10.3. Meanwhile, in Table 3, only wPSO and proposed MSFL can
keep every JIAE around 10.3 in 10 times. More details can be seen in Fig. 2, which
shows convergence curves and outputs in step input of different algorithms.

Figure 2(a) and its magnified part clearly illustrate that the convergence speed of
MSFL is faster than that of any other three algorithms, and it also has excellent global
search ability to get better convergence accuracy as wPSO. Meanwhile, ThaiSFL has
global search ability which can direct the algorithm to find the optimal solution, but its
convergence speed is slower.

4.2 PID Controller

A couple of articles (M. Willhuice Iruthayarajan, 2009 [7]; Muhammad Ilyas Menhas,
2012 [10]) have given the simulation results for optimal tuning of multivariable
decentralized PID controller (as shown in Table 4 of methods have been proposed).
Four methods mentioned above are executed 10 times in this paper. Maximum local
search number of SFL-based algorithms is reset to 8, including basicSFL ThaiMSFL
and MSFL, and the maximum iteration number is reduced to 200. Other parameters are
the same as before. The results are shown in Tables 4, 5 and Fig. 3.

Table 4 shows that the best JIAE of eight proposed methods is 9.3347 for
PID-MPSO and CMAES. For four methods executed in this paper, three algorithms of
wPSO ThaiMSFL and MSFL can get solutions better than 9.3347, while only the
solution of Basic SFL is worse than 9.3347 but still close to 10. Furthermore, MSFL
has capacity to get the smallest fitness of 7.732789, which implies MSFL has better
global search ability than the other threes. Meanwhile, regarding to Suc. (f < 8.5) in
Table 5, which illustrates the successful rate of obtained solutions is less than 8.5, we
can see that MSFL has more stable search efficiency (the Suc. (f < 8.5) is 70 %) than
wPSO and ThaiMSFL. More details can be seen in Fig. 3, which shows convergence
curves and outputs in step input of different algorithms.

Figure 3(a) and its magnified part clearly illustrate that the convergence speed of
MSFL is faster than any other three algorithms, and it also has excellent global search

(a) convergence curves of different algorithms (b) output of different algorithms

Fig. 2. Results of different algorithms for decentralized PI controller
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ability to get better convergence accuracy. Meanwhile, wPSO and ThaiSFL have global
search ability which can direct the algorithm to find the optimal solution, but its
convergence speed is slower than MSFL and Basic SFL.

In one word, MSFL is effective to solve the problems of optimal tuning for mul-
tivariable PID controller.

Table 4. optimal tuning results of decentralized PID controller

Proposed Kp1;1 Ki1;1 Kd1;1 Kp2;2 Ki2;2 Kd2;2 JIAE

RGA-SBXa 1.0 0.0025 0.3892 −0.0317 −0.0072 −0.0885 9.3786
PID-MPSOa 1.0 0.0025 0.3872 −0.0332 −0.0073 −0.0909 9.3347
DEa 0.9945 0.0026 0.4021 −0.0289 −0.0071 −0.0709 9.3421
CMAESa 1.0 0.0025 0.3872 −0.0332 −0.0073 −0.0909 9.3347
PBPSOb 0.9976 0.0025 0.345 −0.0313 −0.0078 −0.0155 9.6621
DBPSOb 0.9892 0.0032 0.3238 −0.0389 −0.0071 −0.0375 10.1136
MBPSOb 0.8508 0.0040 0.4061 −0.0979 −0.0157 −0.0439 12.3954
Executed Kp1;1 Ki1;1 Kd1;1 Kp2;2 Ki2;2 Kd2;2 JIAE
wPSO 0.999507 0.00324 0.55944 −0.03879 −0.00883 −0.12376 8.39939
Basic SFL 0.310249 0.008954 0.334643 −0.13871 −0.01378 −0.3191 9.900721
ThaiMSFL 0.738852 0.002171 0.501704 −0.04908 −0.00926 −0.18766 8.546229
MSFL 0.538034 0.008532 0.135454 −0.21295 −0.009 −0.33966 7.732789
aData taken from [7] bData taken from [10]

Table 5. Statistical performance of different algorithms for decentralized PID controller

Executed FWorst FBest FMean Suc. (f < 8.5) Time

wPSO 8.557066 8.39939 8.50975 20 % 688.3342
Basic SFL 184.4461 9.900721 33.20823 0 1101.441
ThaiMSFL 9.362223 8.546229 8.953228 0 2017.462
MSFL 8.572521 7.732789 8.41131 70 % 1556.375

(a) convergence curves of different algorithms (b) output of different algorithms

Fig. 3. Results of different algorithms for decentralized PID controller
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5 Conclusions

This paper has analyzed the convergence features of shuffled frog leaping algorithm
(SFL) based on system stability analysis method in digital signal process theory.
Meanwhile, an Improvement Strategy has been proposed to balance the global and
local search ability. It uses two evaluated parameters (proportional coefficient l and Std.
of Xg) to randomly generate different update coefficients (a and b) in every iteration.

This paper also presents an actual problem for optimal tuning of multi-variable PID
controller to illustrate the performance of MSFL, which has been proved to be an
NP-hard problem. Simulation analyses to design PI/PID controllers for the Wood-Berry
distillation column have demonstrated the effectiveness of our algorithm.

Acknowledgements. This work is supported by the Foundation item of Project supported by the
National High-Tech R&D Program, China (No. 2015AA042101).
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Abstract. Time synchronization is a hot research topic for data fusion, locali‐
zation, duty cycle scheduling, and topology management. Global time synchro‐
nization is preferred to bring all sensor nodes of a wireless sensor network (WSN)
on a common notion of time in the applications (surveillance and target tracking)
where coordinated actuation and cooperative communication is desired for the
meaningful coordination and data consistency. In this study we proposed an
accurate global time synchronization method in WSNs based on a single reference
node. We have checked its performance in terms of accuracy and simulation
results prove it accurate as end to end latency and jitter decrease as the number
of observations increase.

Keywords: Time synchronization · Wireless sensor networks · Accuracy · End
to end latency

1 Introduction

1.1 Basics of Wireless Sensor Networks

Sensor is a tiny device with a small hardware and very limited memory. It runs on a
minute battery. It changes a physical phenomenon into a signal for its meaningful
processing. Sensor nodes being smaller and cheaper, and because of their various usages
are rapidly making their place in the present day scientific technology like MEMS (Micro
Electro Mechanical System). We can monitor the condition at any location with the help
of these small sized devices. Architecture of a wireless sensor node is represented in Fig. 1.

A sensor network is composed of sensor nodes, sink, sensor field and controller.
Nodes operate by gathering and routing the information before transferring it to the sink.
A simple WSN architecture is shown in Fig. 2. The information is transferred in very
few messages leading to reduced energy consumption. WSNs have both advantages as
well as disadvantages. Among the advantage, their implementation cost is less, the
network may be deployed anywhere and they can be monitored through a global moni‐
toring system. The disadvantages include inadequate security, difficulty in configuration
and reduced speed as compared to a wired network. Sensor nodes which are densely

© Springer Science+Business Media Singapore 2016
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deployed, deployment may be random or deterministic, for deterministic deployment
routs are predefined while for premier case it’s really very challenging. Few of them are
control nodes also referred as base stations. These nodes are connected with each other
wirelessly and base station connects them with some other network.

Fig. 2. Architecture of a wireless sensor network

1.2 Time Synchronization and Its Pre-requisites

Time synchronization is the backbone for almost all wireless sensor network applica‐
tions. Because if the ordering of event is not correct, there is delay in transmission or
nodes are not synchronized with each other, then information packet will be lost. For
low duty cycle applications and time related events nodes must keep precise time
synchronization for significant information processing. They should sleep and awake
together so that periodic messages exchange can hold successfully, otherwise duty cycle
will be high and more energy will be consumed as number of timing messages increase.
Time synchronization protocols should more or less fulfill the following characteristics:

Scalability: Some WSNs applications require hundreds and thousands of nodes.
Time synchronization protocols should be scalable to be implemented on larger
networks.

Robustness: Time synchronization protocols should be robust, as robustness also
increases quality of service.

Fig. 1. Architecture of a wireless sensor node
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Energy efficiency: Energy is a big concern for sensor nodes as they have small
batteries. For their long life operations energy efficient time synchronization protocols
are required to be designed.

Accuracy: Law enforcement applications (object tracking and battlefield surveil‐
lance) need accurate time synchronization protocols. Because basic demand of such
applications is reduced end to end latency and reduced jitter.

Flexibility: The wide ranges of applications require flexible and adaptive time
synchronization mechanism. Each application demands a different behavior so time
synchronization protocol must be flexible to cope with each application for meaningful
processing of data.

Security: Wireless nodes are prone to faults and data fetched by them is easily acces‐
sible by attackers so time synchronization protocols should be secure. Researchers these
days are paying attention on it with high level encryption and decryption keys. Due to
the failure of sensor nodes the network topology may change, so time synchronization
algorithms must be dynamic so that network operation is not affected.

Our proposed method adopts centralized synchronization mechanism. Because it is
easy to control centralized synchronization schemes to achieve maximum benefits and
the centralized synchronization methods are not topology sensitive. Root/reference node
broadcasts timing message to the other node residing in its communication range, which
compares its clock value and adjusts its clock with the root node’s local clock value.
Then it sends ACK message to the root node. To reduce the round trip time; second node
shares root node’s timing information and computed offset value to the next hop and
other nodes set their local clock upon global time initiated by the root node. By means
of similar approach whole network get synchronized through periodic messages
exchange.

The rest of the paper is organized as: Related work is discussed in Sect. 2, measure‐
ment model and simulations are represented in Sect. 3, and finally research work is
concluded in the Sect. 4.

2 Literature Review

Time synchronization is essential for TDMA based applications like, duty cycling, data
fusion and object tracking. This is an operation in which it is ensured that all physical
distributed processors are functioning at a common notion of time. This function is useful
for security and fault tolerance. The data of all nodes is collected in order to arrange a
meaningful result. That is why clocks are synchronized at a common time. Two basic
features must be taken into account for stable/useful time synchronization i.e. clock offset
and clock skew. Figure 3 represents the time synchronization phenomenon.

Clock of a sensor node is shown in Fig. 4. Frequency is measured instead of time in
time keeping scenarios. In ideal cases time intervals between the events are constant but
in practical situations different clocks exhibit different time due to their internal prop‐
erties of the local oscillator and manufacturing. Due to the defects in crystal oscillator,
local clocks of the sensor nodes drift from each other and clock offset increases linearly
between the nodes. For accurate fetching of information data sensed by a sensor node
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is required to be time stamped. This time stamping is either performed at the time of
information collection or at the time of collected data processing.

Fig. 4. Clock structure of a sensor node

Time synchronization is the fundamental problem of the WSNs due to the resource
constraints WSNs (smaller hardware and limited energy at the end sensor node). Local
clocks of the sensor nodes must be synchronized not only because of specific application
requirements but for the channel access also [1]. Nodes use crystals to count the frequen‐
cies and various factors (e.g. aging, temperature, environmental factors) affect it as a
result local clocks of the nodes run at different rate so there is natural difference in the
clock of two nodes [2].

There are three basic ways to synchronize the clocks of the sensor nodes (a) via an
intermediate node [4], (b) through pairwise synchronization assuming that clock drift
and clock offset are linear as mentioned in [3] and (c) through a leader and all other
nodes synchronize their clocks upon it [5].

Getting accurate time synchronization in the presence of non-deterministic delays is
very difficult. The delays are categorized as send time, access time, transmission time,
propagation time and reception time [3, 4] and these uncertainties are minimized by
MAC layer time stamping [3, 5]. Accurate time synchronization protocols are under
research these days due to their verity of application for the efficient completion of their
operations [6–8]. Higher accuracy is achieved in [9] through lower communication

Fig. 3. Time synchronization
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overhead and topology is maintained stable through resynchroniztion mechanism. In
[10] authors conducted a brief survey to represent the secure time synchronization in
hostile environment where compromised/malicious nodes may exist.

3 Performance Evaluation

In this section we present the system model for time synchronization to achieve high
accuracy through a new messages exchange mechanism, which has low messages
complexity. Moreover we will discuss the simulation results and discuss the reduced
end to end latency with the passage of number of rounds of messages exchange.

3.1 Synchronization Framework

Node A is the reference node and is responsible for the mutual time consensus in the
sensor network. It broadcasts timing information to the node B which compares and
adjusts its clock value as per the received timing information and sends acknowledgment
back to the root node. Meanwhile to reduce burden on the root node, node B shares the
computed values to the next hop and node C also adjusts its time on the global time.
Synchronization procedure is represented in Fig. 5.

Fig. 5. Flowchart representation of the proposed scheme

Messages exchange mechanism for the communicating nodes is described in Fig. 6
below.
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Fig. 6. Timing messages exchange mechanism

Where ∅1 is the phase/clock offset between node A and node B whereas ∅2 is the
clock offset between node B and node C. Similarly ω1 represents the clock skew between
node A and node B while ω2 is the clock skew between node B and node C. The general
clock equation is shown below:

T(t) = ∅ + ωt (1)

Clock offset is the delay of a clock source. It may be known or unknown and it is
measured in time units. Every sensor node has its own internal clock and due to manu‐
facturing defects clocks may differ from each other and it produces clock skew. In other
words clock skew is the time gap between actual arrival of the clock and the expected
arrival. It is measured in parts per million (ppm).

Clock offset between the two nodes is defined in Eq. 2 and T represents local (send/
receive) time at the nodes.

∅ =
(T2 − T1) − (T4 − T3)

2
. (2)

3.2 Simulations and Discussions

Simulations are carried out through MATLAB for the set of communicating sensor
nodes shown in Fig. 6. The parameters set up for the simulations are shown in Table 1.

Table 1. Simulation parameters

Parameter Symbol Values
Number of observations N 25
Fixed propagation delay d 0.2–0.6
Clock offset ∅1 and ∅2 1.5–3
Clock skew ω1 and ω2 0.9–1.1

As mean square error (MSE) is the better performance index to judge the perform‐
ance of any proposed estimator. Figure 7 illustrates the MSE of the estimated clock
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offset ∅1 and ∅2 versus the number of rounds of messages exchange. Curves in both plots
for the values (0.9, 1.0, and 1.10) of ω1 and ω2 clearly show that the MSE of the estimated
clock offset have decreasing pattern and converges as long as the number of rounds of
messages exchange increase and it establishes the effectiveness of proposed method. It
is also obvious the simulation results prove the fact that the MSE of the clock offset is
directly related to the clock skew values i.e. higher is the clock skew value, higher will
be the MSE of the estimated clock offset and vice versa. MSE of the clock offset is lowest
without clock skew error (ideal case: for ω = 1).

(a)MSE of the estimated clock offset 1 (b) MSE of the estimated clock offset 2
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Fig. 7. MSE of the estimated clock offset

The MSE of the estimated clock skew ω1 and ω2 versus the number of rounds of
messages exchange is shown in the Fig. 8. The fixed propagation delay d is set to 0.2 ms,
0.4 ms and 0.6 ms. We can see from both the figures that MSE of the clock skew
converges with the passage of timing rounds. From the MSE of the estimate clock skew
another fact is also validated that the distance between the nodes is directly concerned
with the fixed propagation delay. Larger is the distance between sensor nodes higher
will be the fixed propagation delay and higher is the MSE of the estimated clock skew.

Fig. 8. MSE of the estimated clock skew
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4 Conclusions and Future Work

This paper presents the performance of our proposed method during round trip synchro‐
nization. The proposed method is computationally simple, includes skew compensation
even for the higher values of the clock skew like 1.10, accurate and easy to implement.
It is obvious from the simulations that it reduces end to end latency and convergence
pattern of the MSEs, reflects that our method deals the jitter in an efficient way. Message
complexity is low and as a result accuracy is high. Simulation results clearly validate
the facts i.e. (i) MSE of the estimated clock offset ∝ clock skew and (ii) The fixed
propagation delay ∝ MSE of the estimated clock skew.

As our future work we are focusing on robustness for the topology changes, accuracy
and energy consumption tradeoff during the synchronization periods and evaluation of
non-deterministic delays.

Acknowledgement. This work was financially supported by Shanghai Science and Technology
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Abstract. Considering the disadvantages of the traditional Artificial Bee Col-
ony (ABC) Algorithm, a Novel Adaptive Cooperative Artificial Bee Colony
(ACABC) Algorithm is proposed in this paper. Some ideas including dividing
bee swarm into two parts: main-bee swarm and vice-bee swarm, bringing a
judge principle for local optimum points and narrowing bee swarm search
interval adaptively are introduced and consequently served as the core of novel
Adaptive Cooperative Artificial Bee Colony Algorithm. The performance of
PSO, DE, ABC and ACABC algorithms are compared using 10 kinds bench-
mark testing functions. Simulation results show ACABC owns better optimizing
precision and speed and preferable anti-jamming ability, which can be applied
for solving other complicated optimization problems.

Keywords: Artificial Bee Colony Algorithm � Adaptively narrow search
interval � Swarm cooperation � Escaping from local optimum points � Numerical
function optimization

1 Introduction

Karaboga (2005) developed the Artificial Bee Colony (ABC) algorithm, which is
inspired by nectar source optimizing mechanism of honey bees, is a novel heuristic
swarm intelligence algorithm. Karaboga and Basturk (2008) shows that ABC has
superior performance compared with many other existing swarm intelligence algorithms.
Karaboga and Basturk (2007) and Karaboga and Ozturk (2011) and Karaboga et al.
(2014) show that Artificial Bee Colony algorithm owns several merits such as simplicity
in concept, few variables in control and easiness in application, which is widely used in
discrete optimization, numerical optimization, multi-objective optimization, PID con-
troller, design of IIR filters, machine learning, software testing and so on.

After the ABC was created, some scholars put forward many improvement mea-
sures focusing on its defaults such as blind search, slow optimizing speed and easily
being trapped in the local optimum points. Ayan and Kılıç (2012) investigate a
self-adaptive mutation for improving search precision; Lee and Cai (2011) advance
interval distinguishment strategy and bee swarms cooperation mechanism for
improving search precision; El-Abd (2010) introduces Diversity Strategy for polishing
up global search ability; Bao and Zeng (2010) and Ding and Feng (2009) study
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selection strategy for enhancing global search ability; Zhu and Kwong (2010) and Bi
and Wang (2011) study G-best strategy and elitist strategy for increasing optimization
result; however, to the best of the author’s knowledge, the problem of escaping from
local optimum points has not been well discussed. Hence, we propose some
improvement strategies as follows for A Novel Adaptive Cooperative Artificial Bee
Colony Algorithm.

Firstly, to enhance search purpose for honey bee swarm, we divide bee swarm into
core-bee swarm and vice-bee swarm and introduce adaptive narrow bee swarm search
interval mechanism. Secondly, we meliorate search strategy of employed bees and
onlookers and introduce fine scouts to increase convergence speed. Thirdly, a
“pheromone-weak-proportion” selection strategy is given to improve bee swarm global
search ability. Finally, in order to enhance the ability to escape from local optimum
points, we propose a judge and escape principle when trapped in such situation.

The rest of this paper is organized as follows. In Sect. 2, we describe the standard
ABC algorithm with flow chart at first, and then analyzes its disadvantages, followed
by some particular improving measures of ACABC algorithm in Sect. 3. In Sect. 4, we
provide details of 10 benchmark problems and parameter settings of ACABC and
contrast algorithms. In Sect. 5, we give simulation results and analysis for comparing
the performance of the above algorithms. In Sect. 6, we conclude the work of this paper
and then brings forward some deeper directions for further study. In section
(Acknowledgement), we give acknowledgments of this paper. At last, we provide
references in section (References).

2 Artificial Bee Colony (ABC) Algorithm

2.1 Background of ABC

The ABC algorithm is a heuristic swarm intelligence algorithm, which abstracts nectar
source optimizing mechanism from honey bees to solve optimization problems.
The ABC algorithm divides honey bee swarm into employed bees, onlookers and
scouts. In the process of solving optimization problems, ABC algorithms abstract
solution and value of optimization problems to position and quality of nectar sources.
Detailed introduction of optimization process about ABC algorithm is given as follows.

Each employed bee notes one nectar source and the number of onlookers is equal to
that of employed bees. Employed bees exploit nectar sources and carry relative
information to onlookers. Onlookers select good nectar sources through the informa-
tion carried by employed bees via selection mechanism. Then all the employed bees
and onlookers find new nectar sources through a neighborhood search from noted
nectar source under a given probability. And then both employed bees and onlookers
note better nectar source. If a nectar source noted by employed bees or onlookers is not
improved through a given number called limit, the employed bee or onlooker is
abandoned and replaced by a scout. Scouts search the global space to find new nectar
source randomly. The steps mentioned above are repeated until the optimum is found.
The flow chart of ABC algorithm is shown in Fig. 1.
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2.2 The Drawbacks of ABC Algorithm

Researchers have reported that ABC algorithm has excellent representation in most of
benchmark problems, while the ABC algorithm presents some probability when
encountering a few complex optimization problems, which proved that the ABC
algorithm is still left for improvement. Based on systematic analysis of the traditional
ABC, its disadvantages can be listed as follows.

(1) Blindness in search, slowness in convergence speed. Both employed bees and
onlookers present some randomness on the direction and range of search. Although
such randomness strategy can improve global search capability of the algorithm to
some extent, it makes some vain search attempts and slows down the convergence
speed of the algorithm.

(2) Being easily trapped in local optimum points. Selection strategy of standard
ABC algorithm adopts gambling selection, which is in fact a greedy selection mech-
anism and easily trapped in local optimum points. Though the following improving
strategies start rectifying selection mechanism, the result is just decreasing the prob-
ability of being trapped in local optimum rather than avoiding that.

(3) It is difficult to escape when trapped in local optimum. The standard ABC
algorithm adopts limit parameter to control abandoning fixed nectar sources. Only
when the random nectar is better than the fixed one can the standard ABC algorithm
escape from local optimum. Considering randomness presents in executing limit and
selecting better nectar source after executing limit, the standard ABC algorithm pre-
sents some randomness when encountered with some complex multimodal optimiza-
tion problems.

This paper focuses on the problems of the ABC algorithm mentioned above, and
introduces the strategy of ACABC to develop reasonable rectifying.

3 Adaptive Cooperation Artificial Bee Colony (ACABC)
Algorithm

In order to improve optimizing ability of ABC algorithm, we put forward several
meliorating strategies aiming at the flaws mentioned in Sect. 2 as follows.

In order to improve optimizing ability of ABC algorithm, we did some exploration
focus on reorganization and cooperation among whole honey bee swarm and search
interval adaptive optimizing. Several Main meliorating strategies aiming at the flaws
mentioned in Sect. 2 as follows.

(1) Reorganizing honey bee swarm
Firstly, we rearranged the whole honey bee swarm form better to worse based on

nectars compare. Then, we divide the whole honey bee swarm into two parts from a
certain honey bee, selected the better swarm as core-bee swarm and the worse swarm as
vice-bee swarm inspired from Van den Bergh and Engelbrecht (2004).

Core-bee swarm is responsible of noting and rectifying superior global nectar
sources, while vice-bee swarm is responsible of noting and rectifying inferior local
nectar sources. In order to balance search speed and global search precision of ACABC
algorithm, the number of core-bee swarm is 3-to-4 times of that of vice-bee swarm.
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In other words, the whole honey bee can divided into advanced part and inferior
part, the core-bee swarm is the advanced part of the whole honey bee, and the vice-bee
swarm is the inferior part of the whole honey bee. Both core-bee swarm and vice-bee
swarm can divided into employed bees and onlooker bees and scouts.

(2) pheromone-weak proportion selection strategy
To restrain the drawbacks of gambling selection results in trapping in local opti-

mum easily, we put forward pheromone-weak proportion selection strategy. Firstly, we
linearly translate nectar into “Pheromone”. Then, we use non-linear logarithms
decreasing the increase velocity to weak the proportion or influence of advanced
pheromones. All in all, “pheromone-weak proportion” selection strategy depends on
resets proportion to restrain the greedy of gambling selection to some extent. This
selection strategy can be defined as (1).

f ðiÞ ¼
fitðiÞ � fitmin

fitmax � fitmin
; if fitmax 6¼ fitmin

1; else

8<
:

pðiÞ ¼ lnð1þ f ðiÞÞPN
n¼1

lnð1þ f ðnÞÞ

8>>>>>>><
>>>>>>>:

ð1Þ

(3) Upgrade strategy for employed bees
Upgrade strategy is the key element of overcoming blindness in search and

increasing convergence speed. Core-bee swarm is the superior swarm noted advanced
nectars, which selects nectars source among whole bee swarm randomly for upgrading
to avoid trapping in local optimum triggered by self-cross as (2). Vice-bee swarm is the
inferior swarm noted inferior nectars, which selects nectars source among superior
nectars (e.g. the first quartered of the sequenced whole bee swarm) randomly for
upgrading to guarantee search pertinence and convergence speed as (3).

Vij ¼ xij þð2� rand� 1Þ � ðxij � xkjÞ k ¼ roundðrand � popsizeÞ ð2Þ

V 0
ij ¼ x0ij þð2� rand� 1Þ � ðx0ij � xk0jÞ k0 ¼ roundðrand � popsize=4Þ ð3Þ

(4) Upgrade strategy for onlookers
Onlookers are an important means to discover superior nectars. In order to avoid

trapping in local optimum triggered by employ bees’ self-cross, we introduce another
nectar produced randomly for upgrading to increase the ability of global searching
show as (4). By the way, we consider decreasing the proportion of random nectar to
guarantee convergence speed.

Vij ¼ xij þ 1
2
� ð2� rand� 1Þ � ðxij � xkjÞþ 1

2 � ð2� rand� 1Þ � ðxij � x0vjÞ k ¼ roundðpopsize=4þ 0:5Þ

ð4Þ
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(5) Mutation strategy for scouts
The standard ABC algorithm use limit control scouts to find new nectar sources,

which is very similar with mutation strategy of GA (genetic algorithm) algorithm. Given
that the parameter testing of limit is very complicated, we choose mutation strategy to
control scouts instead of limit. In order to find better nectar sources to replace abandoned
ones, we select the best one from N random nectars as the new scout nectar as (5).

for i ¼ 1 : popsize

if rand\mr

Randomly generate N nectar soures

Selecting the best nectar source for scout

end

end

ð5Þ

(6) Adaptive optimizing search interval
To improve search pertinence of vice-bee swarm and find high quality new nectar

sources to escape from local minimum in the search later stage, we produced adaptive
optimizing search interval mechanism as shown in (6).

Detailed steps as follows: firstly, we should find the center “a” of the whole bee
swarm and regard it as geometry center of the new search interval. And then, we
gradually narrow search span through exponential function to shrink search interval.
Lastly, we should rectify the new interval and guarantee it within the initial interval.

a ¼ 1
N

XN
i¼1

popsizeðiÞ ðN\popsizeÞ

lb0 ¼ a� e�count=stopnum � ðub� lbÞ
n

ub0 ¼ aþ e�count=stopnum � ðub� lbÞ
n

lb00 ¼
lb0 lb0 [ lb

lb lb0\lb

(

ub00 ¼
ub0 ub0\ub

ub ub0 [ ub

(

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð6Þ

(7) Breaking out local optimum
Given that the optimizing value would remain unchanged when trapped in local

optimum, we introduce a counter to count the loops since the optimizing value keeps
still. When the counter number exceeds given number noted by certain parameter, we
reckon that the ACABC algorithm is trapped in local optimum. Abandon the inferior
nectars (e.g. 3/4 to 4/5 inferior bees of the whole bee swarm) instead of random nectars
produced in local interval as (6).
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(8) Replacing invalid nectar source
It is inevitable for employed bees and onlookers to replace invalid nectar source

which is created in the process of upgrading strategies. To ensure global optimizing
capability of ACABC algorithm, core-bee randomly select nectar source in the global
interval. To improve convergence speed of ACABC algorithm, vice-bee randomly
select nectar source in the local interval as (6).
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Yes
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No
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Fig. 1. The flow chart of ABC algorithm
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Fig. 2. The flow chart of ACABC algorithm
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The steps mentioned above are repeated until reach the termination criterion. The
flow chart of ACABC algorithm is given in Fig. 2.

4 Benchmark Functions and Experiment Setting

(1) Benchmark functions
We Select 10 benchmark testing functions widely used in the realm of numerical

function optimization. Table 1 shows the define definitions, ranges and optimizing
solutions. Functions 1-to-4 are unimodal functions used to test optimizing precisions of
different algorithms. Function 5 is a noise function that is difficult to find the optimal
solution, which is used to test robustness of different algorithms. Functions 6-to-10 are
multimodal functions which have several local optimal solutions and they are used to
test the capability of searching global optimum and escaping from local optimums.

Table 1. Benchmark functions

Test function Optimum solution
Function expression Interval Solution Minimum

f1ðxÞ ¼
PD
i¼1

x2i
½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f2ðxÞ ¼
PD
i¼1

xij j þ QD
i¼1

xij j ½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f3ðxÞ ¼
PD�1

i¼1
100ðxiþ 1 � x2i Þ2 þðxi � 1Þ2 ½�100; 100�D xi ¼ 1; i ¼ 1; 2; � � � 0

f4ðxÞ ¼
PD
i¼1

ðxi � iÞ2 ½�100; 100�D xi ¼ i; i ¼ 1; 2; � � � 0

f5ðxÞ ¼
PD
i¼1

ix4i þ randð0; 1Þ ½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f6ðxÞ ¼ 0:5þ ðsin
ffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
Þ�0:5

½1þ 2ðx2 þ y2Þ�2
½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f7ðxÞ ¼
PD
i¼1

x2i � 10 cos 2pxi þ 10 ½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f8ðxÞ ¼ 20þ e� 20e
�0:2

ffiffiffiffiffiffiffiffiPD
i¼1

x2
i

D

s
� e

PD
i¼1

cos 2pxi

D

½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f9ðxÞ ¼
PD
i¼1

x2i

4000 � QD
i¼1

cosð xiffi
i

p Þþ 1
½�100; 100�D xi ¼ 0; i ¼ 1; 2; � � � 0

f10ðxÞ ¼
PD
i¼1

ð�xiÞ � sinð
ffiffiffiffiffiffi
xij jp Þ ½�500; 500�D xi ¼ 420:9687;

i ¼ 1; 2; � � �
−420.9687*D
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Table 2. Results for all algorithms to different benchmark problems

PSO DE ABC CABC

f1ðxÞ Best 6.7701e−087 2.3557e−086 6.9376e−112 6.7107e−157
Mean 3.3251e−084 3.6909e−085 9.6409e−095 1.4041e−114
Worst 2.7265e−083 1.1476e−084 3.7424e−094 1.4032e−113
Std.Dev 8.0265e−084 3.5695e−085 1.9040e−094 4.2093e−114

f2ðxÞ Best 6.6629e−042 4.8843e−045 6.7231e−055 9.4819e−078
Mean 1.8602e−040 9.0939e−045 6.2331e−049 4.4725e−053
Worst 1.1855e−039 1.9836e−044 1.5819e−048 4.3813e−052
Std.Dev 3.4314e−040 4.0995e-045 1.3710e−048 1.3116e−052

f3ðxÞ Best 0 0.0041 0 0
Mean 0 2.7714 0.3931 0
Worst 0 11.0229 3.9308 0
Std.Dev 0 4.0417 1.1792 0

f4ðxÞ Best 0 0 0 0
Mean 0 0 0 0
Worst 0 0 0 0
Std.Dev 0 0 0 0

f5ðxÞ Best 0.1431 5.2971e−004 2.2202e-005 3.9646e−005
Mean 0.5788 0.0052 1.4473e-004 3.3340e−004
Worst 0.9757 0.0249 3.3334e-004 6.9024e−004
Std.Dev 0.2991 0.0074 1.0357e-004 2.1779e−004

f6ðxÞ Best 0 1.6532e−007 0 0
Mean 0.1453 0.0485 0 0
Worst 0.4844 0.4844 0 0
Std.Dev 0.2220 0.1453 0 0

f7ðxÞ Best 1.9899 0 0 0
Mean 6.0692 0 1.2935 0
Worst 10.9445 0 1.9899 0
Std.Dev 3.2225 0 0.7771 0

f8ðxÞ Best 8.8818e−016 8.8818e−016 8.8818e-016 8.8818e−016
Mean 1.2434e−015 8.8818e−016 9.3291e-016 8.8818e−016
Worst 2.6645e−015 8.8818e−016 2.6645e-015 8.8818e−016
Std.Dev 1.7405e−015 0 1.0658e-015 0

f9ðxÞ Best 0.0099 0 0.0074 0
Mean 0.0389 0.0022 0.0179 0
Worst 0.0813 0.0148 0.0435 0
Std.Dev 0.0236 0.0047 0.0111 0

f10ðxÞ Best −2.0949e+003 −2.0949e+003 −2.0949e+003 −2.0949e+003
Mean −2.0357e+003 −2.0949e+003 −1.9370e+003 −2.0949e+003
Worst −1.9765e+003 −2.0949e+003 −1.7988e+003 −2.0949e+003
Std.Dev 59.2000 0 82.3526 0
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(2) Experiment setting
We choose PSO algorithm (Yiqing et al. (2007)), DE algorithm (Storn (2008)) and

standard ABC algorithm (Karaboga and Basturk (2008)) as the comparison algorithms
for ACABC algorithm. Maximum cycle number (MCR) is set to 1000, swarm size (SS)
is set to 100. The rest parameters of PSO algorithm: x ¼ 0:7298, c1 ¼ c2 ¼ 1:4962.
The rest parameters of DE algorithm: F ¼ 0:5, CR ¼ 0:1. The rest parameters of ABC
algorithm: MR ¼ 0:6, limit ¼ 30. The rest parameters of ACABC algorithm:
MR ¼ 0:6, mutation probability mr ¼ 0:05, core-bee number is 80, vice-bee number is
20, bearing-threshold is 30. In the process of experiment, take the dimensionality of
benchmark functions to 5, each algorithm to each problem implements 20 runs
independently.

5 Experiment Results and Analysis

PSO, DE, ABC, ACABC algorithms are tested to optimize the 10 benchmark problems
using the settings mentioned above. Table 2 lists the comparison results including the
best values, the mean values, the worst values and standard deviations. Figures 3, 4, 5,
6, 7, 8, 9, 10, 11 and 12 show the convergence graphs of 10 benchmark problems.
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Fig. 5. Benchmark function 3
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Table 2 and Figs. 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 show that PSO algorithm
performs well in solving 5 benchmark problems (f1ðxÞ, f2ðxÞ, f3ðxÞ, f4ðxÞ, f8ðxÞ), DE
algorithm is also good at solving 6 benchmark problems (f1ðxÞ, f2ðxÞ, f4ðxÞ, f7ðxÞ, f8ðxÞ,
f10ðxÞ), ABC algorithm is suitable for the 6 benchmark problems (f1ðxÞ, f2ðxÞ, f4ðxÞ,
f5ðxÞ, f6ðxÞ, f8ðxÞ), while ACABC algorithm almost acquires the best solutions for all
benchmark problems. From the comparison above we can draw a conclusion that PSO
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algorithm, DE algorithm, ABC algorithm have some pertinence when encountered with
different benchmark problems while ACABC algorithm has superior universality in
solving that 10 benchmark problems.

There are 4 groups of benchmark problems on which all algorithm acquire ideal
results (f1ðxÞ, f2ðxÞ, f4ðxÞ, f8ðxÞ). As to problem 1 and 2 (f1ðxÞ, f2ðxÞ), ACABC algo-
rithm and ABC algorithm acquire better results than PSO algorithm and DE algorithm.
As to problem 8 (f8ðxÞ), ACABC algorithm and DE algorithm acquire better results
than PSO algorithm and ABC algorithm. As for problem 4 (f4ðxÞ), four algorithms
acquire ideal results. Comparing both quantity and quality of the 5 benchmark prob-
lems, we can draw the following conclusion, both ABC algorithm and its modified
algorithm have better performance than the other two algorithms.

ABC algorithm can’t search or stably search the optimizing solutions on benchmark
problems 3, 7, 8, 9, 10 (f3ðxÞ, f7ðxÞ, f8ðxÞ, f9ðxÞ, f10ðxÞ), which indicates that ABC
algorithm is trapped in local optimum points and can’t escape from them.
While ACABC algorithm acquires optimizing solution on the same 5 benchmark
problems, manifesting that ACABC has better ability in global search and local opti-
mum escape.

The ACABC algorithm acquires sub optimums on benchmark problem 5 (very near
to the best results) while receives best solutions in the rest of benchmark problems
which means ACABC algorithm is more suitable than the other 3 algorithms in solving
complex numerical optimizing problems.

In short, improved algorithm ACABC owns better precision, faster speed in con-
vergence, better robustness in anti-interference, which has potential in solving more
complex optimizing problems.

6 Conclusion and Further Works

Considering the disadvantages of the standard ABC algorithm, we introduce an
ACABC algorithm based on ideas of bee-swarm distinguishing, local optimum judging
principle and adaptive optimizing search interval. Using 10 kinds of test functions and
simulation of comparing 4 different algorithms, it is shown that ACABC algorithm is
better than other algorithms in solving complex optimizing problems within lower
dimensions. The main innovation ideas mentioned at this paper about distinguishing
swarm, judging local optimum and adjusting search interval can also be used to
improve other swarm intelligence optimizing algorithms. In the future work, we will
gradually raise the dimension of benchmark functions, make further research and
improve ACABC algorithm to extend its ability of solving different dimension
numerical optimizing problems.
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Abstract. Parallel and Discrete Event Simulation (PDES) is an important way
to dispose problems of analysis simulation for large-scale complex simulation
system. How to apace develop reusable model is a key issue to be solved in
development of those reusable component model-based PDES applications.
However, developing these models usually involves combined knowledge of both
very specific domain and PDES, and models built by different domain instead of
simulation experts usually have different structures, diversiform interfaces and
bind with simulation platforms closely. As a result, they are difficult to be
programed efficiently meeting new application requirements while reducing the
development costs. To address the problem, this paper first proposed an event-
thinking Framework for Developing Reusable component Model of PDES
supporting model reuse as well as model calculation parallelization, which
contains two parts: (1) four-type basic event structure; (2) object-oriented
schedule mechanism.   Based on this framework, then our three-phase develop‐
ment approach is elaborated helping domain experts program PDES reusable
models fleetly. The case implementation of a naval vessel model indicates that
the model using the framework has good reusability and is easy to be developed
in PDES applications.

Keywords: Event-thinking framework · Model reuse · Simulation model
development · Model calculation parallelization

1 Introduction

The continuous evolution of complex systems such as social system, ecosystem and war
system has greatly influenced people’s daily life and society. Modeling and simulation
of complex system has become an important way to study the characteristics of these
systems, which is regarded as “the third ways of understanding and transforming the
world after theoretical research and experimental research” [1]. Complex simulation
systems are usually composed of a large number of elements, in which there exists many
objects, and the interactions between objects is complex [2]. Therefore, it is a motivated
task to solve the problem of how to describe and model behavior and relationship of
individuals.

Military simulation applications, especially those model-oriented component appli‐
cations are representative simulation problems in Parallel and Discrete Event Simulation
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(PDES) [3], which contains many simulation models such as warship, plane, submariner
and radar. Building application from existing reusable simulation models rather than
from scratch is considered as a promising approach to improve the development effi‐
ciency, as well as to minimize engineering efforts and resource costs [4, 5]. Reuse-
oriented models are developed to be reused across simulation platforms with little or
even no modification. Consequently, one of the major concerns is how to develop PDES
reusable component models. However, there are some challenges to implement such
beneficial models. On the one hand, military simulation systems are usually completed
by cooperation development of many research organizations, and the models are deliv‐
ered as packaged executable code considering the security and protection of intellectual
property rights. On the other hand, developing these domain models usually involves
combination of both specific domain and PDES knowledge, and component models built
by different domain experts instead of simulation experts usually have different struc‐
tures, diversiform interfaces and bind with simulation platforms closely. As a result,
they are difficult to be programed efficiently. Our laboratory research team had previ‐
ously proposed “Sample, Entity and Model” Three-Level-Parallelization Support
Framework for parallel acceleration of large-scale analytic simulation, in which
providing “model calculation parallelization” mechanism to fully exploit the parallelism
of the analytic simulation [6]. However, there is still non approach for developing reus‐
able supporting “model calculation parallelization”. Therefore, there is urgent need of
appropriate approach for non-simulation domain experts to fleetly develop reusable
component model supporting PDES as well as “model calculation parallelization”.

Motivated to solve the mentioned issues, we firstly proposed an event-thinking
framework for developing reusable component model of PDES supporting model reuse
as well as model calculation parallelization, which contains two parts: (1) four-type basic
event structure; (2) object-oriented schedule mechanism. Based on this framework, then
our three-phase development approach is elaborated helping domain experts program
PDES models fleetly. Section 2 introduces some related work. Section 3 presents our
event-thinking model development framework and three-phase approach is elaborated
in detail. Section 4 describes a case of naval vessel simulation model application. Finally,
our conclusion will be made with an indication of the future work.

2 Related Work

2.1 Characteristics of PDES

Simulation models and events are the basic component of PDES modeling. The simu‐
lation entity constitutes the state of the whole simulation system. Each event is
assigned a logical time stamp, which indicates that the discrete simulation time point
for the event occurs. The simulation entity can schedule any future events in the
event, and the simulation time is processed by the event. However, it also brings
difficulties to the construction of the simulation model. In practical projects, simula‐
tion models are developed by different domain institutions independently, then the
models are delivered to assemble the application by PDES developer. However, due
to lack of PDES knowledge, the models developed cannot support parallel simulation
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well accelerating in the simulation platform. It is unrealistic for domain experts to
learn to become a PDES expert and proficiency different simulation platform inter‐
faces.

To deal with the above challenges, this paper designs a four-type event simulation
model framework to specify simulation entities; also we design the interaction mecha‐
nism based on simulation object scheduling. Complex computation are executed in black
box of simulation model while event schedule logic is organized by simulation object.
The model provides service with interfaces for scheduling by the other models and
achieving loose coupling. The simulation model framework and interaction mechanism
reasonable make complex simulation models easy to be developed as a passive model
that supports platform independent and has excellent reusability. Moreover, we consid‐
ered about model calculation parallelization to further exploit the parallelism efficiency
of model layer in the framework.

2.2 Existing Model Development Approaches

Various reusable model development approaches have been developed before.
(1) Based on a specific modeling language in which people designs special simula‐
tion function module as primitive and control module as simulator, different models
created with the same modeling language can be reused for the corresponding simu‐
lator. However, most of simulation modeling languages are usually related to domain
knowledge closely and each research field involves some specific platforms, so that
there is congenitally deficiency for them to create models that can be reused across
multi-domain platforms, such as continue system simulation language ACSL [7],
discrete event system simulation language GPSS [8], and multi-field physical simu‐
lation language MODELICA [8]. (2) Using a modeling specification which defines
uniform internal structure, behavior constraint, and external interfaces for models,
models will have good reusability if they do not bind with any platforms. However
unfortunately, existing modeling specifications do not emphasize that model devel‐
opment should be independent with other simulation platforms. For example, ESA
proposed a reusable simulation model description specification SMP (Simulation
Model Portability Standards) [9]. It is not supported well to reuse the models on other
runtime platforms, because the execution of a SMP model depends on services
provided by the SMP simulation platform. The University of Arizona gives a thor‐
ough discussion of parallel discrete event system specification DEVS [10], which
mostly focuses on the hierarchical structure of components. (3) Some models are
based on simulation environment which provides runtime supporting platform for
model running. The reusability of them is also limited. Taking HLA [11] for
instance, each federate provides some interfaces which compiles with the HLA inter‐
face specification, and federates developed by different developers can communi‐
cate with each other via the runtime infrastructure using these interfaces. But these
federates are hard to use in other simulation platforms, such as SUPE [12], POSE
[13], and Charm++ [14], because these platforms cannot “identify” any HLA service
interfaces. Fortunately, an efficient reusable simulation model development specifi‐
cation (RUM Specification) was previously proposed by our doctoral researcher to
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avoid the above problems for reusable models without binding with simulation plat‐
forms [15, 16], however, it does not provide any consideration for model calculation
parallelization in Three-Level-Parallelization Support Framework.

As far as the authors know, there is not adapted approach to guide users to develop
models to achieve such passive component models that reuse across platforms. Also,
none of them have considered about “model calculation parallelization”. To solving the
issues, we propose the event-thinking model development framework.

3 The Event-Thinking Model Development Framework

As discussed in above sections, there is urgent need of appropriate approach for non-
simulation domain experts to fleetly develop reusable component equipment model
supporting PDES simulation applications as well as “model calculation parallelization”.
To address the problem, this paper proposed an event-thinking framework for devel‐
oping reusable component model of PDES, supporting model reuse as well as model
calculation parallelization. The framework first designs a model based on the four event
types simulation model framework to specify discrete event modeling of simulation
entities; on the other hand, it designs the interaction mechanism based on simulation
object scheduling, in which event processing logic is encapsulated by simulation object.
The simulation model framework and interaction mechanism make complex simulation
models easy to be developed into a passive model that supports component-based exten‐
sion, platform independent and has excellent reusability. Based on this framework, then
our three-phase development approach is elaborated helping domain experts program
PDES reusable models fleetly.

3.1 Four-Type Basic Event Structure

Event conception is the foundation of parallel and discrete modeling, which is defined
to describe the system’s behaviors when state transforms in the running time. It is a
complicated work to organize the complex PDES system very articulately at the system
design stage because event is the dynamic conception in the system. So in this paper,
we extend the event from system layer to model layer, and use event to describe models’
static computation module. When developing the simulation system, each event of
model will be scheduled as a reasonable system event in dynamic running time, which
is efficient to assemble the system. In the event-thinking Framework, a complex model
are divided into independent function computation modules as model event, and they
are classified to four type basic event.

1. Initial event (IE): initialize model initial data set when the model is created. The data
set is parsed from scenario file. In the life circle of the model, the initial event is only
scheduled once, and it has only input port without output port (Fig. 1a).
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Fig. 1. Four type basic event structure

2. Autonomy event (AE): change model inner state parameters. This kind of event has
neither input port nor output port (Fig. 1b). Autonomy event is scheduled to change
some state variables or control switch of the other computation modules, for example
the events to turn on/off the detection radar.

3. Model event (ME): execute typical business computing logic usually with input data
and output data port (Fig. 1c). Model event is similar with a simple atomistic module.
The implement of the computation module mains a black box to the dispatcher, and
the model event is only responsible for executing input data and return the output
result. The model event should not directly schedule the other event inner the model.
Whether the downstream event is triggered, depends on what the output data the
dispatcher receives. The dispatcher will judgment condition statement and decide
what event to be scheduled next. This design is very important, because which guar‐
antee that the model is a passive scheduled and reasonable a reusable model.
Model events consist of the main components of a complex simulation model, each
one is independent and loose coupling. On the one hand, a single model event
encapsulates an independent function model; on the other hand, a number of model
events consist of the simulation model’s complete function set, and more model
events can be extensible flexibly according to new requirement. At the same time,
if some special computation modules logic contain huge computing cost, it should
be implemented with multi-thread way, and the model event will be identified to
supporting model calculation parallelization for parallel acceleration.

4. Local event (LE): encapsulate some auxiliary computing functions like mathematic
functions (Fig. 1d).

The framework completely satisfy demand of PDES model development, helping
domain experts to develop PDES models without any PDES knowledge.
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3.2 Object-Based Schedule Mechanism

The key to achieve simulation loose coupling lie in interaction design, which has two
essential factor: the model need to be scheduled passively; the model does not need to
consider about platform interfaces when schedule the events in the other models. This
subsection designs object-based scheduling mechanism to solve the problem. Simula‐
tion object is situated between the simulation model and the PDES platform, it encap‐
sulate the schedule logic according to specific simulation application and plugin the
model to the platform, shown as Figs. 2 and 3. It is necessary to separate simulation
model and simulation object into two layer, because it helps make simulation model
platform independent. The model provides with passive schedule interfaces. Simulation
object communicate with the platform to get message like simulation time and organizes
schedule logic for simulation models. By this mechanism, the simulation models are
completely implemented as independent components without binding to any specific
simulation platform or applications situations, which is reasonable to be reused.

Simulation Model

MEIE

LEAE
ME

Schedule interface

ComponentComponent

Attribute Set

RUM interface

Setstate();
Input();
Driven();
Proces();
inputoutput();
getstate();

Simulation 
Object

Schedule

Fig. 2. Object-based schedule mechanism Fig. 3. Simulation model-object hierarchy

Object-based Schedule Mechanism also stipulates that model event in the same
simulation model should not communicate directly with each other but through the
simulation object. With organic synthesis of four type basic event structure, domain
experts can easily develop the PDES model.

3.3 Three-Phase Model Developing Approach

The event-thinking framework strike to provide experts with domain a convenient way
to develop reusable PDES models when cooperate develop reusable component model-
based military PDES applications. The three-Phase development approach will be
present as follows to guide domain expert using the framework.

• Phase1: quickly design the simulation model development framework. Domain
experts classify computation modules of the simulation model according to the four
type basic event. All functional modules should be designed into the following func‐
tion form: initialEvent_XXX(), selfEvent_XXX(), modelEvent_XXX(), localE‐
vent_XXX(). For modules that contains complex computing algorithm, specially, the
designer should identify as supporting model calculation parallelization.

42 H. Ma et al.



• Phase2: Implement each type event functions. This usually involves domain
knowledge. Unit test should be fully carried, which is very important to control the
quality of the model. Also, the modules identified as supporting model calcula‐
tion parallelization should be implemented through multi-threaded as much as
possible.

• Phase3: Implement the models via RUM Specification. RUM Specification provides
with six standard service interfaces to achieve their independence and improve their
reusability. The six interfaces is shown in Fig. 4.

Simulation Model

Input
Interface

Dynamic data
driven interface

Output
Interface

State Getting
Interface

Business Process
Interface

Configuration file
parsing interface

Initial 
Interface

Fig. 4. RUM Specification interface structure

4 Application

Naval vessel models are very common in military simulation application. We take the
warship model to test and verify the event-thinking framework and its reusable model
development approach.

4.1 Warship Reusable Model Implementation

We analyzed naval vessel through a CMPA (Capacity, Mission, Process, and Action)
description method to describe its functional modules implemented as “model event”.
These computational modules are classified into four type events: initial event,
autonomy event, model-event and local-event (Table 1).

• Step1: build the four-type event model framework
• Step2: Implement the above event computational modules, for example, Fig. 5 shows

the example of the modelEvent_RadarDetect (TargetStruct target).
• Step3: Encapsulate the warship model via RUM Specification with six standard

service interfaces, supporting to assemble different simulation applications.

4.2 Application in SUPE

Air-defense and antimissile of naval vessel is a typical scene. It usually contains three
kinds of simulation entities: naval vessel, battle plane and missile. In this case, we
developed these three reusable model by the event-thinking framework, and built a case
application running on SUPE platform. The procedure of air-defense and antimissile of
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Table 1. Reusable naval vessel model code structure

int driven(JammerStruct& jammer);

int process(double dSimuTime);

int output(bool& detected);

int getstate(string& simuState);

private: //Four Type Event-thinking Framework

//(1)initial-event:

void initialEvent_Ship(InitialData initialData);

//(2)model-event:

void modelEvent_Move(Vector<Position> positons);

void modelEvent_RadarDetect( TargetStruct target);

void modelEvent_MissileFire( AttackTarget target);

void modelEvent_ArtilleryFire(Vector<Target>tags);

void modelEvent_WeaponAssign(Vector<TargetTyep>); 

void modelEvent_ElectronicJam(Vector<Weapontype>);

//(3)self-event:

void selfEvent_ChangeStateParams();

void selfEvent_TurnOn_OffRadar();

//(4)Local-event:

void localEvent_GeographicTransform(GeodataType);

Class CShipModel{

public: //RUM Specification Interface

int setstate(string& simuState);

int input(TargetStruct& target);

ModelEvent_RadarDetect( )

ComputeEchoPower

ComputeNoisePower

ComputeJammerPo
wer

ComputeChaffPower

ComputeProbability

ComputeProbability

Input: TargetStruct target

Output: bool & Detected

Fig. 5. Radar computation module execution flow
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naval vessel is that, firstly, the battle plane opens its radar to search targets. Once it finds
an enemy naval vessel, the battle plane will launch a guided missile to attack it; secondly,
the guided missile flies to the enemy naval vessel under the control, and in the end of
flight, it will opens its radar to locate the target by itself; finally, the naval vessel detects
the guided missile using its radar and then uses jammer and interceptor missile for anti‐
missile and air defense. Each simulation model maps an object which maintains simu‐
lation time, model states and schedule the modules events in its model by service inter‐
faces. The events will be executed according to logical time stamp in the system event
table. As shown in Fig. 6, simulation models are reusable model resources. They are
passively scheduled independently without bind with simulation platforms interfaces.
Furthermore, SUPE platform provides model calculation parallelization mechanism,
thus those complex computation modules identified as supporting calculation paralle‐
lization will be detected and accelerated by multi-core parallel.

Warship Simulation Model

Model

Model Model

Assemble

Model Resources

Missile Model

Simulation Application

Destroyer Model

SimObjectWarship

SimObjectMissile

EnemyPlane
Model

SimObjectEnemy
Plane

Model

Fig. 6. Air-defense and antimissile of naval vessel

5 Conclusion

Model reusability is important for PDES, not only for minimizing engineering efforts
and resource costs, but also for improving the reliability. Current model development
methods face several obstacles developing these reusable models, such as diversiform
interfaces, coupled tightly, bound together with simulation platforms and without
consideration about supporting model computation parallelization. With main contri‐
bution, this paper proposed the event-thinking reusable model development framework
that supports model reuse as well as model calculation parallelization to solve the above
obstacles. Based on the framework, the three-phase development approach is elaborated
helping domain expert program PDES reusable models fleetly. The case implementation
of a naval vessel indicates that the model using the framework has good reusability and
is easy to be developed. As for our future work, we plan to implement more reusable
models for PDES applications as library resource.
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Abstract. High dynamic inertial measurement unit (IMU) can measure the
attitude information of the high dynamic environment. At the most severe
working condition of IMU, affecting by the cone effect, the general attitude
algorithm is difficult to accurately calculate the carrier’s attitude information,
which is named Coning motion. In order to realize the resolving of attitude
coning motion vector in high dynamic environment fastly, improving the
accuracy of resolving IMU, the design of high dynamic IMU resolving method
is particularly important. Combining with the traditional attitude algorithm, on
account of the characteristics of the object movement under high dynamic
environment, presents a high dynamic IMU attitude resolving method. On the
basis of the conventional algorithm, improving coning motion resolving method,
all of them consist a combination of dynamic rotation vector method. The
simulation results show that compared with the conventional method of rotating
vector, the proposed high dynamic IMU can get more accurate result.

Keywords: IMU � High dynamic environment � Rotation vector method �
Slewing method

1 Introduction

With the rapid development of high dynamic navigation technology, more and more
attention has been paid to the research and application of IMU and high dynamic
attitude solution algorithm. IMU has been widely used in aviation, aerospace, navi-
gation, land navigation and geodetic surveying, drilling and open tunnel, geological
exploration, robotics, vehicles, medical equipment and many other fields [1, 2]. On the
basis of that, the demand of people for IMU in high dynamic environment and solving
the attitude of the carrier is increasing day by day.

The high dynamic environment, especially for the bullet, means high speed, high
rotation, high overload and so on. High spin carrier must have angular vibration and
linear vibration, which will cause attitude solution of coning error, sculling error,
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(5111524102).
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scrolling error and many errors. As for high dynamic IMU calculating the attitude
angle, coning motion is the most severe environmental conditions and can will induce
serious drift about the math platform. That is to say, if we can accurately calculate the
attitude of carrier under the cone motion condition, we will be able to accurately
calculate the attitude of the rest environments. At present, the accuracy of the con-
ventional attitude algorithm is not high, it is difficult to meet the requirements of the
application environment for precision, which limits the application of high spin carrier
in national defense, industry and civil fields. So, based on the conventional attitude
algorithm, it’s very important and necessary to propose a method that improving the
attitude calculation accuracy of the high dynamic IMU.

For this, predecessors have made unremitting efforts (Fig. 1).

Based on the previous work [8], this paper improves the rotation vector method, the
four element method and the Slewing method. Furthermore puts forward a kind of
combined dynamic rotation vector method. The algorithm introduces the integral of
rolling angle from slewing method, and derives the improved the slewing method with
rotation vector method solution for counting yaw angle and pitching angle. The sim-
ulation results show that the proposed algorithm can significantly reduce the error of
the cone motion attitude calculation and improve the accuracy of the cone motion
calculation attitude.

2 The Research of Algorithm

2.1 Coning Motion

Coning motion is a complex angular motion method, which can be expressed by the
rate of cone angle and cone angle. Carrier with high-speed rotation under high dynamic
environment must exist coning motion [9]. Conical coordinates system and body
coordinate system can be determined by three angles, precession angle d1, nutation
angle d2, rotation angle d3. The three angles called cone attitude.

Fig. 1. Development of attitude solving method for high dynamic moving carrie

48 L. Li and Z. Su



Due to the existence of the cone effect, the high dynamic IMU must take the error
caused by the cone effect into account in the calculation of the carrier’s high rotation.

2.2 Conventional Methods

The rotation vector method is a geometric method of describing harmonic vibration
[10]. By using angular increment to calculate the equivalent rotation vector, the optimal
algorithm of the cone motion environment can be obtained, which is particularly
suitable for use in high dynamic environments.

The quaternion [11] is a mathematical concept which was established in 1843, but
only in the last forty years, it has been applied in the rigid body kinematics. The
quaternion is made up of 1 real unit 1 and 3 imaginary units~i,~j,~k, making up 4 solid
elements contain super complex. If the~i,~j,~k are regarded as the base vectors, then the
quaternion can be divided into two parts: scalar and vector. It is expressed as:

Q ¼ q0 þ q1~iþ q2~jþ q3~k ¼ q0 þ~q ð1Þ

And q0 is a scalar, ~q is a vector.
Vector can be regarded as a special case of quaternion when q0 ¼ 0. For the

determination of the base, qrðr ¼ 1; 2; 3Þ is the projection of the vector ~q. Then the
quaternion Q can also defined as a set of four scalar and scalar array Qð0Þ is expressed as:

Qð0Þ ¼ ðq0 q1 q2 q3ÞT ð2Þ

The form of the quaternion differential equation is:

_QðtÞ ¼ 1
2
QðtÞ:xbq

nb ð3Þ

Fig. 2. Coning motion introduction
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And QðtÞ is rotation quaternion. xbq
nb is the angular velocity of bullet coordinate

system that relative to the navigation coordinate system’ component in the bullet
coordinate system. The formula can be written in matrix form as:

_QðqÞ ¼ 1
2
M�ðxÞQðqÞ ð4Þ

or:

_q0
_q1
_q2
_q3

2
664

3
775 ¼ 1

2

0 �xx �xy �xz

xx 0 xz �xy

xy �xz 0 xx

xz xy �xx 0

2
664

3
775

q0
q1
q2
q3

2
664

3
775 ð5Þ

Using the Picard approximation method can be solved as:

QðtÞ ¼ e
1
2

R
M�ðxÞdtQðtoÞ ð6Þ

The rotation vector method is also based on the idea of the vector rotation of the
rigid body. What different from the quaternion is that in the attitude update cycle, the
quaternion method calculates the attitude four elements, and the rotation vector method
calculates the attitude change four elements, then calculates the attitude four elements.
Equivalent rotation vector method is divided into two steps: ① Calculating rotation
vector. The rotation vector describes the change of the carrier’s attitude.② Updating
the quaternion. Quaternion describes the carrier’s real-time position vector relative to
the reference frame. For algorithm essentially, attitude algorithm method of quaternion
pirkanmaa algorithm is a essentially list sample rotation vector method.

2.3 Combined Dynamic Rotation Vector Method

Classical Cone Motion Model. As shown in the figure below, a vector do slightly
angular vibration around its equilibrium position which namely coning motion [12]
(Fig. 3).

Fig. 3. Coning motion
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Then there are the following mathematical formula:

/ ¼
0

a cosxt
a sinxt

2
4

3
5; _/ ¼

0
�ax sinxt
ax cosxt

2
4

3
5 ð7Þ

x ¼ _/� 1� cos /j j
/j j2 /� _/þ 1

/j j2 1� sin /j j
/j j

� �
/� /� _/

� � ð8Þ

In the case of the cone motion shown in Fig. 2, referring to the coordinate system,
the angular velocity of the vector is:

x ¼
cos a� 1ð Þx

�x sin a sinxt
x sin a cosxt

2
4

3
5 ð9Þ

/ is the angle increment, a is half cone angle, x represents cone motion frequency.
In the classical theory of cone motion model, most people generally believe that the
cycle of cone motion attitude drift is caused by swing process, not rotation [13].

Combined Dynamic Rotation Vector Method. Based on the Slewing method and the
rotation vector method, the combined dynamic rotation vector method is designed and
optimized. First, based on the rotation vector method, the information of angular
velocity is calculated by the slewing method [], getting the roll Angle integral [15]. Put
it into the angular velocity from gyroscope, then we obtain the accurate pitch angle and
yaw angle. And then we get accurate carrier attitude. The flow chart is as follows
(Fig. 4):

Fig. 4. Combined dynamic rotation vector method
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3 Conical Attitude Algorithm

3.1 Slewing Algorithm

Assume that the angular velocity condition of the body coordinate system, from the
time t to tþDt moment, can be expressed as:

xb tþDtð Þ ¼ C a � Dtð Þxb tð Þ ð10Þ

In the formula, the a is the directional rotation speed, which is equivalent to the
cone motion frequency x (Fig. 5).

From the above relations, a rotating coordinate system can be established:

Xs ¼ C �a � Dtð ÞXb ð11Þ

The angular velocity of a rotating system relative to the inertial system:

xs ¼ x tð Þþ a ð12Þ

The conversion formula of the rotation system to the inertial system is:

Xe ¼ C xsDtð ÞXs ð13Þ

The conversion matrix of the machine system to the inertial system is:

Ce
b ¼ C x tð Þþ a � Dtð ÞC �a � Dtð Þ ð14Þ

Define three successive angular velocity: x1, x2, x3 (Fig. 6).

W1 ¼ x1 x1 � x2 x1 � x1 � x2ð Þ½ � ð15Þ

W2 ¼ x2 x2 � x3 x2 � x2 � x3ð Þ½ � ð16Þ

Fig. 5. Rotating coordinate system
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For C a � Dtð Þ ¼ W2W�1
1 , then the a is available:

a ¼ arcsinC 2; 1ð Þ
Dt

ð17Þ

Carrier’s attitude information is:

# ¼ arcsinCe
b 2; 1ð Þ; w ¼ � arctan

Ce
b 3; 1ð Þ

Ce
b 1; 1ð Þ ; c ¼ � arctan

Ce
b 2; 3ð Þ

Ce
b 2; 2ð Þ ð18Þ

3.2 Composite Cone Motion Calculating Method

Considering the rotation, introduce the rotating system’s angular velocity that relative
to the inertial system. It’s:

x¼ C _c � tð Þbx tð Þþ a�_c ð19Þ

The conversion matrix of the body system to the inertial system is:

Ce
b ¼ C C _c � tð Þbx tð Þ � Dtþ a�_cð Þ � Dt� �

C �a � Dtð Þ ð20Þ

In an update cycle:

_c ¼ c tð Þ � c t � Dtð Þ
Dt

ð21Þ

C qð Þ ¼ W2W
�1
1 ; C a � Dtð Þ ¼ W2W

�1
1 ð22Þ

The attitude angle of the carrier can be obtained by calculating the a.

q ¼ arcsin
C 2; 1ð ÞþC 1; 2ð Þ

2

� �
; q ¼ a� _cð ÞDt; a ¼ q

Dt
þ _c ð23Þ

Fig. 6. Vector relation diagram
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Then introduce a into the Ce
b substitution matrix formula can calculate the coning

motion’s attitude angle.

4 Simulation and Analysis

4.1 Simulation Process

Simulation 1: Half cone angle a = 2°; Coning frequency x ¼ 360�=s.

In Fig. 7, green line is the roll angle. The red and blue line are pitching angle and
yaw angle respectively; In Fig. 8 blue line is the roll angle. The red and green line are
pitching angle and yaw angle respectively.

Simulation 2: Half cone angle a = 2°; Coning frequency x ¼ 360�=s; rotation
180°/s.

Fig. 7. The results of the Picard algorithm
(Color figure online)

Fig. 8. Slewing algorithm (Color figure
online)
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Fig. 9. Slewing algorithm
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The blue line is the roll angle. The red and green line are pitching angle and yaw
angle respectively (Fig. 10).

4.2 Simulation Analysis

From Figs. 7 and 8, the roll Angle c was calculated by pirkanmaa method, which can
eliminate the error of the rotation Angle through the Slewing method. In Fig. 9, with
the addition of the self rotation angle, the pitch angle w and the yaw angle # calculated
by the Slewing method exist errors. From Figs. 10 and 11 the rolling angle c of the
combined dynamic rotation vector method is derived from the Slewing method, which
can obtain the rolling angle c accurately. The improved Slewing method can obtain the
calibration pitch angle w and yaw angle #. They together constitute the combination of
dynamic rotation vector method.

5 Conclusion

In this paper, a method for calculating the attitude angle of the carrier in the cone
motion environment by high dynamic IMU is proposed. On the basis of improving the
rotation vector method, the four element method and the Slewing method, we get a new
combined dynamic rotation vector method.

The simulation results show that compared with the traditional rotation vector
method, the combination of the dynamic rotation vector method can not only get the
roll angle accurately, but also can obtain the pitch angle and yaw angle accurately. But
it still does not solve the attitude’s calculation in high rotation speed environment and
the error model is not established, which is the author for further study.

Fig. 10. Slewing algorithm (Color figure
online)

Fig. 11. Improved Slewing algorithm (Color
figure online)
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Simulator Based on H∞ Control Theory
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Abstract. This paper took the electrical load simulator system as research
object, applying H∞ control theory to the controller design for the system. After
building the system model, the generalized plant was derived and the standard
H∞ problem was proposed. The selecting basis of weighting function was
illustrated in detail and by virtue of the Matlab robust toolbox and LMI method,
the H∞ controller was synthesized. According to the simulation results, the
feasibility on torque servo and surplus force suppression was verified. Finally,
the advantages of H∞ control theory on improving the load simulator system
performance were analyzed by comparison with classical control theory.

Keywords: Electrical load simulator � Controller design � H∞ control theory �
LMI

1 Introduction

Electrical load simulator is a key half hardware-in-loop simulation equipment of aircraft
flying control system, which calculates the actual load on missile rudder in the flight
according to the movement of it during the experiment and applies it to the rudder-
surface, making the rudder work in the same stress state as it does in the flight [1].

When referring to the control problems, whether it can track the input signal
accurately is an important standard to evaluate the performance of the system.
Meanwhile, the electrical load simulator does passive movement with the rudder, thus
the angle position output of the rudder causes interference on it in the form of surplus
torque [2]. So, special attention is given to the problem of surplus torque suppression
for a long time.

The classical control theory studies feedback system according to the concept of
amplitudemargin and phasemargin for the SISO case, satisfying the desired performance
specification [3]. However, when taking the influence of the movement of the rudder on
the load simulator into account, it can be regarded as aMIMO system. A single controller
can’t realize both accurate tracking and effective surplus torque suppression at the same

This research work is partially supported by Specialized Research Fund for the Doctoral Program of
Higher Education (20122302110017) and the National Natural Science Foundation of China (Grant
No. 61333001, 61427809)

© Springer Science+Business Media Singapore 2016
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time. Thus, a feed-forward unit is often set to compensate the surplus torque and the
outer-loop controller to track the input signal accurately.

On the other hand, H∞ control is a kind of theory which yields the controller
through optimization of the infinite norm of certain performance index [4]. H∞ control
theory provides an effective method of frequency domain controller design for MIMO
systems [5]. Since many problems can be transferred to H∞ standard control problem,
it is generally applied to practical engineering. This paper applied H∞ control theory to
the electrical load simulator system. By analyzing the desired performance specifica-
tion, the weighting function was determined in the process of generalized plant setting
and the optimized controller was synthesized by virtue of matlab robust toolbox based
on LMI. Finally, the system performance was analyzed by simulation and the advan-
tages of H∞ control on torque servo and surplus torque suppression were derived by
comparing with the controller based on the classical theory.

2 System Composition

Electrical load simulator is such an equipment which utilizes servo motor as the
transition element and converts electric energy to mechanical energy of the motor
rotator. It loads on the rudder angle position servo system, accomplishing the simu-
lation of load torque by controlling the loading motor [6].

The system composition of load simulator system is showed in Fig. 1. It is com-
posed of loading system, load-bearing system, torque sensor and coupling equipment
[7]. The load-bearing system is the rudder angle position servo system, which is the
handling unit of missile flying controlling. The loading system is the load simulator,
which is a torque servo system, simulating the load on the aircraft in the process of
flying. The two sections are connected by the torque sensor and the coupling equip-
ment. During the dynamic loading experiments, the rudder does active movement,
while the load simulator does passive movement with the rudder and does torque
loading at the same time [8].

Fig. 1. System composition of electrical load simulator
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3 Mathematical Model of the Electrical Load Simulator

Choosing permanent magnet synchronous motor (PMSM) as loading motor and torque
sensor as the output measuring element, utilizing current of vector control strategy and
taking the effect of the reaction torque on the loading system into account, the inte-
grated mathematical model of the electrical load simulator system is showed in Fig. 2.

Where R is the stator resistance, L is the inductance of d-axis and q-axis, Vin is the
input voltage instruction, J is the load rotating inertia converted to the motor shaft, D is
the friction coefficient, Kt is the torque coefficient, Ke is the back emf coefficient, Kp is
the current control gain, Ks is the inverter-fed circuit equivalent gain, a is the current
feedback coefficient, Kv is the proportion coefficient from the given input to iq, TA is the
system connecting stiffness, h is the rudder angle position output, Tf is the output
torque.

Let R
0 ¼ RþKpKsa, the open-loop transfer function of the system is:

Tf ¼ TAKtKpKsKv

JLs3 þ JR0 þ LDð Þs2 þ R0DþKeKt þ TALð Þsþ TAR
0 Vin

� JLs3 þ JR
0 þ LD

� �
s2 þ R

0
DþKeKt

� �
s

� �
TA

JLs3 þ JR0 þ LDð Þs2 þ R0DþKeKt þ TALð Þsþ TAR
0 h

ð1Þ

Let

PðsÞ ¼ TAKtKpKsKv

JLs3 þ JR0 þ LDð Þs2 þ R0DþKeKt þ TALð Þsþ TAR
0 ð2Þ

LðsÞ ¼ JLs3 þ JR
0 þ LD

� �
s2 þ R

0
DþKeKt

� �
s

� �
TA

JLs3 þ JR0 þ LDð Þs2 þ R0DþKeKt þ TALð Þsþ TAR
0 ð3Þ

Thus, the transfer function can be denoted by:

Tf ¼ PðsÞVin � LðsÞh: ð4Þ

Fig. 2. Mathematical model of the electrical load simulator
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4 H∞ Standard Problem of Electrical Load Simulator

Note that H∞ control theory receives more and more attention from the researchers in
recent years. This kind of controller design method can describe the desired perfor-
mance specification of the control systems in frequency domain range and achieve the
requirements of frequency integer through filtering of the sensitive frequency band,
ensuring the realization of the controlling purpose [9].

In the process of controller design for electrical load simulator based on H∞
control theory, the generalized plant should be established at first, intending to convert
it into a H∞ standard problem then. The block diagram of the generalized control
system is showed in Fig. 3. The signal x contains all external inputs, including dis-
turbances, sensor noise, and commands; the output z is an error signal; y is the mea-
sured variables; and u is the control input. The transfer function matrix GðsÞ from input
signals x and u to output signals z and y represents the generalized plant, which
contains what is usually called the plant in a control problem plus all weighting
functions, and KðsÞ is the controller.

The equation of relationship between input and output is described as:

z
y

� �
¼ GðsÞ x

u

� �
ð5Þ

Suppose that the state space realization of the generalized control system is:

ð6Þ

u ¼ KðsÞy ð7Þ

The closed-loop transfer function from x to z is denoted by:

TzxðsÞ ¼ G11 þG12KðI � G22KÞ�1G21 ð8Þ

Fig. 3. Block diagram of generalized control system
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The aim of standard H∞ control problem is to design a controller KðsÞ, letting the
closed-loop system as showed in Fig. 3 internal stable, and minimizing the H∞ form
of the transfer function TzxðsÞ from x to z [10].

It is hoped that accurate tracking of referred input signal as well as the surplus
torque suppression caused by the movement of the redder can be achieved. According
to the former analysis, the control structure of the closed-loop system is showed in
Fig. 4.

Regard the referred input signal r and the interference signal d as the outer input
signal x of the generalized plant; system tracking error e as the measuring output signal
y; design the weighting function W sð Þ which represent the performance index and then
regard the output of it as control output signal z; input signal of H∞ controller as
u ¼ K sð Þy, leading to output feedback of H∞ control. It can be concluded that at this
time the electrical load simulator system can be expressed in the form of standard H 1
problem.

Analyze the above control structure of the load simulator, the relationship among
each system signal can be denoted as follows:

z ¼ WðsÞe ¼ WðsÞðrþ LðsÞd � PðsÞuÞ
y ¼ e ¼ rþ LðsÞd � PðsÞu ð9Þ

The equation of relationship between input and output is described as:

z
y

� �
¼ WðsÞ LðsÞWðsÞ �WðsÞPðsÞ

1 LðsÞ �PðsÞ
� � r

d

� 	
u

" #
ð10Þ

u ¼ KðsÞy ð11Þ

Thus, after settling the detailed expression of the weighting function, the state space
realization of the generalized plant can be finally derived by programming with Matlab.

Fig. 4. Control structure of closed-loop system
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5 Selection of Weighting Function

Whether the effect of H∞ controller is good or bad depends on the selection of
weighting function in a great degree. Different weighting functions should be designed
to meet different control requirements [11].

Focus on the electrical load simulator generalized plant established before, in order
to realize accurate tracking of referred input and surplus torque suppression, the fre-
quency characteristics of both referred input signal and interference signal should be
considered when finally determining the weighting function.

Firstly, the frequency characteristics of interference signal are considered. The
interference of load simulator system often occurs in low-frequency range [12]. In
order to inhabit the interference efficiently, the low-frequency weighting value should
be as large as it can. So the weighting function is hoped to have low pass property and
its turning frequency should be greater or equal to the frequency width of
low-frequency interference.

When considering the low-frequency tracking performance, under ideal condition,
WðjxÞ ! 1 is supposed when x = 0 to obtain higher static precision [13]. In general
case, enough small tracking error just needs to be guaranteed within certain frequency
range. Thus, WðjxÞ is designed to be flat within this range; Moreover, since there is
only requirements of stability but no tracking performance within high-frequency
range, when the frequency is larger than certain value, WðjxÞ can also be flat and the
ratio of numerator and denominator of WðjxÞ should be less than 1.

At the same time, when taking the order of the H1 controller into consideration,
since it is supposed to be the same as the order of the generalized plant, when the
weighting function is optimized, the order of it should be as low as possible [14].

Comprehensive considering the requirement on static loading precision, double ten
bandwidth index and interference elimination rate, the expression of weighting function
is denoted as follows:

WðsÞ ¼ 0:88sþ 628
sþ 1:26

: ð12Þ

6 Design of H1 Controller Based on LMI Method

The common methods of yielding a H∞ controller are the solution based on Ricatti
equation and the solution based on LMI. In order to compute the Ricatti equation, some
assumptions are proposed. However, the assumptions are usually not tenable in actual
designing problems, this can be solved by some means but the design index may
change at the same time [15].

The main idea of the solution based on LMI is to transfer the H1 norm index into
matrix inequality according to bounded real lemma and obtain the condition of existing
of solution by the LMI method and solve it [16]. Only the stabilizability and mea-
surability of closed-loop system needed to be internal stability should be guaranteed.
The relationship between the number of controlling inputs and evaluation outputs as
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well as that between the number of interferences and measuring outputs are arbitrary
[17]. So the solution based on LMI is employed in this paper according to above
analysis. After obtaining the state space realization of load simulator generalized plant,
derive the expression of the H1 controller by virtue of related statements in matlab
robust toolbox.

7 Simulation Results and Analysis

7.1 Synthesis of the H1 Controller

Firstly, derive the state space realization of generalized plant by means of matlab under
the situation that system parameters and weighting function are already known, the
result is as follows:

A ¼

�697 �419 �709 166

�173 193 482 �88

456 �1451 �218 283

�58 144 �35 �23

2
6664

3
7775

B1 ¼

�0:06 �0:06

�0:80 �0:80

�0:51 �0:51

4:42 4:42

2
6664

3
7775 B2 ¼

�52:8

�49:2

�108:2

22:0

2
6664

3
7775

C1 ¼ 4:5 �17:8 �21:8 �136:2½ �
C2 ¼ 3:7 4:1 �3:8 �0:4½ �

D11 ¼ 0:88 0:88½ � D12 ¼ 0

D21 ¼ 1 1½ � D22 ¼ 0

ð13Þ

Then, by virtue of matlab robust toolbox, utilize the ‘hinflmi’ statement and then
synthesize the H1 controller based on LMI, the result is as follows:

KðsÞ ¼ 4:8� 108s3 þ 3:6� 1011s2 þ 4:7� 1014sþ 3:2� 1017

s4 þ 8:6� 105s3 þ 3:4� 102s2 þ 6:5� 1014sþ 7:6� 1014
: ð14Þ

7.2 Analysis of System Performance

Apply the H1 controller to electrical load simulator system and analyze the
closed-loop system performance:

(1) When the interference signal is 0, referred input signal is unit-step signal, the step
response result is showed in Fig. 5. It can be concluded that the static loading
precision is 0.078%, and overshoot is 0.

Controller Design for the Electrical Load Simulator 63



(2) When the referred input signal is 0, the amplitude of the interference signal is 15°
and the frequencies of the interference are 2, 5, 8, 10 Hz separately, surplus torque
suppression result is showed in Table 1.

It can be concluded that in different frequencies of the interference, the rates of
interference elimination are all above 90 %, the effect on surplus torque suppression is
obvious.

(3) Closed-loop frequency characteristic is showed in Fig. 6.

When the frequency is 10 Hz, the change in amplitude is 0.049 dB and the change
in phase angle is 5.29°, perfectly meeting the requirement of double ten index.

Fig. 5. Unit step response

Table 1. Surplus torque suppression results

Frequency (Hz) Surplus torque
without the controller (N/m)

Surplus torque with the controller (N/m)

2 0.95 0.01
5 2.95 0.12
8 5.74 0.43
10 8.57 0.78

Fig. 6. Closed-loop frequency characteristics
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7.3 Comparison with Classical Control Theory

When applying classical control theory to the control of electrical load simulator,
considering that the requirements mainly focus on the torque servo performance in
frequency domain, cascade lead-lag compensation is employed to derive outer-loop
controller. Meanwhile, feed-forward compensation controller is employed to solve the
problem of surplus torque. Analyze and compare these two kinds of control systems,
we can draw the conclusion that the controller based on H1 control theory has
following advantages:

(1) The synthesis of H1 controller reduces the accounts of system controllers, that is,
realizing the optimization of system performance using a single controller, which
simplifies the structure of the closed-loop system.

(2) When applying the outer-loop controller by means of cascade lead-lag compen-
sation into the system, the step response always has great overshoot, while there is
almost no overshoot when H1 controller is employed to the system, which leads
to a better result.

(3) In term of surplus torque suppression, both feed-forward compensation controller
and H1 controller has a significant effect in eliminating the surplus torque. Since
the expression of feed-forward compensation controller is derived according to
system parameters, the form of it is relatively fixed, which leads to the restriction
of the effect of compensation in some degree. By contrast, when designing the
H1 controller, weighting function can be selected flexibly in order to realize the
further optimization of the effect of surplus torque suppression.

8 Conclusion

Focusing on electrical load simulator system and being based on H1 control theory,
this paper established the generalized plant, chose the suitable weighting function
according to the requirements of system performance and finally synthesized the H1
controller utilizing the LMI method. In order to investigate the effect of the H1
controller, the performance of this system was compared with the closed-loop system
applying the classical control theory. Then the advantages in accurately tracking input
signal and efficient surplus torque suppression of the system designed in this paper
were demonstrated in the end.
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Abstract. It is a vital method that slot allocation can improve the performance
of Ad Hoc network. The time slot is divided into two parts in this paper, that is
fixed slot time and dynamic slot time. ON/OFF model is used to describe data
packet sending translation mode for each node based on fixed time slot allo-
cation. It is realized by Markov one step transfer matrix. This paper also pro-
posed a time division multiple access algorithm based on Markov ergodicity
(MTDMA) simulated under OPNET platform. The experiment results show that
MTDMA algorithm has better performance for the node owning different traffic
than fixed TDMA under OPNET platform.

Keywords: TDMA � Ergodic � Time slot allocation algorithm � Simulation
modeling

1 Introduction

Ad Hoc network is a distributed, self-organized wireless network. In the absence of
fixed communications infrastructure, the radio communication terminals in a certain
area can be deployed in real-time communication, so it has important application value
in military communication, disaster relief and other specific scenarios. At present, the
existing TDMA algorithm can be divided into three categories: fixed time slot allo-
cation, contention time slot allocation and dynamic time slot allocation assignment
algorithm.

In practical applications, however, each nodes have its own traffic characteristics
and a reasonable allocation algorithm determines the performance of the over all
network. Therefore, how to effectively combine the limited time slot resource with the
actual demand of time slot in each node of the network is particularly important in the
TDMA algorithm [1]. [2] derived a collision-avoid dynamic slots assignment algorithm
based on fixed TDMA, and the algorithm divides different priorities for each node by
judging the priority of each nodes. Combined with fixed time slot allocation and
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dynamic slot allocation it can improve the utilization of time slot. However, this
algorithm for node traffic has very high requirements when the node traffic has great
discrepancy lower priority node will accumulate large number of packets, lead to
reduce the overall network throughput. In [3] the source is divided into equal length
time slots, and uses binary tree block divided method to uniform distribution of
resources. There has some small time slot blocks when the time slot is divided into
several times by using the method of binary tree block divided method. If there is no
good method to use them it will cause a large waste of time slot resources. Although
these methods improve the performance of delay, throughput and other performance,
there still have shortcomings such as large delay etc. under the different requirements of
QoS (Quality of Service) [4].

Different time slot assignments have different influence to the whole network
parameters performance [5], want to improve the performance of the MANET as much
as possible need according to the different impact of the parameter’s needs to obtain
better improve the overall system quality of service [6]. This paper uses ON/OFF
model to describe node’s traffic, and Markov based TDMA algorithm (MTDMA) is
proposed according to each node ON state Markov ergodic.

2 Markov Model

2.1 Markov Process

Markov is the random process without aftereffect. According to parameter set T and
state space E Markov process X tð Þ; t 2 Tf g can be divided into three categories: dis-
crete time and discrete state Markov process, continuous time and discrete state
Markov process, continuous time and continuous state Markov process. This paper
adopts discrete time and discrete state Markov process.

2.2 The Transfer Probability of Markov Chain

Definition 1. Assume the state space of random sequence X nð Þ; n ¼ 0; 1; 2. . .f g is E.
If any m non negative integer n1; n2; . . .nm 0� n1\n2\. . .\nmð Þ, any natural k
number and any i1, i2,… im, j 2 E satisfy:

P X nm þ kð Þ ¼ jjX n1ð Þ ¼ i1;X n2ð Þ ¼ i2; . . .;X nmð Þ ¼ imf g

¼ P X nm þ kð Þ ¼ jjX nmð Þ ¼ imf g ð1Þ

Then X nð Þ; n ¼ 0; 1; 2. . .f g is called a Markov chain. The right side of the for-
mula 1 is called the k step transition probability of Markov at the time n’s referred as
Pij kð Þ
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Pij kð Þ ¼ Pij n; nþ kð Þ ¼ P X nþ kð Þ ¼ jjX nð Þ ¼ if g; k� 1 ð2Þ

When k = 1, Pij called one step transition probability. One step transition proba-
bility can written into matrix form, as shown in formula 3 is finite state space, when
N ! 1 it is infinite state space, and this paper uses finite state space one step transition
probability.

P ¼
p11 p12 . . . p1N
p21 p22 . . . p2N
..
. ..

. ..
.

pN1 PN2 . . . PNN

0
BBB@

1
CCCA: ð3Þ

2.3 Ergodic of Markov Chain

Defination 2. For a finite Markov chain, if there is a positive integer satisfy:

Pij kð Þ[ 0; i; j ¼ 1; 2; . . .N

It’s a ergodic chain, that is lim
n!1Pij nð Þ ¼ Pj, and limit distribution Pj; j ¼

�
1; 2; . . .ng is the only solution of equations Pj ¼

Pn
i¼1

PiPij; j ¼ 1; 2; . . .n which meet

conditions of Pj [ 0 j ¼ 1; 2; . . .; nð Þ;Pn
j¼1

Pj ¼ 1.

3 Model Design

The model mainly consists of three parts including network topology, terminal node
model and process model. Terminal node model constitute the entire network topology,
terminal node model consists of different process model and each process model
consists of corresponding finite state machine through C code to achieve specific
functions.

3.1 Topology Design of a Network

8 nodes is set up in the whole network randomly distributed in the logical area. The
nodes distribution is shown in Fig. 1. 8 nodes in the network are TDMA nodes, all of
these nodes have active contract issuing function.
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3.2 Design of Terminal Node Model

Each node in the network has same internal model, and consists six processing mod-
ules. Each module completes specific function as shown in Fig. 2.

• Data source module: The module is responsible for generating the data packets,
using the ON/OFF state transition model with certain interval. The packet is sent to
the next layer immediately once it is generated.

• The sink module (sink): According to the data packets received by the node to
calculate and collecte each performance parameters.

• tdma_mac_intf module: Judge the type of packets, if a packet is received by this
node send to the upper lawyer; if the packet is generated by its own then obtain the
source, destination address and other information etc., it will be sent to the lower
layer on the packaging.

• tdma_mac module: According to the ergodicity of the Markov chain, each node is
divided the dynamic part of the time slot at the same time judge the type of data
packet, aimed at the different types of data package to make corresponding
processing.

• Receiver (tdma_rx_1_0): Responsible for receiving data packets and sending it to
tdma_mac_intf module.

• Transmitter (tdma_tx_1_0): Responsible for sending the data packets generated by
the node to the channel.

Fig. 1. Network model

Fig. 2. Node model
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3.3 Design of Process

In the network, each terminal node model can realize corresponding functions through
specific process model, This paper mainly uses the data source module to generates
data packets, and uses tdma_mac module to distinguish data packet type and complete
the relevant operation. Each process model is composed of several different finite state
machine, and process model can choose corresponding finite state machine to realize
specific function according to actual demand.

At present, commonly used data packet generation model includes wavelet trans-
form model, ARIMA model, ON/OFF model, etc. ON/OFF model is simple and
practical, it can reflect the good ergodicity of the Markov chain. Therefore, this paper
uses this model to generate data in accordance with the ergodicity of Markov chain as
shown in Fig. 3. Each node of the source alternates between ON state and OFF state.
When the source is in the ON state, the nodes generate packets at a constant interval,
and when in the OFF state, it does not generate packets. ON/OFF state of each node
according to the series manner, which means each node’s ON/OFF state conduct one
by one. If a node doesn’t on its ON/OFF state, it does not generate packets. Super-
position of the n node’s ON/OFF state can be formed with the ergodicity of Markov
chain state transition matrix.

tdma_mac module process model is shown in Fig. 4. The tdma_mac module
mainly determines the data packet type and divides the dynamic time slot. The
tdma_mac module judges the method of processing the data packet through the
received data packet type. There are two major types of data packets received in this
model, for the node itself generate data packets and the node received data packets. The
data packets received by the node are divided into the destination is this node and
destination node isn’t this node. When tdma_mac module received a packet firstly to
judge the data packet’s type, if the packet is generated for its own node then trigger
finite state machine from_HL this packet will put into a buffer when arrived at the node
time slot it will process it by trigger finite state xmit; if the node receive a data packet it
will triggered finite state machine from_NTWK, first of all to judge whether the des-
tination address of the packet is this node, if it is transmit this data packet upper layer, if
not destroy it.

In the aspect of slot allocation, tdma_mac module through the finite state machine
xmit completes the data packet transmission and dynamic time slot division. This
module first to judge whether the current time is in this node time slot. If in the node
time slot, according to the periodicity of ON state, ximt calculates the length of

Fig. 3. Process model of ON/OFF
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dynamic time slot. As then it check whether there is any packet in the buffer queue, if
the buffer has packet then use FIFO (First In First Out) to take the data packets out and
send it to the low layer.

4 Markov Based Dynamic Slot Allocation Algorithm

4.1 Time Division of MTDMA Algorithm

Time slot is the basic communication unit of TDMA data link. Each node can send or
receive data in their own assigned time slot. Fixed TDMA algorithm divides frame
period into equal length time slots and assigns to each node, while in practice there are
some difference in the traffic of each node. In the practice, the node’s real demand of
time slot changes with their traffic, thereby increasing the difficulty of time slot allo-
cation. Based on the problem above, in order to ensure the stability of the packet
transmission, MTDMA algorithm based on the actual demand divides frame period
into two part: fixed time slot and dynamic time slot as shown in Fig. 5. The fixed time
slot guarantees the minimum delay of the whole system, while dynamic time slot
according to the ergodicity of Markov chain guarantees sending data packet stable.
This time slot allocation algorithm improves several parameters such as end-to-end
delay, and the slot allocation will described in Sect. 4.3 in details.

Fig. 4. Process model of tdma_mac

node1 node2 node3 noden...

Fixed Time 
Slot

Dynamic 
Time Slot

node1 node2 noden...

Fig. 5. MTDMA frame structure
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4.2 Time Slot Allocation Mathematical Model of MTDMA Algorithm

Nodes ON/OFF model has two states, ON state and the OFF state. From Definition 1
knows the paper uses finite state space Markov chain, and N = 2, substitute it into
formula (2) can get the following expression.

P12 1ð Þ ¼ X nþ 1ð Þ ¼ OFFjX nð Þ ¼ ONf g ð4Þ

P21 1ð Þ ¼ X nþ 1ð Þ ¼ ONjX nð Þ ¼ OFFf g ð5Þ

According to formula (3) can achieve:

P ¼ P11 P12

P21 P22

� �
ð6Þ

In this paper, nodes generate data packets in a serial way, adjacent packets gen-
eration interval is Dt, therefore, to collect the stats of each nodes with equal interval Dt.
Set Ni is ON state duration time and Fi is OFF state duration time of the node i. T is the
sum of the ON state and the OFF state for all nodes, P12 and P21 is two parameters in
(4) and (5):

P12 1ð Þ ¼ 1= Ni=Dtð Þ

P21 1ð Þ ¼ 1= T � Nið Þ=Dtf g

Substitution P12 and P21 into (6) can achieve node i’s Markov one step state
transition matrix. Since there is a integer k satisfy Pij kð Þ[ 0; i; j ¼ 1; 2; . . .N, so this is
a ergodicity chain. According to the ergodicity of Markov chain can obtained, for node
i its absolute probability is:

P21= P21 þP12ð Þ ¼ Ni=T ð7Þ

P12= P21 þP12ð Þ ¼ T � Nið Þ=T ð8Þ

4.3 Implication of Slot Allocation of MTDMA Algorithm

In time slot allocation MTDMA algorithm calculates fixed time slot and dynamic time
separately. The fixed time slot is a preset value, while dynamic slot part is combined
with the absolute of each node. This section mainly introduces the calculating process
of dynamic slot part.

4.3.1 Calculate Dynamic Slot Part
This paper uses ON/OFF model to generate data packet, since ON/OFF model gen-
erates data packet with fixed interval Dt, so different ON state duration can describe
different traffic. The ON state has three kinds of different duration, and each node’s
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ON/OFF state last time is shown in Table 1. Experimental results shows that the
generated data packet accord with the Markov process, and has the ergodicity. To
ensures that each node in the ON state began to generate a packet, that is, each node
generates at least one packet in each ON state, at the same time to ensure that the node
have different traffic the value of Dt is 0.8 s.

Combination formula 8 and the formula (9) can obtain the absolute probability of
each node:

P1 ¼ Ni=ð3:2� 2þ 1:6� 2þ 0:8� 4þ 0:8� 8Þ ¼ Ni=19:2

P2 ¼ ð3:2� 4þ 1:6� 2þ 0:8� 4þ 0:8� 8�NiÞ=ð3:2� 2þ 1:6� 2þ 0:8� 4þ 0:8
� 8Þ

¼ ð19:2� NiÞ=19:2

ON/OFF model generates packet in series, so superposition each node ON state
absolute probability, computing each node ON state accounts for the whole network
ON state. Each node’s ON state of the entire network ON state probability is repre-
sented by Ri, the probability expression is:

Ri ¼ ðNi=19:2Þ=
Xn
i¼1

ðNi=19:2Þ ¼Ni=
Xn
i¼1

Ni:

4.3.2 Slot Allocation
Assume that frame period is L, each frame period have 8 fixed time slot part S1, S2,…,
S8 and a dynamic slot part D. From Sect. 4.3.1 knows that Markov one step transfer
probability is Ri. Therefore, the formula to calculating the length of time slot assigned
to each node during the running process is:

Zi = Si + D� Ri:

5 Simulation Realization

5.1 Preference Set

Dynamic slot allocation algorithm based on Markov chain is tested under the OPNET
Modeler 14.5 environment. In the simulation process, 8 nodes randomly distributes in

Table 1. ON/OFF Sustained time

ON (sec) OFF (sec) Node number

3.2 0.8 node1, node5
1.6 0.8 node2, node6
0.8 0.8 node3, node4, node7, node8
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the logical scenario. The fixed time slot length of each node is 0.44 s, the whole
network dynamic time slot length is 0.48 s, which means one frame period is 4 s. The
maximum capacity of a member node to send a packet is 500 bytes, when packets size
larger than 500 bytes need to sending subcontractor. In this paper packet size increases
from 100 bytes to 1000 bytes, the simulation time is 30 min.

5.2 Result Analysis

First of all, simulation process use ON/OFF model to simulate node generating data
packets which are accordance with Markov process. During the simulation process
according to different Markov ergodic of each node to calculate and distribute dynamic
time slot, at same time collect all the parameters until the end of simulation. End-to-end
delay describes a period of a data packet generated until it arrives its destination node
used time. Throughput describes the total amount of data packets received by a node
per unit time. Thus, the smaller end-to-end delay, and the bigger throughput results the
good performance of the overall network. The simulation results are mainly concerned
with two performance parameters: end-to-end delay and throughput. Finally, two
performance parameters are compared with simulation result of fixed TDMA algorithm.

End to end delay of the simulation results is shown in Fig. 6. The horizontal
coordinates is the simulation time, and the longitudinal coordinates is the delay time. It
can be seen that with the increase of the data packet MTDMA it has a greater
improvement on the end to end delay than the fixed TDMA algorithm. This is due to
the maximum capacity limited. When data packet is bigger than 500 bytes it need to
send packets. Subcontract leads to nodes traffic increasing while fixed TDMA to each
node’s time slot length is fixed, so with the increasing of the node traffic the number of
packets that cannot be sent increased at the same time, and which increases the
end-to-end delay. While MTDMA algorithm combined with the advantages of fixed
and dynamic time slot, which not only guarantees the minimum delay of the system but
also can dynamically allocates time slot length according to the node traffic, reduces the
time that the data packets waiting in the queue, and reduces the end-to-end delay. With
the increasing of packet size the end-to-end delay is lower. So as shown in Fig. 6, when
a packet size is less than 500 bytes it doesn’t need to subcontracting, compared with
fixed TDMA algorithm, when packet size less than 500bytes in end-to-end delay
MTDMA algorithm improved by about 15 %. While when packet size is bigger than
500bytes MTDMA algorithm improved by about 30 %.

The throughputs of the two algorithms are shown in Table 2. According to the data
in the table can see that in terms of throughput MTDMA algorithm is improved by
about 6 %. During the simulation process each node generates a size fixed data packet,
however, throughput size directly proportional to with the data packet size. Therefore
in throughput respects MTDMA algorithm improves in small.
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6 Conclusion

This paper aims at solving the problem of dynamic slot allocation algorithm, and
proposes dynamic slot allocation based on Markov chain. Testing results show that the
algorithm has both low end-to-end delay and stable throughput, and improves TDMA
data link network performance effectively.
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Abstract. To the problem of podded propulsion ship course control, through
the establishment of MMG(mathematical model group) ship motion mathe-
matical model, and the model of wind and flow interference, the design method
of each part of ADRC(active disturbance rejection control) has been analyzed
delicately. And course controller based on the ADRC theory has been designed.
In semi-submersible vessel “Taiankou” case, the designed controller is simu-
lated in MATLAB for POD-driven ship course control.

Keywords: Podded propulsor � MMG model � Course control � ADRC

1 Introduction

Appeared in the 1990s, POD propulsion mode has a considerable advantage as a new
way of electric propulsion in maneuverability, economy, installation, maintenance and
many aspects. Using generators to transform other forms of energy into electric energy,
then using motor to transform electric energy into mechanical energy, podded propeller
realized the non-mechanical mode transfer of energy. POD propulsion ship does not
have the traditional ship steering gear, and itself can rotate 360 degrees, which cause
the better maneuverability [1]. Ship is a multiple input and multiple output dynamic
system in uncertain environment. During the course of the motion of the ship, the
movement of the ship will have a lot of inertia due to the great quality, and marine
equipment has certain delay to the directives. Ships sailing in the sea will be affected by
the factors of flow field and the sea environment such as wind, flow and so on, and the
ship motion has the characteristics such as nonlinearity and uncertainty [2, 3]. For pod
propulsion ship, course automatic control system is an important and indispensable
part. With the emphasis on navigation safety and operation requirements, the
requirements of course control is higher and higher. Ship course control is usually
implemented by the autopilot, and the basic principle of autopilot is through the control
method to adjust the pod turning angle so as to eliminate the heading error.

At present, most of autopilot used traditional PID control method. However, with
the increasing of control requirements, some shortcomings of PID method gradually
exposed, for example, adaptive performance is very poor, and the parameter setting
needs to depends on manual experience to judge [4]. Aiming to its disadvantages,
professor Jingqing Han first puts forward the active disturbance rejection control
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(ADRC), which can achieve good control effect on many occasions. The ADRC
technology organically inherited and enriched the PID control reasonably, and apply
more effective nonlinear control to compensate system’s external and internal inter-
ference [5]. However, because design controller needs to adjust too many parameters, it
is not conducive to the design of the controller, professor Zhiqiang Gao [6] put forward
linear Active Disturbance Rejection Control(LADRC), and the controller without
reducing control quality, greatly reduces the need to adjust the number of parameters,
so as to simplify the design process and enhance the system’s rapid response ability.

MMG ship motion mathematical model of a ship equipped with two SSP POD
propellers named “Taian Kou” has been built in this paper and the course automatic
control with ADRC controller is simulated in MATLAB.

2 Manoeuvring Model for Podded Propulsion Ship

2.1 Coordinate System

This article studies the ship that moves on the ocean with three degrees of freedom,
generally by using two coordinate systems: inertial coordinate system and attach
coordinate system (Fig. 1). Inertial coordinate system is fixed in the earth’s surface, as
a benchmark reference system, x0 axis pointing to the north, y0 axis pointing to the
east; Attach coordinate system is fixed in the ship, the x axis pointing in the direction of
the bow, y axis point to starboard, u is for shipping longitudinal velocity; v is for
shipping transverse speed; r is for turn bow angular velocity;W is for course Angle; d is
for the turning angle.

2.2 Modeling Method of MMG Model

At the end of the 1970s, the Japanese ship manoeuvring mathematical model group,
proposed a set of ship motion mathematical model, often referred to as MMG model,

Fig. 1. Coordinate system
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also known as separate type model. Its main feature is the role in ship hydrodynamic
forces and moments according to the physical significance, decompose for the role in
the bare hull, propeller and rudder hydrodynamic forces and moments, and between
them interfere with each other hydrodynamic forces and moments. For the podded ship
without a rudder, tail, so the overall force is divided into the hydrodynamic forces and
moments of bare hull and pod. According to the modeling mechanism of MMG
equations of POD-driven ship is:

ðmþmxÞ _u� ðmþmyÞvr ¼ XH þXP þXcurrent þXwind

ðmþmyÞ _vþðmþmxÞur ¼ YH þ YP þ Ycurrent þ Ywind
ðIzz þ JzzÞ_r ¼ NH þNP þNcurrent þNwind

_w ¼ r
_x0 ¼ u cosw� v sin w
_y0 ¼ v coswþ u sin w

8
>>>>>><

>>>>>>:

ð1Þ

There are two kinds of viscous fluid dynamic model can be used for approximate
estimate, one is a kind of “jingshang” model, another is kind is “guidao” model, this
paper adopts the latter. “guidao” model is as follows:

XH ¼ XðuÞþXvvv2 þXvrvrþXrrr2

YH ¼ Yvvþ Yrrþ Yjvjvjvjvþ Yjrjrjrjrþ
Yvvrv2rþ Yvrrvr2

NH ¼ NvvþNrrþNjvjvjvjvþNjrjrjrjrþ
Nvvrv2rþNvrrvr2

8
>>>><

>>>>:

ð2Þ

The calculation method of the hydrodynamic derivatives please reference [7].
The ship equipped with a pair of SSP pod propulsion is the object in this paper,

which is the stern has two pods, each pod has two propellers, it provide force and
moment of ship motion and it should be divided into two parts, one part is produced by
the propeller thrust T, the other part is the pod hull itself generated transverse force N
[8], computation formula is as follows:

XP ¼ 2ð1� tpÞðTP þ TsÞ cos d� 2ð1� tRÞN sin d
YP ¼ 2ð1� tpÞðTP þ TsÞ sin dþ 2ð1þ aHÞN cos d
NP ¼ 2ð1� tpÞðTP � TsÞ cos d0:5LPS � YPLOP

8
<

:
ð3Þ

d is steering Angle for pods; LPS is the lateral distance between the two propeller;
LOP is the distance from the center of the ship to the pods [9]; TP and TS respectively
represent left and right pod propeller thrust; tP is the thrust deduction coefficient; tR is
the steering resistance deduction coefficient.

TP ¼ qn2PD
4KTðJPÞ ð4Þ

KT ¼ 0:7þ 0:3589JP þ 0:1875J2P ð5Þ
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In formula (7) q is for the density of sea water; nP is the left screw rotational speed;
D is the propeller diameter; JP ¼ UP=ðnPDÞ is the speed ratio; KT is based on pod
propeller open water performance of the map which was used curve fitting and
interpolation methods find out the thrust coefficient [10], the specific formula see (8).TS

calculate in the same way as TP.

N ¼ 1
2
qfaAPU

2
P sinðaPÞ ð6Þ

UP ¼ ð1� wÞ½u2 þðvþ xPrÞ2�1=2 ð7Þ

In the formula (9), AP is the effective area for the pod. Pod’s area, though not as big
as a rudder, but its transverse force on the numerical can’t be ignored. aP = bP � d is
the angle of attack, bP ¼ arctan½�ðvþ xPrÞ=u�. In the formula (10), UP is the effective
flow velocity; w is the company flow coefficient.

Ship in the process of sailing, the water movement under the influence of the hull,
said the company flow or flow. It makes propeller thrust is different from usual
open-water case. When the ship longitudinal motion, this paper used double screw ship
company flow coefficient’s calculate formula:

w0 ¼ 0:55Cb þ 0:20 ð8Þ

When Marine horizontal and rotary motion, using a practical model:

w ¼ w0 expð�4v
02
p Þ ð9Þ

v
0
p is for the propeller cross-flow velocity, calculation formula is:

v
0
p ¼ v

0 þ l
0
p r

0 ð10Þ

l
0
p is the propeller position of dimensionless x coordinates, people often make it

0.5 L.
Propeller is working at the back of the ship; its suction effect makes the water flow

speed in front of the propeller faster. According to Bernoulli’s theorem, the pressure
there must decreases. The frontal thrust reduction coefficient used this formula:

tp ¼ 0:5Cp � 0:18 ð11Þ

CP is for ship diamond coefficient [11].

2.3 Basic Structure of ADRC

The Active Disturbance Rejection Control (ADRC) is not very strict with the mathe-
matical model of controlled object, and under the influence of interference, can through
the special structure of nonlinear feedback compensate the external and internal error of
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the system in time [12]. ADRC is a typical advanced control technology which has
excellent control effect and the requirements are not very high. ADRC is mainly
composed of tracking differentiator (TD), extended state observer (ESO) and nonlinear
state error feedback control law (NLSEF) three parts [13], the structure is shown in
Fig. 2.

2.4 Linear Active Disturbance Rejection Control Principle

Because ADRC has many parameters and some parameters’ physical meaning is not
clear, there are no accurate formulas of various parameters, some parameters can only
be achieved by experience, parameter setting has been a difficult problem [14]. The
Cleveland state university professor Zhiqiang Gao make extended state observer lin-
earization and combined with integral differential control designed linear ADRC [15].

By making falðe; 1; 0; dÞ ¼ e, you can get the state equations of linear extended
state observer:

e ¼ z1 � y
_z2 ¼ z2 � b01e
_z2 ¼ z3 � b02eþ bu
_z2 ¼ �b03e

8
>><

>>:

ð12Þ

Whose character expression:

kðsÞ ¼ s3 þ b01s
2 þ b02sþ b03 ð13Þ

Usually, the stability of characteristic equation form as kðsÞ = (s + xÞ3 is better
and have better transition process, so b01, b02, b03 expressed as the following form:

b01¼3x0

b02 ¼ 3x2
0

b03 ¼ x3
0

8
<

:
ð14Þ

Fig. 2. The structure of ADRC
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Among them, x0 is for the extended state observer bandwidth.
Expression of linear error state feedback control law is as follows:

u0 ¼ kpðv� z1Þþ kdz2 ð15Þ

v is the target course, kp and kd are the proportion and differential coefficient of the
error of heading. kp ¼ x2

c ; kd ¼ 2xc. xc is for the state feedback system bandwidth
[16].

As a result of the need of dynamic disturbance compensation, control quantity u
said as follows:

u ¼ u0 � z3
b0

ð16Þ

3 Simulation and Discussion

POD electric propulsion system is mainly composed of ship power system, podded
propeller, speed control system and rotation control system four parts. The ship mainly
through the control of speed control system and rotation control system to integrated
control the ship’s course. Control block diagram is as follows (Fig. 3):

Taking “taian kou” as an example for simulation, the ship adopts two sets of SSP -
5 power drive system. LADRC controller’s parameters: b0 ¼ 1:0;xo ¼ 1:5;xc ¼ 1:0.

The given course is 20∘, initial speed is 15.3 kn, the ship’s main engine rate is 140
r/min, flow rate of 0.5 kn, direction of flow is 30∘, wind speed is 10 kn, wind direction
Angle is 30∘. The ship course control simulation model in MATLAB is as follows
(Fig. 4):

The simulation of the course angle curve and the lateral velocity curve and the
curve of the turning angle is as follows (Fig. 5, 6 and 7):

ADRC course
controller

Pod turning Angle
adjustment model

Pod
propulsion

shiprotate speed

-
A given 
course The

practical 
course

compass

interference

Fig. 3. Control block diagram
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The simulation results show that the course angle curve quickly reaches the expected
value without overshoot, and the LADRC course controller has good control effect. The
controller can meet the control requirements in certain interference conditions, rapidly

Fig. 4. The simulation diagram

Fig. 5. Course angle curve
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Fig. 6. Lateral velocity curve
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made POD propulsion ship reach its course, and in accordance with the desired heading
stable running, greatly reducing the adjustment time. The lateral velocity is a very
important indicator, from its curve we could find that it is within a reasonable range of
variation, which further shows the effectiveness of the controller. The controller made a
desired turning angle which could reduce the work intensity of POD, and save energy
and increase ship operating economy.

4 Conclusions and Future Work

The main research work is completed as follows in the paper.

(1) By applying MMG modeling mechanism, the motion mathematical model of
podded propulsion ship is established according to its the special structure.

(2) The active disturbance rejection control (ADRC) has been carefully studied and
ADRC based application on podded propulsion ship course control is presented.

(3) A linear active disturbance rejection controller(LADRC) has been designed,
which was applied to simulation of podded propulsion ship, and the ideal control
result is obtained for further laying the foundation of podded propulsion control
problem of ship.
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Abstract. Parallel discrete event simulation technology has become an
important means for the study of complex systems, and with the human research
system getting more and larger, the scale of complex system simulation is more
and more big. Time synchronization algorithm is the core of parallel discrete
event simulation, which determines the effect of parallel acceleration. Tradi-
tional conservative time synchronization algorithm, such as CMB null message
algorithm, is to use the null message to avoid deadlock, and then propel the
logical process step by step; but when the difference between the time step of
model is large, the CMB algorithm will send a lot of useless null messages,
resulting in the low efficiency of parallel. To solve the problem of large dif-
ference between lookahead of the LP, based on null message algorithm, we
present a null message optimization algorithm based on time step and event in
parallel discrete event simulation, which greatly accelerates the speed of the
parallel simulation and improves the efficiency of the parallel simulation.

Keywords: Conservative time synchronization algorithm � Parallel
simulation � Null message algorithm

1 Introduction

1.1 Parallel Discrete Event Simulation

Simulation is a system that represents or simulates the behavior of another system during
a period of time. In the computer simulation, the system to simulate is a computer
program and the system to be simulated is called physical system. We can consider the
physical system as a system that composed of interactive physical processes in some
way [1, 9]. In Parallel Discrete Event Simulation (PDES), every physical process is
modeled as a logical process (LP), the interaction between the physical processes is
modeled as a message with a timestamp between the corresponding LPs, also called
event. LP will process the received events, and the results of the processing may modify
the state variables or schedule new events for themselves or other LP.

In parallel environment, different LP are allocated to different processors. Every LP
moves forward in an event driven manner, and the message with the timestamp is
exchanged when required. Every LP must deal with all its events in the order of the time
stamp (including the ones that are generated by itself and the other LP). If you do not
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process the events in the order of the timestamp, it may result in inconsistent with the
simulation results of the serial operation. In serial environment, it can be done by the
centralized list to complete the event processing in the order of timestamp. But in
parallel environment, the situation is not so simple. The error caused by the process of
event handling in the reverse order is called the causality error. The problem that ensures
that the event is processed in the order of timestamp is the synchronization problem.

There are two classic algorithms to solve the synchronization problem: conserva-
tive synchronization algorithm and optimistic synchronization algorithm. In the con-
servative synchronization algorithm, every LP is strictly in accordance with the order of
the timestamp to process events. In the optimistic synchronization algorithm, it is not as
strict as the conservative synchronization algorithm to avoid the occurrence of errors,
but when the error is detected in the process of using some mechanisms to recover from
the error.

1.2 Conservative Time Synchronization Algorithm

1.2.1 Null Message Algorithm
The first synchronization method in history is based on the conservative mechanism.
The fundamental problem to be solved in the conservative mechanism is to determine
when the LP can handle the event “safely” [2].

Algorithm 1 shows the procedure for each LP to process incoming messages in
accordance with the timestamp order. The conservative mechanism can fully guarantee
that events which LP is processing do not result in violations of local causality con-
straints. So, LP that contains no “safe” events must be blocked. But if appropriate
precautions are not taken, it will lead to deadlock [4–6].

While (parallel simulation is not over)

Wait until each FIFO contain at least one message

Remove smallest time stamped message M from its FIFO

Local time = time stamp of M

Process M 
Algorithm 1. A centralized event processing loop for the original version

1.2.2 Improved Null Message Algorithms
Although traditional CMB algorithm solves the problem of synchronization between
processes, because each process sends an empty message to its downstream process,
this will produce a large number of null messages, resulting in a particularly large
communication load, a waste of system hardware resources, low efficiency [3]. An
improved null message algorithm is a demand-driven approach. For example, when in
the LP1 the queue receives LP2 is an empty queue, it will lead to LP1 cannot determine
whether the event is processed safely, and then LP1 will be blocked. Then LP1 will
send a null message request to LP2. When LP2 receives this null message request, a
null message with a timestamp value of T will be sent back, T = LP2 local
time + lookahead. So LP1 can break the block, continue to move forward safely.
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LP change to create and send empty messages, send messages to reduce the useless
empty and the cost of resources and time, compared with the initial null message
algorithm has significant performance improvement. The approach changes the time of
creating and sending the null message, reduces the resource and time of the trans-
mission of the useless null message, and has obvious performance improvement
compared with the original null message algorithm [7, 8]. If the difference between
lookahead of the LP is small, the efficiency of the demand-driven approach is also
relatively fast; but when the difference between lookahead of the LP is relatively large,
the efficiency of the algorithm is greatly reduced. Therefore, the performance of a null
message greatly depends on the lookahead, small lookahead often reduces the per-
formance of the null message algorithm [10–12].

2 Enhanced Null Message Algorithm

In this section, we present a null message optimization algorithm based on time step
and event in parallel discrete event simulation, compared to the traditional null message
algorithm, it makes some improvement. Figure 1 is the schematic diagram of the
model of the algorithm present. When the difference between lookahead of the LP is
relatively large, it greatly reduces the transmission of invalid port messages and empty
messages, saves the simulation time, and improves the simulation efficiency.

2.1 Avoid Busy-Waiting by Using Synchronized Messaging

In the traditional null message algorithm, the outermost layer is an infinite loop, only
when the end of the simulation engine loop is over. In the multi process parallel
synchronization algorithm, 4 steps are performed in the loop: checking the receiving
queue and sending queue, sending the null message request, sending the null message
and receiving message. It is not difficult to see that this logic In the execution will
generate a problem: if LP1 has the empty receiving queue, it will send an null message
request to the upstream LP2 and LP2 send an null message, and when LP1 receives a
message by the non-blocking way, that is, return immediately if there is no message
arrival, then parallel synchronous logic will performs a next loop. Because there is no

Fig. 1. Model of transmission among LPs.
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message received, the status of the LP1’s receive queue will not change, the original
empty receiving queue is still empty, and null message requests will not be sent
repeatedly. LP1 do not need to send a null message request, there is no null message
can be sent. And then LP1 receives messages in the way of non-blocking, if it have not
received any message to return, then the entire parallel synchronization will be
meaningless looped once. In other words, when at least a receive queue is empty and
no message arrival, engine will have been executing loop that has not the actual
operation, which is a waste of computing resources (CPU and memory).

To solve this problem, we adopt the method of combining blocking and
non-blocking to optimize the way of the receiving message. In the current parallel
synchronous loop, if in the stage of checking sending and receiving queue, we find
there is empty receive queue, create an null message request and the request flag bit is
set to 1, this represents we create and send the request, are waiting to receive the
message. Then in the stage of receiving message, receive the message in the way of
blocking, that is, the program has been blocking until the arrival of a new message, and
then continues to loop, thus this avoids continuous loop.

2.2 Communication Strategies to Optimize Performance

2.2.1 Simulation Messages Optimization
In the simulation application, the time step of the model depends on the actual situation
and the time step of some model is relatively large. For example, for the model of
cruiser, it maybe update its state information every a few seconds or tens of seconds,
while for the model of airplane, it maybe update its state information every 0.01 s
because the requirement for accuracy is highly strict. So when the difference on the
time step among models is relatively large, lots of useless messages maybe be trans-
mitted among models.

In the parallel discrete event simulation, the model can get the latest information of
the port, and then send to the downstream model when the parallel simulation engine is
pushed forward. When the time step of upstream model is far less than that of the
downstream model, such as, port of the upstream model may be updated every 1000
times, while the downstream model will take out the state information from the cor-
responding input port, and execute, obviously the port data that upstream model send to
downstream model 999 times before has an effect on the downstream model, that is,
the useless port message. The passing of port message requires cost of resources and
time, and useless port messages cost the simulation time and hardware resources, but
no sense, it should be avoided to send. So when the difference between time steps of
the models are relatively large, this part of logic is needed to optimize to eliminate the
transmission of the useless port message.

To solve this problem, we use the current time and time step of the downstream
model to optimize this port of logic. Figure 2 is the schematic diagram of the mech-
anism of sending port messages. Suppose modelA is in LPA and modelB is in LPB, the
output port PortA of the modelA is connected with the input port PortB of modelB.
When the engine propels, according to the connecting relationship, it need to send
current port data of PortA to modelB, used to update information of the model B. At
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this point we need to determine whether the data PortA sends is useful to modelB,
according to the condition:

TAcur�TicurþTiperiod AND TAcurþTAperiod[ Ticurþ Tiperiod ð1Þ

In the condition, TAcur represents the timestamp of PortA, that is, the current
simulation time of the modelA, while TAperiod represents the time step of the modelA;
Ticur represents the current simulation time of the modelB, while Tiperiod represents
the time step of the model B. If the above conditions are met, port data of the PortA is
useful for the model B and need be sent to the downstream model B, or do not have to
be sent. When the difference between time steps of the model is relatively large, by the
above conditions to filter the port data, the transmission of useless port messages can be
greatly reduced.

2.2.2 Synchronization Messages Optimization
When the receiving queue of LP2 downstream modelB is located on is empty, LP2 will
send a null message request to LP1 the upstream modelA is located on, requesting LP1
to send a null message with timestamp (local time + lookahead), and LP2 can continue
to move forward.

For example, the time step of the upstream modelA is 0.001, while the time step of
the downstream model B is 1. In order to explain the problem, the time step of model is
set to the lookahead of LP, that is, the lookahead of LP1 is 0.001, and the lookahead of
LP2 is 1; In LP2, corresponding LP1’s receiving queue is empty, LP2 will send a null
message to LP1; Local time of LP1 is 0. LP1 will return a null message with timestamp
value of 0.001 (local time + lookahead) to LP2. Now the time LP2 can propel to safely
is 0.001, but 0.001 is far less than the lookahead of LP2, that is 1, shows that is the time
downstream LP2 can propel to is far less than one of its next frame, so even though
engine propels, executive operation won’t be conducted, and the engine propulsion is
called Invalid propulsion. In the above example, since the time of the first 999 null
messages that LP1 sends to Lp2 are less than the time of the next frame of LP2, the first
999 propulsions of the downstream LP2 is invalid. And the most effective way to
reduce or even eliminate this is to avoid the transmission of null message from the
upstream engine.

To solve the above problem, we can use the timestamp in the null message request
sent by the downstream LP2 and the timestamp in the null message created by the

Fig. 2. Mechanism of sending messages.
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upstream LP1 to optimize. Figure 3 is the schematic diagram of the mechanism of
sending null messages. When the downstream LP2 sends a null message request to
upstream LP1, we will set the null message’s timestamp to the time of LP2’s next
frame. When receives LP2’s null message request, LP1 will create a null message
whose timestamp will not be set simply to the time of LP1’s next frame but using the
following way:

If T2next > T1next, null message time Tnull is set to T2next (the timestamp of null
message request);

If T2next � T1next, null message time Tnull is set to T1next(the timestamp of
LP1’s next frame);

After null messages is created, it is not sent directly, but is inserted to a sending
queue of LP1. The null message will be sent only if the condition is met:
T1next � Tnull.

This null message transmission mechanism can avoid that the upstream engine
whose time step is small send invalid null messages to the downstream engine whose
time step is large, this reduces the burden of communication, saves the hardware
resource, improves the efficiency of the simulation.

3 Experiment

In parallel simulation, there may be many models. It is assume that the parallel sim-
ulation engine has a model. A simulation engine is abstracted a logical process, and the
lookahead of LP is set to the time step of the model. The parallel simulation based on
the time step and event is different from the other simulation, and its advance of time is
not continuous, but is fitxed time point. Such as, the time step of a model is set to 1, and
its local time is set to 10. Then, the next advance time of the corresponding LP is 11,
that is, the next time step of the model. The LP won’t randomly advance to 10.5. Even
if a message LP receives makes the LP advance to 10.5, because of the time step of
model, LP will not advance to 10.5. The message is the useless message, and the
advance the message leads to is the invalid advance.

Fig. 3. Mechanism of sending null messages.
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In the traditional CMB null message algorithm, when a LP propels to a time step,
the LP will send a null message (localtime + lookahead) to downstream LP, the null
message can tell the downstream LP the time of advance safely. In order to test the
performance of the enhanced algorithm when the difference in time step among models
is relatively large, we use MPI communication technology to implement the commu-
nication of the three LPs which represent three engines of parallel simulation.
According to connection among 3 LPs, the safe advance of LP need next time step time
of the other two LPs. The local time of three LPs are initialized to 0, the lookahead of
LP1 to 0.001, the lookahead of LP2 to 0.002, the lookahead of LP3 to 1, the maximum

Fig. 4. The number of messages in the traditional CMB algorithm

Fig. 5. The number of messages in the enhanced algorithm
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simulation time to 1000. And count the number of null messages sent by each LP, the
number of null message requests and the port messages. The experiment results are as
shown in Figs. 4 and 5.

4 Evaluation

In parallel discrete event simulation, when the difference between time steps of the
model is relatively large, under the premise of ensuring the correctness of the simu-
lation results, the new algorithm greatly reduces the number of messages sent. Sta-
tistical results are as follows:

Based on the above experimental data, we can draw the following conclusions:

(1) In the traditional CMB algorithm, when the difference between time steps of the
model is relatively large, LP with the minimum lookahead will send a large
number of null messages, and most of them are useless messages, which
do nothing to safely advance of the downstream process. For each propulsion, LP
will send port messages to the downstream LP, so that the downstream LP updates

Fig. 6. No. of messages in two algorithm.

Table 1. No. of messages in two algorithm

Null message Null message request Port message Total

CMB 2022000 1200003 2022000 5244003
New algorithm 24000 24000 24000 72000
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state information, but only a very small number of port messages are really needed
by downstream LP, most of the port message is no sense. The transmission of a
large number of useless port messages and null messages is a waste of hardware
resources, which reduces the efficiency of simulation (Fig. 6 and Table 1).

(2) In the traditional CMB algorithm, LP3 with large lookahead (large time step of
model), we can find that LP3 has sent a large number of null messages request.
This is because when the receiving queue of LP3 with large lookahead is empty, it
will send a null message request to the upstream LP, requesting them to return the
null message; After LP1 with small lookahead receives the request, it immediately
sends an null message (timestamp = local time + lookahead). But when the
timestamp t1 of LP1’s null message is less than the timestamp t3 of LP3’s next
frame, although LP3 receives LP1’s null message reply, because t1 < t3, LP3
cannot determine whether next event is safe, so cannot propel to the next frame
whose time is t3; So LP3 will send an null message request to LP1 again, until the
null message LP1 reply to can ensure LP3 propel to the next frame safely.

(3) Comparing with CMB algorithm, the number of null message, null message
request, and port message is greatly reduced in the new algorithm; the total
number of messages sent between LPs with the large differences in lookahead is
almost the same.

5 Conclusion

An enhanced null message algorithm is presented in the context of parallel discrete event
simulation. When the difference in time step among models is relatively large, the
enhanced algorithm ensures the correctness of the simulation results and greatly reduces
the number of messages sent, comparing with the traditional CMB algorithm. Based on
the traditional CMB algorithm, the enhanced algorithm optimizes the mechanism of
creating and sending the message, which greatly reduces the number of messages; By
calculating the time of downstream models next time step to determine whether it is
necessary to send port messages to the downstream LP, this greatly reduces the trans-
mission of useless port messages, saves hardware resources and improves the simulation
efficiency. In the implementation of the algorithm, using the method of combining
blocking receiving with non-blocking receiving to solve the problem of infinite loop in
the process of execution. Then in the process of sending port message, when the model
needs to send multiple port messages with the same timestamp at a time, it will cause
that the simulation becomes slow. In order to speed up the efficiency, we group the port
messages need to be sent according to LP, and then they are sent by group. This reduces
the number of repeated packing and repeated transmission, and reduces the number of
loop of the execution in parallel, improves the efficiency of simulation. In addition, tests
show the enhanced is effective comparing with the traditional CMB algorithm when the
difference in time step among models is relatively large.
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Abstract. Conceptual model is the first abstraction of the real system and plays
a role of bridge between domain expert and developer. This paper discusses the
research on conceptual model. It begins with an introduction to conceptual model,
and addresses the definitions of conceptual model and some conceptual modeling
methods, and then discusses the conceptual model validation techniques and the
applications. Finally some conclusions are concluded.

Keywords: Conceptual model · Definition · Validation · Conceptual modeling

1 Introduction

Conceptual model is the consistent description of the real system. It is normally
described and expressed by language, semantic, graph and son on which is independent
of platform and simulation code. Conceptual model is the first abstraction of real system
and it can narrow the discrepancies between problem domain and solution domain,
which is convenient for developer and user to understand and can help them achieve the
agreement on the research problem [1, 2].

During the period of abstracting real system into simulation conceptual model,
conceptual model has the following meanings:

(1) An effective communication tool. Through the conceptual model communication
between domain expert and developer is convenient. Expert can illustrate the
concepts and rules about the real system clearly and developer can grasp the
requirements in order to have a proper understanding of the real system.

(2) A good problem solving model. That develops the conceptual model from real
system and then develops simulation model from conceptual model is easier than
that develops simulation model from the system. This model reduces the difficulty
of problem solution.

(3) An effective method for problem solution. There are various entities involved in
the simulation and modeling, the relation is so complex. Within reasonable assump‐
tions the complexity of the real system is cut down and developer can hold the core
content which is relative to the character of system and is concerned by the user.

(4) A method for ameliorating simulation resource. Abstraction result is dropped while
the simulation model has implemented. After that the same phenomenon needs to
be abstracted again which leads to poor use ratio. The construction of conceptual
model can help raise the reusability [3, 4].
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2 Definitions

Dr. Robert Sargent proposed an opinion that conceptual model can be implied into
simulation VV&A and defines the conceptual model as “a mathematical, logical or
linguistic expression for specific research” [5]. In this opinion, Sargent emphasizes that
conceptual model is relative to application. Dr. Dale Pace defines conceptual model as
“translating modeling requirements into detailed simulation specifications (and associ‐
ated simulation design) which fully satisfy requirements” [6]. Robinson defines concep‐
tual model as “a non-software specific description of the simulation model that is to be
developed, describing objectives, inputs, outputs, content, assumptions and simplifica‐
tion of the model” [7, 8]. Glossary of M&S terms which created by US DoD defines
conceptual model as “the agreement between simulation developer and the user about
what the simulation will do” [9]. FEDEP defines conceptual model as “the abstraction
of real world that serves as a frame of reference for federation development by docu‐
menting simulation-neutral views of important entities and their key actions and inter‐
action” [10].

To sum up, conceptual model should have the following proprieties [7]:

(1) Conceptual model is a simplified representation of the real system.
(2) Conceptual model has no relative with platform or software.
(3) Conceptual model plays a role of bridge between developer and user.

3 Modeling Method

So far, there have been various modeling methods for conceptual model. Some are plat‐
form common used while the others are relied on particular application. Here we intro‐
duce several methods which are wildly used.

The function-oriented modeling method has been dominated before 1990s which is
represented by structured analysis and design method IDEF, function model is the core
established by conceptual modeling. There are two problems existing in this method:
(1) unable to express the timing process and support the procedure description, hard to
describe the constraint on the time sequence between the various activities (2) the vola‐
tility of the function itself reduces the versatility of practical applications. These prob‐
lems lead the function description of military conceptual model hard to solve and can’t
describe the relation between functions with poor logic.

The procedure-oriented modeling method defines the procedure as partially ordered
sets composed by activities. There is a clear sequence between activities which result
in the execution by the triggering events. Procedure can contain sub-procedure and sub-
procedure can also contain sub-procedure. This modeling method has a representation
of workflow, GANTT, IDEF3 and Petri net, etc. It has an emphasis on dynamic modeling
features such as status, activities and so on, but it has poor description ability on static
characteristics. Attributes and structure of model can be hard to describe with applying
this method.

The object-oriented modeling method models by the view of structural model. Object
system is decomposed into the relationship between the entities in the analysis phase
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while how to solve the implementation of the entities and their relationship is done in
the modeling phase. Based on some object-oriented technologies and concepts, there
has been proposed a variety of modeling methods where UML modeling has been widely
recognized and used. There is a commercial tools support for this method with strong
performance but it has a poor reusability and hard to master communication between
experts and developers is also difficult.

The ontology-oriented modeling method is similar to the object-oriented modeling
method. Nowadays the most popular view of ontology is posed by Gruber in the 1994:
Ontology is a formal and explicit specification of the conceptual model. In layman’s
terms, the modeling result of this method is to abstract a certain area of the real world
into a group of concepts (such as entities, attributes, process and so on) and the rela‐
tionship between the concepts. Information processing in this area will be extremely
convenient with the construction of ontology. There is an obvious problem with this
approach that developers must be familiar with the field knowledge, otherwise, it will
be difficult to grasp the characteristics and behaviors of system and hard to meet the
needs.

Though a lot of methods are proposed, there still isn’t a common method that can
do conceptual modeling for all simulation application. Further study needs to be
conducted.

4 Validation Techniques

As mentioned above, conceptual model is the abstraction from the real system to the
simulation model and plays an important role in the development and validation of
simulation model. Whether the conceptual model is precise needs to be validated.
Conceptual model validation is performed while a simulation has not been tested by
direct comparison of simulation results with an appropriate Ref. [7]. Conceptual model
validation is primarily concerned with determining whether or not the simulation can
support the intended uses.

In the 1996, DMSO drew up the conceptual model verification, validation and
accreditation RPG. It defined conceptual model verification and validation as “deter‐
mining that the theories and assumptions underlying the conceptual model are correct
and the representation of the validated requirements is reasonable and at the correct level
of abstraction”.

The description of conceptual model can be divided into two kinds: template and
formal. Nowadays conceptual model validation is mainly focused on the qualitative and
subjective investigation by the domain experts on the basis of conceptual model descrip‐
tion. We called this method Expert Verification Method.

DMSO concludes 76 methods for model Verification, Validation and Accreditation.
These methods are divides into 4 kinds: informal method, static method, dynamic
method and formal method [7]. In these methods there are 24 methods are suitable for
conceptual model. Informal method means getting the assortment result of conceptual
model by experts or the experience of experts. Static method means getting the assort‐
ment result by figure, table and so on which includes cause-and-effect diagram, state
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transition analysis data flow analysis, model interaction analysis and result analysis.
Dynamic method means getting the assortment result by the execution of model.
Because of the characteristic of not running there are only two methods: comparison
test and standard test. Formal method means getting assortment result by using strict
math language for inference.

Due to the not running of conceptual model, few dynamic methods are suitable for
conceptual model validation while formal methods are listed a lot and are the most
effective. DMSO pointed that it is the trend that using formal method for conceptual
model validation though it hasn’t reached the anticipation.

In addition, Robert G. Sargent, Jennifer Chew, Cindy Sullivan and Don Caughlim
have a talk about conceptual model verification and validation. They indicate that math‐
ematical analysis and statistical method can be used to test the correctness of conceptual
model theory and assumption.

5 Applications

Conceptual model is wildly used in modeling and simulation [11, 12, 13]. Here we take
the CMMS as an example.

CMMS is conducted by DMSO to describe a set of methodologies and tools to
develop mission space conceptual models [14]. In the DoD M&S Master plan there is
a part of the plan that providing a common technical framework for M&S. It includes
three sub-objectives: “establishing a common HLA, developing CMMS and establishing
data standards”. Conceptual model of M&S (CMMS) are “simulation implementation-
dependent functional descriptions of the real system processes, entities and environment
associated with a particular set of mission”. DMSO designs CMMS as “serve as a first
abstraction of the real system and as a frame of reference for simulation development”
[15, 16].

6 Conclusions

This paper has an overview of conceptual model. To sum up, it is observed that it is
difficult to describe conceptual model because we don’t know what the conceptual model
should contain. There still doesn’t exist a general conceptual modeling method due to
the same problem mentioned above. About conceptual model validation, though a lot
of methods are concluded they still focus on the static validation, there is a long way for
formal validation to be maturely used.
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Abstract. An advanced Artificial Bee Colony (ABC) algorithm based on fuzzy
C-means (FCM) clustering method is presented in this paper, aiming to make a
balance between the exploitation and exploration. Firstly, FCM method is
employed to divide the population into subpopulations, so that individuals only
interact with those in the same subpopulation. Furthermore, the idea of over-
lapping area has been introduced to the clustering partition, in order to promote
the information sharing among different subpopulations. Inspired from the fact
that elitist can accelerate convergence, two modified search mechanism has been
proposed. The results of experiments based on a set of benchmark functions
indicate that our approach is efficient and effective when comparing with some
state-of-the-art ABCs.

Keywords: Artificial bee colony algorithm � Fuzzy C-means clustering �
Overlapping area � Modified search mechanism

1 Introduction

Artificial Bee Colony (ABC) algorithm is proposed by Karaboga in 2005 [1]. ABC
algorithm has been validated to have comparable performance to other algorithms [2].
Nevertheless, ABC algorithm is confronted with some challenging problems. When
solving unimodal problems, the convergence rate of ABC seems to be slower than
other algorithms, e.g., Particle Swarm Optimization (PSO). Besides, it is much easy for
ABC algorithm to get stuck in local optimal points when dealing with complicated
multimodal problems. The reason may be attributed to the search strategy which
performs well in exploration but badly in exploitation.

Researchers have proposed many improved variants of ABC from several aspects.
In order to accelerate convergence rate, global best solution, as an effective method for
improving exploitation, has been frequently employed by researchers [3, 4]. Another
way to improve the solution equation is to introduce controlling parameters to ABC
algorithm, such as inertia weight and acceleration coefficients in [5]. Besides, ABCs
incorporating other operations have been widely studied. For example, Basturk and
Karaboga [6] utilized the ratio of variance operation and the frequency of perturbation.
A modified ABC algorithm with information learning method (termed as ILABC), was
presented by Gao et al. [7]. However, the utilization of multi-population strategies in
ABC has a limited development, more work is needed in this field.
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This paper focuses on the hybridization of fuzzy C-means clustering (FCM) with
ABC algorithm [8]. The motivation lies in that individuals only interact with those in
the same subpopulation after dividing the whole population into subareas by FCM.
Besides, FCM is improved by using partial overlapping areas to promote the infor-
mation sharing among different subpopulations in ABC (termed as OCABC). In order
to deeply enhance the performance of ABC, the information of local and global best
solutions, acting as guiding factors, is applied to the employed and onlooker phase,
respectively. The experimental results show that the proposed approaches can improve
both the exploration and exploitation performance of OCABC. This paper is structured
as follows. The contexts of theories, i.e., original ABC algorithm, FCM method as well
as ABC with FCM, are introduced in Sect. 2. The experiments and conclusion are
presented in Sects. 3 and 4, respectively.

2 The Clustering-Based Artificial Bee Colony Algorithm

2.1 The Original ABC Algorithm

ABC algorithm is composed of two kinds of bees, termed as employed bees and
onlooker bees, and both of them account for half of the whole population. Each
candidate solution represents the position of a bee, and its corresponding fitness value
denotes the nectar amount of food source. Assuming that initial population, consisting
of SN solutions with D-dimensional vector Xi ¼ ðxi;1; xi;2; . . .; xi;DÞ, is randomly gen-
erated by (1).

xi;j ¼ xmin;j þ randð0; 1Þðxmax;j � xmin;jÞ ð1Þ

where i ¼ 1; 2; . . .; SN; j ¼ 1; 2; . . .;D; xmin and xmax represent the lower and upper
bounds of the search space, respectively. After initialization, each employed bee ran-
domly chosen a solution and update it by the following equation:

vi;j ¼ xi;j þ/i;jðxi;j � xk;jÞ ð2Þ

where i; k 2 f1; 2; . . .; SNg and k is different from i; j ¼ 1; 2; . . .;D, /i;j is randomly
chosen in [−1, 1]. Then, each onlooker bee purposefully select a solution to generate a
candidate one according to the probabilities based on greedy selection mechanism. And
the update process is similar to that in the employed bee phase. Probability pi is
calculated as follows:

pi ¼ fitðXiÞ=
XSN
i¼1

fitðXiÞ ð3Þ

where fitðXiÞ denotes the fitness of Xi. A solution would be abandoned if it had not
been improved in a predetermined cycles (termed as limit) and the employed bee
associated with it would be converted into scout bee to produce a new solution by (2).
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2.2 Fuzzy C-Means Clustering

Dunn developed FCM method [8] and it can divide data sets into several subgroups or
clusters using fuzzy memberships which means that it is an indirect clustering method.
The search space is denoted by X ¼ fx1; x2; . . .; xng, and n data points will be divided
into C clusters. The essential purpose of FCM is to minimize the specific objective
function as follows:

Jm ¼
Xn
i�1

Xc

k¼1

umik xi � vkk k2 ð4Þ

with constraints as follows:

Pc
i¼1

uik ¼ 1; for 1� k� n

0� uik � 1; for 1� k� n and 1� i� c

8<
: ð5Þ

where m is the fuzzy value (1 for hard clustering and increasing value for fuzzy
clustering); vk represents the center of the kth cluster; uik denotes the fuzzy membership
of the ith point to the kth cluster; xi � vkk k means the Euclidean distance between xi
and vk. Fuzzy partition is carried out with fuzzy membership U ¼ ½uik� and cluster
centroids V ¼ ½vk�, updated by (6) and (7):

uik ¼ ð xi � vkk kÞ�2=ðm�1Þ

Pc
j¼1

ð xi � vkk kÞ�2=ðm�1Þ
ð6Þ

vk ¼
Pn
i¼1

umikxi

Pn
i¼1

umik

ð7Þ

The stop condition of iteration is maxikf utþ 1
ik � utik

�� ��g\e, where e denotes a
predetermined termination value in [0,1] and t means the step of iteration. Jm can
converge to a local minima by this iterative procedure. After calculating the fuzzy
membership U ¼ ½uik�, each individual chooses a cluster with biggest uik is the.

2.3 Artificial Bee Colony Algorithm with FCM and Its Improvement

Artificial Bee Colony Algorithm with Improved FCM. Aiming to increase the
convergence rate and make a balance between the exploitation and exploration of ABC,
FCM is integrated with the idea of overlapping (OFCM), which enables clusters to
communicate with each other. The process is as follows:

A Clustering-Based Artificial Bee Colony Algorithm 103



1. Initialize U0 ¼ ½uik�;
2. At t-iteration: calculate the cluster centroids Vt ¼ ½vk� with Ut by (7);
3. Update Utþ 1 by (6);
4. If Utþ 1 � Ut

�� ��\e then go to step 5; otherwise, go to step 2;
5. For each centroid: select the top M solutions from the population by descendingly

sorting the fuzzy membership U ¼ ½uik� to form the corresponding cluster. M, the
size of each cluster, is set as M ¼ n=cd eþ 1.

The difference between OFCM and FCM on the calculation of U is the selection of
partition method. Each individual in FCM belongs to the cluster that has the largest uik,
so that clusters have different numbers of individuals, while each cluster centroid n
OFCM attracts the same number of individuals by sorting the fuzzy membership
descendingly. One of the advantages of OFCM is that controlling the size of each
cluster can prevent some clusters being too small to exchange information with others.
Besides, it is inevitable that some individuals may belongs to more than one clusters,
i.e. overlapping area, shown in Fig. 1. The overlapping areas play the role of com-
munication between different clusters that contributes to acceleration of the conver-
gence rate. Meanwhile, a few individuals may be excluded from the clusters because of
lower fuzzy membership to any clusters, who would not update until entering clusters.

Clustering Period. Clustering process is periodically performed in our approach to
efficiently improve the exploitation ability. Although OFCM can benefit the algorithm,
frequent utilization might cause a confusing partition of clusters. Therefore, periodic
clustering is necessary to enable the population to generate steady clusters. Thus, an
additional parameter termed as Q is employed to control the clustering period.

The Improvement of OCABC. As mentioned above, overlapping areas in OFCM
contribute to exploit the search space, while the influence of best solution in each
neighborhood is diffused slowly by the overlapping neighbors. It is worth noting local
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-100

-50

0

50

100

2D clustering result

Fig. 1. The 2D clustering result of OFCM
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best solution and global best solution, which are better individuals, play a critical role
in guiding the exploration toward promising direction [3, 4], inspired from which, two
novel search strategies are proposed:

vij ¼ xlbest;j þ/ijðxlbest;j � xp;jÞ ð8Þ

vij ¼ xgbest;j þ/ijðxgbest;j � xp;jÞ ð9Þ

where /ij and j are the same as in (2); p is a randomly selected integer in [1, Q] and
p 6¼ i. lbest and gbest represents the indexes of the best individuals in the corre-
sponding subpopulations and the whole population, respectively. Equations (8) and (9)
serves as the search equations of the employed and onlooker bees, respectively, which
obviously play the guided role among the neighborhood in OCABC, denoted as
OCABC-guided.

3 Experiments and Analysis

3.1 Experimental Settings

The proposed OCABC-guided is evaluated on 20 widely used benchmark functions f1–
f20 in [7]. f1–f6 are continuous unimodal functions; f7 and f9 are discontinuous step
function and noisy quartic function, respectively; f11–f20 are multimodal functions. The
population size of all algorithms is 100, and limit is 200. The dimension D is 30, and
FEs is 100000. Each algorithm is performed 50 independent runs for each objective
function.

Table 1. Performance comparisons among ABC, OCABC, ABC-guided and OCABC-guided

Algorithms f1 f2 f3 f4 f5
OCABC-guided Mean 6.30e-50 2.67e-46 9.25e-51 1.88e-107 2.00e-26

SD 8.55e-99 3.04e-91 1.91e-100 3.54e-103 9.82e-52
ABC-guided Mean 4.18e-38 7.97e-38 1.61e-38 1.02e-98 9.13e-21

SD 2.20e-75 8.33e-75 2.40e-76 3.87e-196 1.59e-41
OCABC Mean 1.33e-13 1.06e-09 1.01e-14 5.93e-28 3.30e-08

SD 1.18e-25 3.05e-18 5.55e-28 3.30e-54 1.79e-15
ABC Mean 1.58e-10 3.74e-05 1.59e-12 2.95e-23 4.65e-07

SD 4.97e-20 2.83e-09 6.22e-24 2.55e-45 7.14e-14
Algorithms f9 f10 f11 f12 f13
OCABC-guided Mean 5.70e-03 1.83e-01 0 0 0

SD 6.60e-06 5.90e-02 0 0 0
ABC-guided Mean 3.16e-02 2.29e + 01 0 0 0

SD 1.10e-04 1.24e + 03 0 0 0
OCABC Mean 1.34e-01 1.98e-01 2.36e-12 5.32e-10 2.86e-07

SD 1.40e-02 2.04e-02 4.77e-23 9.47e-19 8.14e-13
ABC Mean 3.54e-02 2.41e-01 5.71e-09 4.89e-08 7.85e-04

SD 6.52e-05 7.13e-02 1.91e-16 3.86e-15 5.34e-06
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3.2 Comparison Among ABC, OCABC, ABC-Guided, OCABC-Guided

In this section, different variants of ABC (ABC, OCABC, ABC-guided,
OCABC-guided) are compared, where ABC-guided denotes the original ABC with
guided information of global best solution. Table 1 contains the mean best value and
standard deviations of 10 objective functions. Q and C in OCABC-guided and OCABC
is set to 20 and 3, respectively.

The results show that OCABC-guided outperforms others on all functions, fol-
lowed by ABC-guided, however, the gap between them is small, which indicates that
the guiding effect of local best solution and global best solution plays an important role
on the exploitation ability. In general, OCABC performs better than ABC, although
superiority on some functions, such as f9–f11 is slight, which indicates that integrating
OFCM in ABC has a positive effect on the performance.

3.3 Comparison with Other ABC Hybrids

With C setting to 4, Table 2 presents the comparison of six algorithms, including
ILABC [7], COABC [4], ABCbest1 [3], ABCbest2 [3] and ABC [1], involving mean
best values and standard deviation. Generally, OCABC-guided performs significantly
better than other algorithms, especially for f1, f2, f3, f4, and f13. For the remaining
functions, OCABC-guided has comparable performance with others, except for f18 and
f19, on which ILABC wins. Apparently, OCABC-guided is more robust than others,
because of lower standard deviation on most cases.

4 Conclusion

To balance the exploitation and exploration in ABC, a novel ABC based on over-
lapping fuzzy C-mean clustering (OCABC) was presented, so that different subpopu-
lations concentrate on different sub-regions and information exchange among different
subpopulations are encouraged. Further, OCABC-guided was proposed based on local
best individual and global best individual. The efficiency of overlapping FCM and
guiding effect was verified, and the experimental results indicated that OCABC-guided
performs competitively in terms of the solution accuracy.

In the future work, the scalability of OCABC-guided and the influence of param-
eters, such as the number of centroids and clustering period, will be investigated.
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for Hammerstein Systems
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Abstract. In the study, a multi-innovation RLS with a forgetting factor
(FF-MRLS) method is put forward to identify the parameters of a class of
Hammerstein model. Two simulation experiments verify the proposed method is
superior to the conventional FF-RLS method in terms of convergence rate and
tracking performance.

Keywords: RLS � Hammerstein model � Backlash � Multi-innovation

1 Introduction

Hammerstein model with backlash can be found in many applications fields, such as
servo motion control fields, sensor detection fields, gear transmission mechanism etc.
[1]. The nonlinearity with backlash often leads to the deterioration of system perfor-
mance, even cause the system unstable [2]. Therefore, in order to obtain better control
performance, some compensation for the backlash measures must be taken. One way to
compensate for the backlash is to identify the backlash and perform the backlash
inverse [2]. System identification with backlash has attracted the interest of many
researchers [3, 4] for several decades.

Since famous scholar Ding introduced the idea of multi-innovation into system
identification, the multi-innovation identification method has been researched and
applied widely [5, 6]. Multi-innovation methods, including the multi-innovation LS
and gradient methods, can improve the precision of system parameters identification.
Owing to the multi-innovation method apply not only some new data, at the same time,
use the past data in every recursion, the accuracy of parameter identification is
improved. About the parameter identification of time-varying systems, it is most widely
used identification method that the RLS with forgetting factor method [7].

In this study, based on the ideas of the multi-innovation [5, 6] and the RLS with
forgetting factor, we derive a multi-innovation RLS with forgetting factor method,
which can track time-varying parameters.

The rest of the organizations of this study are as follows. Section 2 derives the
identification model of the Hammerstein with backslash systems. Section 3 provides
the FF-MRLS method for Hammerstein with backslash systems. Section 4 verifies that
the FF-MRLS method is feasible. In Sect. 5 some conclude is given.

© Springer Science+Business Media Singapore 2016
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2 The Hammerstein Model Description

2.1 Hammerstein Model

We consider the same class of systems as in [4]. For completeness, the Hammerstein
model is shown as follows

yðtÞ ¼ BðzÞ
AðzÞ ~uðtÞþ

1
AðzÞ vðtÞ; ð1Þ

~uðtÞ ¼ BCðuðtÞÞ; ð2Þ

where yðtÞ and uðtÞ are the system output and input, ~uðtÞ is the output of the backlash
block, vðtÞ is a zero mean and variance r2 of the random white noise, z�1 represents a
post shift operator: [z�1vðtÞ ¼ vðt � 1Þ], BðzÞ and AðzÞ are scalar polynomials in the
unit delay operator, and they are as follows

AðzÞ ¼ 1þ a1z
�1 þ a2z

�2 þ . . .þ anaz
�na ; ð3Þ

BðzÞ ¼ b0 þ b1z
�1 þ b2z

�2 þ . . .þ bnbz
�nb : ð4Þ

Assumed the order of the system is known, uðtÞ ¼ vðtÞ ¼ yðtÞ ¼ 0 when t� 0.

2.2 Backslash Characteristic

The backslash characteristic BCð�Þ can be represented as [1, 8]

~uðtÞ ¼ BCðuðtÞÞ ¼
kL½uðtÞþ dL�; uðtÞ� cL
kR½uðtÞ � dR�; uðtÞ� cR
~uðt � 1Þ; cL � cR

8<
: ; ð5Þ

where kL [ 0, kR [ 0, dL [ 0 and dR [ 0 are constant parameters characterizing the
backlash and

cL ¼ �dLkL þ ~uðt � 1Þ
kL

; ð6Þ

cR ¼ dRkR þ ~uðt � 1Þ
kR

: ð7Þ

The backslash characteristic can be expressed by

~uðtÞ ¼ ffkLðuðtÞ � dLÞþ kRðuðtÞ � dRÞ � kRðuðtÞ � dRÞgf ½uðtÞ�gF½uðtÞ�
þ ~uðt � 1Þð1� F½uðtÞ�Þ: ð8Þ
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Such a backslash is shown in Fig. 1. In this note, we introduce two switching
functions [9]

f ½uðtÞ� ¼ 0; uðtÞ� cR
1; uðtÞ� cL

;

�
F½uðtÞ� ¼ 0; cL\uðtÞ\cR

1; others
:

�
ð9Þ

Equation (8) can be equivalently rewritten as

~uðtÞ ¼ uðtÞF½uðtÞ�f ½uðtÞ�kL þ uðtÞF½uðtÞ�ð1� f ½uðtÞ�ÞkR þF½uðtÞ�ðf ½uðtÞ� � 1ÞkRdR
þF½uðtÞ�f ½uðtÞ�kLdL þ ~uðt � 1Þð1� F½uðtÞ�Þ: ð10Þ

2.3 The Linear Regression Model for Hammerstein Model

In order to obtain unique parameter identification, let b0 ¼ 1 [10]. Then, (1) is modified
into [11]

yðtÞ ¼ ~uðtÞþ
Xnb
l¼1

bl~uðt � lÞ �
Xna
l¼1

alyðt � lÞþ vðtÞ; ð11Þ

and (11) is substituted for the separated ~uðtÞ leading to the following equation

yðtÞ ¼ uðtÞF½uðtÞ�f ½uðtÞ�kL þ uðtÞF½uðtÞ�ð1� f ½uðtÞ�ÞkR þF½uðtÞ�ðf ½uðtÞ� � 1ÞkRdR

þF½uðtÞ�f ½uðtÞ�kLdL þ ~uðt � 1Þð1� F½uðtÞ�Þ þ
Xnb
l¼1

bl~uðt � lÞ �
Xna
l¼1

alyðt � lÞþ vðtÞ: ð12Þ

To estimates parameter of the system, we parameterize the (12) as

yðtÞ ¼ uT
v ðtÞhv þuT

u ðtÞhu þ ~uðt � 1Þð1� F½uðtÞ�Þþ vðtÞ;
¼ uTðtÞhþ ~uðt � 1Þð1� F½uðtÞ�Þ þ vðtÞ: ð13Þ

where hu :¼ ½b1; b2; . . .; bnb ; a1; a2; . . .; ana �T 2 Rnb þ na ; hv :¼ ½kL; kR; kRdR; kLdL�T2 R4;

dRR

Rk
( )u t

( )u t

Lk

Ld

∼

Fig. 1. The backlash characteristic
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uvðtÞ ¼ ½uðtÞF½uðtÞ�f ½uðtÞ�; uðtÞF½uðtÞ�ð1� f ½uðtÞ�Þ;F½uðtÞ�ðf ½uðtÞ� � 1Þ;
F½uðtÞ�f ½uðtÞ��T 2 R4;

uuðtÞ ¼ ½~uðt � 1Þ; ~uðt � 2Þ; . . .; ~uðt � nbÞ;�yðt � 1Þ;�yðt � 2Þ; . . .;�yðt � naÞ�T 2 Rnb þ na :

Thus the Hammerstein model with backlash is described by (13). While it is almost
difficulty to identify the parameter h, on the basis of this form of structural style, the
output (13) contains internal variables ~uðt � 1Þ that cannot be measured. Referring to
[8, 12], set a internal output ycðtÞ

ycðtÞ ¼ yðtÞ � ~uðt � 1Þð1� F½uðtÞ�Þ; ð14Þ

the output (13) is expressed as follows

ycðtÞ ¼ uTðtÞhþ vðtÞ: ð15Þ

3 The Multi-innovation RLS with a Forgetting Factor
Method

Some symbol definitions are given. Xk k2¼ tr XTX
� �

expresses the matrix X norm; I
stands for an appropriate unit matrix and 1n represents as a unit column vector of n-
dimensions.

Set the following weighting output vector Ycðq; tÞ and weighting information
matrix UTðq; tÞ

Ycðq; tÞ ¼
ycðtÞ

ycðt � 1Þ
..
.

ycðt � qþ 1Þ

2
6664

3
7775 2 Rq;Vðq; tÞ ¼

vðtÞ
vðt � 1Þ

..

.

vðt � qþ 1Þ

2
6664

3
7775 2 Rq; ð16Þ

UTðq; tÞ ¼

uTðtÞ
Û

Tðt � 1Þ
..
.

uTðt � qþ 1Þ

2
6664

3
7775 2 Rq�ð4þ nb þ naÞ;uðtÞ ¼ uvðtÞ

uuðtÞ

" #
2 R4þ nb þ na ; ð17Þ

where the positive integer q is expressed as a number of innovative, so (15) is re
expressed as the matrix equation of the following form

Ycðq; tÞ ¼ UTðq; tÞhþVðq; tÞ: ð18Þ

Define and implement the minimum of the quadratic criterion [5, 13]
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J1ðhÞ :¼
Xt

l¼1

Ycðq; lÞ �UTðq; lÞh�� ��2: ð19Þ

In order to be able to identify the parameters of time variation, a forgetting factor l
is leaded into (18) and (19) is rewritten as [14]

J2ðhÞ :¼
Xt

l¼1

lt�l Ycðq; lÞ �UTðq; lÞh�� ��2: ð20Þ

Define the matrix as

Wt ¼

Ycðq; tÞ
l
1=2Ycðq; t � 1Þ

..

.

l
t�2=2Ycðq; 2Þ

l
t�1=2Ycðq; 1Þ

2
666664

3
777775 2 Rqt; ð21Þ

Ht ¼

UTðq; tÞ
l
1=2UTðq; t � 1Þ

..

.

l
t�2=2UTðq; 2Þ

l
t�1=2UTðq; 1Þ

2
6666664

3
7777775
2 RðqtÞ�n: ð22Þ

From the (20)–(22), we can get

ĥðtÞ ¼ ðHT
t HtÞ�1HT

t Wt ¼
Xt

l¼1

lt�lUðq; lÞUTðq; lÞ
" #�1 Xt

l¼1

lt�lUðq; lÞYTðq; lÞ
" #

:

ð23Þ

From the (21) and (22), we can have

Ht ¼
UTðq; tÞ
l
1=2Ht�1

" #
; Wt ¼

Ycðq; tÞ
l
1=2Wt�1

" #
: ð24Þ

Define the matrix QðtÞ 2 Rn�n and reference (23), QðtÞ is represented as a recursive
form

Q�1ðtÞ ¼ HT
t Ht ¼ lQ�1ðt � 1ÞþUðq; tÞUTðq; tÞ: ð25Þ

According to (23)–(25), we can derive
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ĥðtÞ ¼ ĥðt � 1ÞþQðtÞUðq; tÞ½Ycðq; tÞ �UTðq; tÞĥðt � 1Þ�: ð26Þ

Reference the matrix theorem

ðAþCBÞ�1 ¼ A�1 � A�1CðIþBA�1CÞ�1BA�1; ð27Þ

based on (25), we derive

QðtÞ ¼ 1
l

Qðt � 1Þ �Qðt � 1ÞUðq; tÞ½lIq þUTðq; tÞQðt � 1ÞUðq; tÞ��1UTðq; tÞQðt � 1Þ
h i

; ð28Þ

where Iq expresses as a q dimensional unit matrix
A gain matrix LðtÞ is defined as follows

LðtÞ ¼ Qðt � 1ÞUðq; tÞ½lIq þUTðq; tÞQðt � 1ÞUðq; tÞ��1 2 Rn�q: ð29Þ

Thus, (28) can be rewritten as

QðtÞ ¼ 1
l

Qðt � 1Þ � LðtÞUTðq; tÞQðt � 1Þ� �
: ð30Þ

Combining (16), (17), (29), (30) and (31), the FF-MRLS method is expressed.
But, some identification difficulties comes from the inability to estimate the

intrinsic variables ~uðt � lÞ, the unknown parameters cL and cR, and the unknown output
correction ycðtÞ, so the proposed FF-MRLS method is not used to estimate

h ¼ hTv ; h
T
u

� �T
. A solution is on the basis of the auxiliary model identification method

[15] and interactive identification strategy: ĥðtÞ ¼ ĥ
T
v ðtÞ; ĥ

T
u ðtÞ

h iT
expresses as the

identification of h ¼ hTv ; h
T
u

� �T
; the output of the auxiliary model ~̂uðtÞ replaced the

variable ~uðtÞ and the unknown output correction ycðtÞ and the parameters cR and cL are
displaced by their identification value ŷcðtÞ, ĉR and ĉL. When ~uðt � 1Þ is displaced by
the identification value ~̂uðt � 1Þ, the ycðtÞ is computed by

ŷcðtÞ ¼ yðtÞ � ~̂uðt � 1Þð1� F̂½uðtÞ�Þ: ð31Þ

Replacing ~uðt � 1Þ and hvðtÞ ¼ ½kL; kR; kRdR; kLdL�T with the identification value
�̂uðt � 1Þ and ĥvðtÞ ¼ ½k̂L; k̂R; k̂Rd̂R; k̂Ld̂L�T in (6), (7), the identification value of cL and
cR is computed by

d̂R ¼ k̂Rd̂R
k̂R

; d̂L ¼ k̂Ld̂L
k̂L

; ĉL ¼ �d̂Lk̂L þ ~̂uðt � 1Þ
k̂L

; ĉR ¼ d̂Rk̂R þ ~̂uðt � 1Þ
k̂R

: ð32Þ

ĉR, ĉL replace cR, cL in above functions and (9) is rewritten into
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f̂ ½uðtÞ� ¼ 0; uðtÞ� ĉR
1; uðtÞ� ĉL

�
; F̂½uðtÞ� ¼ 0; ĉL\uðtÞ\ĉR

1; others

�
: ð33Þ

Combining (26) and (29)–(33), we get the following FF-MRLS method for the
Hammerstein model with backlash:

ĥðtÞ ¼ ĥðt � 1ÞþQðtÞÛðq; tÞ½Ŷcðq; tÞ � Û
Tðq; tÞĥðt � 1Þ�; ð34Þ

QðtÞ ¼ 1
l

Qðt � 1Þ � LðtÞÛTðq; tÞQðt � 1Þ
h i

; ð35Þ

LðtÞ ¼ Qðt � 1ÞÛðq; tÞ½lIq þ Û
Tðq; tÞQðt � 1ÞÛðq; tÞ��1 2 Rn�q; 0\l� 1; ð36Þ

ûuðtÞ ¼ ½~̂uðt � 1Þ; ~̂uðt � 2Þ; . . .; ~̂uðt � nbÞ;�yðt � 1Þ;�yðt � 2Þ; . . .;�yðt � naÞ�T
2 Rnb þ na ;

ð37Þ

ûvðtÞ ¼ ½uðtÞF̂½uðtÞ�f̂ ½uðtÞ�; uðtÞF̂½uðtÞ�ð1� f̂ ½uðtÞ�Þ; ðf̂ ½uðtÞ� � 1Þ
F̂½uðtÞ�; F̂½uðtÞ�f̂ ½uðtÞ��T 2 R4;

ð38Þ

ûðtÞ ¼ ûvðtÞ
ûuðtÞ

" #
2 R4þ nb þ na ; Û

Tðq; tÞ ¼
ûTðtÞ

ûTðt � 1Þ
..
.

ûTðt � qþ 1Þ

2
6664

3
7775 2 Rq�ð4þ nb þ naÞ; ð39Þ

ŷcðtÞ ¼ yðtÞ � ~̂uðt � 1Þð1� F̂½uðtÞ�Þ; ð40Þ

Ŷcðq; tÞ ¼ ŷcðtÞ ŷcðt � 1Þ � � � ŷcðt � qþ 1Þ½ �T2 Rq; q� t; ð41Þ

ĥðtÞ ¼
ĥvðtÞ
ĥuðtÞ

2
4

3
5 2 R4þ nb þ na ; ĥvðtÞ ¼ ½k̂L; k̂R; k̂Rd̂R; k̂Ld̂L�T 2 R4;

ĥuðtÞ ¼ ½b̂1; b̂2; . . .; b̂nb ; â1; â2; . . .; âna �T 2 Rnb þ na ;

ð42Þ

d̂R ¼ k̂Rd̂R
k̂R

; d̂L ¼ k̂Ld̂L
k̂L

; ĉL ¼ �d̂Lk̂L þ ~̂uðt � 1Þ
k̂L

; ĉR ¼ d̂Rk̂R þ ~̂uðt � 1Þ
k̂R

; ð43Þ

f̂ ½uðtÞ� ¼ 0; uðtÞ� ĉR
1; uðtÞ� ĉL

;

�
F̂½uðtÞ� ¼ 0; ĉL\uðtÞ\ĉR

1; others

�
; ð44Þ

~̂uðtÞ ¼ uðtÞF̂½uðtÞ�f̂ ½uðtÞ�k̂L þ uðtÞF̂½uðtÞ�ð1� f̂ ½uðtÞ�Þk̂R þ F̂½uðtÞ�ðf̂ ½uðtÞ� � 1Þk̂Rd̂R
þ F̂½uðtÞ�f̂ ½uðtÞ�k̂Ld̂L þ ~̂uðt � 1Þð1� F̂½uðtÞ�Þ:

ð45Þ
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The FF-MRLS method steps are as follows:
Step 1: Set up q and l initialize: let ĥvðt � 1Þ ¼ 14=p0, t ¼ q, ĥuðt � 1Þ ¼

1nb þ nc=p0, Qðt � 1Þ ¼ p0I4þ na þ nb , ~̂uðt � lÞ ¼ 1=p0, ŷcðt � lÞ ¼ 0, l ¼ 0; 1; 2; . . .;
maxðnb; q� 1Þ, p0 ¼ 106;

Step2:Gather the datafyðt � lÞ; l ¼ 1; 2; . . .; nag and the identificationdataf~̂uðt � lÞ;
l ¼ 1; 2; . . .; nbg form ûuðtÞ;

Step 3: Gather the inner data ~̂uðt � 1Þ and the data uðtÞ,
Step 4: Calculate the ûvðtÞ, ~̂uðtÞ and ŷcðtÞ by (38), (40), (43) and (44);

Step 5: Structure Ŷcðq; tÞ by (41) and Û
Tðq; tÞ by (39);

Step 6: Calculate QðtÞ by (35) and LðtÞ by (36),;
Step 7: Renew the identification value ĥðtÞ by (34);
Step 8: t ¼ tþ 1 and go to Step 2.

4 Example Simulation

Example 1: Study the Hammerstein time-invariant model with backlash:

yðtÞ ¼
X1
l¼1

bl~uðt � lÞ �
X2
l¼1

alyðt � lÞþ uðtÞF½uðtÞ�f ½uðtÞ�kL þ uðtÞF½uðtÞ�ð1� f ½uðtÞ�ÞkR

þF½uðtÞ�f ½uðtÞ�kLdL þF½uðtÞ�ðf ½uðtÞ� � 1ÞkRdR þ �uðt � 1Þð1� F½uðtÞ�Þþ vðtÞ;

where the backlash characteristics are depicted in Fig. 1.
The linear parameter values are b1 ¼ 0:135, a1 ¼ �0:2 and a2 ¼ 0:35, and the

backlash parameter values are kR ¼ 1:5, kL ¼ 1:2, dR ¼ 0:7 and dL ¼ 0:6. fuðtÞg is an
uncorrelated persistent excitation signal sequence with zero mean and unit variance
r2u ¼ 1:02, and fvðtÞg is a white noise with zero mean and variance r2v ¼ 0:52. The
FF-MRLS in (34)–(45) and FF-RLS methods are applied to identify the Hammerstein
system parameters, respectively and the parameter identification errors d are depicted in

Fig. 2, d ¼ ĥðtÞ � h
��� ���= hk k and l ¼ 1.
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Fig. 2. The parameter identification errors d versus t.
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Example 2: Study the Hammerstein time-varying model with backlash:

yðtÞ ¼
X1
l¼1

bl~uðt � lÞ �
X2
l¼1

alyðt � lÞþ uðtÞF½uðtÞ�f ½uðtÞ�kL þ uðtÞF½uðtÞ�ð1� f ½uðtÞ�ÞkR

þF½uðtÞ�f ½uðtÞ�kLdL þF½uðtÞ�ðf ½uðtÞ� � 1ÞkRdR þ �uðt � 1Þð1� F½uðtÞ�Þþ vðtÞ

hu ¼ ½b1; a1; a2�T ¼ ½0:135;�0:2; 0:35�T; hvðtÞ ¼ ½kLðtÞ; kRðtÞ; kRðtÞdRðtÞ; kLðtÞdLðtÞ�T;

where the parameters of backlash are described in [8].
In the simulation example, the noise variance is r2v ¼ 0:22. Using the FF-RLS and

FF-MRLS ðq ¼ 3Þ methods with l ¼ 0:994, respectively, to identify the time-varying
system. Parameter identification lines are depicted in Fig. 3.

5 Conclusions

A FF-MRLS method is derived for Hammerstein model with backlash. The simulation
examples prove that the proposed method gives the higher convergence speed and
promotes the parameter identification accuracy compared to traditional FF-RLS
method.
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Abstract. In this paper, a kind of data retransmission mechanism for network
control system based on event trigger is introduced, to reduce the influence
caused by packet loss in the process of network communication. At first, this
paper presents an event trigger mechanism, to be applied to judge whether the
signal of the sensor to be sent to the controller through the network, the network
control system model combining with the data retransmission mechanism is
constructed, then analyzing the stability of this system and constructing feed-
back gain for this model accordingly. Finally through the simulation experiment
proves the effectiveness of the method.

Keywords: Event-trigger � Data retransmission � H1 control � NCS

1 Introduction

With the wide use of network technologies, the control systems become more and more
intelligent and distributed. Signals of each node in the networked control systems
transmit and exchange through the internet, which brings some new problems such as
time delay and communication channel bandwidth limitations. Meanwhile, these
challenges put forward new opportunities and catch much more concern [1–8]. The
existence of network deduced delay will degrade the performance of the system and
even lead to instability. It is hard for the traditional control methods to be applied to the
networked control systems directly. On the other hand, the limited communication
capacity may lead to challenges in real-time control requirements. At present, most of
the networked control systems are based on the time triggered communication mech-
anism; however, this kind of mechanism will cause the waste of the network resources.
In order to reduce the unnecessary waste of resources of network communication, some
event triggering control methods were proposed in [9–12]. Event trigger control only
takes effects under guaranteeing certain performance for the closed-loop systems. Once
the predefined event trigger condition was set up, control tasks executed immediately.
Compared with the traditional time trigger control, event trigger control can reduce the
network resource utilization while keeping the control performance. In addition to
delay and communication bandwidth limitations, there is packet loss problem in
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networked control systems, which will deteriorate performance and even make the
system unstable with the increase of packet loss rate. Therefore, how to solve this
problem is still need further research.

In view of the above discussion, the main purpose of this paper is to promote the
event trigger mechanism on the premise of improving the utilization ratio of network
resources and reducing the impacts of packet loss. This paper mainly includes the
following contents: in Sect. 2, the model of networked control system with data
retransmission mechanism is constructed. Then, the condition of asymptotically stable
with H1 performance is given in Sect. 3. Simulations and experimental results are
presented and discussed in Sect. 4. Finally, the conclusion is presented in Sect. 5.

2 System Descriptions with New Event Generator

Consider the system described by

_x tð Þ ¼ Ax tð ÞþBu tð ÞþBxx tð Þ
z tð Þ ¼ Cx tð ÞþDu tð Þ

(
ð1Þ

where x tð Þ 2 Rn, u tð Þ 2 Rm, x tð Þ 2 L2½0;1Þ and z tð Þ 2 Rp are the system state vector,
the control input, external disturbance and the objective vector; A, B, Bx, C and D are
the parameter matrices with appropriate dimensions; the initial state of system (1) is
x t0ð Þ ¼ x0. As depicted in Fig. 1, the sensor collects information of the object with a
fixed cycle h, the event trigger generator filters the received sampling data according to
the predetermined trigger conditions. If the triggering conditions are satisfied, the
sampled signal is sent to the controller twice, otherwise don’t send it.

The following triggering algorithm will be used in this paper:

tkþ 1h ¼ tkhþ minlflhjeTðikhÞ;eðikhÞ� dxTðtkhÞ;xðtkhÞg ð2Þ

where d� 0; ; is a symmetric positive definite matrix; e ikhð Þ is the difference between
the current state of sampling time and the last sent state, that is e ikhð Þ ¼ x ikhð Þ� xðtkhÞ,
ikh ¼ tkhþ lh, l 2 N; h is sampling period of sensor; tkh denotes the release time from
sensor.

Fig. 1. Structure of an event-triggered networked control system
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Remark 1: The sensors are time-triggered with constant sampling period h. The
sampling sequence is described by the set S1 ¼ f0; h; 2h; . . .; khg. The controllers and
the actuators are event-triggered; the successfully transmitted sampled sequence at the
sensors is described by the set S2 ¼ f0; t1h; t2h; . . .; tkhg.

The control input at the actuator is generated by a zero-order-holder (ZOH), and the
NCS can be described by

_x tð Þ ¼ Ax tð ÞþBu tð ÞþBxx tð Þ
z tð Þ ¼ Cx tð ÞþDu tð Þ
u tð Þ ¼ Kx tkhð Þ; t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ

8><
>: ð3Þ

where K is the state feedback control gain; stk is the transmission delay.
As shown in Fig. 2, the sensor end will send two times the data that satisfy event

triggering conditions, and the delays are s1tk and s2tk respectively. The signals will hold

in interval tkhþ stk ; tkþ 1hþ stkþ 1

� �
, where stk ¼ min s1tk ; s2tk

� �
, stkþ 1 ¼ min s1tkþ 1

;
�

s2tkþ 1
Þ. The time interval X of ZOH is divided into subsets Xl ¼ ikhþ sik ; ikhþ hþ½

sikþ 1 �, i.e. X ¼ [Xl, where ikh ¼ tkhþ lh; l ¼ 0; . . .; tkþ 1 � tk � 1. If l is
tkþ 1 � tk � 1, then sikþ 1 ¼ stkþ 1 , otherwise sik ¼ stk : Let g tð Þ, t � ikh; t 2 Xl. Obvi-
ously g tð Þ satisfies 0\g1 � g tð Þ� hþ�s ¼ g3; t 2 Xl, where g1 ¼ inf l sikf g,
g3 ¼ hþ supl sikþ 1

� � ¼ hþ�s; h and �s are the sampling period and maximum allowable
time delay respectively. The controller of (3) is:

u tð Þ ¼ K x t � g tð Þð Þ � e ikhð Þð Þ; t 2 Xl ð4Þ

Then the closed loop networked control system is

_x tð Þ ¼ Ax tð ÞþBK x t � g tð Þð Þ � e ikhð Þð ÞþBxx tð Þ
z tð Þ ¼ Cx tð ÞþDK x t � g tð Þð Þ � e ikhð Þð Þ; t 2 Xl

(
ð5Þ

where the initial condition x tð Þ ¼ u tð Þ; t 2 t0 � g3; t0½ �;u t0ð Þ ¼ x0, u tð Þ is continuous
function in t0 � g3; t0½ �.

sensor

controller

ZOH 
subset

ZOH

Fig. 2. Subsets partition of ZOH
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3 H1 Stability Analysis

The stability conditions and H1 analysis for system (5) are stated as the following
theorems.

For the given positive constants g1, g3, c, d and a matrix K, under the event
triggered communication mechanism (2), if there are positive matrices

P[ 0; ;[ 0; Si [ 0 i ¼ 1; 2ð Þ;Rj [ 0 j ¼ 1; 2; 3; 4ð Þ; Q1 �
Q3 Q2

� 	
[ 0 with appropriate

dimensions, such that (6) holds, then the system (5) is asymptotically stable.

P11 �
� P22

� 	
\0; ð6Þ

where P11 ¼ ½ 1; 1ð Þ ¼ S2 � S1; 2; 2ð Þ ¼ Q1 � S2; 3; 2ð Þ ¼ Q3; 3; 3ð Þ ¼ Q2 �
Q1; 4; 3ð Þ ¼ �Q3; 4; 4ð Þ ¼ �Q2� P22 ¼ 1; 1ð Þ ¼ S1 þ d;; 3; 3ð Þ ¼ �;; 4; 4ð Þ ¼½
�c2I� þ lT1 l2 I; I; I; I½ �T l1 þ col 2Pl1 � CTl3; DKð ÞT l3; � DKð ÞT l3; 0

� �
;l1 ¼ A;BK;½

�BK;Bx�; l2 ¼ ½ g1
2


 �2
R1;

g1
2


 �2
R2; g2 � g1ð Þ2R3; g3 � g2ð Þ2R4; l3 ¼ ½C;DK;�DK; 0�:

Remark 2: The proofs of Theorems 1 and 2 are similar as [13], so we omit the proofs

here for briefness. For the predetermined ~; and K, the parameter d can be selected
according to Theorems 1 and 2. We also can co-design the feedback gain K and
triggering parameter d.

4 Simulation Experiments

Consider a networked control system with the following parameters

Fig. 3. Data receiving rate of mechanisms without or with retransmission

Control Strategies for Network Systems 123



A =

0 1 0 0
0 0 �1 0
0 0 0 1
0 0 10

3 0

2
664

3
775; B =

0
1
10
0
�1
30

2
664

3
775; Bx ¼

1
1
1
1

2
664

3
775 ð7Þ

The initial states x0 ¼ ½0:98 0 0:2 0�T , let c ¼ 200, �s ¼ 0 andx tð Þ ¼ 0:01 sin 2ptð Þ,
for different d, the feedback control gain K can be obtained by Theorem 2. For example,
let d ¼ 0.1, h = 0.01, then the feedback gain K ¼ ½12:12 33:68 447:65 254:83�.
Truetime 2.0 is used in this paper for the simulation experiments. When the packet loss
rate is not zero, the networked control systems have the retransmission mechanism or not
are simulated and the results are as follows. Figure 3 shows the successfully sent data
from sensors are accepted or not when let the packet loss rate is 0.2 and with or without
using data retransmission mechanism.

In Fig. 3, the graphic symbol denotes instants of the un-received data, and the
symbol denotes instants of the accepted data. It can be seen that the control system
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with data retransmission mechanism will still be able to improve the utilization of
network resource. The comparison results are shown in Fig. 4 for with or without data
retransmission scheme. The receiving rate of useful signals is improved for the
retransmission method.

For further comparison, simulation results with different packet loss rates are shown
in Figs. 5, 6 and 7, where the packet loss rates are 0.3, 0.5, and 0.6 respectively. It can
be seen that the results based on our retransmission mechanism are better than the
mechanism without using retransmission. Figure 5 shows that the settling time is
shorter by our approach. When increasing the packet loss rate to 0.5, as shown in
Fig. 6, our approach can keep the system stable, whereas the other approach cannot
guarantee system stability. Figure 7 shows that the networked control system can still
keep stable even when the packet loss rate reaches 0.6. According to the above dis-
cussions, the data retransmission mechanism proposed in this paper can reduce the
effects from the networked packet loss.

5 Conclusions

A new event-trigger scheme with data retransmission mechanism has been investigated
in this paper. This method not only can reduce the network traffic load and improve the
utilization rate of network resources, but also can improve the robust stability under
networked circumstances with high packet loss rates. The conditions of asymptotically
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stable with H1 performance have been given for the networked control system with
event-trigger scheme. Simulation results shown the effectiveness of the proposed
method.
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Abstract. A novel integrated model predictive iterative learning control
(MPILC) strategy is proposed in this paper. It systematically integrates
batch-axis information and time-axis information into one uniform frame,
namely the iterative learning controller (ILC) in the domain of batch-axis, while
a model predictive controller (MPC) with time-varying prediction horizon in the
domain of time-axis. As a result, the operation policy of batch process can be
regulated during one batch, which leads to superior tracking performance and
better robustness against disturbance and uncertainty. The convergence and
tracking performance of the proposed learning control system are firstly given
rigorous description and proof. Lastly, the effectiveness of the proposed method
is verified by examples.

Keywords: Batch process � Integrated learning control � Iterative learning
control (ILC) � Model predictive control (MPC) � Model identification �
Dynamic R-parameter

1 Introduction

Batch processes have been used increasingly in the production of low volume and high
value added products, such as special chemicals, pharmaceuticals, and heat treatment
processes for metallic or ceramic products [2]. However, with strong nonlinearity and
dynamic characteristics, optimal control of batch processes is more challenging than
that of continuous processes and thus it needs new non-traditional techniques.

Batch processes have the characteristic of repetition, and thus iterative learning
control (ILC) can be used in the optimization control of batch processes [3]. But for
ILC, only the batch-to-batch performance is taken for consideration but not the per-
formance of real-time feedback. As a result, it is difficult to guarantee the performance
of the batch process when real-time uncertainties and disturbances exist. Therefore, an
integrated optimization control system is required to derive the maximum benefit from
batch processes, in which the performance of time-axis and batch-axis are both ana-
lyzed synchronously. However, most reported two-dimension control results [1, 4]
assume that the batch processes are linear or can be locally linearized for the feasibility
of proof and analysis. How to extend 2D controller design method to more general
nonlinear processes is challenging.
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To solve this problem, inspired by MPC with time-varying prediction horizon, a
novel integrated iterative learning control (MPILC) strategy with model identification
and dynamic R-parameter for batch processes is proposed in this paper, which not only
combined feedback controller in time-axis with iterative learning optimization control
in batch-axis, but also improved the accuracy of the model through online identifica-
tion. Moreover, we made the first attempt to give rigorous description and proof of the
convergence and tracking performance of the proposed integrated learning control
system to verify that a perfect tracking performance can be obtained despite the
existence of model-plant-mismatch. Lastly, an example illustrates the performance and
applicability of the proposed integrated optimization control. Simulation results
demonstrate that the proposed integrated control strategy has better tracking perfor-
mance and robustness.

2 Design of Integrated MPILC Strategy with Model
Identification and Dynamic R-parameter

In this paper, the control signals of both ILC and MPC are designed as an integrated
control system as shown in Fig. 1. The ILC part guarantees the convergence while the
MPC part keeps the robustness and stability.

2.1 Integrated MPILC System with Dynamic R-parameter

As discussed above, the objective of ILC is to design a learning algorithm which
implements the control trajectory UILC

k such that the product quality asymptotically
converges to the desired product qualities along the batch axis. The quadratic cost
function of ILC along batch axis can be formulated as:

minJ1ðUILC
kþ 1; kþ 1Þ ¼ Yd � Ŷ UILC

kþ 1

� ��� ��2
Q þ DUILC

kþ 1

�� ��2
Rkþ 1

ð1Þ

subject to

Fig. 1. Integrated model predictive iterative learning control system
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DUILC
kþ 1 ¼ UILC

kþ 1 � Uk ð2Þ

Ulow �UILC
k �Uup;Ylow �Yk �Yup ð3Þ

where

Yd ¼
ydð2Þ
ydð3Þ
..
.

ydðLþ 1Þ

2
6664

3
7775
ðLþ 1Þ�1

; UILC
kþ 1 ¼

uILCkþ 1ð1Þ
uILCkþ 1ð2Þ

..

.

uILCkþ 1ðLÞ

2
6664

3
7775
L�1

; UK ¼

ukð1Þ
ukð2Þ
..
.

ukðLÞ

2
6664

3
7775
L�1

;

Ulow and Uup are the lower and upper bounds of the input sequence, Ylow and Yup

are the lower and upper bounds of the output sequence. Q and Rkþ 1 are both weighting
matrices defined as Q ¼ q� IL and Rkþ 1 ¼ rkþ 1 � IL, where rkþ 1 and q are both
positive real numbers.

On the other hand, the MPC strategy is applied along time axis to obtain the
superior tracking performance and better robustness against disturbance and uncer-
tainty. For the k-th batch, the MPC strategy with time-varying prediction horizon can
be given by the following quadratic cost function:

minJ2ðUMPC
k ðtjtÞ; kÞ ¼ YdðtÞ � ŶPt tþ 1jtð Þ�� ��2

Q þ DUMPC
k ðtjtÞ�� ��2

�R ð4Þ

subject to

Ulow �UMPC
k ðtjtÞþUILC

k ðtÞ�Uup;Ylow �Yk �Yup ð5Þ

ŶPt tþ 1jtð Þ ¼ ŶPtðUMPC
k ðtjtÞþUILC

k ðtÞÞ ð6Þ

Where

Pt ¼ Lþ 1� t; t ¼ 1; 2; � � � ; L; Ydðtþ 1Þ ¼
ydðtþ 1Þ
ydðtþ 2Þ

..

.

ydðLþ 1Þ

2
6664

3
7775
Pt�1

; ŶPtðtþ 1jtÞ

¼
ŷðtþ 1jtÞ
ŷðtþ 2jtÞ

..

.

ŷðLþ 1jtÞ

2
6664

3
7775
Pt�1

;
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UMPC
k ðtjtÞ ¼

uMPC
k ðtjtÞ

uMPC
k ðtþ 1jtÞ

..

.

uMPC
k ðLjtÞ

2
6664

3
7775
Pt�1

;UILC
k ðtÞ ¼

uILCk ðtÞ
uILCk ðtþ 1Þ

..

.

uILCk ðLÞ

2
6664

3
7775
Pt�1

;

DUMPC
k ðtjtÞ ¼

uMPC
k ðtjtÞ�uMPC

k ðt�1jt�1Þ
uMPC
k ðtþ 1jtÞ�uMPC

k ðtjtÞ
..
.

uMPC
k ðLjtÞ�uMPC

k ðL�1jtÞ

2
6664

3
7775
Pt�1

;

ukðtÞ ¼ uMPC
k ðtjtÞþ uILCk ðtÞ ð7Þ

ukðtÞ is the actual integrated control input at instant t of the k-th batch, which is the
sum of ILC control signals uILCk ðtÞ and MPC control signals uMPC

k ðtjtÞ. �R ¼ �r � IL,
where �r is a positive constant.

It should be noted that above MPC prediction horizon Pt is time-varying which
ranges from current instant t to the final instant of a batch and the control horizon is the
same length as prediction horizon.

2.2 Model Identification with Batch-to-Batch Updated Algorithm

In this work, Neuro-fuzzy model (NFM) [6] is employed to identify the proposed batch
process. The NFM is described by the function Ŷk ¼ U Ukð ÞWk, where Wk ¼
w1 kð Þ;w2 kð Þ; � � �wN kð Þ½ �T are model adjustable parameters, and UðUkÞ is a matrix
decided by Uk . It is evident that Uk is the variable of function Uð�Þ. More specificity,
Ŷk ¼ U Ukð ÞWk can be written as

Ŷk ¼
XN
i¼1

âi � fi Ukð Þ ¼ f1 Ukð Þ; f2 Ukð Þ; . . .; fN Ukð Þð Þ � â1; â2; . . .; âNð ÞT¼ UðUkÞ �Wk

And the function UðUkÞ is

U Ukð Þ ¼ l1 V Ukð Þð Þ; l2 V Ukð Þð Þ; � � � ; lN V Ukð Þð Þ½ �PN
j¼1

lj V Ukð Þð Þ
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where V Ukð Þ ¼ Yk;Uk½ � ¼ v1; v2; � � � ; vM½ �, vi is the i-th input variable of the NFM
ði ¼ 1; 2; � � �MÞ,lj V Ukð Þð Þ denotes Gaussian membership function

lj V Ukð Þð Þ ¼ exp �PM
i¼1

vi�cjið Þ2
r2j

� �
, and cji and rj are center and width, respectively.

Owing to the model-plant mismatch, the process output may not be same as the one
predicted by the model. The offset between the measured output and the model pre-
diction is termed as model prediction error defined by

êkðtÞ ¼ ykðtÞ � ŷkðtÞ ð8Þ

And the tracking error is defined as

ekðtÞ ¼ ydðtÞ � ykðtÞ ð9Þ

Since batch processes are repetitive in nature, the parameters of the model can be
modified along the batch direction to eliminate model-plant mismatch. Based on our
previous work [6], assuming that the matrixes Wk and UðUkÞ are both bounded, the
following parameter updated strategy is convergent.

Wk ¼ p1 �UTð�UkÞUð�UkÞþ p2 � IN
� ��1� p1 �UTð�UkÞ�Yk þ p2 �Wk�1

� � ð10Þ

Where

�Yk ¼ YT
k�winnumþ 1 YT

k�winnumþ 2 � � � YT
k

� �T
; �Uk ¼ UT

k�winnumþ 1 UT
k�winnumþ 2 � � � UT

k

� �T
P1 ¼ p1 � Imin k;winnumf g�T ; P2 ¼ p2 � Imin k;winnumf g�T

where winnum represents the size of sliding window. In this work, p2 ¼ bk2, p1 and b
are both positive real numbers.

Although the parameters of the model are convergent, there always exist
uncertainties/disturbances that vary from batch to batch. Thus, without loss of gener-
ality, we assume that the prediction errors of the model converge to a very small region
along batch axes, namely êk tð Þ 2 Hê as k ! 1. Above mentioned region is denoted by

Hê¼ Êk Êk

�� ��
Q �Mê

���n o
, where Êk ¼ êk 2ð Þ; êk 3ð Þ; � � � ; êk Lþ 1ð Þ½ �0. It should be noted

that the model-plant mismatch is eliminated by the proposed batch-to-batch updated
algorithm.

In summary, the following steps describe the algorithm of MPILC strategy.
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3 Performance Analysis

Theorem 1. Consider a batch process controlled by MPILC Algorithm 1. With the
strategy of model identification according to Eq. (10) and dynamic R-parameter in
Eq. (1), the control sequence Uk of MPILC policy will converge to a constant sequence
along batch cycle, whose increment corresponds to zero, namely DUILC

k ¼ UILC
kþ 1 �

Uk ! 0 as k ! 1.
Motivated by our previous work [7], the definitions of bounded tracking and zero

tracking are extended to the integrated learning control system.

Definition 1 Bounded-tracking. If there exists a d ¼ d eð Þ[ 0 for every e[ 0 and
Uk ¼ UMPC�

k þUILC
k such that the inequality E Ukð Þk k2Q�M��� ��\e holds when rk0 þ 1\d

for every k[ k0, where M� is positive.

Definition 2 Zero-tracking. If it is bounded-tracking and there exists d[ 0 and Uk ¼
UMPC�

k þUILC
k such that the equality lim

k!1
E Ukþ 1ð Þk k2Q�M��� �� ¼ 0 holds when

rk0 þ 1\d, where M� is positive.

Theorem 2. Considering the condition of perfect model, if function g �ð Þ ¼ E �ð Þk k2Q is
derivable and the optimal solution are not in the boundary, namely in the local extreme
points, then for any Uk0 in time k0, system based on the proposed integrated opti-
mization problem described by Eq. (1) is zero-tracking. Moreover, on the condition of
model-plant mismatch, the tracking error E Ukð Þ of the optimization problem described
by Eq. (1) can be bounded in a small region with respect to the batch index k, namely

E Ukð Þ 2 He as k ! 1, where He¼ E Ukð Þ E Ukð Þk kQ �Mê þ
ffiffi
e

p��n o
.

4 Example

To demonstrate the effectiveness of the proposed algorithm, we implement the pro-
posed method to a classical batch process proposed by Kwon and Evans [5]. The
mechanism model of the batch process describing polymerization process is as follow:
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dx1
dt

¼ f1 ¼ q20q
Mm

1� x1ð Þ2exp 2x1 þ 2vx21
� �

Am exp � Em

uTref

� �

dx2
dt

¼ f2 ¼ f1x2
1þ x1

1� 1400x2
Aw exp B=uTref

� �
" #

dx3
dt

¼ f3 ¼ f1
1þ x1

Aw exp B=uTref
� �
1500

� x3

	 

ð11Þ

with

q ¼ 1� x1
r1 þ r2Tc

þ x1
r3 þ r4Tc

; q0 ¼ r1 þ r2Tc; Tc ¼ uTref � 273:15 ð12Þ

where x1 is the conversion, x2 ¼ xn=xnf and x3 ¼ xw=xwf are dimensionless number
average and weight average chain lengths (NACL and WACL), respectively, u ¼
T=Tref is the control variable which is bounded in the interval 0:93486; 1:18539½ �. The
final time, tf was fixed to be 313 min, the initial value of the states used were
x1ð0Þ ¼ 0, x2ð0Þ ¼ 1, x3ð0Þ ¼ 1, and the desire value is yd ¼ 0:8 1 1ð Þ.

In the simulation, we choose NFM model as the prediction model, and three
different NFM models are firstly constructed to represent the mapping relationship of
u ! x1, u ! x2, u ! x3, respectively. The control object is to drive system output
y ¼ x1 x2 x3ð Þ approximating to y f

d ¼ 0:8 1 1ð Þ,
R is considered to be dynamic parameter as follow:

R ¼ r � IL; r ¼ s1 1� exp �s2
X3
i¼1

�̂ek;iðtf Þ
�� �� ! !

ð13Þ

Eq. (13) indicates that r would be decreasing while
P3
i¼1

�̂ek;iðtf Þ
�� �� decreasing. Thus if

the sufficient small error between model and plant can be achieved, then the output in
current batch would close to desire output sufficiently. Parameters in the simulation are
chosen as s1 ¼ 1� 103; s2 ¼ 0:1; q1 ¼ 0:1; q2 ¼ q3 ¼ 1� 104; �r ¼ 100;
winnum ¼ 15.

The control performance of the proposed two-dimension integrated control strategy
is compared with the one-dimension iterative optimization control method [6]. To test
the robustness of the proposed integrated learning algorithm against disturbance, the
output of WACL x3 is corrupted by 5%� 1 disturbance at instant t ¼ 4 of the 5-th
batch in this case. As seen from Fig. 2, the proposed integrated control strategy has
faster convergence rate and can maintain good performance despite the existence of
noise.
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(a) 5-th batch output and input trajectories based on two controller systems 

(b)Curves of error based on two controller systems 
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Fig. 2. 5-th batch trajectories and curves of error based on two controller systems under
disturbance (solid line: integrated control strategy; dotted line: ILC)
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5 Conclusion

In this paper, a novel integrated model predictive iterative learning control (MPILC)
strategy with model identification and dynamic R-parameter was proposed, which not
only combined feedback controller in time-axis with iterative learning optimization
control in batch-axis, but also improved the accuracy of the model through online
identification. Moreover, we made the first attempt to give rigorous description and
proof of the convergence and tracking performance of the proposed integrated learning
control system to verify that a perfect tracking performance can be obtained despite the
existence of model-plant-mismatch. Lastly, an example illustrated the performance and
applicability of the proposed integrated optimization control. Simulation results
demonstrate that the proposed integrated control strategy has better tracking perfor-
mance and robustness.
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Abstract. This paper concentrates on attitude control and tracking control
about the hex-rotor Unmanned Aerial Vehicle (UAV). This kind of aircraft is a
nonlinear, coupled MIMO system. Considering the model uncertainties and the
external disturbances, good robustness is one of the key factors for the UAV.
Based on the characteristics of the hex-rotor UAV model, nonlinear H1 con-
troller and adaptive backstepping sliding mode controller are designed to realize
the attitude and position control respectively. And the control strategies are
verified by the simulation. It’s proved that the control system has strong
robustness to both the disturbance and the parametric variation.

Keywords: The hex-rotor UAV � Nonlinear H1 control � Adaptive
backstepping control � Robustness

1 Introduction

Similar to the quadrotor, the hex-rotor is a nonlinear, strong coupling and underactu-
ated MIMO system, so it’s necessary to adopt a kind of nonlinear control strategy. The
main control algorithms are sliding-mode algorithm [1], backstepping [1], adaptive
neural network [2], H1 [3–7], nonlinear dynamic inversion [8], ADRC [9] and ESO
[10]. Among them, nonlinear H1 algorithm is suitable for MIMO system, and takes in
account of the nonlinear characteristic of the system. The nonlinear H1 attitude
controller is designed in this paper. Ling Jinfu [11] adds adaptive algorithm on the base
of backstepping to improves the robustness of the system. Sliding mode algorithm has
less need to the model precision. In this paper, sliding mode algorithm is introduced
into adaptive backstepping control. At last, the simulation results verify the strategies
proposed in this paper have better robustness and effectiveness.
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2 Simulation Models

Number the six rotors r1� r6. The structure of the hex-rotor studied in this paper is
shown in Fig. 1.

2.1 Dynamical Model

The motion of the hex-rotor UAV is discussed respectively from line movement and
angular motion.

(a) Line Movement

The hex-rotor UAV position equations can be expressed by the Newton-Euler
formalism. Ignore the air resistance effects when the hex-rotor UAV hovers and flies
slowly. The equations of line movement in the inertial frame are as follows:

x
::

y
::

z
::

0
@

1
A ¼

� c/shcw þ s/sw
� �

F=m
� c/shsw � s/cw
� �

F=m
�c/chF=mþ g

0
@

1
A ð1Þ

Where x; y; z represent the position of the UAV in the inertial frame, F is the sum of
lift. h;/;w represent the Euler angles.

(b) Angular Motion

Ignore the gyroscopic effect, because the rotor mass and the size of the hex-rotor
UAV are small. The angular motion equation is established in body fixed frame as:

s ¼
L
M
N

2
4

3
5 ¼

_pIx þ qr Iz � Iy
� �

_qIy þ pr Ix � Izð Þ
_rIz þ pq Iy � Ix

� �
2
4

3
5 ð2Þ

r1

r2

r3
r4

r5

r6

zb
xb

yb

zExE

yE O

Fig. 1. The hex-rotor UAV structure diagram
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where, s is the torque applied by six rotors, L, M, N are the components of s in each
axis, and Ix, Iy, Iz are rotational inertias correspond to each axis respectively. h and /
are assumed to be very small when hex-rotor UAV is flying, so the relationship
between p q rð Þ and _h _/ _w

� �
is come down to:

_/ _h _w
� �¼ p q rð Þ ð3Þ

So (2) can be expressed in the inertial frame as:

€/ ¼ Lþ _h _w Iy � Iz
� �� �

=Ix

€h ¼ Mþ _/ _w Iz � Ixð Þ
� �

=Iy

€w ¼ Nþ _/ _h Ix � Iy
� �� �

=Iz

8>>><
>>>:

ð4Þ

3 Controller Design

According to (1) and (4), design the dual-loop control structure: the inner attitude loop
and the outer position loop.

3.1 Nonlinear H1 Attitude Controller Design

Considering the external disturbance and the effects of unmodeled nonlinearity, the
angular motion equation in (4) can be rewritten as the following form:

MðnÞ€nþCðn; _nÞ _n ¼ sþx ð5Þ

where, n ¼ / h w½ �T , x is the combined disturbance of external disturbance and
unmodeled uncertainty. From (4), MðnÞ and Cðn; _nÞ are expressed as:

MðnÞ ¼
Ix 0 0
0 Iy 0
0 0 Iz

2
4

3
5; Cðn; _nÞ ¼ 0 ðIx � IyÞ _w 0

ðIz � IxÞ _w 0 0
0 ðIx � IyÞ _/ 0

2
4

3
5

Taking the continuous disturbance into account, the integral of tracking error is
introduced in the state vector, so define the state tracking error as:

x ¼
_~n
~nR
~ndt

0
B@

1
CA ¼

_n� _nr
n� nrR ðn� nrÞdt

0
@

1
A ð6Þ

Substitute (6) into (5), the new angular error equations are established as:

138 Z. Zhang et al.



_x ¼ AxþB0 þBM�1ðnÞðsþxÞ ð7Þ

with

A ¼
�M�1ðnÞCðn; _nÞ O O

I3�3 O O
O I3�3 O

0
@

1
A B0 ¼

�€nr �M�1ðnÞCðn; _nÞ _nr
O
O

0
@

1
A B

¼
I3�3

O
O

0
@

1
A

To minimize the necessary torques, defined the control variable in the more general
form [6]:

u ¼ M�1ðnÞT1 _xþCðn; _nÞT1x ð8Þ

with T1 ¼ ð T11 T12 T13 Þ; T11 ¼ qI3�3; q[ 0
Substitute (8) into (7), the control law is obtained as follow:

s ¼ MðnÞ€nr þCðn; _nÞ _nr þ T�1
11 u

� T�1
11 ðMðnÞT12 _~nþðMðnÞT13 þCðn; _nÞT12Þ~nþCðn; _nÞT13

Z
~ndtÞ ð9Þ

Define the new disturbance:

d ¼ MðnÞT11M�1ðnÞx ð10Þ

The angular motion equation can be rewritten in the affine system form as:

_x ¼ f ðx; tÞxþ gðx; tÞuþ kðx; tÞd ð11Þ

where

f ðx; tÞ ¼ T�1
0

�M�1ðnÞCðn; _nÞ O O
T�1
11 I3�3 � T�1

11 T12 T�1
11 ðT12 � T13Þ � I3�3

0 I3�3 �I3�3

0
@

1
AT0

gðx; tÞ ¼ kðx; tÞ ¼ T�1
0 M�1ðnÞ 0 0

� �T
; T0 ¼

T11 T12 T13
O I3�3 I3�3

O O I3�3

2
4

3
5:
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Define the output signal as:

z ¼ Q1=2xþR1=2u ð12Þ

with Q ¼
x2

1I3�3 O O
O x2

2I3�3 O
O O x2

3I3�3

2
4

3
5, R ¼ x2

uI3�3 (x1, x2, x3, xu > 0).

The optimal control u� is obtained as:

u�ðxÞ ¼ �R�1gTðx; tÞ @V�ðxÞ
@x

� �T

ð13Þ

where, V�ðxÞ is the Lyapunov function of the system and the positive solution of the
following equations:

@V�ðxÞ
@x

f ðxÞxþ c2

2
@V�ðxÞ
@x

kðxÞkTðxÞð@V
�ðxÞ
@x

ÞT

� c2

2
@V�ðxÞ
@x

gðxÞR�1gTðxÞð@V
�ðxÞ
@x

ÞT þ 1
2
hðxÞhTðxÞ ¼ 0

V�ð0Þ ¼ 0

ð14Þ

Introduce Riccati algebraic equation to compute V�ðxÞ. The nonlinear Riccati
algebraic equation is proposed as follow:

_Pðx; tÞþPðx; tÞf ðx; tÞþ f Tðx; tÞPðx; tÞ

� Pðx; tÞ gðx; tÞR�1gTðx; tÞ � 1
c2

kðx; tÞkTðx; tÞ
� �

Pðx; tÞþQ ¼ 0
ð15Þ

Without loss of generality, suggest P� to be in a more explicit form [4] and [6]:

P� ¼ TT
0

MðnÞ O O
O Y X � Y
O X � Y Z þ Y

0
@

1
AT0 ð16Þ

with X, Y and Z 2 R3�3 are constant, symmetric and positive definite matrices. V�ðxÞ
can be obtained as:

V�ðxÞ ¼ 1
2
xTP�ðx; tÞx ð17Þ

So u�ðxÞ can be rewritten as:

u�ðxÞ ¼ �R�1gTðx; tÞP�ðx; tÞx ¼ �R�1T1x ð18Þ

Take (19) into (9), the torque input is obtained as:
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s ¼ MðnÞ€nr þCðn; _nÞ _nr � T�1
11 ðMðnÞT12 þR�1T11Þ _~n

� T�1
11 ðMðnÞT13 þCðn; _nÞT12 þR�1T12Þ~n� T�1

11 ðCðn; _nÞT13 þR�1T13Þ
Z

~ndt

ð19Þ

Take P� into Riccati algebraic Eq. (14), T1 is obtained as:

q ¼ x1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

u � c2
q

; T12 ¼ q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x3x1 þx2

2

q
=x1

� �
I; T13 ¼ qx3=x1ð ÞI

Substitute (11), (13) into (14), after some manipulation, it’s proved that the
derivation of Lyapunov function _V�ðxÞ\0, and the system is stable.

3.2 Adaptive Backstepping Sliding Mode Position Controllers Design

Taking the height channel for example, adopt adaptive backstepping sliding mode
control strategy to derive the control input F. The math model of height channel is:

_x1 ¼ x2
_x2 ¼ g� ðcos/ cos hÞF=mþ dz

	
ð20Þ

where x1 ¼ z; x2 ¼ _z, dz is external disturbances. The reference height zd ¼ x1d . The
height error e1 and the velocity error e2 are as follows:

e1 ¼ x1 � x1d ð21Þ

e2 ¼ x2 � a_z ð22Þ

here, a_z ¼ _x1d � c1e1, is the estimated value of x2. c1 [ 0, and is adjustable.
Chose Lyapunov function as:

V1 ¼ 0:5e21 ð23Þ

The derivative of V1 to time is:

_V1 ¼ e1e2 � c1e
2
1 ð24Þ

Define the switching function as:

sz ¼ kze1 þ e2; kz [ 0 ð25Þ
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The derivative of the switching function is:

_sz ¼ kz e2 � c1e1ð Þþ ðg� ðcoshcos/ÞFþ dzÞ � _az ð26Þ

Select the exponential reaching law as:

_sz ¼ �ez � sgn szð Þ � hzsz ez [ 0; hz [ 0 ð27Þ

Design the control law as:

F ¼mð�hzsz � ezsgn(szÞ � kzðe2 � c1e1Þ
� gþ _az � d̂z=mÞ= cos h cos/

ð28Þ

d̂z is the estimate of dz. Select the adaptive law as:

_̂dz=m ¼ czsz; cz [ 0 ð29Þ

Select the proper value of hz, c1 and kz, which can ensure _V2 � 0, namely the system
is stable.

The virtual controllers of channel x; y are designed in the same way.

4 Simulation and Discussion

In this section, take the prototype in [12] as the research object to verify the control
system above from two cases: spot hover and robustness. Besides that, compare the
effect with adaptive backstepping strategy.

4.1 Spot Hover Verification

Set the initial states to zero. Without any distraction, enter the target location:
x; y; z ¼ ð5; 5;�5Þ;wd ¼ 30	. The simulation results of adaptive backstepping (here-
after referred to as AB) controller and nonlinear H1/adaptive backstepping sliding
mode (hereafter referred to as H/ABS) controller are shown in the Fig. 2. At 15 s,
change the target location to x; y; z ¼ ð5; 5;�6Þ;wd ¼ 20	, the response of height and
yaw angle is showed in the Fig. 3.

It can be seen from Fig. 2 that the two kinds of control strategies guarantee the
hex-rotor UAV arrive at the target location and keep hovering steadily. But the H/ABS
controller can ensure the UAV response progress faster with less fluctuation than the
AB controller.
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4.2 Robustness Verification

Considering the parameter uncertainty and the continuous external distraction, an
uncertainty of 30 % in the rotational inertias has been considered in the simulation.
From 5 s to 20 s, add Gaussian white noise with mean 0 and variance 0.5 N �m to L,
M, N and with mean 0 and variance 10 N to F. The effects of the two control
strategies are shown in Fig. 4.

In Fig. 4, comparing the fluctuation of height and attitude angles, the H/ABS
controller has better effect on restraining the continuous disturbance.
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5 Conclusion

Nonlinear H1/adaptive backstepping sliding mode control strategy to improve
robustness and solve tracking problem has present in this paper. The proposed control
strategy has been designed under the consideration of unmodeled uncertainty and
external disturbance. The simulation results presents that the proposed control strategy
can ensure the hex-rotor UAV spot hover accurately and track commands quickly.
Besides, the integral of track error is introduced in this paper, which has the desirable
effect of reducing the continuous distraction.
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Abstract. A hybrid method which combines time series model and artificial
intelligence method is proposed in this paper to improve the prediction accuracy
of building thermal load. Firstly, a simple auto regressive (AR) model is utilized
to predict present load using previous loads, the order and the parameters of AR
model are identified by the data produced by DeST. Then, a 3-layer back-prop‐
agation neural network optimized by particle swarm optimization (PSO) neural
network (PNN) is set up to predict the error which is derived by comparing the
precious AR predicting load. The error and its corresponding meteorological data
generate the training sample data. At last, the hybrid model, named autoregressive
and particle swarm neural network (APNN), is obtained. It uses historical load
information and real-time meteorological data as input to predict a refined real-
time load by adding error to preparative load. To evaluate the prediction accuracy,
this hybrid model APNN is compared with several common methods via different
statistical indicators, the result show the APNN hybrid method has higher accu‐
racy in thermal load forecasting.

Keywords: Hybrid model · Thermal load forecasting · AR · PSO · APNN

1 Introduction

Building load forecasting has attracted more attention to both academic researcher and
government with the rapid urbanization progress in the world especially developing
countries, for example China. Building thermal load prediction plays an important role
in energy saving during architectural design period because accurate load prediction will
offer optimal grid power distribution as reference. Various techniques of load forecasting
had been reported for past decades. In summary, they can be classified as traditional
methods based on mathematical models [1, 2] and artificial intelligent techniques [3–
5]. Hybrid of the referred methods [6–9] has also achieved good performances.
However, the stochastics and nonlinearity influence the load forecasting accuracy
strongly.

Auto-Regressive (AR) method is a widely used model for stationary time series
modeling. It is a sequence of data collected in regular intervals, such as an hour, a day,
a month or a year. Time series can be also used as a resource of knowledge acquisition
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and a method for forecasting the future values [10, 11]. Artificial neural networks (ANN)
have been widely used in load forecasting due to their strong capability to model non-
linear mapping relations between inputs and outputs (I/O) [3]. But their drawback is the
lack of incorporating uncertainties associated with inputs, parameters of network and I/
O relation so as to obstruct their further applications.

In this paper, a hybrid method which combines time series model and ANN is
proposed to improve the prediction accuracy of building thermal load, which is shown
in Fig. 1. A simple auto regressive (AR) model is utilized to predict present load using
previous loads, the order and the parameters of AR model are identified by the data
produced by DeST (a building simulation software). Obviously, the AR model has good
real-time property but has poor forecasting accuracy for load because it considers the
previous loads only. Therefore, a particle swarm neural network (PNN) is set up to
predict the error of the load forecasted by AR model. The PNN has the 3-layer back-
propagation neural network (BPNN) structure, and the weights of BPNN are optimized
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by particle swarm algorithm. To train the PNN, DeST is applied to create numbers of
loads data under typical meteorological conditions, and the error can be derived by
comparing the AR predicting load with the objective load by DEST. The error and its
corresponding meteorological data generate the training sample data. At last, the hybrid
model, named autoregressive and particle swarm neural network (APNN), is obtained.
It uses historical load information to give a preparative load by AR model, and uses real-
time meteorological data as input to give a predicting error by PNN, finally it predicts
a refined real-time load by adding error to preparative load. Table 1 shows the solution
for challenges in this research.

Table 1. Solution for challenges in this research

Challenges Proposed solutions
Input selection Correlation function
Normalization Mix-Max Normalization
Time Series Analysis AR model
Artificial Intelligence system NN with particle swarm optimization (PNN)
Hybrid Model AR + PNN (APNN)
Validation MAPE, RMSE

2 Model Structure and Optimization

2.1 Formation Analysis of Building Thermal Load

Building thermal load is mainly focusing on two aspects, indoor heating influences and
outdoor weather condition impact, each of them works on different mechanism but has
a great influence on building thermal load.

Indoor load mainly comes from lighting, body heat radiation etc. It can be forecasted
by simplified calculation which is following the laws of heat dissipation. Outdoor envi‐
ronment influence factors include temperature, solar radiation, humidity etc. The whole
building load is generated under the combined action of indoor and outdoor influence.
In our previous research, different models from indoor/outdoor information mentioned
are built, such as auto regressive model with exogenous inputs (ARX) combining the
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MLR model

AR moldel

ARX model Thermal load
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Fig. 2. Structure of three kinds of thermal load prediction models

148 T. Liu et al.



multiple linear regressive (MLR) with meteorological data input and auto regressive
(AR) with historical data input. The structure of three kinds of thermal load prediction
models is shown in Fig. 2.

2.2 Time Series Model

Taking into account the thermal storage of building space, the historical thermal energy
will be stored in a certain form of building materials because of thermal inertia. Natu‐
rally, thermal inertia will impact the thermal load at current moment. In the hourly
forecasting model, the key to the AR model is to find out the optimal order ensuring
prediction accuracy. The formulation of AR model is:

loadt = W1loadt−1 + W2loadt−2 + W3loadt−3 + ⋯ + Wiloadt−i + e (1)

Where load is the prediction result, wt−i is i-th order of auto-regressive parameters,
loadt−i is i-th load prediction result, e is the white noise.

According to function (1), continuous study i-th order of AR model (i = 1…7) to
gain the minimum error value based on data of July. The absolute error compared with
simulation data is shown in Fig. 3 and Table 2.
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Fig. 3. Forecasted load of different order for i = 1…7 absolute error

Table 2. Forecasted load of different order for i = 1…7 absolute error

Model order i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7
Absolute error −0.107 −0.084 0.008 0.004 0.095 0.208 0.208

−0.046 −0.040 −0.027 −0.065 −0.094 −0.226 −0.280
−0.064 −0.067 −0.064 −0.069 −0.391 −0.341 −0.280
… … … … … … …
−0.222 −0.281 −0.316 −0.328 −0.306 −0.056 −0.076
0.031 0.110 0.072 0.087 −0.023 −0.022 −0.107

Average 0.279 0.268 0.265 0.266 0.275 0.249 0.252
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It can be seen clearly, the absolute error is the minimum value when AR model is
built by six order (i = 6).

2.3 Artificial Intelligent Model

Artificial Neural Network (ANN), has been verified that it is a universal intelligent
method widely applied in engineering in past literatures.

Particle Swarm Optimization (PSO) algorithm is proved to be efficient with non-
linear functions in optimization problems. PSO algorithm is introduced by Kennedy and
Eberhart, emulating flocking behavior of birds to solve the optimization problems. Each
solution is regarded as a particle in the study. All particles have positions and velocities.

The particles fly through the D dimensional problem space by learning from the
historical information of all the particles. Therefore, the particles have the tendency to
fly towards better search area over the course of search process. Each particle’s velocity
and position is formulated by:

vj(n + 1) =𝜔 ⋅ vj(n) + c1r1
(
pj(n) − xj(n)

)
+ c2r2

(
pg(n) − xj(n)

)
(2)

xj(n + 1) = vj(n + 1) + xj(n) (3)

where vj(n) is the speed of j-th particle in the n-th generation, r1 and r2 are random
numbers obeying uniform distribution in the range of [0,1], c1 and c2 are constants named
acceleration coefficients, xj(n) is the position of j-th particle in the n-th generation, pj(n)

is the best position yielding the best fitness value for j-th particle, pg(n) is the best position
discovered by the whole particles, w is the weight used to balance the global and local
search abilities.

In order to mitigate the drawbacks and incorporate the advantages of ANNs and PSO,
a combination of neural network and particle swarm optimization artificial intelligent
model named PNN is used in this research.

3 Experiment Design and Data Acquisition

3.1 Data Acquisition

There are many building simulation software like Energy plus, TRNSYS and so on. Inte‐
grated building simulation software named DEST was exploited which is widely used in
civil and commercial building. DEST building simulation software is the integration of
the building environment and its air conditioner control system. DEST can be used as a
building environment and its control system simulation platform because its advantages
of flexibility and the calculation module have good openness and scalability.

A medium-sized office-building in an academic institution which located in Shanghai
is being experimented. The simulation target room is in the middle of second floor of
the building. The internal structure is shown in Fig. 4. The sample data of simulation
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results is shown in Table 3. The whole sample year meteorological data trend is shown
in Fig. 5.

Table 3. Simulation result data sample

Date Temperature °C Solar radiation
W∕(m2

⋅ K)

Humidity
W∕(m2

⋅ K)

Heating/Cooling
load (KW)

1.1-0 6.47 0.00 0.00 1.62
1.1-1 5.71 0.00 0.00 1.72
… … … … …
7.31-22 30.50 0.00 24.21 3.59
7.31-23 30.64 0.00 24.03 3.43
… … … … …
8.1-8 26.90 54.44 19.53 2.05
8.1-9 26.23 75.30 19.00 2.01
… … … … …
12.31-23 7.14 0.00 6.42 1.40

Fig. 5. The whole sample year load data trend

It can be seen clearly from the whole load trend curve that the maximum heating
load is January, and the maximum cooling load is July. For this reason, this paper select
two months (January, July) data as the proposed hybrid model input.

Fig. 4. Architecture internal structure
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3.2 Experiment Design

In this research, a hybrid model is proposed so that all the information, including histor‐
ical load data prediction by time series model and meteorological information used in arti‐
ficial intelligent model can both be utilized for modeling. We consider that the actual value
loadAt is expressed as a set of predictive values loadPt plus a prediction error terms ePt.

loadAt = loadPt + et (4)

First of all, the historical information is exploring the historical information load p(t-i).

loadPt = f1(loadP(t−1), loadP(t−2), loadP(t−3),⋯ , loadP(t−i)) (5)

Once load Pt is available, the error terms actually are the difference between the
actual values and predictions, that is:

et = loadAt − loadPt (6)

Here, this research assume that the prediction error term et is caused by the past
conditions of factors and by employing the APNN model to describe the relationship
between them, the error term can be defined as:

et = f2(Tt−1, Rt−1, Ht−1) (7)

Where f is a nonlinear function determined by PNN and Tt-1, Rt-1 and Ht-1 are the
meteorological information at time t-1 as temperature, solar radiation and humidity.
After sufficient training and learning, the trained PNN can be used to forecast the future
prediction error which is e t+1:

et+1 = f2(Tt, Rt, Ht) (8)

Since the future prediction load P(t + 1) can be forecasted by AR model and hence,
the final result is the combination of load P(t + 1) and et+1, that is:

loadA(t+1) = loadP(t+1) + et+1
= f1(loadP(t), loadP(t−1), loadP(t−2),⋯ , loadP(t−i+1)) + f2(Tt, Rt, Ht). (9)

4 Hybrid Model Application and Results Validation

Simply referring to previous discussion, the proposed Hybrid model is introduced and
concluded as the best fit model for forecasting the building load value of Shanghai city.
In order to reinforce this conclusion, several popular prediction methods are examined
for comparison.

In this experiment, the Mean Average Percentage (MAPE) and the Root Mean Error
(RMSE) statistical index were introduced to regard as performance comparison.
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MAPE =
1
N

N∑

t=1

(
||ai − pi

||
ai

) × 100% (10)

RMSE =

√√√√ 1
N

N∑

t=1

||ai − pi
||
2 (11)

Where ai and pi are the actual value and prediction value of building load (cooling
or heating) of i hour, N is the number of testing hours. The data of July and January were
used for predicting cooling and heating load separately. The experiments results are
show Figs. 6, 7 and Table 4.

Fig. 6. Forecasting error trend of cooling load in July by different methods

Fig. 7. Forecasting error trend of heating load in January by different methods
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Table 4. Performance examination for different prediction methods

July (CL) January (HL)
Methods MAPE (%) RMSE (kw) MAPE (%) RMSE (kw)
PNN 21.4 0.286 20.1 0.271
BPNN 37.9 0.491 21.9 0.290
SVM 45.3 0.559 33.0 0.354
MLR 46.5 0.546 24.3 0.308
AR 25.9 0.353 13.1 0.205
ARX 24.4 0.332 16.2 0.240
APNN 14.0 0.186 12.2 0.183
Average 30.8 0.393 20.1 0.264

From the absolute error trend curve, it can be seen clearly that the proposed hybrid
model ARX and APNN have better accuracy than other popular methods including Time
Series models (AR, MLR) and Artificial Intelligence methods (SVM, ANN, PSO-ANN).
Also the APNN hybrid model performs better than ARX hybrid model which is built in
previous research.

In Table 4, the statistical index MAPE and RMSE are 25.9 %, 0.353 (July, Cooling
load), 13.1 %, 0.205 (January, Heating load) for AR model. Meanwhile, they are 21.4 %,
0.286 (July, Cooling load), 20.1 %, 0.271 (January, Heating load) for PNN method.
However, the MAPE and RMSE are 14.0 %, 0.186 (July, Cooling load), 12.2 %, 0.183
(January, Heating load) for APNN. It is shown that the APNN combining AR with PNN
has the best performance compare to all other models in building load forecasting.

5 Conclusion

This study proposed a hybrid prediction model APNN based on the combination of Time
Series AR model and Artificial Intelligence PNN model. This hybrid method APNN
takes into consideration of both meteorological and historical information. What’s more,
AR and PNN model also have best accuracy in Time series and Artificial Intelligence.
Finally, the proposed hybrid model APNN is a more creative combination of Auto-
regressive (AR) model and particle swarm neural network (PNN) model into “prediction
error”.

Our experimentation results demonstrate that the proposed APNN model has the
highest level of accuracies and better generalization performance. The Hybrid APNN
model can serve as a promising addition to the existing building thermal load prediction
methods.

Acknowledgment. Thanks to the supports by National Natural Science Foundation (NNSF) of
China under Grant 61273190 and Shanghai Natural Science Foundation under Grant
13ZR1417000.

154 T. Liu et al.



References

1. Haida, T., Muto, S.: Regression based peak load forecasting using a transformation technique.
IEEE Trans. Power Syst. 9(4), 1788–1794 (1994)

2. Huang, S.J., Shih, K.R.: Short-term load forecasting via ARMA model identification
including non-Gaussian process considerations. IEEE Trans. Power Syst. 18(2), 673–679
(2003)

3. Kandil, N., Wamkeue, R., Saad, M., Georges, S.: An efficient approach for short term load
forecasting using artificial neural networks. IEEE Trans. Power Syst. 28, 525–530 (2006)

4. Mori, H., Kobayashi, H.: Optimal fuzzy inference for short-term load forecasting. IEEE
Trans. Power Syst. 11(1), 390–396 (1996)

5. Al-Kandari, A.M., Soliman, S.A., El-Hawary, M.E.: Fuzzy short-term electric load
forecasting. IEEE Trans. Power Syst. 26, 111–122 (2004)

6. Alamaniotis, M., Ikonomopoulos, A., Tsoukalas, L.H.: Evolutionary multi-objective
optimization of kernel-based very-short-term load forecasting. IEEE Trans. Power Syst.
27(3), 1477–1484 (2012)

7. Elattar, E.E., Goulermas, J.Y.: Generalized locally weighted GMDH for short-term load
forecasting. IEEE Trans. Syst. Man Cybern. C Appl. Rev. 42(3), 345–346 (2012)

8. Chen, T., Wang, Y.C.: Long-term load forecasting by a collaborative fuzzy-neural approach.
IEEE Trans. Power Syst. 43, 454–464 (2012)

9. Akdemir, B., Cetinkaya, N.: Long-term load forecasting based on adaptive neural fuzzy
inference system using real energy data. Energy Process 14, 794–799 (2012)

10. Jin, M., Zhou, X., Zhang, Z.M., Tentzeris, M.M.: Short-term power load forecasting using
grey correlation contest modeling. Expert Syst. Appl. 39, 773–779 (2012)

11. Masataro, O., Hiroyuki, M.: A Gaussian processes technique for short-term load forecasting
with consideration of uncertainty. IEEE Trans. Power Energy 126(2), 202–208 (2006)

A Hybrid Model of AR and PNN Method 155



A MKL-MKB Image Classification Algorithm
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Abstract. Aiming at the low accuracy and poor applicability of traditional SVM
classifiers, this paper proposes an image classification system based on MKL-
MKB (multi kernel learning-multi kernel boosting). This approach firstly inte‐
grates existing feature extraction methods to extract features like wavelet, Gabor,
GLCM and so on. A weak classifier is constructed by using a synthetic kernel in
kernel space. We use Nystrom approximation algorithm to calculate weights of
kernel matrixes of multi-kernel model. Then we make a decision level fusion of
weak classifiers under Adaboost framework to impair weights of weak kernels.
Finally, experiments are carried out to verify the validity and applicability of the
proposed algorithm by testing on terrain remote sensing images and several UCI
data sets.

Keywords: Image classification · SVM · Multi-kernel · Adaboost

1 Introduction

Image classifications are significant in image processing which has a wide range of
applications in many fields including terrain detection in the field of national defense,
face recognitions in the field of security, image retrievals in the field of the Internet
applications as well as cancer diagnosis in the medical field. Most image supervised
classification algorithms are based on statistical models. Users need to manually label
a large number of image samples and then obtain a model from labeled training samples.
However, in practice, it’s difficult to label so many samples. To solve the problem, active
learning has become a hot research topic in the field of kernel pattern recognition. The
research mainly includes three aspects: feature extraction, similarity/distance calcula‐
tion and classification algorithm model.

In recent years, more and more research show that those classification methods using
single feature can only be effective to specific target recognitions instead of common
ones. A large number of researchers use combinations of different features to build
classifier models. These researches extract local and global information from images
and then get classifiers in the framework of a boosting algorithm. Their effects are usually
better than single classifiers. Viola [1] in 2004 first used Adaboost in the field of human
face recognition to learn Haar features and used a cascade classifier to improve the
recognition speed and accuracy greatly and expand the field of image classification
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development space. Shunmugapriya [2] in 2011 proposed an alternative approach for
Classifier Ensembles by using Boosting method which obtained satisfying results on
three UCI data sets. Next, Shen [3] from Australia expanded binary boosting classifi‐
cation into multi-class boosting. He proposed a novel classification criterion for multi
class problems and an optimal method for training multi-class boosting. Ban [4] intro‐
duced the Adaboost algorithm to deal with the problem of digital detection making the
accuracy greatly improved. Akbari [5] put forward a Gentle Boost and used many
experiments to verify that the algorithm is better than traditional boosting algorithms.

Thanks to Support Vector Machine (SVM) [6, 7] theories, kernel methods are paid
much attention to. Since 1992 when Boser proposed SVM methods, SVM has succeeded
in promoting the rapid popularization and development of nuclear methods and gradu‐
ally penetrated into many areas of machine learning. But these methods are based on
single kernels. Because of differences in characteristic of distinct kernels, performance
of kernel functions diverse a lot in different situations. In view of these problems, in
recent years, there have been a lot of researches on the combination Kernel methods,
that is, multi kernel learning methods.

Multi-kernel models [8, 9] are a kind of more flexible kernel learning model. Recent
theories and applications have proved that replacing single kernels with multiple kernels
can enhance interpretabilities of decision functions. Lanckriet [10] in 2004 proposed
Multi-kernel Learning, which combines several kernel functions and remedies the defi‐
ciency of SVM. He laid a solid foundation for the practical application of MKL. A scene
classification algorithm based on multi kernel fusion was proposed by Chen [11] which
enables the test set of samples to remain independent. In the same year, Zhou [12] used
multi-kernel SVM model to solve multi-modal tasks, providing a reference for multi
feature classifications. In 2016, Q.Wang [13] proposed a discriminative multiple kernel
learning (DMKL) method for spectral image classification.

In this paper, we propose an image classification algorithm for terrain remote sensing
images. In feature selection, we integrate the existing algorithms using wavelet, Gabor
and GLCM and other features to characterize images. At the same time, we introduce
the idea of multi-kernel learning. Linear classifiers in kernel space are used to construct
a weak classifier set with a number of features. In this way, discriminant information
contained in kernel functions is transferred to a set of weak classifiers. Then we use a
Boosting algorithm to make decision level fusion and get a strong classifier combination.
The effectiveness of the proposed algorithm and the generality of the framework are
proved by the identification of several standard classification samples from UCI data
sets.

2 An Image Classification System Based on MKL-MKB
(Multi Kernel Learning - Multi Kernel Boosting)

According to characteristics of terrain images, with extractions of features [14] such as
wavelet, Gabor and GLCM, now we propose an image classification system based on
MKL-MKB in this paper. The schematic diagram is as follows:
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Fig. 1. Schematic diagram of MKL-MKB system

As shown in Fig. 1, firstly, we set up a series of sample libraries according to the
samples to be classified. Samples are classified into several classes such as lake, grass,
bareland, greenland and so on. Each class is given a label and divided into a test set and
training set and then extracted their features. For each feature, we select one kernel
function to make a SVM classifier, and then obtain results. Next, a new set of classifiers
SVM* are obtained by multi kernel processing of each SVM classifier. This process will
be introduced in next section. Finally, we apply these new classifiers to the decision
layer fusion. By reassigning weights of each classifier we can get a strong classifier and
complete the classification of images (Fig. 2).

The algorithm flowchart is as follows:

Sample Library

Feature1 Feature2 Featuren···

Kernel1 Kernel2 Kerneln

MKL1 MKL2 MKLn

···

···

Strong classifier

Fig. 2. Algorithm flowchart
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Specific algorithm processes are as follows:

(a) Select a sample library;
(b) Extract several features from the library integrating existed sample extraction

methods;
(c) Obtain a series of MKL weak classifiers with several features by training samples

with our multi-kernel model;
(d) Initialize the weights of all the training examples into 1/N, in which N is the number

of samples;
(e) for m = 1 ,…… , M:

i. Train the weak classifier ym(),minimize weighted error function:

𝜀
m
=

N∑

n=1

𝜔
(m)

n
I(y

m
(x

n
) ≠ t

n
) (1)

ii. Calculate the discourse power α of the weak classifier:

𝛼
m
= ln

{
1 − 𝜀

m

𝜀
m

}
(2)

iii. Update the weights:
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(x

i
)), i = 1, 2,…N (3)

Zm is a normalized factor which makes the sum of all 𝜔 is 1.

Z
m
=

N∑

i=1

𝜔mi exp(−𝛼
m

t
i
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m
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iv. Get the final classifier:

Y
M
(x) = sign(

M∑

m=1

𝛼
m

y
m
(x)). (5)

3 A Multi-kernel Method for Terrain Image Classifications

SVM is a general learning algorithm based on Structure Risk Minimization (SRM) whose
basic idea is to construct an optimal hyper plane in the sample input space or the feature
space. It makes the distance between the hyper plane and the two kinds of samples to reach
the maximum so that the best generalization ability is obtained. Its solution is globally
optimal and it involves on artificial design of network architecture. For nonlinear prob‐
lems, SVM tries to transform them into a linear problem in another space by nonlinear
transformations (kernel function). In this transformation space, the optimal linear hyper
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plane can be solved. This nonlinear transformation can be realized by the inner product
function which is kernel function.

Kernel functions map features from a low dimension space to a high dimension space.
But at present, the SVMs we use are single kernels. When we use them, we need to choose
a kernel function according to experience or experiments and specify its parameters, which
is very inconvenient. On the other hand, in practice, features are often no single but heter‐
ogeneous. For image classification systems, we may use color, texture or spatial related
features. Their best kernel function may not be the same. If we let them share the same
kernel function, there is a great chance that we may not be able to get a best mapping.
Considering these questions, we introduce a multi kernel function learning method.

Now we define the following as the synthesis of kernels:

M = d1k1 + d2k2 + ⋯ + d
n
k

n (6)

M is the multi-kernel after the synthesis; kn is a single kernel, dn is their weight.
We give some basic kernel functions, such as linear, polynomial, RBF and sigmoid

kernel. For each kernel, we can specify multiple sets of parameters. And then we use a
linear combination of them as the final kernel function. By training, the weight (d) of
each kernel in this linear combination can be obtained. Due to the fusion of various
kernel functions, we can take care of the heterogeneous characteristics. Since the process
of learning weights is automatic, we don’t need to consider which kernel and which
parameter to use. We just combine possible kernels and parameters. As mentioned
before, this paper uses wavelet, Gabor and GLCM to express characteristics (Fig. 3).

The following figure is a schematic diagram of the process of synthesis:
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Fig. 3. Process of synthetic kernel
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Expressions of the kernel functions in the above figure:
Polynomial kernel function:

K(x, z) =
[
x

T
z + 1

]q

(7)

RBF kernel function:

K(x, z) = exp
(
−
|x − z|2

𝜎
2

)
(8)

Sigmoid kernel function:

K(x, z) = tanh
(
v
(
x

T
z
)
+ c

)
(9)

x, z are training data; 𝜎, q are constant; v is a norm of measurement; c is a displacement
parameter.

Next, we describe our synthetic kernel with a linear combination of the above kernels.
Suppose k(x, z) is a known kernel function, k̂(x, z) is its normalized form.

k̂(x, z) =
√

k(x, x)k(z, z) (10)

Weighted synthetic kernel:

k(x, z) =

M∑

j=1

𝛽
j
k̂

j
(x, z), 𝛽

j
≥ 0,

M∑

j=1

𝛽
j
= 1 (11)

Multi kernel learning models need to calculate the weights of the linear combination
of multiple kernel matrices. But the traditional multi kernel learning classifier transforms
this problem and corresponding classification algorithms into an optimization problem.
But the process of transformation requires a lot of complex derivations. In addition, the
process of determining the kernel combination coefficients is integrated into the final
optimization problem. Multiple kernel matrices need to be stored in memory, from
beginning to end. To a certain extent, this creates a waste of space.

To improve efficiency of existing multi-kernel classifiers, we try to introduce the
Nystrom approximation algorithm [15] into the fusion of multiple kernel functions. The
core of this idea is to separate calculating kernel combination coefficients from the
classifier’s algorithm framework. The kernel combination coefficients are determined
by the Nystrom approximation algorithm firstly and then the final kernel matrix is
involved in the classifier framework after the combination. In this way, the waste of
space is effectively reduced. The unique nature of the Nystrom approximation algorithm
also greatly reduces the computational complexity of the final algorithm.
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4 Experiment and Discussion

The sample set used in this paper contains 4435 training samples and 2000 test samples.
It is divided into six classes and feature dimension is 36. Experimental results are as
follows:

Table 1. Experimental results

Classifier SVM1 SVM2 SVM3 SVM4 MKL MKL-MKB
Kernel Linear Polynomial RBF Sigmoid Above –
Acc/% 80.65 % 81 % 84.55 % 32.05 % 87.1018 % 91.2199 %
Time/s 447.62 450.55 447.63 451.37 481.36 512.74

As can be seen from the experimental results, the MKL-MKB algorithm proposed in
this paper has a great improvement on image classification accuracy compared with
other methods. Classification accuracy has been obviously enhanced (Fig. 4) and
Tables 1, 2 and 3.

To prove the algorithm’s universal applicability, this paper uses five UCI data sets
to test the performance of image classification algorithms. The data set information is
shown in the following table:

Table 2. UCI dataset information

No. Name Feature no. Class no. Sample no.
1 Iris_new 4 3 150
2 Ionosphere 34 2 351
3 LIBRAS movement 90 15 360
4 Wine 12 3 178
5 Yeast 8 10 112

We assigned sample data as 1:4. In order to avoid contingency, each data set was
carried out 10 times. The results are as follows:

Fig. 4. Results of test data
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Experimental results on UCI data are as follows:

Table 3. Experimental results on UCI datasets

Acc
Sample    

Based on 
MKL-MKB/%

Based on 
standard SVM/%

Based on 
MKL/%

Iris_new 96.6667 83.3333 93.6667
Ionosphere 91.4286 82.8571 88.0000

LIBRAS Move-
ment

72.2222 59.7222 66.1111

Wine 100 88.8889 95.2778
yeast 68.1818 45.4545 54.5455

We can see that this algorithm in most samples has also achieved good results,
confirming the applicability of the proposed algorithm.

5 Conclusion and Future Work

In this paper, firstly, we propose an image classification system based on MKL-MKB
(multi kernel learning- multi kernel boosting), which processes samples through a multi-
kernel model. Then we use existing features to form a completely new synthetic nuclear
space. Nystrom algorithm is introduced to separate the calculation process of kernel
combination coefficients from the algorithm frame of the classifier. From terrain images
to several UCI data sets, the validity and applicability of the algorithm are verified. This
algorithm not only can be used in classifying topographic images but also medical and
Internet areas.
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Abstract. Parallel agent based simulation is popular used in artificial society.
However, it brings great challenges to the execution efficiency when facing large
scale artificial society where the number of agents in the simulation is up to
millions. A simulation kernel with conservative synchronization strategy and
multi-thread scheduling paradigm for large scale parallel agent based simulation
is introduced. Based on the simulation kernel, the paper proposes two opti-
mization strategies: a container based agent management scheme and an event
based load balance strategy. The paper then design several experiments to
evaluate the optimization performance, it shows that the optimization strategies
can obtain up to 5x speedup compared to the basic simulation kernel.

Keywords: Agent based simulation � Parallel discrete event simulation �
Synchronization strategy � Load balance

1 Introduction

Agent-based modeling and simulation is becoming more and more important and
popular way to model the complex system composed of interacting and autonomous
‘agent’ [1]. Especially in social simulation, it offers a quantitative approach to study the
laws of human activity. While in social simulation, more and more grandiose plans
were proposed, they want to construct a city or country even world wide-scale artificial
society to supervise and study the real world [2]. Thus million event billion scale agents
will bring a huge challenge to the execution of simulation.

Parallel Agent Based Simulation (PABS) method extends from the Parallel Discrete
Event Simulation (PDES) [3], it utilizes different computational units to execute a
portion of agents separately, which can bring a considerable performance promotion.

Traditional PABS method was designed in distributed computing platform, such as
Repast HPC, ROSS, etc. While the communication costs between models in different
computer nodes is still a fatal disadvantage in distributed computer based PABS. Many
researches dedicate to the problem [4–6], regretfully as the scale of agent number raise
rapidly and the degree of coupling between agents, the high communication overhead
and latency limit the performance of PABS.

The immergence of multi-core platforms solves the communication latency fun-
damentally. In multi-core platforms, parallel computational units are the cores
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L. Zhang et al. (Eds.): AsiaSim 2016/SCS AutumnSim 2016, Part I, CCIS 643, pp. 165–175, 2016.
DOI: 10.1007/978-981-10-2663-8_18



integrated in one chip, and all the cores share the common RAM memory. Thus, the
communication between agents can even be replaced by the changes of memory points
from C++ language perspective. As a consequence, the cost of communication can
even be limited to a constant. In the meantime, as the development of computer
technology, the performance of a single computer can be comparable with the TOP1
supercomputers from 10 years ago, which means we can build large scale simulation
applications in a single computer. So more and more researches turn to concentrate on
the multi-thread based parallel computing methods, and some multi-thread based
simulation kernels are proposed, such as ROSS-MT [7], and HPSK [8]. However the
multi-thread based optimization work above mainly focus on the PDES (Parallel
Discrete Event Simulation), there is seldom optimization strategy for PABS (Parallel
Agent Based Simulation), especially for large scale agent based simulation.

In the paper, we design a multi-threaded parallel agent based simulation kernel. The
simulation kernel is mainly focus on the optimization for synchronization and
scheduling of large number of agents in the simulation. To solve the problem, main
contribution of the paper is list as follow:

(a) Propose a container based agent management scheme to optimization of time
synchronization cost between agents.

(b) Propose an event based load balance strategy to filter the inactive agents when
scheduling.

The rest of paper is organized as follow: Sect. 2 illustrates some related work. The
basic introduction of multi-thread based simulator OneModel is given in Sect. 3. In
Sect. 4, the paper illustrates the Optimization methods and we design three experiments
to evaluate the performance of the proposed methods in Sect. 5.

2 Related Work

Parallel agent based simulation is designed based on the PDES method. The whole
agent models are executed by several Logical Processes (LPs). The LPs are usually
assigned to different physical processing units. Due to the interaction of agents, there
are usually data exchange and agent migration between LPs. Hence, there should be a
synchronization operation to avoid the causal errors. And load balance strategy is also
widely researched to keep the load in different LP balance.

For the time synchronization problem, there are two basic time synchronization
algorithm, which are conservative and optimistic strategy. Conservative strategy pro-
hibits any causality error from occurring, whereas optimistic strategy uses detection
and recover approach: causality errors are detected, and a rollback mechanism is
invoked to recover.

SASSY is a typical optimistic strategy simulator based on time warp algorithm. And
in order to reduce the rollback overheads, many methods are proposed [9]. But in large
scale agent based simulation, a rollback operation may cause even hundred and thou-
sand more rollback through the social network among agents which lead poor execution
efficiency. So the paper thinks that the conservative synchronization strategy is more
suitable for large scale agent based simulation. SPADES [10] is a typical conservative
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strategy simulator which uses a global event queue to process the simulation time.
But SPADES is mainly used in artificial intelligence area with small number of agent.
Another conservative simulator is RePast, and in order to support large scale agent
simulation, it is extended to RepasteHPC [11] to realize distributed simulation.
RepasteHPC introduce DR method to reduce the communication cost. But when the
number of agents increases, the communication and DR cost is still relative high.

Load balance strategy is to balance the computational task and reduce the com-
munication cost among LPs. Much work has emerged to predict the communication
between LPs and design load migration algorithm. However, these works are based on
the multi-process paradigm which LPs are executing on the different process. Recently,
some work has emerged to design a multi-thread oriented simulation kernel in
multi-core platform. In multi-thread paradigm, LPs are executed on different threads,
and the whole states of agents are shared between LPs which lead a relative low
communication cost and reduce the migration cost. Ryan James Miller [12] proposes a
threaded version of WARPED. ThreadWarped employ a master-worker pattern, in
which defines a collection of threads, one for Time Warp housekeeping functions
(called the manager thread) and one or more other threads for scheduling and pro-
cessing simulation events (called worker threads). However, ThreadWarped gains
speedup only by process events in parallel. Wenjie Tang designs a HPSK model [8],
which gains speedup by both scheduling LPs and processing event in parallel. Fur-
thermore, some work turn to exploit the computational power from GPU thread in
heterogeneous platform.

3 OneModel: A General Multi-threaded Parallel Agent
Simulation Kernel

In this section, we introduce a general conservative parallel agent based modeling and
simulation environment which is the main modeling tool of the large scale artificial
society in our research.

3.1 A Modified DEVS Component Model

For large scale complex systems, a common and effective way of modeling is to break
down them into components and construct system model through composition. With
standard component models, simulation engines can be separated from model
relatively.

As a formal method, DEVS is well suitable for rigorous specification of models.
However, as to agent based simulation, agent is a basic and independent component,
and coupled component is not needed. To make it simpler and easier to understand, a
modified DEVS is proposed as the formalism of standard component models:
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The event list E is explicitly described and each event e contains information
including time, receiver, type, sender, and content. External and internal events are not
distinguished for they are treated almost the same way in simulation. Through input I, a
model can get information from other components. Output is implicitly included in
state S because others can learn all about the component through its state. The time
advance function s is used to compute the next time of possible event or state update.
The state transition function f transfers the model to a new state until the next update.
The event generate function g is used to generate new events during the state transition.

The advantage of the modification is that it is easy to understand modeling process
and natural to represent dynamic behavior. However, it is complicated for parallel
simulation because component models are managed and scheduled by different LPs.
Input from other components and events output to other components must be state
consistent and temporal correct. It is just the causal order of messages between LPs that
leads to various complicated parallel simulation algorithms.

3.2 Parallel Simulation Through Two-Phase Synchronization

The idea of parallel simulation of modified DEVS models is based on two-phase
synchronization as show in Fig. 1. During the first phase, all component models are
locked read-only and read input from each other. Synchronization is put at the end of
the phase to guarantee all components get what they need and states each gets are
consistent. During the second phase, all components are updated according to the
minimum event time. Synchronization is also put at the end of the phase to guarantee
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completion of update and message delivery. If the executing order of concurrent events
does not matter, parallel simulation will produce same result as sequential simulation.

The performance of parallel algorithm is mainly affected by load balance of
component models, communication of messages and synchronization between LPs. It
is also a fact that the number of component models is usually many times the number of
processors in large scale agent simulations. As a result, if large scale component
models can be evenly distributed in LPs, high performance can be expected.

3.3 Multi-threaded Design

Traditional PDES method is designed on the distributed computers with MPI. How-
ever, as the simulation applications get larger and more complex, the communication
cost between processes becomes the bottleneck. On the other hand, as the development
of multi-core platform, a single computer can easily reach the performance of computer
clusters 10 years ago. Many works have showed that the multi-threaded parallel sim-
ulation kernel can perform a better performance. Therefore, multi-threaded design of
simulation kernel is proposed to solve the communication problem.

Figure 2 shows the general scheduling architecture of multi-threaded parallel agent
simulation kernel. In the architecture, in order to gain a better load balance, the
management of agents is separated from the threads, and each agent maintains its own
event queues. Communications between agents are realized through the delivery of
events. In the multi-threaded architecture, as the threads share the same address space,
events are sent by creating its copy and insert the memory point to the target event
queue. An event queue router which is designed as a map from the agent names to its
event queue is needed for searching the target event queues.

4 Optimization Strategy

The general purpose OneModel simulator just uses one priority queue to maintain the
whole events generated by the whole agents. When the number of agents reach to
million, the operation of event queue will cause relative high overheads.
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Fig. 2. Multi-threaded scheduling architecture
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The main destination of the proposed optimized simulation kernel is to support
large scale agents running. In this section, the paper analysis the characteristic of the
scheduling algorithm, and propose two optimization strategies.

4.1 Container-Based Agent Management

In large scale agent simulation, the number of N can reach up to millions or billion. To
construct a RBT map of N node need the time complexity of o(N log N), which will
cost tremendous amount of time when N is large enough.

In order to speed up the construction of the RBT map, the key point is to reduce the
number of node in the map. So, use the hierarchical management thought for reference,
we divided the whole agents into M containers, and then the agents and events are
managed through two layers. The first layer is a map between containers and their event
queue (denoted as CTQ), and each container maintains the second layer, which is a
map between the agents in one container and their names (denoted as NTA). The
mapping process is shown as Fig. 3.

Theorem 1. The time complexity of constructing the RBT map of CTQ and NTA is

oðMlogMþ N
M

� �
log N

M

� �Þ, and the construction cost is always smaller than that in agent

based scheduling strategy.

Proof. The time complexity of construction process of CTQ and NTA is oðMlogMÞ
and oðNM log N

MÞ, ignoring the impact of other factors, the time complexity of con-

structing the RBT map of CTQ and NTA is oðMlogMþðNMÞlogðNMÞ. Defining the

function f as f ¼ MlogMþ N
M

� �
log N

M

� �� N logN, then take a second derivate of f, we

have f
00 ¼ 1

M þ 3n
M2 þ 2nlogNM

M2 , obviously f
00
[ 0 always true where 1\M\N, so f is

convex function, the maximum of f is obtained when M ¼ 1or N and its value is zero.
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So we can draw the conclusion that the construction cost is always smaller than that in
agent based scheduling strategy when 1\M\N.

4.2 Event-Based Load Balance Strategy

In agent-based load balance strategy, since the agents which have events needed to be
scheduled at the moment simulation time are not known, so lots of agents are scheduled
with nothing to do, and waste most of the computational resources. Thus based on our
container-based scheduling strategy, the paper proposes an event-based load balanced
strategy.

In container-based scheduling strategy, through CTQ and NTA, we can obtain the
specific target agent component from arbitrary event as Fig. 5 shows. And the events
with specific time stamp in each container can be easily gets from the event queue. So
in event-based load balanced strategy, we separate the scheduling process into two
phases. In the first phase called Executable Events Collecting, we collect all the events
to be scheduled at the simulation time in each container into a vector. In the second
phase called Parallel Execution, we distribute the events in the vector to the parallel
threads averagely, and then in each working threads, the specific target agent com-
ponent is obtained with the events and agent execute the Update() function with the
event. Algorithm 2 presents the pseudo code.

Algorithm 2 event-based scheduling process
Executable Events Collecting:
1: For each thread parallel do
2:    For each container do
3:       EventSet CTQ( ) 
4:       Get parallel events NEs at current time in EventSet
5:       Push NEs into an event vector ParallelEvents
6:    End for
7: End for

Parallel Execution:

Update()
8: For each thread parallel do
9:    For each event e in ParallelEvents do
10:       ContainerID c container index of e
11:       Agent A (    )
12:       Execute update function of A with e
13:     End for
14: End for
SendMessage()
15: ContainerID c container index of e
16: EventSet CTQ(c) 
17: Push e into Eventset
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Suppose the number of working thread is limited and is denoted as T. Denote the
number of agent which have event to be scheduled as S.

Theorem 2. The time complexity of the event-based scheduling algorithm is
oðSþM

T logMþ SþM
T log N

MÞ, and is always better than that of agent-based scheduling
algorithm.

Proof. As shown in Algorithm 2, the event-based scheduling process can be separate
into two parts. In Executable Events Collecting phase, each thread maintains M

T con-
tainers. Line 3 searches the RBT of M nodes, the time complexity of it is oðlogMÞ, and
line 4 searches the EventSet which is also a RBT structure. Suppose each agent in
container has an event in EventSet, thus the number of nodes in EventSet is N

M and the
search operation have the time complexity of oðlog N

MÞ. So, the time complexity of
Executable Events Collecting phase is oðMT logMþ log N

M

� �Þ. In the Parallel Execution
phase, each thread maintains S

T events. Line 11 searches the RBT map of N
M nodes, and

line 16 searches the RBT map of M nodes. So the time complexity of Parallel Exe-
cution phase is oðST logMþ log N

M

� �Þ. Accumulating the two parts, the time complexity
of the event-based scheduling algorithm is oðSþM

T logMþ SþM
T log N

MÞ.

Let f ¼ SþM
T logMþ SþM

T log N
M � N

T logN � S logN, take a first derivate of f, we

have f
0 ¼ logNMþ logM

T . Since f
0
[ 0, f reach the maximum value f ¼ S

T � S
� �

logN when
M ¼ N. Since T[ 1, so f\0 is always true which means the time complexity of the
event-based scheduling algorithm is always better than that of agent-based scheduling
algorithm.

5 Experiment

In this section, the paper designs a simple but large scale agent-based simulation
experiment to make a comparison of different scheduling algorithm. The agent number
of the simulation is 1 million, and in order to model the unbalance load between agents,
we set a parameter denoted as P to control the percentage of updating agents in an
execution cycle. The hardware environment is a 12-core Xeon c2050 CPU with 64 GB
memory. The Modeling and simulation support is based on OneModel.

In order to illustrate the performance difference, the paper designs three
experiments.

Firstly, the paper design an experiment to make an comparison of the performance
between optimized and basic simulation kernel. The experiment executes on different
number of threads, and records the average execution time among time step in simu-
lation. The result is shown on Fig. 4.

As we can see that, the optimized simulation kernel can get up to 5x speedup
compared with the basic one when the thread number is 12. It shows that the proposed
container-based agent management and event-based load balance method is effective.
They optimize the performance of simulator from the synchronization and execution
phrase respectively.
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Secondly, the paper designs an experiment to test performance in different setting
of container. For the experiment, as the number of container increase from 1 to 1
million, we record the whole execution the between time steps including the syn-
chronization time and update time. Different number of container mainly affects the
performance of synchronization between the whole agents. The result is shown on
Fig. 5, and the x-axis is set as logarithmic coordinate.

From Fig. 5, we can obtain that more container can get better performance among a
specific threshold. However, once exceed, the performance will degrade then. The
threshold in the experiment is around 100 containers namely each container hold 10
thousand agents. The reason is that the container based agent management method
divide the synchronization into two phrases which is synchronization in container and
between containers. In container, the event queue is a RBT structure. When a new
event comes, it can be organized by time increased order. So the synchronization in
container can be completed during execution to accelerate the synchronization process.
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However, when the number of agents in container is too large, the sort efficiency of
RBT will greatly degrade which affect the execution performance.

Finally, the paper designs an experiment to show the event-based load balance
strategy. The experiment executes on 12 threads and records the average update time of
a time step as P increase from 0.3 to 0.8. The result is shown on Fig. 6.

Figure 6 shows that with the load balance strategy, simulation performance can get
up to 2x speedup. As P increase, the update time of basic simulator also increase and
obey a linear relationship. However the optimized method can keep a steady perfor-
mance when P < 0.5. In the experiment, average update time of a time step is used to
execute the whole agents and the factor that affects the performance is mainly the load
in threads. The optimized methods uses the proposed event-based load balance strat-
egy, it filter the inactive agent before execution and reduce the wasted time caused by
the scheduling of inactive agent.

6 Conclusion

The paper analyzes the characteristic of large scale agent based simulation, and
introduces a conservative parallel simulation kernel OneModel. It uses multi-thread
scheduling paradigm to reduce the load unbalance overheads and the communication
cost between agents. Based on OneModel, the paper then proposed two optimization
strategies which design from two aspects. From the first aspect, the paper design a
container based agent management scheme to optimization of time synchronization
cost between agents. It uses a hierarchical management method to reduce the
scheduling overheads of the large number of agents and the events scheduled. From the
second aspect, the paper design an event based load balance strategy. It design based on
the multi-thread paradigm, and divide the events instead of agents to the threads
equally. With the two optimization strategies, the OneModel simulation kernel can get
up to 5x speedup.
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Abstract. For utilizing the original sampling points and improving budget al-
location efficiency, we propose a sequential Latin Hypercube Sampling
(LHS) method for metamodeling. The sequential method starts with an original
LHS of size n and constructs a new LHS of size kn that has the original points as
more as possible. The sampling points of LHS are described by some matrixes
and it is proved that there is no need to delete original points for the new LHS.
A subtraction rule is applied for adding new sampling points. The original and
addition sampling points are proved to be a strict LHS. The method is applied
for metamodeling to demonstrate the effectiveness.

Keywords: Latin hypercube sampling � Sequential method � Metamodel

1 Introduction

Simulation is an important way to acquaint real system for human, including queuing
system, manufacturing system, aerospace, finance, corporate decision-making and so
on. With the development of simulation technology, the simulation systems usually
have a high reliability [1]. As the real system is complicated, simulation analysis of
complex systems has become a focus of scientific research. One of the problems is the
time consuming. A metamodel is a simplified mathematical model of a simulation
system that has a similar input-output relationship in the form of a function. Analysis
based on metamodel is an effective solution to reduce time consuming. So some
analysis methods can be applied on the metamodel, including uncertainty analysis [2],
sensitivity analysis [3] and optimization [4].

During metamodeling, it is a problem to determine the sampling number. Little
sampling points will lead to a bad metamodel, inaccurate results and even wrong
conclusions. Too much sampling points will lead to unnecessary running times, which
should be avoided for the time consuming simulation system. Sequential experiment
design is an effective method to solve the problem, which utilizes the original sampling
points and gets the suitable sampling size by adding a special amount of sampling
points in an iteration [5, 6]. Chen and Zhou [7] gave a variety of design criteria to
evaluate the need of allocating more simulation budget at simulated versus unsimulated
points and proposed a sequential experimental design framework for stochastic kriging.
Chen and Li [8] added one new sampling point in every iteration and gave a greedy
algorithm to favor the new design point.
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In this study, we discuss a sequential Latin Hypercube Sampling (LHS) method for
metamodeling. LHS is a popular stratified sampling method and have a good character
of space filling. In the recent years, there are two classes of sequential LHS method.
One is the general sequential LHS, which starts with a LHS of size n and gets a new
LHS of size nþm which obtains the original points. The most well-known methods are
proposed by Wang [9] and Wei [10], but the methods only can give a similar LHS
finally. We proposed some methods in this case [11, 12], which obtain a strict LHS.
But the time consuming of generate LHS is an outstanding shortcoming. As the general
sequential LHS method is difficult, some sequential LHS methods that satisfy nþm ¼
k � n are illustrated by Ding, Wang and Li [13] and Tong [14]. In this paper, we
discuss why it is easy to achieve a strict LHS in this case and propose a sequential LHS
(SLHS) method for metamodeling.

In Sect. 2, we review the sequential strategy for metamodel and the classical LHS
procedure. In Sect. 3, a mathematical description of sequential problem is given. And
then, a sequential LHS method is proposed and some necessary proves are given. In
Sect. 4, numerical examples are performed to test the proposed method. Finally, the
conclusion and some thoughts for the future research are given.

2 Theoretical Background

In Sect. 2.1, the sequential strategy for metamodeling is introduced. A popular
experiment design, LHS, is discussed in Sect. 2.2, including the summary and the
procedure.

2.1 Sequential Strategy for Metamodel

The flow diagram of sequential metamodel is shown in Fig. 1. First of all, the initial
training sampling size is determined. Then, the training sampling and predicting
sampling are designed. The next step is constructing a metamodel based on the training
sampling. The validation of metamodel is implemented to determine whether the
metamodel is adequate. The training sampling and predicting sampling are used to
evaluate the fitting and forecast abilities of metamodel. Multiple Correlation Coefficient
(R2) is an evaluation index, which is shown in Eq. (1). Under ideal condition, R2 equals
to 1. If R2 is less than threshold value, addition sampling is nedded and a new meta-
model is built. The procedure ends if the metamodel is adequate.

R2 ¼ 1�
Xn
i¼1

ðyi � ŷiÞ2
,Xn

i¼1

ðyi � �yÞ2 ð1Þ

where yi is the i th output value. ŷi is the i th predictive value, i ¼ 1; 2; � � � ; n. �y is the
mean of outputs.

In this paper, we focus on the design of addition sampling. As LHS has a special
structure, the main problem is how to generate the addition sampling so that the
original sampling and the addition sampling construct a new LHS strictly.
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2.2 A Procedure of Latin Hypercube Sampling

LHS is a stratified sampling algorithm, which can ensures that each input variable has
all portions among its range, copes with many input variables and is computationally
cheap to generate. In practice, LHS can be obtained as follows. Suppose that the input
variables are x1; x2; . . .; xr and the range of xi is ui ¼ ½ai bi�, i ¼ 1; 2; . . .; r. Then, LHS
can be obtained as follows.

a. divide the range ui into n equiprobable intervals ui1; ui2; . . .; uin , i ¼ 1; 2; . . .; r. So
the intervals satisfy ui1 [ ui2. . .[ uin ¼ ui, uij \ uik ¼ ; and Pðx 2 uijÞ ¼ 1=n ,
where j; k ¼ 1; 2; . . .; n.

b. for the j th interval of variable xi, the cumulative probability can be obtained as:

Probji ¼ ðj� 1Þ=nþ rji
�
n ð2Þ

where rji is a uniform random number ranging from 0 to 1. So all the probability
values can be noted as Prob ¼ ðProbjiÞn�r.

c. transform the probability into the sample value xji by the inverse of the distribution
function Fð�Þ:

xji ¼ F�1
i ðProbjiÞ ð3Þ

Then, the sample matrix is

X ¼
x11 x12 � � � x1r
x21 x22 � � � x2r
..
. ..

. . .
. ..

.

xn1 xn2 � � � xnr

2
6664

3
7775

Start

Finish

Determine starting value N0

Experiment design and sampling

Construct a metamodel based on the 
sampling

Is metamodel adequate? Determine the number of addition 
sampling

Fig. 1. Strategy for metamodeling

178 Z. Liu et al.



d. the n values of each variables are paired randomly or in some prescribed order with
the n values of the other variables. Then the sample matrix of LHS can be written as:

X 0 ¼
x011 x012 � � � x01r
x021 x022 � � � x02r
..
. ..

. . .
. ..

.

x0n1 x0n2 � � � x0nr

2
6664

3
7775

where each row is a sample point.

Figure 2 shows an example of LHS in size of 5, where each interval of each input
variable has one sample point.

3 Sequential Latin Hypercube Sample Method

The Sequential LHS method of has two purposes. One is to construct a strict LHS with
a larger size than original LHS. The other is to reserve the original sample points as
more as possible in the new LHS. In this study, the sequential method is an integral
multiple extension method of LHS. Assume that there is an original LHS noted as
A ¼ fX1;X2; . . .;Xng, where Xi is a sampling point, i ¼ 1; 2; . . .; n. The objective of
extension is to get a new LHS of size kn noted as B ¼ fX1;X2; . . .;Xkng, where k� 2
and k is an integer. B satisfies the constraint condition as shown in Eq. (4).

max card ðA\BÞ ð4Þ

where cardð�Þ denotes the number of elements in set. For general extension of LHS, the
original sampling points may be not accord with the structure of extension LHS, which
is shown in Fig. 3. So we need to discuss how many original samplings need to be
reserved for the SLHS.

Fig. 2. An example of LHS
Fig. 3. Original samplings in
extension LHS
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3.1 Analysis of the Problem

A related result is given as the following theorem.

Theorem A: Supposed that there are r input variables, the LHS set is A ¼
fX1;X2; . . .;Xng and the SLHS set is B ¼ fX1;X2; . . .;Xnþmg, where nþm ¼ kn, k� 2
and k 2 Z. Then, max card ðA\BÞ ¼ n.

Proof: Pick two sample points Xp ¼ ½ xp1 xp2 � � � xpr � and Xq ¼ ½ xq1 xq2 � � �
xqr�, 1� p; q� n; p 6¼ q.

For the first variable x1, u1 ¼ u11 [ u12. . .[ u1n and Pðx 2 u1iÞ ¼ 1=n,
i ¼ 1; 2; . . .; n. Assume that xp1 2 u1s and xp2 2 u1t. By the definition of LHS,

u1s \ u1t ¼ ; ð5Þ

After SLHS, the new intervals are u�11; u
�
12; . . .; u

�
1ðnþmÞ which satisfy

u�11 [ u�12. . .[ u�1ðnþmÞ ¼ u1 and Pðx 2 u�1iÞ ¼ 1=ðnþmÞ, i ¼ 1; 2; . . .; ðnþmÞ. Assume

that xp1 2 u�1u and xp2 2 u�1w.
As the intervals are equiprobably divided and nþm ¼ kn, so we have

u1i ¼ u�1ðki�iþ 1Þ [ u�1ðki�iþ 2Þ. . .[ u�1ðkiÞ; i ¼ 1; 2; . . .; k

It means that u1i is equiprobably divided into k intervals, u�1ðki�iþ 1Þ;u1ðki� iþ
2Þ�; . . .; u�1ðkiÞ.

Then
u�1u	u1s; u

�
1w	u1t ð6Þ

By Eqs. (5) and (6) and properties of sets, we obtain

u�1u \ u�1w ¼ ;

So xp1 and xq1 are not in one interval among the new intervals.
Similarly, every variable of Xp and Xq are not in one interval of each new intervals.
As p and q are selected randomly, the set A satisfied the new structure of extension

LHS. Then there is no need to delete any sample point of the original LHS, which
completes the proof. h

3.2 Procedures of SLHS

From Theorem A, it is concluded that all the original sampling points can be reserved
in the SLHS. A SLHS method is proposed based on the theorem and a two-time
extension algorithm [13]. Supposed that there is a LHS of size n, the sample matrix is

XðoldÞ
n�r , the order matrix is LðoldÞn�r (Every element of LðoldÞn�r is the interval number of the
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corresponding element of XðoldÞ
n�r ), the cumulative probability matrix is UðoldÞ

n�r (Every

element of UðoldÞ
n�r is the cumulative probability of the corresponding element of XðoldÞ

n�r ,

that is the Probji in Eq. (2)) and the random matrix is RðoldÞ
n�r (Every element of RðoldÞ

n�r is

the random value of the corresponding element of XðoldÞ
n�r , that is the rji in Eq. (2)).

ðk � 1Þn new sample points, Xð2Þ
ðk�1Þn�r, is needed to create to get SLHS of size kn noted

as XðnewÞ
kn�r ¼ XðoldÞ

n�r

Xð2Þ
ðk�1Þn�r

" #
. The detail steps of SLHS are as follows:

Step 1. Compute the distribution of original sample points in the new sample
structure.

a. Transform LðoldÞn�r into the new sample structure and get the order matrix Lð1Þn�r as
shown in Eq. (7).

lð1Þi;j ¼ klðoldÞi;j � ðk � mÞ ð7Þ

where krðoldÞi;j �m\krðoldÞi;j þ 1; m 2 Z; i ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ; r

b. Transform Rð1Þ
n�r into the new sample structure and get the random matrix Rð1Þ

n�r as
shown in Eq. (8).

rð1Þi;j ¼ k½rðoldÞi;j � ðm� 1Þ � 1=k� ð8Þ

where krðoldÞi;j �m\krðoldÞi;j þ 1, m 2 Z, i ¼ 1; 2; � � � ; n , j ¼ 1; 2; � � � ; r 。

Step 2. Generate the new sample matrix Xð2Þ
ðk�1Þn�r.

a. Generate a new order matrix L0kn�r of size kn� r and every column of L0kn�r is a
random rank of the integer number from 1 to kn.

b. For every column, delete the element that is the same as the corresponding column

in Lð1Þn�r and get the matrix Lð2Þðk�1Þn�r.

c. Generate a random matrix Rð2Þ
ðk�1Þn�r where rij is a uniform random number ranging

from 0 to 1.

d. Compute the cumulative probability matrix Uð2Þ
ðk�1Þn�r as shown in Eq. (9).

uð2Þi;j ¼ ðlð2Þi;j � 1þ rð2Þi;j Þ
.
kn ð9Þ

e. Compute the sample matrix Xð2Þ
ðk�1Þn�r as shown in Eq. (3).

Step 3. Get the order matrix LðnewÞkn�r , the random matrix RðnewÞ
kn�r , the cumulative

probability matrix UðnewÞ
kn�r and the sample matrix XðnewÞ

kn�r of SLHS.

A Sequential Latin Hypercube Sampling Method for Metamodeling 181



LðnewÞkn�r ¼ Lð1Þn�r

Lð2Þðk�1Þn�r

" #
; RðnewÞ

kn�r

¼ Rð1Þ
n�r

Rð2Þ
ðk�1Þn�r

" #
; UðnewÞ

kn�r ¼ UðoldÞ
n�r

Uð2Þ
ðk�1Þn�r

" #
; XðnewÞ

kn�r ¼ XðoldÞ
n�r

Xð2Þ
ðk�1Þn�r

" #

From the step 2-b, it can be seen that every column of LðnewÞkn�r is a random matrix of

the integer number from 1 to kn. If LðnewÞkn�r ; U
ðnewÞ
n�r ; RðnewÞ

kn�r and XðnewÞ
kn�r satisfy the Eqs. (2)

and (3), it can be proved that XðnewÞ
kn�r is a LHS of size kn. The proof is as follows:

Proof: Take Eqs. (6) and (7) into Eq. (2) and we have

uð1Þi;j ¼ ðlð1Þi;j � 1þ rð1Þi;j Þ
.
kn

¼ ðklðoldÞi;j � ðk � mÞ � 1þ k½rðoldÞi;j � ðm� 1Þ � 1=k�Þ
.
kn

¼ kðlðoldÞi;j � 1þ rðoldÞi;j Þ
.
kn

¼ ðlðoldÞi;j � 1þ rðoldÞi;j Þ
.
n ¼ uðoldÞi;j

That is

Uð1Þ
n�r ¼ UðoldÞ

n�r

Then

xð1Þi;j ¼ F�1ðuð1Þi;j Þ ¼ F�1ðuðoldÞi;j Þ ¼ xðoldÞi;j

That is

Xð1Þ
n�r ¼ XðoldÞ

n�r

So Lð1Þn�r; R
ð1Þ
n�r; U

ðoldÞ
n�r and XðoldÞ

n�r satisfy the Eqs. (2) and (3).

From the step 2-d and step 2-e, we have that Lð2Þðk�1Þn�r; R
ð2Þ
ðk�1Þn�r; U

ð2Þ
ðk�1Þn�r and

Xð2Þ
ðk�1Þn�r satisfy the Eqs. (2) and (3), which completes the proof. h

4 Numerical Examples for Metamodeling

We pick up six test functions, which are widely used and suitable for validating the
effectiveness of proposed method. The functions are shown from Eqs. (10) to (15).
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f1ðxÞ ¼ e�4 ln 2�ðx�0:0667Þ2=0:64 sin6ð5:1pxþ 0:5Þ; x 2 ½01� ð10Þ

f2ðxÞ ¼ xðxþ 1Þ sin½ð2x� 0:5Þ2p� 1�; x 2 ½�1:5; 1� ð11Þ

Table 1. TCLHSG and SSPs of CLHS and SLHS

Test Function Method TCLHSG/s SSPs

f1 CLHS 4.73 155
SLHS 4.65 80

f2 CLHS 5.44 155
SLHS 5.26 80

f3 CLHS 8.72 315
SLHS 8.57 160

f4 CLHS 4.60 155
SLHS 4.76 80

f5 CLHS 53.22 635
SLHS 52.28 320

f6 CLHS 3.45 155
SLHS 3.13 80

Fig. 4. Results of CLHS and SLHS
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f3ðx; yÞ ¼ 200� ðx2 þ y� 11Þ � ðxþ y2 � 7Þ2; x; y 2 ½�6; 6� ð12Þ

f4ðx; yÞ ¼ 10eð�0:03ðx�3Þ2�0:03ðy�3Þ2Þ þ 8eð�0:08ðxþ 5Þ2�0:08ðyþ 5Þ2Þ

þ 7eð�0:08ðx�4Þ2�0:04ðyþ 7Þ2Þ;�10� x; y� 10
ð13Þ

f5ðxÞ ¼ sinðx1Þe½ð1�cosðx2ÞÞ2� þ cosðx2Þe½ð1�sinðx2ÞÞ2� þ ðx1 � x2Þ2; �5� xi � 5; i ¼ 1; 2

ð14Þ

f6ðxÞ ¼ ðx1 þ 2x2 � 7Þ2 þð2x1 þ x2 � 5Þ2; �10� xi � 10; i ¼ 1; 2 ð15Þ

Classical LHS (CLHS) and SLHS were applied for the LHS generation. Set the
initial sample size noted as N0 and sample size of the predict sampling noted as Np. The
steps are as follows:

a. Generate a LHS of size N ¼ Np as the predict sampling and compute the output Yi
of the predict sampling, i ¼ 1; 2; � � � ;Np.

b. Generate a LHS of size N ¼ N0 as the train sampling.
c. Compute the output Yi of the train sampling, i ¼ 1; 2; � � � ;N.
d. Generate a metamodel by the train sampling.
e. Compute the R2 by Eq. (1). If R2 > 0.98, stop. Otherwise, set N ¼ N � nstep gen-

erate LHS of size N by CLHS or SLHS and go to b.

In this application, N ¼ 5; Np ¼ 1000; nstep ¼ 2. Figure 4 shows the results of
CLHS and SLHS. From Fig. 4, it can be concluded that the performance of SLHS is
the same as that of CLHS. Table 1 shows the time consuming of LHS generation
(TCLHSG) and the sum of sample points (SSPs). From Table 1, it can be concluded
that the time consuming of SLHS is the same as that of CLHS, but the number of LHS
points is much less than that of CLHS.

5 Conclusion

In this paper, SLHS for metamodeling is proposed. We prove that there is no need to
delete the original points if the new sample size is integral multiple for the original
LHS. SLHS is applied to metamodels, which demonstrates the effectiveness of the
algorithm. From the results, it can be concluded that SLHS for metamodeling preserve
all the original sample points, which saves a lot of time consuming to take the new
sample. Furthermore, the metamodel based SLHS has the same performance as that
based on CLHS.

SLHS we proposed is a special case of general extension of LHS (GELHS).
However, GELHS is difficult to apply in practice because of the time consuming
problem. SLHS can reserve all the original sampling points and generate a strict LHS at
last, which cost much less time than GELHS. As general extension is common in
practice, a fast GELHS is the further work.
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Abstract. Recently, differential evolution (DE) algorithm has attracted more
and more attention as an excellent and effective approach for solving numerical
optimization problems. However, it is difficult to set suitable mutation strategies
and control parameters. In order to solve this problem, in this paper a dynamic
adaptive double-model differential evolution (DADDE) algorithm for global
numerical optimization is proposed, and dynamic random search (DRS) strategy
is introduced to enhance global search capability of the algorithm. The simu-
lation results of ten benchmark show that the proposed DADDE algorithm is
better than several other intelligent optimization algorithms.

Keywords: Differential evolution �Mutation strategies � Adaptive parameters �
Dynamic random search

1 Introduction

Differential Evolution (DE) algorithm is a simple and efficient global optimization
searching tool, firstly proposed by Storn and Price [1–4] in 1995. It has been widely
used in pattern recognition [5], chemical engineering [6], image processing [7], and
achieved good results. The reasons why DE has been considered as an attractive
optimization method are as follows: (1) Compared with other evolutionary algorithms,
DE algorithm is much simple and straightforward. (2) There are less parameters in DE.
(3) Its searching is random, parallel and global. Compared with other algorithms, DE is
outstanding, but the basic DE algorithm also has the disadvantages just like other
intelligent algorithms. The DE algorithm suffers from the contradiction between con-
vergence speed and accuracy, and the problem of premature convergence; additionally,
it also suffers from the stagnation problem: the search process may occasionally stop
proceeding toward the global optimum even though the population has not converged
to a local optimum or any other point; Finally, DE algorithm is sensitive to the choice
of the parameters and the same parameter is difficult to adjust to different problems [8].

In recent years, many researchers have carried out the improvement of the basic DE
algorithm, which has drawn much attention. Brest et al. [9] presented the jDE algorithm
in which the control parameters F and CR were encoded into population individuals
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and evolved with the increasing of iterations. Two new arguments were used to adjust
control parameters, these arguments are calculated independently. Qin et al. [10]
proposed the SaDE algorithm, in which the trial vector generation strategy was chosen
from the candidate pool in accordance with the probability obtained from its success
rate in generating promising results within the learning period which is a certain
number of previous generations. Zhang et al. [11] presented the JADE algorithm, a new
mutation strategy and an external archive were used to provide information of progress
direction. This strategy is utilized to balance the greediness of the mutation and the
diversity of the population. Hamzacebi et al. [12] proposed the dynamic random search
(DRS) technique based on basic random search technique, DRS contain two phases:
general search and local search. This technique could be applied easily in the process of
optimization problem to accelerate convergence rate.

As we know, the effectiveness of basic DE in solving optimization problems mainly
depends upon the selected generation (mutation and crossover operations) strategy, and
associated control parameters (population size NP, mutation parameter F and crossover
rate CR). So when solving optimization problems, the donor vector generation strategy
should be determined and suitable values of control parameters needs to be chosen in
advance. However, according to the characteristics of the problem and available
computation resources, diverse optimization problems require different generation
strategies with different control parameter values. This paper proposes a dynamic
adaptive double-modle differential evolution (DADDE). In the DADDDE algorithm,
the mutation mode combine two basic mutation strategies. To improve the diversity of
population and balance the search capability between global and local search, the
adaptive mutation parameter and crossover rate are used. In order to promote con-
vergence rate, every iteration process is targeted at current best individual to execute
dynamic random search.

The whole paper is generally organized into five parts. In the first part a brief
introduction about this study is made. Following that, the second part demonstrates the
process of basic differential evolution algorithm. The third part presents a dynamic
adaptive double-modle differential evolution (DADDE) algorithm. In the fourth part
the experimental study is taken to test the performance of DADDE compared with jDE,
SaDE, JADE, PSO as well as the influence of three improvements
(double-modle/adaptive parameters/dynamic random search) on DADDE. At last, the
fifth part draws the conclusion of this paper.

2 Basic Differential Evolution Algorithm

The DE algorithm involves four basic operations which are called initialization,
mutation, crossover and selection respectively. The whole flow chart of DE is shown in
Fig. 1.

Step 1. Initialization
G ¼ 0; 1; 2; . . .;Gmax denotes Generation, the ith individual Xi;G at Gth generation

is represented by:
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Xi;G ¼ ðx1i;G; x2i;G; . . .; xDi;GÞ; i ¼ 1; 2; . . .;NP ð1Þ

NP represents the number of population members in DE, D denotes dimension. The
search space of uniformly and randomly distributed individuals constrained by the
prescribed minimum and maximum bounds ½Xmin;Xmax�, Xmin ¼ ðx1min; x

2
min; . . .; x

D
minÞ;

Xmax ¼ ðx1max; x
2
max; . . .; x

D
maxÞ. When Generation G ¼ 0, the initial population is formed

by individuals generate in ½Xmin;Xmax�.

Xi;0 ¼ ðx1i;0; x2i;0; . . .; xDi;0Þ; i ¼ 1; 2; . . .;NP ð2Þ

Therefore the jth component of the ith individual should be initialized as x ji;0 ¼
x jmin þ randð0; 1Þ � ðx jmax � x jminÞ; j ¼ 1; 2; . . .;D, rand½0; 1� is a uniformly distributed
random number within ½0; 1�.

Step 2. Mutation
Mutation operation contains variant forms. The general process of mutation is

expressed by

Vi;G ¼ Xr1;G þFðXr2;G � Xr3;GÞ ð3Þ

where i means the ith individual vector of current generation. r1; r2; r3 2 f1; 2; . . .;NPg
are three different random integers, besides each one of them should be different from i.
Vi;G denotes donor vector. The mutation control parameter F is a real and constant
factor that controls the amplification of the differential variation.. If Vi;G is not within
½Xmin;Xmax�, let Vi;G ¼ Xmin þ randð0; 1Þ � ðXmax � XminÞ, rand½0; 1� is a uniformly
distributed number randomly chosen from ½0; 1�.

Step 3. Crossover
The operands of crossover are components of the individual. Through this opera-

tion, the donor vector Vi;G exchanges its components with the target vector Xi;G to form
the trial vector Ui;G ¼ ðu1i;G; u2i;G; . . .; uDi;GÞ; i ¼ 1; 2; . . .;NP

u j
i;G ¼ v ji;G; randj �CRor j ¼ randnj

x ji;G; randj [CR and j 6¼ randnj
;

(
j ¼ 1; 2; . . .;D ð4Þ

randj is a number randomly chosen from ½0; 1�, randnj is a randomly chosen index from
f1; 2; . . .;Dg. The crossover control parameter CR is a real and constant factor that

Initialization Mutation Crossover Selection Termination Output 
Y

N

Fig. 1. Flow chart of basic DE
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controls which parameter contributes to which trial vector parameter in the crossover
operation, ranging between [0,1].

Step 4. Selection
Selection is based on Greedy policy. The offspring vector is acquired through

comparing the fitness value of the trial vector Ui;G and target vector Xi;G according to

Xi;Gþ 1 ¼
Ui;G; f ðUi;GÞ\f ðXi;GÞ
Xi;G; f ðUi;GÞ� f ðXi;GÞ

(
; i ¼ 1; 2; . . .;NP ð5Þ

f is the function of the fitness value. The one which has the better value between Ui;G

and Xi;G should be chosen as the new individual, then add one to generation G.
Equation (5) is for dealing with the minimization.

Step 5. Termination
If the population meet the termination conditions or reach the upper limit of gen-

eration, Output the optimal solution. Otherwise, go to step 2 till meet the termination
conditions.

3 Dynamic Adaptive Double-Model Differential Evolution

This paper proposes a dynamic adaptive double-model differential evolution
(DADDE). In DADDE, the mutation mode combine two basic mutation strategies. To
improve the diversity of population and balance the search capability between global
and local search, the adaptive mutation parameter and crossover rate are used. In order
to promote convergence rate, every iteration process is targeted at current best indi-
vidual to execute dynamic random search. These improvements to basic DE are as the
following.

3.1 Double Mutation Strategies

According to the DE algorithm which was firstly proposed by Storn and Price [1–4],
there are ten kinds of basic mutation strategies, these strategies are provided in Table 1.

In general, DE/x/y/z denotes different mutation strategies. DE denotes differential
evolution, x denotes base vector which contain rand, best, rand-to-best, current-to-best

Table 1. Mutation strategies of DE

Number Mutation strategies Number Mutation strategies

1 DE/best/1/exp 6 DE/best/1/bin
2 DE/rand/1/exp 7 DE/rand/1/bin
3 DE/rand-to-best/1/exp 8 DE/rand-to-best/1/bin
4 DE/best/2/exp 9 DE/best/2/bin
5 DE/rand/2/exp 10 DE/rand/2/bin
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and so on. y denotes the number of differential vectors. z denotes crossover strategies
which include exponential crossover and binomial crossover.

Each strategies has its own characteristics, but through a large number of studies,
Storn and Price found that DE=rand=1=bin and DE=best=2=bin have better perfor-
mance, also have been applied to the practical industrial process mostly.
DE=rand=1=bin is expressed as Eq. (3), DE=best=2=bin is expressed as

Vi;G ¼ Xbest;G þF½ðXr1;G � Xr2;GÞþ ðXr3;G � Xr4;GÞ� ð6Þ

Xbest;G denotes the best individual in current population. In order to make full use of the
better global search capability of DE=rand=1=bin and the better convergence ability of
DE=best=2=bin, Overcome the disadvantages of both strategies as well, Hu [14]
combined these two mutations as follows:

Vi;G ¼ Xr1;G þFðXr2;G � Xr3;GÞ; if rand�
ffiffiffiffiffi
G
Gm

q
Xbest;G þF½ðXr1;G � Xr2;GÞþ ðXr3;G � Xr4;GÞ�; otherwise

(
ð7Þ

The threshold value u ¼
ffiffiffiffiffi
G
Gm

q
, is an variable increase with the growth of gener-

ation. Here we set a new threshold value:

u ¼
ffiffiffiffiffiffiffi
G
Gm

r
� ðumax � uminÞþumin ð8Þ

½umin;umax� ¼ ½0:1; 1�. At the beginning, DE=rand=1=bin will be used much more, as
generation increase, algorithm will use DE=best=2=bin more often.

3.2 Adaptive Mutation Parameter and Crossover Rate

Adaptive parameter will achieve a balance between the convergence speed and global
search ability. when F have a large value, global optimization ability will be stronger,
but convergence rate become slower. A large value of CR will lead to better conver-
gence speed, worse stability and lower success rate of the algorithm, premature con-
vergence become more obvious as well. In order to prevent the occurrence of
premature convergence and guarantee fast convergence speed at the same time, taking
the follow adaptive mechanism is to assign the parameters.

F ¼ Fmax � ðFmax � FminÞ �
ffiffiffiffiffiffiffi
G
Gm

r
ð9Þ

CR ¼ CRmin þðCRmax � CRminÞ �
ffiffiffiffiffiffiffi
G
Gm

r
ð10Þ

In DADDE, F 2 ½0:4; 0:9�;CR 2 ½0:6; 0:9�. With the increase of iteration, F
increase and CR decrease, to insure the diversity of population and global search
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capability at the beginning of the algorithm, to reduce the diversity and promote the
algorithm convergence in the later stage of the algorithm.

3.3 Dynamic Random Search

Dynamic random search (DRS) technique is based on searching the solution space
randomly to acquire the best value of minimization problem. DRS contain two phases:
general search and local search. DRS is simple and easily adaptable for any problems.
Because of these two essential advantages, this technique could be applied easily in the
process of optimization problem to accelerate convergence speed. Steps of local search
phase [12] which is added into basic DE algorithm for soluting continuous mini-
mization problem are as follows (objective function of the problem is described as f(x))
(Fig. 2).
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4 Experimental Study

4.1 Benchmark Functions

In this section, 10 global minimization benchmark functions are presented to evaluate
the performance of the proposed DADDE algorithm against other intelligent algo-
rithms. These functions (f1–f10) are dimension-wise scalable [15]. Among these
benchmark functions, f1–f6 represent unimodal functions, f7–f10 represent multimodal
functions. The value of dimension, names, optimum value, and initialization ranges for
these benchmark functions are provided in Table 2.

4.2 Experimental Setup

The proposed DADDE algorithm was compared with various outstanding algorithms
such as PSO, jDE, JADE and SaDE, to test the performance of DADDE. The exper-
iments were conducted on the suite of 10 test functions listed in Table 4. For all the
algorithms, the maximum number of function evaluations was set to 150,000 genera-
tions and the population size was set as NP = 100. Other parameters in PSO, jDE,
JADE and SaDE, were set based on previous literature [9–11]. Every algorithm ran 30
times on the 10 test functions, the optimal values, the average values and standard
deviation of the functions were obtained in 30 runs. The optimal value and the average
value can show the quality of the solution obtained from the algorithm, and the
standard deviation can be used to explain the stability and robustness of the algorithm.

Crossover

Initialization

Y N

Selection

DRS

Ternination

Output

N

Y

Fig. 2. Flow chart of DADDE
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Before the experiment, in order to illustrate the effectiveness of the repetition of
previous algorithm code, a test had been taken. In this test, all the parameters including
population size, the maximum number of evaluation, running times were set up as same
as the original reference. The results of this test and from the original literature were
almost in the same order of magnitude. For example, in literatures [52] parameters of
jDE were set as: s1 = s2 = 0.1, initialization of F and CR is 0.5, the maximum number
of function evaluations is 1500. jDE algorithm ran 50 times on f1, the average values
was 1.10E-28 and standard deviation was 1.00E-28 according to the original literature.
The results of the code edited in this study showed that the average value was 8.97E-27
and the standard deviation was 4.66E-27. This test proved that the code used in this
paper can reflect the performance of previous algorithms, so as to ensure the effec-
tiveness of comparison between DADDE and other algorithms.

4.3 Comparison Between DADDE and Other Algorithms

Table 3 presents the results over 30 independent runs on 10 test functions. Wilcoxon’s
rank sum test at a 0.05 significance was conducted between DADDE and each of PSO,
jDE, JADE and SaDE. Moreover, “+”, “-” and “�” in Table 4 denote that the per-
formance of DADDE is better than, worse than, and similar to that of the corresponding
algorithm respectively. Results of comparison based on Wilcoxon’s test can be directly
observed from Table 4.

It is obviously that the proposed DADDE algorithm performed better than the other
compared algorithms. For example, it was better than PSO on all 10 test functions,
better than jDE on 7 test function sand similar to it on 2 test functions, better than SaDE
on 7 test functions and similar to it on 3 test functions, better than JADE on 6 test
functions and similar to it on 3 test functions.

Table 2. Benchmark functions

Function Name Dimension f (x*) Initial range

f1 Sphere 30 0 [-100, 100]D

f2 Schwefel 2.22 30 0 [-10, 10]D

f3 Schwefel 1.2 30 0 [-100, 100]D

f4 Schwefel 2.21 30 0 [-100, 100]D

f5 Rosenbrock 30 0 [-30, 30]D

f6 Quartic 30 0 [-1.28, 1.28]D

f7 Schwefel 2.26 30 -12569.5 [-500, 500]D

f8 Rastrigin 30 0 [-5.12, 5.12]D

f9 Ackley 30 0 [-32, 32]D

f10 Griewank 30 0 [-600, 600]D
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Table 3. Experimental results of 10 benchmark functions

Function Algorithm Best Mean Std

f1 PSO + 1.37E-012 8.07E-033 3.35E-032
jDE + 9.24E-067 6.34E-065 2.67E-064
SaDE + 2.34E-046 4.93E-042 1.17E-043
JADE � 9.37E-065 8.02E-060 2.26E-059
DADDE 0.00E+000 0.00E+000 0.00E+000

f2 PSO + 1.98E-014 4.12E-013 2.87E-013
jDE + 9.60E-044 4.57E-043 4.25E-042
SaDE + 9.38E-021 8.03E-020 6.01E-020
JADE + 3.95E-035 2.88E-034 3.98E-035
DADDE 0.00E+000 0.00E+000 0.00E+000

f3 PSO + 1.78E+000 2.86E+000 6.34E+000
jDE + 3.56E-007 5.21E-007 7.75E-007
SaDE + 2.45E-003 4.82E-003 7.24E-003
JADE � 1.66E-037 4.33E-037 1.26E-036
DADDE 4.03E-269 3.63E-250 1.73E-249

f4 PSO + 1.39E+000 2.39E+000 4.32E+000
jDE + 2.64E-001 1.74E-001 5.62E-001
SaDE + 4.15E-002 4.77E-002 1.60E-002
JADE + 5.61E-011 2.26E-011 4.70E-011
DADDE 1.22E-274 1.56E-252 3.24E-251

f5 PSO + 1.20E+000 2.13E+000 4.17E+000
jDE + 1.35E-004 7.57E-004 2.23E-004
SaDE + 4.58E-004 9.66E-004 5.82E-004
JADE + 3.69E-022 4.90E-021 9.41E-021
DADDE 0.00E+000 0.00E+000 3.24E+000

f6 PSO + 4.39E-002 5.12E-002 1.71E-002
jDE � 2.81E-003 3.43E-003 2.11E-003
SaDE � 6.40E-003 7.06E-003 3.71E-003
JADE - 1.93E-003 2.43E-003 1.18E-003
DADDE 2.64E-003 2.94E-003 1.97E-003

f7 PSO + 1.25E+004 1.20E+004 2.81E+002
jDE � 1.25E+004 1.25E + 004 6.77E+001
SaDE � 1.25E+004 1.25E+004 9.47E+001
JADE + 1.25E+004 1.22E+004 1.93E+002
DADDE 1.25E+004 1.25E+004 0.00E+000

f8 PSO + 2.93E-012 1.86E-011 1.08E-011
jDE + 1.68E-013 2.44E-012 3.83E-012
SaDE + 1.88E-013 2.78E-012 4.06E-012
JADE + 3.11E-013 8.98E-0.12 5.12E-012
DADDE 0.00E+000 0.00E+000 0.00E+000

(Continued)
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4.4 Comparison of the Influences on DADDE with or Without
Double-Modle/Adaptive Parameters/Dynamic Random Search

The proposed algorithm is tested to prove that the global search capabilities of DADDE
can be enhanced after three improvements (double-modle/adaptive parameters/dynamic
random search) are added. For convenience, the algorithm without adaptive parameters
and dynamic random search is called DDE, the algorithm without dynamic random
search is called ADDE.

In Fig. 3, the convergence graphs show the fitness of function from DE, DDE,
ADDE and DADDE on two representative benchmark functions (f4, f9) with D = 30,
NP = 100 and FES = 1500. The convergence speed of DADDE was the best one.
Table 4 presents the results after these four algorithms ran 30 times. It can be known
that the average values and standard deviation of DADDE were both relatively less
than that of others.

According to the evidence provided by Fig. 3 and Table 5, the convergence rate
and accuracy of DADDE were better than the other three comparisons, so it came to a
conclusion that global search capabilities of DADDE can be enhanced by these pre-
sented improvements.

Table 3. (Continued)

Function Algorithm Best Mean Std

f9 PSO + 1.19E-008 2.98E-008 3.88E-008
jDE - 5.16E-017 6.11E-017 1.25E-017
SaDE � 1.29E-013 3.07E-013 2.41E-013
JADE � 8.64E-015 8.06E-015 6.53E-015
DADDE 3.28E-015 4.44E-015 2.20E-015

f10 PSO + 1.98E-002 4.12E-002 2.87E-002
jDE + 1.57E-006 1.97E-006 4.06E-006
SaDE + 1.55E-005 2.20E-005 1.76E-005
JADE + 1.75E-006 2.27E-006 4.40E-006
DADDE 0.00E+000 0.00E+000 0.00E+000

Table 4. Comparison results based on Wilcoxon’s rank sum test.

Function PSO jDE SaDE JADE

DADDE better 10 7 7 6
DADDE worse 0 1 0 1
DADDE equal 0 2 3 3
Success Rate 100 % 90 % 100 % 90 %

Differential Evolution Improved with Adaptive Control Parameters 195



This improved algorithm can balance the search capability between global and local
search. But by using double mutation strategies and adaptive parameters, good global
search capabilities are achieved at the cost of reduction of convergence rate. Although
dynamic random search is added to promote convergence rate, on several test functions
experimental convergence speed were still influenced, this limitation is more obvious
on unimodal functions.

Fig. 3. The convergence graphs for best fitness
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5 Conclusions

As an excellent and efficient search and optimization algorithm, differential evolution
(DE) has been widely applied in science and engineering. In the DE algorithm,
mutation strategies and control parameters are very significant to the algorithm’s
performance. However, it is difficult to select a befitting strategy and parameters.
Moreover, dynamic random search could be applied easily in the process of opti-
mization problem to accelerate convergence rate. Therefore, a DADDE algorithm is
put forward to improve the performance of basic DE.

In this paper, the experimental studies had been executed on ten global numerical
optimization functions adopted from previous literature. DADDE was compared with
other four advanced optimization algorithms, such as PSO, jDE, SaDE and JADE. The
experimental results indicated that the performance of DADDDE was better than the
other four algorithms totally. In order to prove that the global search capabilities of
basic DE can be enhanced by these three improvements made in DADDE, DADDE
was compared with the DE, DDE and ADDE. All of the experimental results showed
that the performance of DADDE was more outstanding than other competitors.
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Abstract. The disadvantage of the traditional CFAbMD algorithm is no con-
sideration of impact of local users’ neighbor on item rating. Aiming at this
problem, a new CFAbMD algorithm is proposed considering both ALS matrix
factorization and user nearest neighbor (CFAbMD-UNN), which integrates the
similarity information among users into the matrix factorization of model.
Furthermore, the CFAbMD-UNN algorithm was implemented in parallel on
Spark. Experiments on Movielens shows that the propsosed CFAbMD-UNN
algorithm outperforms the traditional CFAbMD algorithm.

Keywords: Matrix factorization � Collaborative filtering recommendation
algorithm � Spark � Algorithm parallelization � User nearest neighbor

1 Introduction

Collaborative filtering algorithm based on matrix factorization (CFAbMD) is a kind of
model-based recommendation algorithm. The purpose on model-based collaborative
filtering algorithm is to predict and recommend the items that have not been rated by
users by training a certain model by mathematical statistics or machine learning
methods with existing user preference information. In addition to matrix factorization
algorithm, Bayes model and probability related model are also commonly used in
model-based recommendation algorithm. This paper mainly focuses on CFAbMD
algorithm.

The principle of CFAbMD is to break the user-rating matrix into two or more
low-dimensional factor matrices whose product will be used to approximate the
original evaluation matrix. Specifically, the prediction matrix is multiplied by factor
matrix so as to match the original matrix as much as possible, it is required to make the
sum of squared errors between the original matrix and the prediction matrix the
smallest [1]. CFAbMD can be translated into a optimization problem.

Currently, two main matrix factorization methods are commonly used, i.e. singular
value factorization (SVD) and alternating least squares method (ALS). For SVD-based
matrix factorization method, the missing items of the user-item rating matrix R are
complemented by weighted averages and a new matrix R' is obtained. Then, the
mathematical SVD method is employed to decompose matrix R'. Many improvements
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have been done on SVD methods [2, 3]. ALS method is a new matrix factorization
method appeared in the Netflix Prize competition, which was proposed by Pan R,
Zhou Y [4] et al. ALS method trains model from a global perspective. For ALS
method, the users and items can be expressed by a set of low-dimensional implicit
semantic factors which can predict not used item rating. This method not only solves
the problem of data sparseness to some extent, but also can be well extended to
distributed computation environment. Next, we will give the principle of traditional
ALS-based recommendation.

For m� n matrix R, it is required to find a low-dimensional matrix X to approx-
imate R, i.e.

R � X ¼ UTV ð1Þ

where, U 2 IRl�m;V 2 IRl�n, l is the number of implicit semantic factors.
Commonly, l\\r; r � minðm; nÞ, the complexity of system reduces from OðmnÞ

to O ðmþ nÞ � kð Þ.
According to the above definition, we find the low-dimensional matrix U and

matrix V are unknown which need to be estimated. Each column of matrix U and
matrix V represents a user feature vector and item feature vector respectively. For
estimation purpose, a loss function LðR;U;VÞ needs to defined firstly.

LðR;U;VÞ ¼ 1
2

Xm
i¼1

Xn
j¼1

IRij Rij � UT
i Vj

� �2 ð2Þ

In formula (2), Rij � UT
i Vj

� �2 is the squared error, IRij is a indicator function which

is used to judge if user i has rating record for item j. If yes, the value of IRij is 1.
Otherwise, it is 0.

Because matrix R is sparse, a penalty factor is introduced to formula (2) to prevent
over-fitting, and we get,

LðR;U;VÞ ¼ 1
2

Xm
i¼1

Xn
j¼1

IRij Rij � UT
i Vj

� �2 þ kU
2

Uk k2F þ
kV
2

Vk k2F ð3Þ

Uk k2F and Vk k2F represent the sum of squares of the elements of matrix U and
matrix V respectively.

Next, our purpose is to find an efficient way to solve the optimization problem
represented by formula (3). According to the principle of least squares method, if the
matrix V is known, we can get the derivative of Ui and then matrix U.

@L
@Ui

¼
Xn
j¼1

IRij Uið ÞTVj � Rij
� �

Vj
� �þ kUUi ð4Þ

Similarly, if the matrix U is known, we can get the derivative of Vj and then matrix V .
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@L
@Vj

¼
Xm
i¼1

IRij Uið ÞTVj � Rij
� �

Uið ÞT þ kVVj ð5Þ

For computation complexity, we suppose kU ¼ kV .
As discussed above, the nature of ALS-based recommendation method is to update

matrix U and matrix V continuously with formula (4) and formula (5). The unused item
rating will be predicted by the final value of U and V.

2 Collaborative Filtering Algorithm Based on Matrix
Factorization and User Nearest Neighbors

From the above section, we know that the evaluation data of all users are used to train
model for CFAbMD recommendation algorithm, whose advantage is relative imple-
mentation and good extendibility. The disadvantage of this method is without con-
sideration of impact of local users’ neighbor on item rating. For example, the similarity
among users may be different before and after matrix factorization.

Aiming at this problem, a new CFAbMD algorithm is proposed based on ALS
matrix factorization and user nearest neighbor (CFAbMD-UNN), which integrates the
similarity information among users into the matrix factorization of model. The diagram
of CFAbMD-UNN algorithm is shown in Fig. 1.

Matrix factorization is actually an optimization problem of the loss function,
therefore, a weighting factor is introduced to combine the user’s own rating informa-
tion with its nearest neighbors’ rating information, the new loss function L

0 ðR;U;VÞ is
represented by,

User 1

User m

User 2

Get ratings of user1

Select Top-N users

Matrix
Factorization

Calculate 
similarity

Train model

Predict urated items

recommend

Get ratings of user2

Get ratings of user m

Fig. 1. Diagram of CFAbMD-UNN algorithm
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L
0 ðR;U;VÞ ¼ 1

2

Xm
i¼1

Xn
j¼1

IRij ðRij � ðð1� aÞUT
i Vj þ a

P
k2TðiÞ

simði; kÞUT
k VjP

k2TðiÞ
simði; kÞ ÞÞ2

þ k
2

Uik k22 þ Vj

�� ��2
2

� � ð6Þ

where, TðiÞ is the Top-N users with high similarity to user i, simði; kÞ is Pearson
similarity between user i and user k.

Next, the partial derivative of matrix U and matrix V is calculated by formula (6)
separately.

@L
0

@Ui
¼ð1� aÞ

Xn
j¼1

IRij Vjððð1� aÞUT
i Vj þ a

P
k2TðiÞ

simði; kÞUT
k VjP

k2TðiÞ
simði; kÞ Þ � RijÞ

þ a
X
p2TðkÞ

Xn
j¼1

P
p2TðkÞ

simðp; kÞUT
k VjP

p2TðkÞ
simðp; kÞ IRpjVjððð1� aÞUT

p Vj

þ a
X

q2TðpÞ

P
q2TðpÞ

simðp; qÞUT
q VjP

q2TðpÞ
simðp; qÞ Þ � RpjÞþ kUi

ð7Þ

@L
0

@Vj
¼
Xm
i¼1

IRij ððð1� aÞUT
i Vj þ a

X
k2TðiÞ

P
k2TðiÞ

simði; kÞUT
k VjP

k2TðiÞ
simði; kÞ Þ � RijÞ

� ðð1� aÞUi þ a
X
k2TðiÞ

P
k2TðiÞ

simði; kÞUT
k VjP

k2TðiÞ
simði; kÞ Þþ kVj

ð8Þ

3 Parallelization of CFAbMD-UNN Algorithm on Spark

The parallelization of ALS-based recommendation algorithms on Spark is mainly
based on Graphx [5], where users and items are seen as nodes, and the attributes of the
edges between users and items are the rating values. So, the user-item rating matrix is
represented by a bipartite graph, as shown in Fig. 2.

The procedure of parallelization of CFAbMD-UNN algorithm of Spark is as
follows.
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Step 1: Read user-item rating data from HDFS and converting them to RDD form.
Step 2: Set the parameters of matrix factorization model.
Step 3: Initialize matrix V .
Step 4: Fix matrix V , calculate Ui on each node in parallel.
Step 5: Combine the result of each node to obtain matrix U.
Step 6: Fix matrix U, calculate Vj on each node in parallel and obtain matrix V .
Step 7: Judge if the loss function converges or the computing reaches the maximum
iteration number. If yes, stop iteration and get the final matrix factorization model.
Otherwise, returns to step (4).
Step 8: Use the final optimal model to predict unused items.
Step 9: Choose top-N items with high prediction ratings recommended to users.

The pseudo-code of CFAbMD-UNN algorithm implemented on Spark is shown in
Table 1.

In Table 1, Step1*Step2 is the program entry used to initialize the operating
environment. Step3*Step6 sets some parameters required for model training. Step7
reads user-item rating matrix information from HDFS and converts them to RDD from
for a series of operations. Step8*Step9 creates link information according to bipartite
graph. Step10*Step11 initializes and broadcasts vertex data. Step12 mainly executes
parallel computing and updates matrix U and matrix V alternately. Step13*Step14
realizes the prediction of unused items. Step15 releases the memory space.

1U

2U

3U

4V

3V

2V

1V
R11

R32

R24

R21

R34

R13
R22

User
node

Item
node

Fig. 2. The bipartite graph of user-item rating matrix
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4 Experiments

Online public MovieLens [6] is employed to test the proposed algorithm. The dataset
includes all users’ rating information, the rating ranges from 0 to 5. MovieLens con-
tains data with different sizes, e.g. 100 K, 1 M and 10 M. In this paper, we used the
1 M dataset for recommendation algorithm test. The 1 M dataset includes more than
one million rating data that is 6040 users’ mark on 3900 movies.

4.1 Performance Indices

As found in most literature, two performance indices are used to measure if a rec-
ommendation algorithm is satisfied, i.e. mean absolute error (MAE) and root mean
square error (RMSE). These two indices are calculated as follows:

Table 1. The pseudo-code of CFAbMD-UNN algorithm implemented on Spark

Input: user-item rating data
Output: recommend top-N items
Step 1 val conf = new SparkConf().setAppName("SparkALS")
Step 2 val sc = new SparkContext(conf)  
Step 3 val numPartitions=p 
Step 4 val lambda=l 
Step 5 val numIters=maxIters
Step 6 val rank=r 
Step 7 val ratings = sc.textFile(“hdfs://……”).map( ).repartition(numPartitions)
.cache()
Step 8 val (itemOutLinks, itemInLinks) = makeLinkRDDs(irating).cache()
Step 9 val (userOutLinks, userInLinks) = makeLinkRDDs(urating).cache()
Step 10 U=Matrix(Random()), V=Matrix(Random())
Step 11 val Ub = sc.broadcast(U)
val Vb = sc.broadcast(V)
Step 12 for (iters from 1 to numIters
U = updateFeatures(numPartitions,Vb,itemOutLinks, userInLinks)
Ub = sc.broadcast(U) 
V = updateFeatures(numPartitions,Ub,userOutLinks, itemInLinks)
Vb = sc.broadcast(V)
end for
Step 13 val predictions = Model(U,V).predict()
Step 14 val recommendations = predictions.collect().sortBy(rating).take(n)
Step 15 sc.stop()
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MAE ¼
P

i;j Ri;j � R̂i;j

�� ��
N

ð9Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i;j ðRi;j � R̂i;jÞ2
N

s
ð10Þ

where, Ri;j represents the actual rating value of user i for item j, R̂i;j represents the
predicted value. N represents the number of all the predicted values.

4.2 Influence of Algorithm Parameters on Recommendation
Performances

Two experiments are implemented in this paper. From Sect. 2, it is seen that a
weighting factor a is employed to balance the user’s own rating and its nearest
neighbors’ rating for CFAbMD-UNN algorithm, so the first experiment is to investigate
the influence of different value of a on the recommendation performances. Besides
parameter a, the value of parameter k, the number of user’s neighbors and the maxi-
mum iteration number also affect the recommendation performances, so the second
experiment is to investigate the impact of these parameters. Furthermore, the traditional
ALS-based recommendation algorithm is compared with the proposed CFAbMD-UNN
algorithm.

The influence of the parameter a is shown in Fig. 3. For the proposed
CFAbMD-UNN algorithm, the value of a determines the recommendation perfor-
mances. Particularly, when a ¼ 1, the predicted rating totally depends on similar
neighbors. When a ¼ 0, it transforms into the traditional CFAbMD algorithm. From
Fig. 3, it shows that the best accuracy of recommendation occurs when a ¼ 0:4.

The influence of the value of parameter k, the number of user’s neighbors and the
maximum iteration number on recommendation is shown in Table 2.

In Table 2, rank represents the dimension of factor matrix, we chose two values, i.e.
10 and 12. k represents the regularization constant, which is 0.01 and 10 respectively,

0
0.2
0.4
0.6
0.8
1

1.2
1.4

0 0.2 0.4 0.6 0.8 1
Weigh ng parameter

RMSE

MAE

Fig. 3. The influence of the parameter a
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numIters represents the number of iterations, which is 20 and 40 respectively. It
showed from Table 2 that the recommendation achieves best performance when
k = 0.01, rank = 12 and numIters = 40. In addition, it is also clearly seen from Table 2
that the proposed CFAbMD-UNN algorithm outperforms the traditional CFAbMD
algorithm.

4.3 Recommendation Result

Without loss of generality, supposed that the user ID is 1, we run CFAbMD-UNN
recommendation algorithm. The top 10 movies with higher prediction ratings are
selected and recommended to this user, as shown in figure The specific recommen-
dation result is shown in Fig. 4.

Table 2. The influence of model parameters on recommendation performances

rank k numIters RMSE MAE

CFAbMD 10 0.01 20 1.82 1.77
40 1.46 1.44

10 20 3.73 3.68
40 3.61 3.54

12 0.01 20 1.69 1.62
40 1.25 1.06

10 20 3.66 3.59
40 3.58 3.47

CFAbMD-UNN 10 0.01 20 1.37 1.39
40 1.29 1.21

10 20 3.66 3.58
40 3.54 3.31

12 0.01 20 1.19 0.93
40 1.17 0.85

10 20 3.49 3.42
40 3.26 3.11

Fig. 4. The top 10 movies recommended to user #1
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5 Conclusions

The disadvantage of the traditional CFAbMD algorithm is no consideration of impact
of local users’ neighbor on item rating. Aiming at this problem, a new CFAbMD
algorithm is proposed considering both ALS matrix factorization and user nearest
neighbor (CFAbMD-UNN), which integrates the similarity information among users
into the matrix factorization of model. Furthermore, the CFAbMD-UNN algorithm was
implemented in parallel on Spark. Experiments on Movielens shows that the propsosed
CFAbMD-UNN algorithm outperforms the traditional CFAbMD algorithm.
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Abstract. To solve the color cast of the night image, a color constancy algo-
rithm using depth map to estimate the light source color is proposed. Firstly, the
environment light source of night image is simulated by a single light source
attenuated in homogeneous medium. Then, the attenuations grey hypothesis is
used to provide constrain for estimate light source color. Based on the attenu-
ations grey hypothesis and the simulation of environment light source, the light
source color is estimated by the depth map. Experimental results show that the
algorithm is effective to solve the color cast of the night image.

Keywords: White balance � Color constancy � Color cast � Night image

1 Introduction

Color can be an important cue for computer vision or image processing related topics,
like human-computer interaction, object tracking and object detection. Due to the
restrictions of light, the color cast is a general problem for night image. It affects the
understanding and judgment for image. Hence, the color cast should be filtered out
when the night image is used for the image processing related topics.

There are many successful attempts to solve the color cast of night image. One of
them is the Retinex algorithms [1–4]. Based on Retinex theory, the algorithms have
excellent ability to solve the color cast of night image. These algorithms are quit robust
for night image, but computational expensive. Except the Retinex algorithms, the Dark
Channel Prior [5–7] is used to enhance the night image. But it needs the night image
meet to the characteristic of fog-degraded image.

In this paper, a color constancy algorithm using depth map to estimate the light
source color is proposed. In the algorithm, the environment light source of night image
is simulated by a single light source attenuated in homogeneous medium. Based on the
single light source, the light source color of night image is estimated by depth map and
attenuations grey hypothesis. According to the light source color, the color cast of the
image is removed.
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2 Color Constance of Night Image

Color constancy is the ability of human visual system to recognize colors of objects
regardless of color of illumination. To stabilize machine color representations, the color
constancy algorithm is used in computer vision. Since estimating the light source color
of night image is not accurately, the classical algorithms, such as White Pitch [8] and
Grey World [9], is failure to remove the color cast of the night image. To estimate light
source color of the night image, a night image formation model is proposed. Based on
the image formation model, the light source color is estimated by attenuation grey
hypothesis and depth map.

2.1 Night Image Formation

For a Lambertian surface, the image values f is dependent on the light source e, the
surface reflectance s and the camera sensitivity functions c. The image formation for
common images is formulated by the following equation

f ðxÞ ¼
Z
x
eðkÞsðx; kÞcðkÞdk ð1Þ

where k is wavelength, x is the visible spectrum and x is the spatial coordinate in the
image. Due to the camera sensitivity is fixed and unknown, the result of estimate the
light source color by color constancy algorithms is the light source color captured by
the camera. So the light source color in color constancy is formulated by Eq. (2).

e0 ¼
eR
eG
eB

0
@

1
A ¼

Z
x
eðkÞcðkÞdk ð2Þ

Most of the color constancy algorithm is assume that the scene is illuminated by a
single light source. But the scene of night is illuminated by multiple light sources. It
makes the light source color of night image is related to the wavelength and spatial
coordinate. Due to the position and scope of light source for different image are
different, estimating the light source color of the night image is difficult.

In order to reduce the difficulty of estimating the light source color, a night image
formation model is proposed. Firstly, the result of the linear or nonlinear superposition
of multiple light sources in every pixel location is replaced by the single light source in
every pixel location. It makes the multiple light sources of an m*n night image
transform to m*n light sources, but one pixel location has only one light source. The
mathematical model of the transform process as shown in Eq. (3):

exðkÞ ¼ b1ðxÞe1ðkÞþ . . .þ bnðxÞenðkÞ ð3Þ

where b1(x),…,bn(x) are the light source component parameters of every pixel location,
ex(k) is the single light source of every pixel.

Removing Color Cast of Night Image 209



Then, the highest light source color of the m*n light source is assume to be the light
source color of the image, other light source in the image is attenuation by the image
light source. By this way, the multiple light sources illuminated in night scene have
transformed to a single light source. So the light source color of night image is show in
Eq. (4).

eðx; kÞ ¼ aðxÞeðkÞ ¼ exðkÞ ð4Þ

where a(x) is the attenuation parameters of every pixel location. With the light source
color model of night image, the night image formation model can be given by the
Eq. (5).

f ðxÞ ¼
Z
x
aðxÞeðkÞsðx; kÞcðkÞdk ð5Þ

2.2 Attenuations Grey Hypothesis

Through night image formation model, it is easy to known that the task of color
constancy is not attainable without further assumptions. Based on this, the attenuations
grey hypothesis is used [10]. It assumes that the average of the reflectance with the
same attenuation coefficient in a night scene is constant. The mathematical model of
attenuations grey hypothesis is R

aðxÞsðx; kÞdxR
aðxÞdx ¼ k ð6Þ

where the constant k is between 0 for no reflectance and 1for total reflectance of the
incident light. With the attenuations grey hypothesis, the light source color can be
computer from the attenuation average color derivative in the image. The mathematical
derivation process is formulated by

R
f ðxÞdxR
aðxÞdx ¼

1R
aðxÞdx

ZZ
x
aðxÞeðkÞsðx; kÞcðkÞdkdx

¼
Z
x
eðkÞcðkÞ

R
aðxÞsðx; kÞdxR

aðxÞdx
� �

dk

¼ k
Z
x
eðkÞcðkÞdk ¼ ke0

ð7Þ

The light source color calculation by the Eq. (7) is inaccurate. In order to accurate
estimate the light source color, the Minkowshi frame proposed by Filayson and Trezzi
is used [11]. The Minkowshi frame is
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R ðf ðxÞÞpdxR
dx

� �1
p

¼ ke0 ð8Þ

where p is Minkowshi p-norm. When p = 1, Eq. (8) represents the Grey World. When
p = ∞, Eq. (8) represents the White Pitch. The algorithms used the Minkowshi frame
is named Shade of Grey, which is one of the state-of-the-art color constancy methods.
When p = 6, the most optimal result is achieved.

To meet the character of the night image, the Minkowshi framework is expanded.
The general form to estimate the light source color of the night scenes as follows

R ðf ðxÞÞpdxR
aðxÞdx

� �1
p

¼ ke0 ð9Þ

2.3 The Estimation of Depth Map

According to the Eq. (9), the attenuation message is the key to estimate the light source
color. Due to the attenuation is proportional to the depth in the homogeneous medium,
the depth map obtain the attenuation message. Therefore, the depth map is used to
estimate the light source color of the image.

According to the Beer-Lambert law for a homogeneous, the relation between the
scene depth and the transmission is formulated as the Eq. (10).

tðxÞ ¼ e�bdðxÞ ð10Þ

where b is the coefficient determined by the property of the medium. If the transmission
can be calculated, the depth of the image can be calculated. For estimate the trans-
mission, the Dark Channel Prior proposed by He et al. [12] is used.

The image formation model of Dark Channel Prior is described as

IðxÞ ¼ JðxÞtðxÞþAð1� tðxÞÞ ð11Þ

where I is the observed light, J is the true reflected light in the scene, t(x) is the
transmission and A is the global illuminant.

By taking the minimum operation among three color channels in a local patch,
Eq. (11) is transformed to

min
c2fR;G;Bg

min
y2fXðxÞg

IcðyÞ
A

¼ tðxÞ min
c2fR;G;Bg

min
y2fXðxÞg

JcðyÞ
A

þð1� tðxÞÞ ð12Þ

where X(x) is a local patch centered at x, c is the color channels. According to the Dark
Channel Prior, the intensity of J’s dark channel is formulated as follow:
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Jdark ¼ min
c2fR;G;Bg

min
y2fXðxÞg

JcðyÞ ¼ 0 ð13Þ

Combine the Eqs. (13) with (12), the transmission is solved by

tðxÞ ¼ 1� min
c2fR;G;Bg

min
y2fXðxÞg

IcðyÞ
A

ð14Þ

Plug the Eqs. (14) in (10), the depth of the image is calculated. In the imple-
mentation, the model of depth is modified to Eq. (15).

dðxÞ ¼ ln
1

tðxÞ
� �

¼ ln min
c2fR;G;Bg

min
y2fXðxÞg

IcðyÞ
A

� ��1
 !

ð15Þ

2.4 Estimate Light Source Color and Color Correction

The depth map calculated by Eq. (15) is the true depth of the night image, but the
estimate light source model is based on the simulation of the night image. Therefore,
the depth map can’t directly use on estimate light source process. But the observed light
under two kinds of environment light source is same. Hence, the discrete depth map of
two kinds of environment light source is same. Therefore, the discrete depth map can
use to the estimate light source color. In order to improve the effect of discrete pro-
cessing, the depth map is binarized with the Otsu’s method [13].

The discrete depth map is included by two parts: the background and the fore-
ground. Because the depth of foreground is low, the light attenuation of the foreground
is small. If ignore the light attenuation of the foreground, the environment light source
color equal to the light source color of the foreground. Hence, the environment light
source color can calculate by the Eq. (9) from the image masking by depth map.

After the matrix E ¼ diagðe�1
R ; e�1

G ; e�1
B Þ is calculated, the diagonal transform

(Eq. (16)) is used for color correction. In the implementation, a diagonal mapping is used
to optimizing the output image after correction by the color constancy algorithm, where a
perfect white light, i.e.ð1= ffiffiffi

3
p

; 1=
ffiffiffi
3

p
; 1=

ffiffiffi
3

p ÞT , is used as canonical illuminant [14].

J ¼ EI ¼ diagðe�1
R ; e�1

G ; e�1
B ÞI ð16Þ

3 Experimental Results

In this section, the effect of the algorithm is tested by multiple night images, and
compared with traditional color constancy algorithms.

Figure 1 illustrates the comparison results. The first column is four typical night
image with a significant color cast. The second column is applied by the Grey world
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Origin Image Grey World Shade of Grey  Proposed Algorithm 

Fig. 1. Comparison between classical color constancy algorithms and the proposed algorithm
(Color figure online)
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algorithm. The brightness of the image is significantly improved, especially the third
row. But the algorithm is not able to solve the color cast.

For a fair comparison, the Shade of Grey algorithms and this paper’s proposed
algorithms set the same parameters as p = 6 in experiments. The result by the Shade of
Grey algorithm is shown in the third column. The result of the first and second row is
acceptable. But in the last row, the algorithm is failure to remove the color cast of the
image.

The fourth column is the results of proposed algorithm. As the fourth column show,
the proposed algorithm has a strong ability to remove the color cast of night image. But
the third row images shown the algorithm is failure to enhance the brightness of image.
It is due to the light attenuation of the foreground is ignored in proposed algorithm. But
for the image the brightness is quite low, the light attenuation can’t be ignored.

4 Summary

In this paper, the color constancy of night image is investigated. In order to estimate the
light source color of night image, a night image formation model is proposed. By using
the depth map and the attenuations grey hypothesis, the light source color of night
image is estimate. According to the light source color, the color cast of the night image
is removed. The experimental results show that the results of proposed algorithm for
night are improved significantly, compared to the results of classical color constancy
algorithm.
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Abstract. Shape priors has greatly enhanced low-level driven image
segmentations, however existing graph cut based segmentation meth-
ods still restrict to pre-aligned shape priors. The major contribution
of this paper is to incorporate transformation-invariant shape priors
into the graph cut algorithm for automatic image segmentations. The
expectation of shape transformation and image knowledge are encoded
into energy functions that is optimized in a MRF maximum likelihood
framework using the expectation-maximization. The iteratively updated
expectation process improves the segmentation robustness. In turn, the
maximum likelihood segmentation is realized integrally by casting the
lower-bound of energy function in a graph structure that can be effec-
tively optimized by graph-cuts algorithm in order to achieve a global
solution and also increase the accuracy of the probabilities measurement.
Finally, experimental results demonstrate the potentials of our method
under conditions of noises, clutters, and incomplete occlusions.

1 Introduction

Image segmentation, which usually refers to a process of extracting some mean-
ingful objects from the background, is considered as a fundamental and difficult
task in digital image processing and machine vision applications. The challenge
of natural image segmentation lies in the practical situations in the presence of
noises, clutters, or partial occlusions. Therefore the bottom-up approaches that
implement pixel intensity information alone are often insufficient to partition
meaningful regions. The essential causation behind the problem is the fact that
the joint reconstruction of photometry and geometry from a few images is gen-
erally an intrinsically ill-posed problem [6]. Incorporating the image prior infor-
mation are necessary for fixing the degrees of freedom and resolving ambiguous
decisions.
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Various segmentation methods have been proposed under the inspiration of
incorporating shape knowledge, which were proved effective and leading to more
robust performances. Though the majority of research was carried out under
level set framework, it is specially attractive to embed prior information about
object shape into graph-cuts based segmentations because of its globally opti-
mizing ability. However, existing graph cut based segmentation methods still
restrict to pre-aligned shape priors, while practically objects in natural images
may be arbitrarily disposed and are easily perturbed by surrounding environ-
ments. To address this problem, in this paper we propose a model for trans-
formation invariant shape prior segmentation. By introducing the expectation
of shape transformation, our approach allows affine and perspective geometric
transformation of prior shapes, namely, it can handle the general case without
knowing the locations, sizes or poses of the desired objects. This amelioration
contributes to the major difference of our method from previous work. The lower
bound of energy function is designed to be optimized under a graph structure
whose network flow can be effectively maximized by graph cut algorithm.

The paper is organized as follows. Section 2 reviews related work. Section 3
describes the details of our algorithm to explain how the transformation-
invariant prior shape template can be incorporated into graph based segmenta-
tion. Section 4 shows experimental results on various natural images to demon-
strate that our approach improves robustness to perturb information. Section 5
draws the conclusion.

2 Previous Work

In this section we briefly review some related researches that is most relevant
to our approach, which generally falls into two categories: shape prior aided
segmentation, and graph cut base segmentation with priors.

Recent research [2–5] favors prior shape augmented level-set active contour
segmentation that biases the curve evolution towards prior guidance. Cremers et
al. [4] constructed a variational approach to incorporate a level set based shape
difference term into Chan-Vese’s segmentation model. While Dambreville [5] suc-
cessfully use Kernel PCA to introduce shape priors within the GAC framework.
Tony Chan [2] improved the approach to a general case that allows translation,
scaling and rotation of prior shapes. Then Charpiat [3] proposed to take into
account intrinsic shape statistics into the standard active-contour algorithms
for segmentation without computing transformation parameters. Deep learning
based methods [10,13] also attracted attention most for semantic segmentation
for arbitrary pre-learned object type, however due to the pool and unpooling
operation, the segmentation boundaries generally lost precise compared to pre-
vious methods.

Compared with level sets based method which may trapped in local opti-
mums, the graph cut algorithm, as a robust globally optimal energy minimiza-
tion method, attracts increasing attention nowadays. Boykov’s research [1] made
graph cut popular for image segmentation. Inspired by the idea of integral solu-
tion to surface evolving PDEs [12], Xu [16] combines active contours with graph
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cut optimization to iteratively deform the contour. Then Zehiry [7] present a
graph cuts based optimization for The Mumford-Shah model. Some researches
already began to explored the prior assisted graph cut segmentation. Freedman’s
solution [8] is to use graph edge-weights which contain information about a level-
set function of a template, in addition to the usual boundary and region terms.
Malcolm [11] used a shape projection pre-image obtained from kernel principle
component analysis to induce an iteratively refined shape prior in a Bayesian
manner. The methods mentioned above require user interactive, and is sensitive
about initial alignment. While some other researchers interest in generalized
priors, Vicente [15] imposed an additional connectivity prior to deal with the
shrinking bias of Graph cut segmentation. Slabaugh [14] present a graph cuts-
based image segmentation technique that incorporates an elliptical shape prior
to restrict the solution space.

3 Our Approach

3.1 Segmentation as Energy Minimization

Specifically, given an observed image Z = {zp | p ∈ P}, where P is the
lattice of corresponding image pixels. The label of each pixel as fp that is
a binary variable is unknown, i.e., fp ∈ {0, 1} standing for foreground and
background respectively. Obviously the segmentation contour C and the label-
ing sets {fp | p ∈ P} are mutually equivalent. Namely, with the pixel label
being determined, the contour of the segmented object can be represented as
C = {p | fp = 1, fq = 0, (p, q) ∈ N ⊂ P}, where N is the set of neighboring pix-
els. Both Z and C can be considered as random vectors in feature spaces. To
apply the Maximum Likelihood (ML) estimation for f , the log likelihood func-
tion of Pr(Z | C) is to be maximized,

C̃ = arg max
C

log Pr (Z | C) (1)

Since the object may be arbitrarily disposed in the image without knowing
the transformation parameters, the hidden variable θ is introduced to character-
ize the transformation from prior shape to practical segmentation contour. Then
Pr (Z | C) may be expressed as the marginalized probability of transformation
parameter θ and can be further decomposed using Bayesian rule.

log Pr (Z | C) = log
∫

θ

Pr (Z, θ | C) dθ = log
∫

θ

Pr (Z | θ, C) Pr (θ | C) dθ (2)

Generally, the image segmentation problem can be properly solved by max-
imizing the log-likelihood function using Expectation-Maximization (EM) algo-
rithm, which is essentially a lower-bound optimization. If given current segmenta-
tion contour C(n), the lower-bound can be obtained using Jensen’s inequality [9],

log Pr (Z | C) ≥ Q
(
C | C(n)

)
(3)



Automatic Image Semantic Segmentation by MRF 219

where Q(C | C(n)) is the lower-bound of Eq. 2,

Q
(
C | C(n)

)
=

∫

θ

Pr
(
θ|Z,C(n)

)
log [Pr (Z|θ, C) Pr (θ|C)] dθ (4)

Consequently the next segmentation C(n+1) can be calculated by seeking the
parameter that optimizes the lower bound Q(C | C(n)),

C(n+1) = arg max
C

Q
(
C | C(n)

)
(5)

Note that there is no direct connection between nodes Z and θ in the graph-
ical structure of the specified model, then based on the independence rule,
the Eq. 4 can be simplified by considering Pr

(
θ | Z,C(n)

)
= Pr

(
θ | C(n)

)
and

Pr (Z | θ, C) = Pr (Z | C),

Q
(
C | C(n)

)
=

∫

θ

Pr
(
θ|C(n)

)
[log Pr (Z|C) + log Pr (θ|C)] dθ

= log Pr (Z|C) +
∫

θ

Pr
(
θ|C(n)

)
log Pr (θ|C) dθ

(6)

By supposing that image observations Z satisfy the Markovianity assump-
tion, the log-likelihood potential functions would equal to the Markov ran-
dom fields energy − log Pr (Z | C) = Edata + Esmooth [11]. Similarly the
log of conditional probability − log Pr (θ | C) can be considered as Gibbs
energy − log Pr (θ | C) = Eshape. So the Eq. 4 takes the form

−Q
(
C|C(n)

)
= Edata + Esmooth + 〈Eshape〉Pr(θ|C(n)) (7)

where 〈·〉Pr(θ|C(n)) means the expectation related to the conditional probability
Pr(θ|C(n)). In the following sections, we give a detailed description of minimizing
this lower-bound of energy.

3.2 Image Energy Term

Image energy, which is usually considered as a combination of data term and
smoothness term, may be formulated over the latent labeling variable fp of each
pixel p under the first-order Markov random field frame work [8]. The data depen-
dent term, also known as region-based term in image segmentation, evaluates
the penalty for assigning individual pixels to certain regions. In this paper, the
log of the color likelihood log Pr(zp | fp), fp ∈ {0, 1} is utilized by models such
as mixture model of Gaussians (GMM) or histograms in RGB color space.

Edata =
∑
p∈P

Rp (fp) = −
∑
p∈P

log Pr (zp | fp) (8)
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Fig. 1. Given the contour of a fish, the integral distance from Cθ to C0 equals to the
volume indicated by the darken region. The height map is given by a unsigned distance
function ψθ(·).

The smoothness or boundary term evaluates the penalty for assigning two
neighboring pixels p and q to different regions, i.e. a boundary discontinuity,
which is usually defined as exponential of color difference divided by pixel dis-
tance.

Esmooth =
∑

(p,q)∈N
Bp,q (fp, fq) =

∑
(p,q)∈N

δ (fp �= fq)
‖p − q‖ exp

(
−‖zp − zq‖2

2σ2
pix

)
(9)

where ‖ · ‖ is the L2 norm; δ(·) is the Dirac-delta function which returns 1
for input zero or returns 0 for otherwise; and σpix is the predefined bandwidth
parameter reflecting pixel color variances.

3.3 Shape Distance Term

The prior shape template C0 are represented implicitly using silhouette images
when no topology constrains are given. In the case of the perspective geom-
etry, the transformed prior shape could be determined given a certain trans-
formation parameter θ, which can be represented as an augmented matrix
θ = [θi,j ]3×3 ∈ R

3×3 combined from significant parameters succinctly. Each
point on the contour is also represented by an augmented position vector
wp = (xp, yp, 1)T , then the transformed shape under parameter θ can be com-
puted by matrix multiplication Cθ = {wθ,p | wθ,p = ζ−1θ

T

wp, p ∈ C0}, where
wθ,p is the coordinates after transformation and where ζ is the scaling factor that
is defined as ζ = [θ3,1, θ3,2, θ3,3] wp. Specially for the affine geometry that can be
regarded as simplified cases by the reducing foreshorten effect, free parameters
that remains are actually for the translation, rotation, scaling, and shearing,
then the θ takes the form of θ3,1 = 0, θ3,2 = 0, θ3,3 = 1, and therefore ζ degrades
to ζ = 1.

Defining a distance function ψθ : R
2 → R which defines a point to con-

tour measure that corresponds to Euclidian distance of point p to the nearest
transformed-contour Cθ, namely ψθ(p) = {min(‖p, s‖) | s ∈ Cθ}, as show in
Fig. 1, the shape energy Eshape can be written in the following form.
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Fig. 2. Segmentation of various fishes in cluttered backgrounds. The first column gives
the prior shape templates, the second column is the original image, and the third
column is the initial segmentation which merely used imagery information, the fourth,
fifth and sixth column are segmentation results of the 2, 5 and 15 iterations respectively.

Eshape =
∑

(p,q)∈N
Sθ

p,q (fp, fq) =
∑

(p,q)∈N
δ (fp �= fq) ψθ

(
p + q

2

)
(10)

The Eq. 10 implies that the pixel connections near the shape boundaries are
weak and prone to be break in segmentation.

To obtained the expectation of shape energy, the Pr
(
θ|C(n)

)
can be calculate

using the Gibbs energy of contour deformation of C(n) → Cθ based on Markov-
Gibbs equivalence. We adopt the distance metric in the shape space proposed by
Boykov [12] which measures boundary change in an integral way so as to avoid
local differential computations.

Pr
(
θ | C(n)

)
=

1
Ω

exp

⎛
⎝−κ

∑
p∈ΔCθ

ψθ (p)

⎞
⎠ (11)

where κ is a temperature parameter, ΔCθ is defined as the region between the
contours Cθ and C(n), as indicated as dark regions in Fig. 1, and Ω is the nor-
malization constant that makes the probability integrates to one,

Ω =
∫

θ

exp

⎛
⎝−κ

∑
p∈ΔCθ

ψθ (p)

⎞
⎠ dθ (12)

The the Gibbs energy defined in Eq. 11 collects the weights given to the
region of shape difference, so as to integrally represent the contour deformation.
Finally, summarizing the previous Eqs. 10, 11 and 12 deduced the third term
in Eq. 7:

〈
Eshape

〉
Pr(θ|C(n))

=
∑

(p,q)∈N

∑

θ

Pr
(
θ|C(n)

)
Sθ

p,q (fp, fq) =
∑

(p,q)∈N

〈
Sθ

p,q (fp, fq)
〉

Pr(θ|C(n))

(13)
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3.4 Graphical Representations of Energy

To be more generally, weighting factors 0 ≤ λ ≤ 1 and 0 ≤ τ ≤ 1 are added into
the the lower-bound function o balance the relative influence of region, boundary
and shape term.

Q
(
C | C(n)

)
= λ

∑
p

Rp +
∑

p,q∈N

[
(1 − τ) Bp,q + τ 〈Sp,q〉θ|C(n)

]
(14)

The bound function 4 can then be discretely maximized under the Markov
random fields framework, whose energy equals to the network flow in a corre-
sponding graph G = (V, E). The graph node set P is pixel nodes augmented
by two special vertices: the source S and sink T , which represent object and
background respectively, V = P ∪{S, T }. The edges set E = N ∪{(p,S), (p, T ) |
p ∈ P} consists of all clique pairs of pixels, along with edges between each
pixel and the source or sink. Usually 1th or 2nd order neighborhood is chosen.
By setting the edge weights E according to Eq. 14, the graph cut techniques can
then be implemented for minimization [1].

Fig. 3. Segmentation with partial occlusion. The images from left-to-right are original
image, the initial segmentation, the segmentation results of the 2, 10, 25 iterations
respectively.

3.5 Numerical Implementation

To calculate the expectation of shape energy in Eq. 10, the probability density
Pr(θ | C(n)) needs to be acquired despite defined on a high-dimensional space.
MCMC techniques are proved to be powerful approaches to solve this integration
problems in large dimensional space by approximating original hard combina-
torial problems with simple statistical samples. Since generating samples from
Pr(θ | C(n)) is computationally costly, it might be preferred to generate candi-
date samples from an appropriate importance proposal distribution Φ(θ). Then
we can rewrite the expectation as follows

〈Eshape〉Pr(θ|C(n)) =
∑

(p,q)∈N

∑

θ

�θS
θ
p,q (fp, fq)Φ (θ) =

∑

(p,q)∈N

〈
�θSθ

p,q (fp, fq)
〉

Φ(θ)

(15)
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Fig. 4. Segmentation of a hand. The left part gives the original image and the prior
shape template. The first, second and third row in right are examples in presence of
30%, 50% and 70 % noise respectively. The left column are noisy images; the middle
column are segmentation results purely from imagery information; the right column
are results of our method after 20 iterations.

where θ is known as the importance weight.

θ
Δ=

Pr(θ | C(n))
Φ (θ)

(16)

Though the importance distribution may be arbitrarily chosen, its support
ought include the support of Pr(θ | C(n)) so as to indicate the sampling atten-
tion. A good choice is to utilize previously obtained distributions and initialize
uniformly.

Φ (θ) = Pr(θ|C(n−1)) (17)

Thus we can represent the probability distribution Pr(θ | C(n)) non-
parametrically using N i.i.d samples {θi}N

i=1 drawn from Φ(θ) and their weights
{i}N

i=1, which is also called particles. In each iteration of EM process, the par-
ticles are evaluated using Eq. 16 to update their weights and compute the shape
energy term. Ultimately the Eq. 13 can be approximated as,

〈Eshape〉Pr(θ|C(n)) ≈ 1
N

∑
(p,q)∈N

N∑
i=1

iS
i
p,q (fp, fq) (18)

Consequently sampling importance resampling [9] are applied to the particles
according to their importance weights to generate an un-weighted approximation
of the probability Pr(θ(n)) for next iteration. The algorithm is repeated to achieve
desired accuracy.

4 Experimental Results and Analysis

To validate the effectiveness and sufficiencies of proposed algorithm, a number
of experiments were carried out, including challenging situations such as noises,
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Fig. 5. Our method may fail if the initial segmentation that purely implements imagery
information cannot give an apprehensible result. The sequence is ordered from left-to-
right.

clutters, weak boundaries and partial occlusions etc. Our method is implemented
in C++ with the help of OpenCV 2.4.10, and runs on a PC with Intel Xeon
2630V2 CPU processor and 8GB of RAM. In each experiment, the number of
particles is N = 100 and the parameters are set as τ = 0.4 and λ = 0.6 for our
method.

Figure 2 demonstrates the effectiveness of the proposed algorithm on real
world images of various fishes whose backgrounds are heavily cluttered. It can
be seen that the performance of the graph cut segmentation with intensity alone
[1] can be considered unsatisfactory. The similarity of foreground and back-
ground color distribution, as show in top and bottom rows of Fig. 2, and con-
fused boundaries, as shown in middle row of Fig. 2, lead to the misclassification.
Our algorithm outperformed because the shape prior gives extra constraints to
avoid misleading contents. Compared with level set based methods [2], the con-
vergence speed of our method is much faster as graph cut is an combinatorial
optimization method free of sub-pixel calculation.

Figure 3 verifies the robustness of our algorithm when handling partial occlu-
sion. The method concerning imagery information alone [1] is perceptibly unable
to segment the object accurately, because the it is a method based on local pixel
statistics. By considering shape regional information, the outperforming of our
algorithm is because introducing shape priors complement the missing informa-
tion and recover a more global solution.

Figure 4 gives a comparison of graph cut segmentation of a hand with and
without transformation-invariant shape prior for images corrupted by various
amounts of salt and pepper noise. The partition outcome without shape guidance
degrades even with moderate amounts of noise because of dramatically missing
of visual information. While the shape priors aided segmentation successfully
classify the hand from background even with respect to 70 % noise. With the
help from shape knowledge, the analysis was performed in a hyper feature space
that results in much fine segmentation results even for highly noised images.

The quantitative analysis based on our private object shape oriented datasets
are given in Table 1. Compared to the state of art methods, our methods achieved
better F-measure and PSNR value, and a closely NRM and MPM value. The
result is a proof our methods capability. It should be also pointed out that though
the graph cut algorithm guarantees a global optimum of lower bound function
in each iteration, the expectation maximization process itself still may trapped
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Table 1. Quantitative comparement to the state of art methods.

Method F-Measure PSNR NRM MPM

GC [12] 85.46 % 16.77 5.29 × 10−2 1.18 × 10−3

FCN [10] 91.24 % 14.66 4.31 × 10−2 0.65 × 10−3

Ours 93.24 % 18.56 5.17 × 10−2 1.17 × 10−3

in local optimum. Inheriting the shortcoming of sensitivity to initial condition
from EM algorithm, our method might fail if the imagery energy minimization
could not give an moderate meaningful initial segmentation, as shown in Fig. 5.

5 Conclusions

In this work, we introduced transformation invariant prior knowledge as a guid-
ance for graph cut image segmentation under the maximum likelihood frame-
work using the expectation maximization algorithm. The expectation process
improve the robustness of maximum likelihood segmentation. While the lower-
bound maximization is implemented combinatorially under Markov random
fields framework which can be globally optimized by graph cut algorithm for
each iteration. As a function of the complexity of the observed image, experi-
mental results demonstrate the effectiveness and robustness of our method. More
sophisticated tools that adapts transformation-invariance to the deformable prior
shape template is an interesting topic for further research.
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Abstract. This paper proposes a new method to recognize airborne phased array
radar (AESA) under different modes, based on multi-level modeling combined with
Adaptive Stacked Denoising Autoencoder. In order to analyze the change law of
pulses intercepted by intelligence, multi-level modeling is proposed to model the
pulses at pulse level, pulse group level and work mode level. Then adaptive stacked
denoising auto-encoder is trained to extract amplitude characteristics at the work
mode level. Finally Softmax classification is added to the top of deep network to
realize work mode recognition of airborne phased array radar. Qualitative experi‐
ments show that compared with the original algorithm based on knowledge base,
the new method is able to extract essential characteristics of the input, reduce the
dependence on prior knowledge, and achieves good performance.

Keywords: Airborne radar · Work mode · Multi-level modeling · Deep learning

1 Introduction

In recent years, with the development of electronic technology, Active Phased array
radar has been widely applied in Modern Battlefield [1]. Owing to its good performance
in resource management and adaptive update rate, airborne active phased array radar
like AESA can track more targets while searching for new ones [2]. What’s more, as a
multi-function radar, airborne active phased array radar contains a variety of work modes
such as track while scan (TWS), track and scan (TAS), multi-target tracking (MTT),
single target tracking (STT). Each mode threatens the target at different level, therefore,
in order to assess the threat level of the active phased array radar, it is of great significance
to identify radar’s work mode.

Several relevant work has been done in work mode identification of active phased
array radar. With the help of radar knowledge base, Jia [3] constructed feature matrix
containing radar parameters such as RF, PW, TOA and PW to reflect the features of
different work modes. Visnevski modeled the features of radar under different work
modes by using syntactic context-free grammars, then he used the extracted features to
match the radar knowledge base [4, 5]. Although those methods realized the work mode
identification of radar in different ways. However, they have the same limitations as
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follows: firstly, those methods lack the ability to learn features of the input adaptively,
all features are extracted artificially. Secondly, their classification accuracy is strictly
restricted by the integrity of knowledge base.

Since suggested in 2006, deep learning has shown a good performance in learning
the essential characteristics of the data without supervised training [6, 7]. As a common
model in deep learning, denoising auto-encoder yields significantly lower recognition
error in many field than auto-encoder, as it can extract and compose robust features from
corrupted versions of their inputs [8, 9]. Stacking a plurality of DAE, we get the stack
denoising automatic encoder (SDA). However the noise level in SDA is kept fixed
during the training thus limited it’s performance. To overcome the limitations of Stacked
Denoising Autoencoder (SDA), an Adaptive Stacked Denoising Autoencoder (ASDA)
was proposed to improve its performance [10].

According to the change law of pulse signal under different modes, we propose multi-
level modeling method to describe the emitters at different levels. Then ASDA is intro‐
duced to extract the robust and useful features from pulse signal unsupervisedly. Qual‐
itative experiments show that our new method based on multi-level modeling combined
with ASDA achieves good performance. Section 2 analysis the change law of pulse
signal under different modes and describes the motivation for the proposed method.
Sections 3 and 4 give the detailed procedure for multi-level modeling and ASDA. Finally
the results are given in Sect. 5.

2 Motivation for Proposed Method

To improve the SNR of Radar Echo, airborne active phased array radar like AESA
usually launch one or more groups of coherent pulse signal. Each group contains
hundreds of pulses with the same RF, PRI, PW, PA, so it is unwise to analysis such
amount of pulses one by one, we only need to get few parameters of the coherent pulse
groups such as the starting point, the end time to identify radar’s work mode. That is the
motivation why we proposed pulse multi-level modeling.

When an active phased array radar is searching or tracking the target, the pulse
parameters are essentially random. So it is unable to judge the work mode of radars with
parameters of PF, PRI and PW. The way to realize the recognition of work mode by
analyzing the regularity of signal’s amplitude. Since ASDA has shown strong ability to
learn essential characteristics of the input, here we use it to learn useful features of the
pulses’ amplitude under different work modes.

3 Pulse Multi-level Modeling

3.1 Pulse Level Modeling

Pulse parameters generally include TOA, DOA, RF, PW and PA, other pulse charac‐
teristic parameters (such as PRI) are results of analyzing of those parameters [5]. Since
the error of DOA is large, so we do not take this into consideration. The ith pulse can be
modeled as:
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Y(i) = [TOA
i
, RF

i
, PW

i
, PA

i
, PRI

i
]. (1)

3.2 Pulse Group Level Modeling

To extract the pulse group’s ranking information, we firstly find the starting pulse of the
pulse group, then determine the subsequent pulses’ confidence belonging to the pulse
group, finally, we separate all the pulses so as to realize the information’s grade promo‐
tion from pulse level to pulse group level. The establishment of pulse group level model
includes the following two aspects:

Determination of the Pulse Group’s Starting Point. Mainly including:

Step 1. Parameter initialization: set i to be 1.
Step 2. Take the ith pulse (Y(i)) as a reference pulse, if the pulse parameters of the next
n continuous pulse are the same as the reference pulse (within a certain tolerance
range), skip to Step 3, or, set i to be i + 1 and repeat Step 2;
Step 3. Set Y(i) as the initial pulse of the pulse group.

Calculation of Pulses’ confidence. If there exists dropped pulses or false pulses in the
pulse train, to do the confidence calculation by using PRI could be error-prone. There‐
fore, the following methods are proposed: Starting with the initial pulse of the group,
the arrival time of the n continuous pulse can y be expressed as:
y = {TOA1, TOA2,⋯ , TOA

n
}, x can be expressed as: x = {1, 2,⋯ , n}.

The fitting curve can be obtained by using the least-square fitting:

y = kx + b (2)

k: estimated value of the pulse group template’s PRI.
b: starting time of the pulse group.
Work out the time-of-arrival interval between the next pulse and the reference pulse,

and estimate how many times it is of PRI (denoted by T). Determine whether or not the
distance between the point (T , TOA) and the fitting line is within the margin of error. If
not, continue to search forward until all the successive m pulse do not belong to the pulse
template, and the pulse group parameter extraction is done. If it is, calculate the confi‐
dence factor of the pulse’s p-th feature belonging to the pulse template, donated
by f (x

p
).
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Where: x
p
 is the parameter values of the identifying pulse’s p feature, v

ip
, Δv

ip
 and

𝜎
ip
 are respectively the parameter values, parameter deviation and the mean square devi‐

ation of the pulse template’s pth feature. All the parameters can be set according to the
actual data.

After calculating the confidence of each dimension, amalgamate the confidence
factor of multiple parameters, we can obtain the total confidence factor based on the
joint parameter.

𝜇 =

N∑

p=1

w
p
f (x

p
) (4)

w
p
 is the weight of the p-th feature in the recognition.

After the extraction of the pulse group’s characteristic parameters, the jth pulse group
can be expressed as:

CPI
j
= [Toastart

j
, Toaend

j
, RF

j
, PW

j
, PA

j
, PRI

j
, Pulsenum

j
] (5)

Where: Toastart
j
, Toaend

j
 and Pulsenum

j
 are respectively the starting time, ending

time and pulse number of the jth pulse group.

3.3 Work Mode Level Modeling

When modeling the work mode of the radar, a plurality of pulse groups in a certain time
interval are connected according to the start time, the level of the pulse train’s work
mode can be expressed as:

MODE = [CPI1, CPI2,… , CPI
m
] (6)

According to the analysis of work mode in Sect. 2, to realize the recognition of work
mode, we only need to analyze the time regularity of signal’s amplitude intercepted by
intelligence aircraft. Therefore, the amplitude among the ranking information of the
work mode should be sampled, and the sampling frequency is 1024 Hz. After the pulse
multi-level modeling, we could convert the sequence of intercepted pulse description
words into the change law with time of amplitude of intercepted signal.

4 Adaptive Stacked Denoising Autoencoder

4.1 Stacked Denoising Auto-Encoder

Although traditional autoencoder (AE) can minimize reconstruction error between input
and its feature representation, however, we cannot guarantee our autoencoder extract
useful features of the input x. To avoid this phenomenon, denoising autoencoder (DAE)
was proposed which can extract robust and useful structure of the corrupted input x̃,
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using a mapping x̃ = q
D
(x̃|x). Then we get the hidden representation y with the traditional

autoencoder:

y = f
𝜃
(x̃) = s(Wx̃ + b) (7)

In which W is the weight matrix between input and its corresponding hidden repre‐
sentation, b is the offset vector. We can also get reconstructed version of the original
input using y:

z = g
𝜃
′ (y) = s(W ′y + b′) (8)

Unlikely autoencoder, denoising autoencoder trys to reconstruct the uncorrupted
input from corrupted one. Thus features learnt by denoising autoencoder is more essen‐
tial and robust, Fig. 1 describes the structure of DAE. By stacking all trained denoising
autoencoders, a deep network called stacked denoising autoencoders (SDA) is created.

Fig. 1. The structure of DAE

4.2 Adaptive Stacked Denoising Auto-Encoder

When using the Stacked Denoising Autoencoder (SDA), noise level of each layer is kept
fixed during the training phase, this actually limit the effect of SDA. Qualities experiment
show that optimizing noise level gives better accuracy. To select a suitable noise level,
Fig. 2 first depicts the effect of different noise level on search accuracy and auto encoder
learning.

Low noise

Medium noise
High noise

Manifold of data

Fig. 2. Effect of noise on search neighborhood and search accuracy. When high noise level is
chosen, many values of the input is forced to 0, so the auto encoder is obliged to reconstruct the
original data using only few variables. Thus it is forced to learns only general features about the
input to minimize the reconstruct error. On the contrary, with low noise, auto encoder can use
more input features to reconstruct the clean input, so it is can learns more detail features compared
with high noise level [7].
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Inspired by the effect of different noise on autoencoder learning, an adaptive noise
procedure is proposed in SDA called Adaptive Stacked Denoising auto-encoder
(ASDA). During N epochs, average noise level T of ASDA is slowly decreased, from
a high noise hyper-parameter A to a low noise hyper-parameter B as given by (9).

T(E) = A − (A − B) ∗
E − 1
N − 1 (9)

We also know that the weight of outgoing connections can reflected its contribution
to the activation of hidden neurons, to ensure the autoencoder learn useful and robust
features, all the neurons should devote to active hidden neurons equally. So neurons
whose outgoing weights is higher than the sum of others should have higher probability
to be turned off. The algorithm for ASDA is given by Chandra B [10].

5 Experiment Results and Analysis

In this section, we evaluate ASDA on work mode recognition of airborne phased array
radar, and analyze other characteristics of the method proposed by Qualitative experi‐
ments.

5.1 Data Source

Due to the particularity of the radar work mode recognition, there is no public data set
at present. Therefore, we take confrontation among the aerial mobile platforms as back‐
ground, uses Matlab simulation software to generate 4000 sample data, assumes that
they are produced by airborne multi-function radar in different work modes and inter‐
cepted by intelligence aircraft, as shown in Table 1.

Table 1. Data samples of radar

Work mode TWS TAS MTT STT
Sample number 2000 2000 2000 2000
Target number 0 1–8 1–8 1
Update rate – 5–7 6–8 7–10

As can be seen in Table 1, each work mode contains 2000 samples, each contains a
sequence of PDW whose simulation time is 5 s. The tracking target number and update
rate are chosen as seen in the table, according to different work modes. Since the update
rate under TWS related to its searching space, so it is hard to give a specific value, but
the update rate under TWS is usually very low, such as 0.5 Hz.

5.2 Multi-level Modeling

Scenario 1 is the PDW intercepted by intelligence aircraft, here airborne phased array
radar is working in MTT mode while tracking 3 targets as shown in Fig. 3.

232 H. Li et al.



0 1 2 3 4 5
9.4
9.6
9.8

R
F/

G
H

z

0 1 2 3 4 5
0
5

10
15

P
W

/u
s

0 1 2 3 4 5
-30
-20
-10

0

P
A

/d
B

0 1 2 3 4 5
0

50
100
150

TOA/s

P
R

I/u
s

Fig. 3. Time regularity of pulse’s amplitude intercepted by intelligence aircraft

According to the multi-level modeling method in Sect. 3, we can model the first pulse
received by intelligence aircraft in Fig. 3 as Y(1) = [38305, 9.8, 10,−9.8, 81.1]. Simi‐
larly, we can model the first pulse group intercepted by intelligence as:
CPI1 = [38205, 58994, 9.8, 10,−9.9, 81.2]. In the same way, all the pulse train received
can be modeled, MODE = [CPI1, CPI2, ⋅ ⋅ ⋅, CPI106].

According to the method of pulse multi-level modeling and sampling in Sect. 3, we
can convert each sample in Sect. 5.1 to a pulse-amplitude sequence whose sampling
frequency is 1024 Hz. Convert signals from the time domain to the frequency domain
by FFT, with 4096 sampling points, and take the results as the input of ASDA.

5.3 Training ASDA Network

Using ASDA network to learn useful features from sample data without supervision
learning. The first hidden layer has 500 units, the second hidden layer has 50 units, the
number of iterations of each layer is 100, learning rate is set to 1, take Sigmoid as the
activation function. Stack the 2 trained DAE leads to SDA, add output layer to the top
layer of the SDA network, using the Softmax classifier.

5.4 Performance of ADSA Compared with SDA and SAE

To compare the classification results of different methods, select ASDA, SDA and SVM
in our experiment. Parameters setting such as the hidden layer units, number of itera‐
tions, classifier are in Sect. 5.3. Each sample contains 4096 sampling points. Results of
the experiment are shown in Table 2.

Table 2. Classification results of different training models

Method Classification accuracy (%)
ASDA 96.68
SDA 96.56
SVM 82.55
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As can be seen from Table 2, ASDA gives the highest classification accuracy among
the three methods, ASDA achieved 0.12 % higher classification accuracy than SDA with
optimum fixed noise level at 0.1 due to its adaptive noise schedule. Noise levels of ASDA
is chosen based on least validation, here our high and low noise level are respectively
0.25 and 0.05. Also ASDA and SDA could extract the essential characters which are
more robust and able to reflect the data structure, so their classification accuracy are
14.13 %, 14.01 % higher than SVM whose kernel function is RBF.

5.5 Effect of Dropped Pulse and False Pulse on the Recognition Result

Due to the Limitations of existing sorting method, PDW intercepted by aircraft will
contain a certain proportion of dropped pulses and false pulses inevitably. To study the
effect of dropped pulse and false pulse on the recognition results, the concept of RDP
(Ratio of Dropped Pulses) and RFP (Ratio of False pulses) is defined:

RDP =
n

N
× 100% (10)

RFP =
𝜀

N
× 100% (11)

The number of the pulse train without noise is N, the number of the pulses randomly
dropped out and added are expressed as n and 𝜀 respectively.

For the sake of analysis, we assume that ratio of dropped pulses is consistent with
ratio of false pulses. Results of the experiment are shown in Fig. 4.
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Fig. 4. The effect of dropped pulse (false) pulse

As can be seen from Fig. 4, when dropped pulses (false pulses) ratio is more than
15 %, classification accuracy decreased rapidly. When the ratio is less than or equal to
15 %, the recognition rate remain the same. It is shown that the proposed algorithm is
insensitive to dropped pulses and false pulses. Reasons are as follows: (1) after multi-
level modeling of the pulses, even if there exists a small amount of dropped pulses and
false pulses in the ranking information of the pulse, it would not have any great impact
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on the ranking information of the pulse, namely the input of SDA is basically unchanged.
(2) After learning the input containing noise superimposed, ASDA could extract the
essential character of the sample data, and restrains the noise effectively.

5.6 Comparison of ADSA with Different Sample Length

In electronic warfare, we hope to identify work mode of radar with fewer pulses, so as
to get initiative of war. Due to the complexity of the radar system, it is difficult to give
a precise value of how many pulses are needed. In our experiments, Fewer pulses mean
fewer sampling points (sampling frequency is fixed). To study the effect of different
sample length, numbers of sampling points in our experiment are changing from 4096
(212) to 128(27), results are shown in Fig. 5.
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Fig. 5. The effect of different sampling length

As can be seen in Fig. 5, when numbers of sampling points is too few, such as 512,
as numbers decrease, classification accuracy also decreased sharply. This indicate that
ASDA can not learned essential characteristics with this sample length, more informa‐
tion (pluses) are needed to. However, sampling points is enough, such as more than
1024, classification accuracy increased just slightly, for the reason that ASDA has
learned enough useful features with this sample length, more information just help a
little. Usually, fewer pluses mean fewer information.

6 Conclusions and Future Work

In this paper, the pulse multi-level modeling method has been proposed to get the
expression of intercepted pulses at level of work mode, then we apply ASDA in the
learning and identification of airborne active phased array radar under different work
modes. ASDA achieves higher classification accuracy than SDA, for it overcomes the
limitation of SDA in which noise level is kept fixed. In addition, our method shows
insensitivity to dropped pulses and false pulses owing to multi-level modeling and
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ASDA. The proposed method can extract the essential characteristics of airborne phased
array radar under different modes.

The effects of different hidden layers and its units on the feature learning ability of
ASDA are not researched in depth in this article. At present, the selection of those
parameters mainly depends on experience, how to select the appropriate network param‐
eters is key for the further work.

References

1. Farina, A., Holbourn, P., Kinghorn, T., Timmoneri, L.: AESA radar-pan-domain multi-
function capabilities for future systems. In: 2013 IEEE International Symposium on Phased
Array Systems & Technology, Boston, October 2013

2. Hommel, H., Feldle, H.-P.: Current status of airborne active phased array (AESA) radar
systems and future trends. In: Proceedings of 34th European Microwave Conference, October
2004, vol. 3, pp. 1517–1520 (2004)

3. Jia, C.-W., Zhou, S.-L.: Work mode identification of airborne radar. Electron. Inf. Warfare
Technol. 26(1), 14–16 (2011)

4. Visnevski, N., Krishnamurthy, V., Wang, A., Haykin, S.: Syntactic modeling and signal
processing of multifunction radars: a stochastic context-free grammar approach. Proc. IEEE
95(5), 1000–1025 (2007)

5. Liu, H.D., Yu, H., Sun, Z., et al.: Multi-function radar emitter identification based on
stochastic syntax-directed translation schema. Chin. J. Aeronaut. 27(6), 1505–1512 (2014)

6. Hinton, G.E., Osindero, S., Whye Teh, Y.: A fast learning algorithm for deep belief nets.
Neural Comput. 18, 1527–1554 (2006)

7. Le, Q.V., Ngiam, J., Coates, A., et al.: On optimization methods for deep learning. In:
International Conference on Machine Learning, pp. 265–272 (2011)

8. Vincent, P., Larochelle, H., Lajoie, I., et al.: Stacked denoising auto-encoders: learning useful
representations in a deep network with a local denoising criterion. J. Mach. Learn. Res. 11,
3371–3408 (2010)

9. Vincent, P., Larochelle, H., Bengio, Y., et al.: Extracting and composing robust features with
denoising auto-encoders. In: Proceedings of the 25th International Conference on Machine
Learning (2008)

10. Chandra, B., Sharma, R.K.: Adaptive noise schedule for denoising autoencoder. In: Loo, C.K.,
Yap, K.S., Wong, K.W., Teoh, A., Huang, K. (eds.) ICONIP 2014, Part I. LNCS, vol. 8834,
pp. 535–542. Springer, Heidelberg (2014)

236 H. Li et al.



Simulation Methodology Used in Computer
Structure Course

Han Wan, Xiaopeng Gao(✉), and Xiang Long

School of Computer Science and Engineering, Beihang University, Beijing, China
{wanhan,gxp,long}@buaa.edu.cn

Abstract. We describe our reformed Computer Structure course at Beihang
University, which won the national teaching achievement award. In this course,
we use simulation methodology to help students in understanding the MIPS
system. We show how to use MARS to help student grasp the MIPS instruction
set and how to use Logisim for the single cycle processor design from sketch.
Then we use the ISE to design the pipelined processor, and use FPGA board to
evaluate the system design with interruption. The comparisons in terms of excel‐
lent rates, pass rates and learning assessments, had shown the blending learning
experience with simulation methodology had more rewarding for students.

Keywords: MARS · Logisim · ISE · Simulation methodology · Computer
structure course

1 Introduction

Computer Structure is a second-year course offered in School of Computer Science and
Engineering at Beihang University. In this course, students need to write a MIPS CPU
using Verilog-HDL. The course reform continued in Summer 2013, Fall 2014 and Fall
2015, which had been rewarded by national teaching achievement prize, mainly refer‐
enced to the CS61C course at Berkeley [1] and 6.823 computer system architecture
course [2] at MIT. We mainly focus on design the pipelined MIPS processor, and using
simulation methodology to help students from the module design to the system design.

2 Simulation Methodology Used in the Course

In the Computer Structure Course, students learned the computer structure and assembly
language based on MIPS instruction set. The lab need students to implement the MIPS
instructions of the Instruction Set Architecture (ISA) using Verilog-HDL. Work could
be divided into two parts, one part is to build the ‘Datapath’ and another part is about
the ‘Control’. Datapath is the part of the processor which contains the hardware neces‐
sary to perform operations required by the processor. And Control is the part of the
processor which tells the data path what needs to be done.

We redesigned our course in 2013 according to the two parts work when building
the processor. In week 1 and week 2, students need to finish the basic Verilog-HDL
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practices in order to master the language grammars and could evaluate their projects
using testbench. They need to know how to code and debug assembly programs in
MARS [3] during week3. In the next week, the students using Logisim [4] to help
themselves in setting up circuits from sketch. At the end of week 4, they need to finish
the design of single cycle CPU which supports the MIPS-Lite1 instructions- {addu, subu,
ori, lw, sw, beq, lui}. After that, they need to construct a single cycle CPU using Verilog-
HDL support MIPS-Lite2 instructions. Here MIPS-Lite2 instructions just added {addi,
addiu, slt, j, jal, jr} into MIPS-Lite1 instructions.

From week 6 to week 7, students learned how to design the multi-cycle CPU to
support more than 40 instructions. And in week 8 to week 11, they need to build a MIPS
micro-system with serial ports and support interrupts.

2.1 Golden Model for MIPS Simulator- MARS

As shown in Fig. 1, MARS is an IDE for MIPS Assembly Language Programming.
Students could compose their assembly language program using the editor, assemble it,
and then execute all at once or step by step. ‘Text Segment’ displays both the source
and binary code of the assembly program. A breakpoint could be set using the check
box in the leftmost column. At the bottom of MARS, ‘Data Segment’ shows the
program’s data storage area. In the Labels window, symbol table information is
displayed. On the right-side to the ‘Execute’ pane displays ‘Registers’ including general
purpose registers, the floating point registers of Coprocessor 1 and the exception

Fig. 1. MARS 4.4 screenshot
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registers of Coprocessor0. In the lower portion of the screen is the console window, it
shows the messages such as assembly errors and I/O generated by MIPS system calls.

We used MARS as the golden model to evaluate whether the processor that the
student built in Logisim or ISE is correct. Using this tool, students can execute the
assembly program in single-step to observe all the components’ change after one
instruction is executed. The same assembly programs ran on each platform, when
stepped in we compared the status of registers and memory in MARS with the processor
built in Logisim, or the wave generated by the Verilog-HDL model also had been read
to compare with the golden model. This aiding tool helped a lot to evaluate the design.

2.2 Graphical Tool for Simulating Logic Circuits - Logisim

Logisim is a graphical tool for designing and simulating digital logic circuits. We use it
to facilitate learning the most basic concepts related to logic circuits. With the capacity
to build larger circuits from smaller subcircuits, and to draw bundles of wires with a
single mouse drag, Logisim can be used to design and simulate entire CPUs from basic
logic circuits in sketch.

Figures 2 and 3 shown how to design ALU and IFU in Logisim from simple gates.
The IFU model is used for fetch the instruction, and it included PC, IM (instruction
memory). IFU could fetch the instructions in sequence or step into a branch.

Fig. 2. ALU design in Logisim

When design the controller, as shown in Fig. 4, we used AND logic to generate
instruction signals, and used OR logic to generate control signals. Using the similar
method, we could construct the GPR file from the basic logic circuits.
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Fig. 3. IFU design in Logisim

Fig. 4. Controller design in Logisim

As shown in Fig. 5, we can assemble all the component using the bundles of wires.
When loading binary code into the instruction memory, students could execute the code
step by step to see which signals are on during the execution. Usually, after the executed
in each step, we need to compared the status of the whole processor with the golden
model MARS.
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Fig. 5. Single cycle processor in Logisim

2.3 Verilog-HDL Model – ISE

As our object is to help the students in building a system with devices, we suggest the
students using ISE to design the Verilog-HDL model. Figure 6 shown how to design
ALU using Verilog-HDL.

Fig. 6. ALU design using Verilog-HDL in ISE
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Fig. 7. ALU simulation wave in ISim

For each module, we could do the unit function test by reading the simulation wave,
as shown in Fig. 7. Furthermore, the test process also need to do the comparison with
the golden model MARS. Students could add the related variables in Verilog-HDL
module into the observation list. When the simulation proceeds, the change of the vari‐
ables’ status should be the same with the golden model.

Processor

Memory
Controller

System
Bridge

Interrupt
Controller

Timer/
Counter UART

WISHBONE Interconnecton Fabric

FPGA

LED/SW/

Fig. 8. FPGA board used in the lab
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2.4 System Simulation – FPGA Board

When we doing the system design with interruption, the program would run much longer
than the design of a simple processor component. It is hard to observe the whole simu‐
lation wave. In our course, we design a FPGA board to help in the system design and
verification.

As shown in Fig. 8, all the processor components are integrated in this FPGA board,
except the external memory, I/O and the network chip. Here external memory refers to
FLASH, SRAM and SDRAM, and I/O refers to the keyboards, LED, parallel ports and
serial ports. Students could download their design to the FPGA board, and the evaluation
process in this method is much easier than observe the simulating wave in ISE.

3 Evaluation and Conclusion

As shown in Table 1, We define our grades according to the completion degree of project.

Table 1. Grade requirements in Summer 2013 and Fall 2014

Students would get Grade ‘D’ if they could build a multi-cycle processor in 2013,
while in 2014 they need to construct a pipelined processor. Instructor grades the student
as ‘Excellent’ if they could pass the final project and answer questions clearly at the
face-to-face stage.

We had 213 students in Summer 2013, 275 students in Fall 2014, and 264 students
in Fall 2015. As shown in Fig. 9, our students had a better performance in Fall 2014 than
Summer 2013, even it is much harder. The amount of students who are awarded of
‘Excellent’ in Fall 2014 is nearly 2 times the number in Summer 2013. 14.55 % of the
students got ‘Grade A’ in Fall 2014 compared just 9.39 % in Summer 2013, and 17.05 %
in Fall 2015. Students awarded with ‘Grade B’ from 21.60 % in Summer 2013 to 33.82 %
in Fall 2014, and 47.73 % in Fall 2015.
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Excellent A B C D F 
Fall 2015 10.61% 17.05% 47.73% 9.85% 15.91% 9.47% 
Fall 2014 6.91% 14.55% 33.82% 13.09% 28.73% 9.82% 
Summer 2013 3.76% 9.39% 21.60% 33.33% 30.52% 5.16% 

Fall 2015 

Fall 2014 

Summer 2013 

Fig. 9. Grades distribution compared between Fall 2015, Fall 2014 and Summer 2013

We integrated an automatic testing system and virtual laboratory technique into the
open-edX platform in 2015. Student upload their design to the automatic testing system,
it will feedback whether they pass through with the error report. This testing system also
helped in their self-test at home, resulting in better performance. With the learning-aid
tools using simulation methodology, all these course designs empowered the students
with the skills, information, and tools that they need to manage their own learning. The
comparisons in terms of excellent rates, pass rates and learning assessments, had shown
the simulation methodology used in Computer Structure Course had more rewarding
for students.
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Abstract. We consider the initial boundary value problem of the space
fractional nonlinear Fisher’s equations on the general interval (a,b) and
the fractional derivative is described in Caputo sense, the boundary con-
ditions are nonhomogeneous. A fully discrete Legendre collocation spec-
tral approximation scheme is structured basing Legendre-Gauss-Lobatto
points in space and backward difference in time. We also use the opera-
tional matrix of the fractional derivative. Numerical experiments are pre-
sented with comparisons between Legendre collocation spectral method
and other methods, and the results show that Legendre collocation spec-
tral method is an alternative method for solving Fisher’s equation.

Keywords: Space fractional nonlinear Fisher’s equations · Legendre
collocation spectral method · Caputo derivative · Operational matrix

1 Introduction

Fractional differential equations (FDEs) have been found more realistic in mod-
elling a variety of physical phenomena, engineering process, biological system
and financial products, such as anomalous diffusion and non-exponential relax-
ation patterns [1]. Typically, such scenarios involve long-range temporal cumu-
lative memory effects and/or long-range spatial interactions that can be more
accurately described by fractionl-order models [2–4].

Much attention have been gained in FDEs, finding numerical methods to
solve FDEs especially for the fractional calculus has been popular in the twenty-
first century, such as finite difference/finite element methods [5–8], spectral
method or spectal collocation method [9–13], variational iteration method [14–
16], spline collocation method [17], and other numerical methods [18–20].

In this paper, we consider space fractional Fisher’s equation

ut − Dαu − u(1 − u) = g, x ∈ [a, b], 0 < t ≤ T, (1)
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subject to the initial condition

u(x, 0) = g0(x), x ∈ [a, b], (2)

and boundary condition

u(a, t) = g1(t), u(b, t) = g2(t), 0 < t ≤ T, (3)

where α is a parameter describing the fractional order of the space derivative
in the Caputo sense and 1 < α ≤ 2, when α = 2, (1) reduces to the classical
Fisher’s equation. g is known smooth function of x, t.

The Caputo definition of the fractional-order derivative is defined as

Dαf(x) =
1

Γ (n − α)

∫ x

a

f (n)(t)

(x − t)α+1−n
dt, n − 1 < α ≤ n, n ∈ N,

where α > 0 is the order of the derivative and n is the smallest integer greater
than α. The Caputo fractional derivative is considered here because it allows
traditional initial and boundary conditions to be included in the formulation of
the problem.

Space fractional Fisher’s equation has been studied by several researchers
using different numerical methods, for example, GDTM and VIM methods [23],
radial basis functions method [24] and Von Neumann method [25]. The three
papers we mentioned above provide a method for solving the Fisher’s equation
which the exact solution is unknown, but there are no papers using Legendre
collocation method for space fractional Fisher’s equation as far as we know,
that’s our motivation of this paper.

An outline of this paper is as follows. We recall some properties about Legen-
dre polynomials and introduce the shifted Legendre polynomials on a general
intervals (a, b) instead of (−1,1) in Sect. 2. In Sect. 3, we build a linear fully
discrete Legendre collocation spectral scheme. In Sect. 4, we make a comparison
with GDTM and VIM method, the numerical results show that Legendre col-
location spectral method is an alternative method for solving space fractional
Fisher’s equation.

2 Preliminaries

The well-known Legendre polynomials Lj(z) are defined on the interval [−1, 1].
In order to use Legendre polynomials on the more general interval [a, b], we
define the shifted Legendre polynomials by introducing the change of variable
z = 2(x−a)

b−a − 1. Set the shifted Legendre polynomials Lj(
2(x−a)

b−a − 1) be denoted
by LN,j .
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As for Lj(z) satisfy the following relation:

∫ 1

−1

Lj(z)Lk(z)dz = hjδjk, hj =
2

2j + 1
,

where δjk is the Kronecker fuction. Then for the shifted Legendre polynomials
LN,j we have

∫ b

a

LN,j(x)LN,k(x)dz = hN,jδjk, hN,j =
b − a

2
hj =

b − a

2j + 1
. (4)

Now we introduce the Legendre-Gauss-Labatto quadratures in two different
intervals [−1, 1] and [a, b]. Denoting by xj(xN,j) and wj(wN,j), 0 ≤ j ≤ N ,
the nodes and Christoffel numbers of the standard (shifted) Legendre-Gauss-
Labatto quadratures on the intervals [−1, 1] and [a, b], respectively, then we
have the following relations:

xN,j =
b − a

2
(xj + 1) + a, wN,j =

b − a

2
wj , 0 ≤ j ≤ N.

If PN denotes the set all the polynomials of degree at most N , then it follows
that for any φ(x) ∈ P2N−1 (cf. [21])

∫ b

a

φ(x)dx =
b − a

2

∫ 1

−1

φ
( b − a

2
(x + 1) + a

)
dx =

b − a

2

N∑

j=0

φ
( b − a

2
(xj + 1) + a

)
wj

=
N∑

j=0

φ(xN,j)wN,j .

We define the discrete inner product and the norm as

(u, v)N =
N∑

j=0

u(xN,j)v(xN,j)wN,j , ‖u‖N = (u, u)
1
2
N .

Thus we have
(u, v)N = (u, v), ∀u · v ∈ P2N−1.

We expand the numerical approximation in terms of shifted Legendre polyno-
mials

uN (x, t) =
N∑

j=0

ûj(t)LN,j(x). (5)

Using (4) and the discrete inner product, we have

ûj(t) =
1

γN,j

N∑
i=0

LN,j(xN,i)uN (xN,i, t)wN,i, 0 ≤ j ≤ N, (6)
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where γN,j = hN,j for 0 ≤ j ≤ N − 1 and γN,N = (LN,N , LN,N )N . Substituting
(6) into (5), we obtain

uN (x, t) =
N∑

i=0

( N∑
j=0

1
γN,j

LN,j(xN,i)LN,j(x)wN,i

)
uN (xN,i, t). (7)

The operational matrix of derivative of shifted Legendre polynomials for
fractional derivtive in Caputo sense are given by [22]:

D(α) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 · · · 0
...

... · · ·
...

0 0 · · · 0
�α�∑

k=�α�
θ�α�,0,k

�α�∑
k=�α�

θ�α�,1,k · · ·
�α�∑

k=�α�
θ�α�,m,k

...
... · · ·

...
i∑

k=�α�
θi,0,k

i∑
k=�α�

θi,1,k · · ·
i∑

k=�α�
θi,m,k

...
... · · ·

...
m∑

k=�α�
θm,0,k

m∑
k=�α�

θm,1,k · · ·
m∑

k=�α�
θm,m,k

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (8)

where θi,j,k is given by

θi,j,k = (2j + 1)
j∑

l=0

(−1)i+j+k+l(i + k)!(l + j)!
(b − a)α(i − k)!k!Γ (k − α + 1)(j − l)!(l!)2(k + l − α + 1)

.

Note that ceiling function �α� denotes the smallest integer greater than or equal
to α, and in D(α), the first �α� rows, are all zero.

3 Legendre Spectral Collocation Method for Space
Fractional Fisher’s Equation

Let τ be the step-size in variable t, tk = kτ(k = 0, 1, · · · ,M ;M = [T/τ ]),
uk = u(x, tk). The fully discrete collocation method for (1) is:

uk
N (xn)− uk−1

N (xn)

τ
− Dαuk

N (xn)− uk
N (xn) + uk−1

N

2
(xn) = gk−1(xn), n = 1, 2, · · · , N − 1.

Using (7) and (8), we have

Dαuk
N (xN,n) =

N∑
i=0

( N∑
j=0

1
γN,j

LN,j(xN,i)DαLN,j(xN,n)wN,i

)
uN (xN,i, t)

=
N∑

i=0

BniuN (xN,i, t), n = 0, 1, · · · , N,
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where

Bni =
N∑

j=0

1
γN,j

LN,j(xN,i)
( N∑

l=0

djlLN,l(xN,n)
)
wN,i

=
N∑

j=0

N∑
l=0

1
γN,j

LN,j(xN,i)D
(α)
jl LN,l(xN,n)wN,i.

Considering the boundary conditions (3), we assume that

bk
n = Bn0g

k
1 + BnNgk

2 .

Thus we have the following linear algebraic equations:

(
I + τ(B(2 : N, 2 : N) + I)

)
uk = uk−1 − τ(uk−12 + bk + gk−1)

where I is the identity matrix,

uk = [uk
N (xN,1), uk

N (xN,2), · · · , uk
N (xN,N−1)]T

and

bk = [bk
1 , b

k
2 , · · · , bk

N−1]
T , gk = [gk(xN,1), gk(xN,2), · · · , gk(xN,N−1)]T .

4 Numerical Results

In this Section, we present the numerical solution for space fractional Fisher’s
equation [25] with α = 1.5, [a, b] = [0.0125, 1.0125], g = x2, u(x, 0) = x and the
boundary conditions:

g1 ≈ 0.0125(1+ t)+0.00609375t2 −0.082176t3 −0.0210541t4 −7.16634×10−6t5,

g2 ≈ 1.0125(1 + t) − 0.518906t2 − 0.921366t3 + 0.310529t4 + 0.0845434t5.

Like most of fractional partial differential equations, the solution of space frac-
tional Fisher’s equation is also unknown, therefore we must compare the solution
with the known numerical methods such as GDTM and V IM . In all experi-
ments, we set τ = 0.1 and N = 16 (Table 1).

From the above comparison, an almost good agreement between shifted
Legendre collocation approximation scheme with the other methods is observ-
able. In order to see the results clearly, we also present the Figs. 1 and 2 below.
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Table 1. The comparison between present method and other existing methods for
different t and x

x t = 0.1 t = 0.2

Present method GDTM VIM Present method GDTM VIM

0.012500 0.013727 0.013751 0.013727 0.014553 0.014724 0.014553

0.057060 0.070163 0.062894 0.062841 0.080514 0.068393 0.068023

0.166986 0.202602 0.184016 0.183927 0.234454 0.200657 0.200039

0.326412 0.378975 0.359254 0.359150 0.435632 0.390800 0.390102

0.512500 0.568692 0.563111 0.563047 0.643305 0.609825 0.609529

0.698587 0.753713 0.766216 0.766277 0.835611 0.825954 0.826436

0.858014 0.921463 0.939622 0.939876 1.003833 1.007826 1.010401

0.967940 1.050419 1.058861 1.059305 1.131201 1.132054 1.136316

1.012500 1.107671 1.107121 1.107656 1.187397 1.182081 1.187154

x t = 0.1 t = 0.2

Present method GDTM VIM Present method GDTM VIM

0.012500 0.014409 0.014895 0.014409 0.012677 0.013609 0.012676

0.057060 0.083140 0.072461 0.071401 0.073075 0.073726 0.071660

0.166986 0.245219 0.214976 0.213196 0.220030 0.224565 0.221074

0.326412 0.460381 0.417986 0.416090 0.426387 0.437062 0.433661

0.512500 0.684246 0.647999 0.647741 0.655775 0.672032 0.673200

0.698587 0.888877 0.870088 0.874150 0.877498 0.891793 0.904369

0.858014 1.062871 1.053921 1.064463 1.072687 1.067617 1.097053

0.967940 1.191386 1.177179 1.193983 1.219628 1.182069 1.227683

1.012500 1.247392 1.226327 1.246135 1.284323 1.226877 1.280226
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Fig. 1. The comparison between present method and other existing methods for dif-
ferent x at t = 0.1 s and t = 0.2 s, repetively.
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Fig. 2. The comparison between present method and other existing methods for dif-
ferent x at t = 0.3 s and t = 0.4 s, repetively.

5 Conclusion

In this paper, we use shifted Legendre collocation spectral method to solve space
fractional Fisher’s equation, an efficient numerical scheme is structured bas-
ing Legendre-Gauss-Lobatto points in space and backward difference method in
timme, the numerical results are given to demonstrate the validity and applica-
bility of the method and they also show that this method is simple and uses
a few collocation points. This method can apply to other nonlinear or variable
coefficients fractional partial differential equations.
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Abstract. Frequency converter occupies a large proportion in production and
daily life, in order to enable it to effectively take part in the process of system
frequency regulation, a control strategy based on the virtual synchronous motor
technology (VSM) is proposed in this paper. In the inverter part, VSM control
strategy is used, using the mechanical inertia and electrical characteristics of the
synchronous motor, the power control and frequency control are researched and
designed respectively. The frequency converter are simulated under environment
of Simulink/Matlab. Simulation results show that the proposed control strategy
can make the frequency converter follow the characteristics of VSM, can change
the inverter’s output voltage and frequency with the change of motor load.

Keywords: Voltage control · Frequency converter · Power frequency control ·
Frequency adjustment · Virtual synchronous motor (VSM)

1 Introduction

As power Electronics developing rapidly, power electronic devices with flexible control
strategy and low dissipation, which could be used for the control of active power, reac‐
tive power and power quality as needed, have been used for primary frequency regulation
in two forms: distributed generation and power electronic load.

The Synchron-verter is introduced in references [1–3], which described Electro‐
magnetic-mechanical model mathematically, simulated the characteristics of synchro‐
nous generator in frequency and excitation regulation, and verified its performance.
Renewable power generators have been virtualized as Synchronous Generators with
excellent inertial and damping characteristics in researches of Germany and Netherlands
[4–6]. The new technology of Virtual Synchronous Generator (VSG) has been used in
photovoltaic system in the Europe VSYNC Project [7]. A VSG embodiment with virtual
inertial properties and a control strategy of VSG with voltage source has been studied
[8]. The influences of the control strategy of Synchronverter on the Quality of Electric
Power has been researched [9]. Technologies of VSG has been summarized in the refer‐
ence [10]. An application strategy about using technologies of VSG has been proposed
in micro grids [11]. Researchers about the strategies of voltage regulation and frequency
control had focused [12–15]. Meanwhile, the stability of VSG has been studied in recent
researches [16–18].
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Although it has these excellent performances, frequency converters have not been
used like electric motors in the primary frequency regulation of power system. The
technology of virtual synchronous motor (VSM) could be used in the frequency
converter if the power stability is meeting problem. In that way, the frequency converter
would be used in the primary frequency regulation with the load change. It must be good
to the stability of power system.

Based on the analysis above, this paper builds a model of load containing frequency
converter based on VSM technology. To participate in the primary frequency regulation,
the power output of the model should change as the grid voltage and frequency changes,
like external characteristics of synchronous motor. Furthermore, this paper proposes a
control strategy of frequency converter based on VSM technology.

1.1 Mathematical Model of Inverter Based on VSM

The basic theory of VSM is to introduce the transient model of the rotor motion equation
of the synchronous motor and the electrical equations of the stator into the controller,
which make the frequency converter have the operation characteristic of the synchro‐
nous motor. In this paper, the classical two order electromechanical transient model is
selected.

Ė0 = V̇ + İR
a
+ jİX

s (1)

J
dΩ
dt

= M
T
− M

e (2)

Among them: Ė0 – electromotive force (EMF) of the stator; V̇  – terminal voltage of
the stator; İ – current of the stator; R

a
 – resistance of the stator; X

s
 – synchronous reac‐

tance; J – rotational inertia; Ω – mechanical angular velocity; M
T
 – mechanical torque;

M
e
 – electromagnetic torque.
The relationship between electric angle and mechanical angle is 𝜔 = pΩ, Pole pair

number is p = 1, The synchronous rotating shaft is used as the reference axis, and the
formula (2) can be deformed, and the rotor motion equation expressed in the electric
angle is obtained:

⎧
⎪
⎨
⎪
⎩

J
d𝜔
dt

= J
d
(
𝜔 − 𝜔

N

)

dt
= M

T
− M

e
=

1
𝜔

(
P

T
− P

e

)

𝜔 =
d𝜃
dt

(3)

Among them: 𝜔 – electric angular velocity; 𝜔
N
 – Synchronous electric angular

velocity; P
T
 – mechanical power; P

e
 – electromagnetic power; 𝜃 – electric angle.

Unbalanced rotor motion equation represents the torque speed characteristics of the
synchronous generator, determines the power output characteristics of the synchronous
generator. In order to facilitate in the program to implement this equation, Eq. (3) can
be transformed into:
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d
(
𝜔 − 𝜔

N

)

dt
=

1
J𝜔

(
P

T
− P

e

) (4)

𝜔 =
∫

1
J𝜔

(
P

T
− P

e

)
dt + 𝜔

N (5)

2 Design of Controller Based on VSM

2.1 Power Frequency Controller

According to the working principle of the synchronous motor, the power frequency
controller of the virtual synchronous motor can be introduced. The input-output rela‐
tionship can be described as:

PT = Kf
(
fN − fT

)
+ PN (6)

Among them: fN is the system rated frequency; fT is the measuring value of system
frequency; Kf is the frequency coefficient; PN is the system rated active power.

2.2 Excitation Controller

The excitation current of the synchronous motor directly determines the voltage and
reactive power, so the output voltage of the synchronous motor is related to the internal
voltage and the reactive power. The voltage variable of the voltage controller can be
composed of two parts:

E = E
V
+ E

Q (7)

Internal voltage regulation:

E
V
= K

V
(VN − |V|) (8)

Internal voltage regulation caused by reactive power:

E
Q
= −K

Q
Qe (9)

Among them: VN – the rated voltage; |V| – the actual load voltage; K
V
 – voltage

adjustment coefficient; Qe – load reactive power increment; K
Q
 – voltage regulation

factor caused by reactive power.
According to the above principle, the control principle of the inverter side can be

obtained as shown in Fig. 1.
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Fig. 1. Inverter control diagram

3 Simulation and Experiment

In order to verify the content of the research, the inverter controller model based on
virtual synchronous motor theory is built in matlab/Simulink:

System parameters: line voltage Uabc = 380 V, rated frequency 50 Hz;
Converter parameters: output power rating 16 kW; rectifier side reactance: 1 mH;

inverter output impedance is: L = 1 mH, R = 0.02; rated frequency 45 Hz; rated voltage
250 V; KV = 1.5; Kf = 10000; KQ = 0.01.

Inverter Side Control Simulation Based on VSM: Rated active load is 16 kV, when
at 0.4 S, the active load increases 2 kW, at the time of 0.8 S, the active load decreases
3 kW. Rated reactive load is 5 kar, at the time of 1.2 S, reactive load increase 2 kVar,
at the time of 1.6 S, reactive load decreases 3 kVar. As shown in Fig. 2 is the output
power curve of inverter based on VSM, Fig. 3(a) shows the inverter output three-phase
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Fig. 2. Output power curve of inverter based on VSM
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AC voltage curve of inverter based on VSM, Fig. 3(b) shows the three-phase current
curve of inverter based on VSM. Obviously, the increase of reactive load and active load
will increase the effective value of the current, and the output voltage will remain
unchanged.
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Fig. 3. Voltage and current curve of inverter output based on VSM
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Inverter output frequency f, mechanical power Pt, electromotive force E are all
associated with active load, their variation are the same with the characteristics of virtual
synchronous motors. Which: mechanical power Pt can generally track the active load
changes, as shown in Fig. 4(a); active load increases 2 kW, frequency declines about
0.2 Hz, and active load reduces 3 kW, frequency increases about 0.3 Hz, which generally
meet the coefficient of Kf = 10000, as shown in Fig. 4(b); electromotive force E changes
with not only the active power, but also the reactive power. As the reactive current will
also result in output voltage drop, making electromotive force increase correspondingly,
as shown in Fig. 4(c).

Virtual synchronous motor inertia coefficient J on its running state has a significant
effect, for the change of the load, respectively, using J = 0.6, J = 0.3, J = 0.15, output
frequency f, mechanical torque Pt changes more and more slowly with J increases.
Figures 4(d) and (e).

4 Conclusions and Future Work

Frequency converter plays an important role in the modern industry, which has an
important influence on the stability of the system. This paper researched the control
strategy for the inverter controller, based on virtual synchronous motor technology, and
verified the proposed control strategy by simulation. The main work consists of the
following sections:

(1) The topology structure and control strategy of the rectifier side were changed. The
simulation results show that the new strategy can simulate the characteristics of
synchronous motor, can control the reactive power output to the grid, while the
harmonic has also been effectively suppressed;

(2) The control strategy of the inverter side of the traditional inverter is studied. In order
to effectively participate in the system’s primary frequency modulation, after the
load changes, the output frequency and voltage are adjusted according to the char‐
acteristics of the synchronous motor. The simulation results show that, under the
new strategy, frequency converter output frequency response to load changes flex‐
ibly, based on set parameters.
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Abstract. Gyrowheel is an integrated servo device which is applied as
both sensor and actuator in micro-spacecraft. In practice, the undesirable
mechannical factors generated from manufacturing could effect the accu-
racy of measurement and actuating, so it is necessary to analyze these
undesirable effects on Gyrowheel for diagnosing the kind of mechanni-
cal errors even providing a sort of restraining method. In this paper,
two common undesirable mechannical factors, the friction of the uni-
versal joint cross and the dynamic unbalance of rotor, are described in
the Gyrowheel model built by Matlab/SimMechanics. The tilt angles
response of the rotor in both time and frequency domains are developed
in this paper, which provides simulation foundation and error analysis
criterion for Gyrowheel prototype testing.

Keywords: Gyrowheel · Undesirable mechannical factor · Friction ·
Dynamic unbalance

1 Introduction

Micro-spacecraft is one of advanced research hotspots, which can execute certain
special tasks like monitoring and attack. Attitude control system (ACS) is an
important component of spacecraft, which is mainly consisted of sensors, con-
trollers and actuators. For micro-spacecrafts, function integration of sensors and
actuators can greatly reduce the mass and volume of ACS, while the attitude
control function is maintained [1].

Under the guidance of function integration, the concept of Gyrowheel (GW)
[2] was proposed in 1999 by Bristol Aerospace Ltd. in Canada. Motived by
the structure of dynamically tuned gyroscope (DTG) [3], GW was developed
physically. Differing from DTG, GW has to operate in large tilt angles and time-
varying rotation speed to provide three-dimensional output torques, the small
tilt angle assumption is not suitable for GW system modeling, which requires
the full GW system model with large tilt angle assumption. Above all, GW can
not only realize the two-dimensional angular rates measurement like DTG, but
also provide three-dimensional control torque outputs by adjusting the motor

Q. Zhao—Ph. D. candidate at the School of Astronautics, Harbin Institute of Tech-
nology. His current research is control problem of GyroWheel.
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speed and tilting the rotor spin axis like variable-speed double-gimbal control
moment gyroscope (VSDGCMG) [4].

Like other precision instrument, undesirable mechanical factors from GW
manufacturing could lead to serious drifting, reducing the angular rate sensing
and torque outputs capacity. To avoid the shifting of suspension center and
reduce price, in our early GW prototype design, the supporting structure is
chosen as a rigid universal joint cross without impacting its basic characteristics.
When a rigid universal joint cross is applied in GW prototype, it could generate
a new problem that can’t appear in DTG: the friction of two rotational degrees
of freedom. So the friction modeling should be considered [5]. Besides, the mass
unbalance of the rotor is inevitable in engineering [6]. The two problems are
considered as the major non-ideality factors in early characteristic analysis of
GW prototype. Seeking specific signal feature of non-ideality factor can help
engineers to distinguish the kind of undesirable mechannical factor and provide
corresponding solution, which performs great significance in early GW prototype
testing.

This paper is organized as follows: Sect. 2 focuses on the force analysis of
each GW component and establishes the equations of three rotating units in GW
system by Newton-Euler method. The validity of the forces analysis is verified
in Sect. 3, then the friction and mass unbalance modeling are accomplished via
Matlab/SimMechanics. Section 4 provides the numerical simulations of different
mechannical errors. The conclusion is shown in Sect. 5.

2 Physical Structure and Dynamics of Gyrowheel

The structure of GW prototype is similar to dynamically tuned gyroscope
(DTG). It mainly includes base, torquers, motor, universal joint cross, rotor and
tilt sensors. According to the structural features of GW prototype, four refer-
ence frames can be defined to describe the full motion of GW. The four reference
frames are Case-Referenced frame F0:O-xcyczc, Motor-Referenced frame F1:O-
xmymzm, Gimbal-Referenced frame F2:O-xgygzg, and Rotor-Reference frame
F3:O-xryrzr, respectively.

The position relationship of the four reference frames can be described as:
θz is the rotation angle of the motor shaft; θx, θy represent the two rotation
angles of the universal joint cross. The above three rotation angles (θx, θy, θz)
can represent three degrees of freedom of GW prototype. In order to obtain the
constraining forces of the universal joint cross, the Newton-Euler approach [6]
is adopted to derive the GW full dynamic equations. Thus, the force analysis of
each component of GW is given by Figs. 1, 2 and 3, respectively.

In Fig. 1, the frame Oxryrzr is the body frame of rotor. Constraining forces
FX , FZ acting on the rotor result from the connection between the rotor and
universal joint cross, which act along Oxr, Ozr axes of rotor body frame, obvi-
ously they are the source of the friction. Kyθy + Cy θ̇y represents the sum
of stiffness torque and damping torque caused by the universal joint cross.
(T

′
x, T

′
y, T

′
z) are the projection of the external control torques (Tcx, Tcy, Tcz)from
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Fig. 1. Force analysis of rotor

case-referenced frame to rotor-referenced frame. Mrx,Mry,Mrz are the resultant
external torques in the rotor-reference frame.

From Fig. 1, the Newton-Euler equations of rotor can be written as:
⎧⎨
⎩

Irxω̇rx − (Iry − Irz)ωryωrz = Mrx

Iryω̇ry − (Irz − Irx)ωrxωrz = Mry

Irzω̇rz − (Irx − Iry)ωryωrx = Mrz

(1)

Where Mrx = 2FzRr + T ′
x, Mry = −2(Kyθy + Cy θ̇y) + T ′

y,Mrz = 2FxRr +
T ′

z, Irx, Iry, Irz are moments of inertia along three principle axes of rotor body
frame, respectively. Rr represents the radius of the rotor. Ky, Cy are torsional
stiffness and damping coefficient of the universal joint cross, respectively.

The frame Oxgygzg in Fig. 2 is the body frame of gimbal. Kxθx + Cxθ̇x rep-
resents the sum of stiffness torque and damping torque caused by the universal
joint cross. Constraining forces F

′
x, F

′
z acting on the gimbal result from the con-

nection between the rotor and gimbal, which act along Oxg, Ozg axes of gimbal
body frame. Constraining forces G

′
y, G

′
z acting on the gimbal result from the con-

nection between the gimbal and motor, which act along Oyg, Ozg axes of gimbal
body frame. And the relationship between Fx, Fz and F

′
x, F

′
z can be derived as

Eq. (2) by the coordinate transformation between gimbal body frame and rotor
body frame.

Fig. 2. Force analysis of gimbal
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2F
′
xRg = 2FzRr cos θy + 2FxRr sin θy

2F
′
zRg = −2FzRr sin θy + 2FxRr cos θy

(2)

Where Rg represents the radius of the gimbal.
From Fig. 2, the Newton-Euler equations of gimbal can be written as:

⎧⎨
⎩

Igxω̇gx − (Igy − Igz)ωgyωgz = Mgx

Igyω̇gy − (Igz − Igx)ωgxωgz = Mgy

Igzω̇gz − (Igx − Igy)ωgyωgx = Mgz

(3)

where Mgx = −2F ′
zRg − 2(Kxθx + Cxθ̇x),Mgy = −2G′

zRg + 2(Kyθy + Cy θ̇y),
Mgz = −2F ′

xRg −2G′
yRg. Igx, Igy, Igz are moments of inertia along three prin-

ciple axes of gimbal body frame, respectively. Kx, Cx are torsional stiffness and
damping coefficient of universal joint cross, respectively.

Fig. 3. Force analysis of motor

The frame Oxmymzm in Fig. 3 is the body frame of motor. θ̇z is the angular
velocities about its z axis, ωmx and ωmy assumed as zero are the angular velocities
about the axis Oxm and Oym. Constraining forces Gy, Gz acting on the motor
result from the connection between the gimbal and motor, which act along Oym

and Ozm axes of motor body frame. Tdz is the sum of driving torque and friction
torque acting on the motor driving axis. And the relationship between Gy, Gz

and G
′
y, G

′
z can be derived as Eq. (4) by the coordinate transformation between

gimbal body frame and Motor body frame.

2GZRm = 2G
′
ZRg cos θx − 2G

′
Y Rg sin θx

2GY Rm = 2G
′
ZRg sin θx + 2G

′
Y Rg cos θx

(4)

where Rm is the radius of the motor shaft. Similarly, the Newton-Euler equation
of motor can be written as:⎧⎨

⎩
Imxω̇mx − (Imy − Imz)ωmyωmz = Mmx

Imyω̇my − (Imz − Imx)ωmxωmz = Mmy

Imzω̇mz − (Imx − Imy)ωmyωmx = Mmz

(5)

Where Mmx = 0,Mmy = 0,Mmz = Imzω̇mz.
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Combining kinematic equations and their differentiation operators, as well as
the relationship between two sets of constraining forces (2)(4), the full dynamic
equations of the two axes of universal joint cross and the motor shaft (1)(3)(5)
can be derived as follows:

(
Igx + IrxC2

θy
+ IrzS

2
θy

)
θ̈x + 2Cxθ̇x + 2Kxθx =

T ′
xCθy

+ T ′
zSθy

− (Irz − Irx) S2θy
· θ̇xθ̇y−

1
2 (Irz − Irx) Cθx

S2θy
θ̈z[

(Irz − Irx) C2θy
− Iry

]
Sθx

· θ̇y θ̇z−
1
2 (Igz − Igy − Iry + IrxS2

θy
+ IrzC

2
θy

)S2θy
θ̇2z

(6)

Iry θ̈y + 2Cy θ̇y + 2Kyθy = T ′
y − IrySθx

· θ̈z+
1
2 (Irz − Irx) S2θy

· θ̇2x − 1
2 (Irz − Irx) C2

θx
S2θy

· θ̇2z−[
(Irx − Irz) C2θy

+ Iry

]
Cθx

· θ̇xθ̇z

(7)

Iz θ̈z + (Irz − Irx) Cθx
Sθy

θ̈x + IrySθx
θ̈y+[

(Irz − Irx) C2θy
+ Iry

]
Cθx

· θ̇xθ̇y+(
Igy + Iry − Igz − IrzC

2
θy

− IrxS2
θy

)
S2θx

· θ̇xθ̇z+

(Irx − Irz) C2
θx

S2θy
· θ̇y θ̇z + (Irx − Irz) Sθx

Sθy
Sθy

θ̇2x =
−T ′

xCθx
Sθy

+ T ′
zCθx

Cθy
+ Tdz

(8)

For simplification, Cθi
and Sθi

represent cos θi and sin θi, i = x, y, z, respec-
tively. And

Iz = Imz + (Igy + Iry)S2
θx

+
(
Igz + IrxS2

θy
+ IrzC

2
θy

)
C2

θx

Considering that the angles of universal joint cross θx, θy are immeasurable,
so the measuring function is realized by sensing the rotor tilt angles φx, φy in
case-reference frame, and the relationship between the two sets of angles is as
follows:

φx = arc tan
SθxCθy Cθz −Sθy Sθz

CθxCθy

φy = arcsin(Sθx
Cθy

Sθz
+ Sθy

Cθz
)

(9)

and the relationship between the control torques (Tcx, Tcy, Tcz) from the torquers
and the torques (T ′

x, T ′
y, T ′

z) can be shown:

[
T ′

x T ′
y T ′

z

]T = Acr

[
Tcx Tcy Tcz

]T (10)

where Acr is the orientation cosine matrix from rotor frame to case frame.

3 Description of Friction and Dynamic Unbalance

3.1 Validate the Correctness of Forces Analysis

As stated before, ideally the constraining forces FX , FZ do not work, but in
practice the friction coefficient of the universal joint cross is not zero. Beides,
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Fig. 4. Simulation diagram of GW based on SimMechanics

the inevitable dynamic unbalance of the rotor can lead to extra high-frequency
oscillation when the rotor is rotating in high speed. When the two undesir-
able mechanical factors act on the GW together, mathematical derivation like
(6)(7)(8) will be very difficulty, so the modeling of friction and dynamic unbal-
ance is accomplished via Matlab/SimMechanics Toolbox as Fig. 4:

The design parameters are applied in numerical simulation. The moments of
inertia of rotor, gimbal and motor are shown as Eq. (11), and the motor rotates
in an initial velocity of 3600 rpm (376.9911 rad/s).

Ir = diag [1062, 1062, 1779] kg · mm2

Ig = diag [1.611, 1.611, 2.39] kg · mm2

Im = diag [2000, 2000, 5.12] kg · mm2
(11)

Considering the universal joint cross is rigid, the damping and stiffness are
assumed as Kx = Ky = 0, Cx = Cy = 0.

The two-dimensional control torques Tcx, Tcy from torques along radial axis
directions are given by constant control torques (Tcx = 0.0039Nm,Tcy = 0Nm)
and sinusoidal torques (Tcx = 0.0039 sin(0.2π · t)Nm,Tcy = 0Nm), respectively.
The open-loop response curves are shown as Fig. 5(a), (b), and the corresponding
error curves of two models are obtained as Fig. 6(a), (b).

From the error curves in Fig. 6, the order of magnitude of absolute error
in the open-loop response between the Newton-Euler model and SimMechanics
model is not more than 10−8, which can be viewed as miscalculation and ignored.
Therefore, the validity of the forces analysis can be guaranteed.
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(b) Sinusoidal torques

Fig. 5. Rotor tilt angles response applying different torques
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(b) Sinusoidal torques

Fig. 6. Error of rotor tilt angles between two models

3.2 Modeling of Dynamic Unbalance and Friction

In this paper, the dynamic unbalance is described by products of inertia, namely
the non-diagonal elements shown in the following inertia tensor matrix.

I =

⎡
⎣ Irxx −Irxy −Irxz

−Iryx Iryy −Iryz

−Irzx −Irzy Irzz

⎤
⎦

Taking the rotor for example, when the products of inertia are not zero, the
angular momentums of each axis are as follows:

Hrx=Irxxωrx − Irxyωry − Irxzωrz

Hry= − Iryxωrx + Iryyωry − Iryzωrz

Hrz= − Irzxωrx − Irzyωry + Irzzωrz

(12)

Where Irxy = Iryx, Irxz = Irzx, Iryz = Irzy are the products of inertia,
Irxx, Iryy, Irzz are the moments of inertia of three principal axes. Similar to
Eq. (1), the Newton-Euler equations of rotor considering the dynamic unbalance
can be written as:

Ḣrx + ωryHrz − ωrzHry = T ′
x + 2FzRr = Mrx

Ḣry + ωrzHrx − ωrxHrz = T ′
y = Mry

Ḣrz + ωrxHry − ωryHrx = T ′
z + 2FxRr = Mrz

(13)



Modeling and Analysis of Gyrowheel with Friction and Dynamic Unbalance 269

From Eq. (13), the constraining forces FX , FZ can be expressed as:

Fz=Mrx−T ′
x

2Rr
, Fx=Mrz−T ′

z

2Rr

Utilizing the sensing property of revolute joint in SimMechanics, the posi-
tion (θx, θy, θz), the angular velocity (θ̇x, θ̇y, θ̇z) and the angular acceleration
(θ̈x, θ̈y, θ̈z) of generalized coordinates can be obtained directly. From (12)(13), the
resultant external torques Mrx,Mry,Mrz of the rotor-reference frame also can
be calculated. The torques (T ′

x, T ′
y, T ′

z) are from the case-frame control torques
(Tcx, Tcy, Tcz) as Eq. (10).

The equal constraining force acting on the rotor is Feq =
√

Fx
2 + Fz

2, then
the sliding friction torque on the second degree of freedom of the universal joint
cross is as follows:

Tfy= − μFeqRjsign(θ̇y) (14)

Where μ is the friction coefficient, Rj represents the radius of the rigid rod
represented by the second degree of freedom of the universal joint cross. The
friction on the first degree of freedom of the universal joint cross Tfx can be
calculated in the similar idea. The two modeled frictions Tfx, Tfy are applied to
act on the “Inner Joint” and “Outer Joint” in Fig. 4 respectively.

4 Simulation of Dynamic Unbalance and Friction

In this section, the open-loop response of tilt angles with constant torques acting
are studied. The moments of inertia of rotor, gimbal and motor are shown as
Eq. (11), Kx = Ky = 0, Cx = Cy = 0. The motor rotates in an initial velocity
of 3600 rpm (376.9911 rad/s). The control torques from case-reference frame are
Tcx = 0.0039Nm,Tcy = 0Nm,Tcz = 0Nm. Thus the tilt angles response and
their FFT analysis are shown Figs. 7 and 8:

In time domain, Fig. 7 describes the tilt angles response motivated by con-
stant torques in ideal and two undesirable states. From Fig. 7(a) and (b), we can
see that the dynamic unbalance hardly effects the time-domain response of tilt
angles; While comparing the Fig. 7(b) and (c), the time-domain response of tilt
angles are changed obviously duo to the friction: the two-dimensional tilt angles
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mic unbalance
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Fig. 7. Rotor tilt angles response with different situation
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Fig. 8. FFT of rotor tilt angles response

response converge to certain constant values instead of the oscillations periodic
motion. Actually, the friction functions as a “quivalent damping”.

The frequency-domain response is more complex. Firstly, without undesirable
factor, because the rotor and motor shaft are connected via the specific universal
joint cross, the spinning axis of rotor diverging from motor shaft could generate
the second harmonic frequency (121 Hz) shown in Fig. 8(a). Like DTG, the fre-
quency component 101 Hz near the second harmonic frequency is the nutation
frequency. These are the essential and inevitable components. From Fig. 8(b), the
dynamic unbalance introduces another frequency component: the first harmonic
frequency (60.5 Hz), which does not effects the second harmonic frequency but
enhances the amplitude of the nutation. With the friction process in Fig. 8(c), no
extra frequency component appears, but the switching effect of sliding friction
greatly enhances the amplitude of the second harmonic frequency and the first
harmonic frequency, meanwhile the nutation is almost damped out because of
the “quivalent damping”.

5 Conclusion

This paper firstly accomplishes the forces analysis of each components of GW,
and accordingly the Newton-Euler model of GW is derived. Then, the valid-
ity of the forces analysis is guaranteed by another GW model built by Mat-
lab/SimMechanics Toolbox. From the simulation, we can conclude that the
dynamic unbalance hardly effects the time-domain response of the tilt angles
but can enlarge the amplitude of the nutation. Although the friction can damp
out the nutation, the amplitude amplification of the second harmonic frequency
and the first harmonic frequency, especially changing the time-domain response
of the tilt angles can influence the sensing and actuating of GW. Some restraint
strategies will be taken into account in later research.
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Abstract. Modeling and Simulation is an effective way to predict the behaviors
of Shipboard Integrated Power System (IPS). This paper presents the methods
applying simulink blockset to building the models of twelve-phase synchronous
machine and twelve-phase voltage-fed inverter, whereby the hybrid simulation
method using SimPowerSystem blocks and Simulink models for the harmonic
analysis of the IPS simulation is proposed. The results of the harmonic analysis
of the system which is a system of the AC-DC-AC driving twelve-phase syn-
chronous motor show that the convenient eleventh and thirteenth LC filters can
improve deeply the Total Harmonic Distortion (THD) of line current in the AC
source of system, and with the loads increased, the THD of the line voltage of
the AC source is increased, on the contrary, the THD of the current of AC
source is decreased.

Keywords: Simulation � Harmonic analysis � Integrated power system

1 Introduction

Shipboard integrated power system (IPS) integrates power generation, power services
distribution, power electronics conversion, electric propulsion, auxiliary electric devices,
power management. On the initial phase of research, proceeding to the computer sim-
ulation is an effective way to optimize the characteristics of the system and reduce the risk
of research. The first important tasks are extensive modeling, and then to build different
kinds of simulation models according to the variety and complexity of the system.

In this paper, twelve-phase synchronous machine and twelve-phase voltage-fed
inverter are built by using Matlab-Simulink blocks. Then the hybrid simulation method
using SimPowerSystem blocks and Simulink models is proposed. The method is
applied to the harmonic analysis of an integrated power system. The results of the
harmonic analysis of the system simulation which is a six phase AC-DC-AC source
driving multi-phase synchronous motor show that the convenient eleventh and thir-
teenth LC filters can improve deeply the Total Harmonic Distortion of current in the
AC source of system.
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2 Twelve-Phase Synchronous Machine Model

There are several ways to build the models of twelve-phase synchronous machine with
four Y-connected three-phase symmetrical windings displaced in turn by 150 [1]. This
paper presents the method applying the flux-linkage as state variables to build the
twelve-phase synchronous motor model, which is convenient to proceed the
device-level computer simulation and the system-level computer simulation. This
method is also convenient to simulate the effects of saturation in the direct axis of a
synchronous machine or in both axes of a round rotor machine [2, 3]. We can write the
per unit mathematical model of the twelve-phase synchronous machine using the flux
linkages per second as state variables in the d-q-0 Rotor Reference Frame.

The stator flux linkages per second integral equations

wqns ¼
xb

p
½vqns � xr

xb
wdns þ

rs
Xls

ðwmq � wqnsÞ� n ¼ 1; 4

wdns ¼
xb

p
½vdns þ xr

xb
wqns þ

rs
Xls

ðwmd � wdnsÞ� n ¼ 1; 4

w0ns ¼
xb

p
v0ns � rs

Xls
w0ns

� �
n ¼ 1; 4

8>>>>>><
>>>>>>:

ð1Þ

where xb denotes the base electrical angular velocity, xr denotes the actual rotor
electrical angular velocity, w denotes the flux linkages per second, rs denotes the stator
resistor, p denotes the differential operator.

The rotor damper wind flux linkages per second

w
0
kq1 ¼

xb

p
½v0

kq1 þ
rkq1
Xlkq1

ðwmq � w
0
kq1Þ�

w
0
kq2 ¼

xb

p
½v0

kq2 þ
r
0
kq2

X 0
lkq2

ðwmq � w
0
kq2Þ�

w
0
kd ¼

xb

p
½v0

kd þ
r
0
kd

X 0
lkd

ðwmd � w
0
kdÞ�

8>>>>>>>><
>>>>>>>>:

ð2Þ

The rotor exciter wind flux linkage per second

w
0
fd ¼

xb

p
½ r

0
fd

Xmd
e
0
xfd þ

r
0
fd

X 0
lfd

ðwmd � w
0
fdÞ�

e
0
xfd ¼ v

0
fd
Xmd

r0fd

8>>><
>>>:

ð3Þ

During steady state rated speed operation, one per unit e
0
xfd produces one per unit

open-circuit terminal voltage [2].
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The stator currents

iqns ¼ 1
Xls

ðwqns � wmqÞ n ¼ 1; 4

idns ¼ 1
Xls

ðwdns � wmqÞ n ¼ 1; 4

i0ns ¼ 1
Xls

w0ns n ¼ 1; 4

8>>>>>><
>>>>>>:

ð4Þ

The rotor currents

ikq1 ¼ 1
X 0
lkq1

ðw0
kq1 � wmqÞ

ikq2 ¼ 1
X 0
lkq2

ðw0
kq2 � wmqÞ

i
0
kd ¼

1
X 0
lfd

ðw0
kd � wmdÞ

i
0
fd ¼

1
X 0
lfd

ðw0
fd � wmdÞ

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð5Þ

where wmd and wmq which are useful when representing saturation are defin

wmd ¼ Xmdð
X4
n¼1

idns þ i
0
fd þ i

0
kdÞ

wmq ¼ Xmqð
X4
n¼1

iqns þ i
0
kq1 þ i

0
kq2Þ

8>>>><
>>>>:

ð6Þ

apply (4) and (5) into (6)

wmd ¼ Xadð
X4
n¼1

wdns

Xls
þ w

0
fd

X 0
lfd

þ w
0
kd

X 0
lkd

Þ

wmq ¼ Xaqð
X4
n¼1

wqns

Xls
þ w

0
kq1

X 0
lkq1

þ w
0
kq2

X 0
lkq2

Þ

Xad ¼ ð 1
Xmd

þ 4
Xls

þ 1
X 0
lfd

þ 1
X 0
lkd

Þ�1

Xaq ¼ ð 1
Xmq

þ 4
Xls

þ 1
X 0
lkq1

þ 1
X 0
lkq2

Þ�1

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð7Þ

therefore the saturation of the d-q magnetic flux linkage can be simulated according to
the reference [2].
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The electromagnetic torque and rotor speed

Te ¼ 1
4

X4
n¼1

ðiqnwdn � idnwqnÞ ð8Þ

xr ¼ xb

2Hp
ðTe � TLÞ ð9Þ

H ¼ 1
2

� �
2
P

� �2Jx2
b

pb
ð10Þ

where J is often the combined inertia of the rotor and H is inertia constant of the system
in seconds.

For the twelve-phase synchronous machine, this involves referring the stator
voltage variables to the common d-q reference frame of the rotor with (11), then
transforming the resultant stator d-q current variables to the twelve-phase stator current
variables with (12).

Ks ¼ diagðks1; ks2; ks3; ks4 ð11Þ

K�1
s ¼ diagðk�1

s1 ; k
�1
s2 ; k

�1
s3 ; k

�1
s4 ð12Þ

ksn ¼ 2
3

cos hr � hnð Þ cos hr � 2p
3 � hn

� �
cos hr þ 2p

3 � hn
� �

sin hr � hnð Þ sin hr � 2p
3 � hn

� �
sin hr þ 2p

3 � hn
� �

1
2

1
2

1
2

2
4

3
5

k�1
sn ¼

cosðhr � hnÞ sinðhr � hnÞ 1

cosðhr � 2p
3

� hnÞ sinðhr � 2p
3

� hnÞ 1

cosðhr þ 2p
3

� hnÞ sinðhr þ 2p
3

� hnÞ 1

2
66664

3
77775

hn ¼ ðn� 1Þ p
12

n ¼ 1; 4

where hr is the electrical angular displacement of the rotor.
Block diagrams showing the computer simulation of a Twelve-phase synchronous

machine in the rotor reference frame are shown in Fig. 1

3 Twelve-Phase Inverter Model

This paper applies the switch method to simulate the function of an ideal twelve-phase
inverter [4]. Each leg of the inverter is represented by a “switch” which has three input
terminals and one output terminal. The output of a switch (Vaok, Vbok, or Vcok, k ¼ 1; 4)
is connected to the upper input terminal (+0.5 Vd) if the PWM control signal(middle
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input) is positive. Otherwise, the output is connected to the lower input terminal (−0.5
Vd), The output voltages of the switches thus oscillates between +0.5Vd and −0.5Vd,
which is characteristic of a pole of an inverter. The model of the twelve-phase PWM
control signals is made from the crossovers of the modulated sine signals and the
triangle carried signals. The output twelve-phase voltages are constructed by the fol-
lowing equations:

Vak ¼ 2
3
Vaok � 1

3
Vbok � 1

3
Vcok k ¼ 1; 4

Vbk ¼ 2
3
Vbok � 1

3
Vaok � 1

3
Vcok k ¼ 1; 4

Vck ¼ 2
3
Vcok � 1

3
Vaok � 1

3
Vbok k ¼ 1; 4

8>>>>><
>>>>>:

ð13Þ

4 Harmonic Analysis of System

Harmonic analysis in the paper is based on the integrated power system which consists
of three-phase Sources, 11th filter, 13th filter, three-phase three windings transformer,
twelve-phase voltage-fed inverter, twelve-phase synchronous motor and load. This
kind of simulation is called the hybrid system simulation applied SimPowerSystem
blocks and Simulink models in this paper. The method is the use of voltage mea-
surement block to measure the direct voltage of rectified power source side, then the
simulink singal of DV is applied to the twelve-phase inverter models, next
the twelve-phase PWM voltage signals of the twelve-phase inverter is linked to the
twelve-phase synchronous motor, then the twelve-phase current of motor is acquired
through the computation of the twelve-phase synchronous motor model. At the same
time, using the PWM control signals to identify the power electronics’ state of switch
on/off, the DC is acquired from the sum of the currents of the upper power electronics
of the twelve-phase voltage-fed inverter, then the DC signals is provided to the con-
trolled current source which is series connection at the side of rectified power source.
This kind of system simulation solves the question of interlink between the
SimPowerSystem blocks and the Simulink models, which improve the efficiency of

Fig. 1. Block diagram of the simulation of a twelve-phase synchronous machine in the rotor
reference frame
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system simulation and is convenient to observe the dynamic changes of some important
state variables. Figure 2 shows the harmonic analysis model of simple IPS simulation
block diagram. Figure 3 shows the power subsystem model which consist of the
three-phase sources, filters, transformer, rectified system.

Three-phase source parameters: phase to phase rms voltage 6.6 kV, frequency
50 Hz, Rs = 0.8929 X, Lsl = 0.18 mH. The eleventh filter parameters: L = 20.87 mH,
F = 4.012lF, R = 0.7214 X.

The thirteenth filter parameters: L = 14.95 mH, F = 4.012 lF, R = 0.6104 X.
The twelve-phase synchronous motor parameters: nomal power 25 MVA, L-L rms

voltage 3.3 kV, frequency 50 Hz, The inertia constant H 0.6 s, pairs of poles 6.
The twelve-phase voltage-fed inverter parameters: carrier frequency 540 Hz, fre-

quency of output voltage 18 Hz, modulation index 1.

Fig. 2. Harmonic analysis model of the simple integrated power system

Fig. 3. Subsystem consists of three-phase sources, filters, transformer, rectified system

Fig. 4. The simulation waveform of L-L voltage of the AC source
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When the load of the twelve-phase synchronous motor is 0.1pu, Figs. 4 and 5 show
the simulation waveform of L-L voltage of the AC source and its results of harmonic
analysis respectively. Figures 6 and 7 show the line current simulation waveform of the
AC source before the filters and after the filters. The Table 1 shows the total harmonic
distortion (THD), the Mag. (% of fundamental) of 11th, 13th, 23th harmonics of the L-L
voltage of the AC source. The Table 2 shows the total harmonic distortion (THD), the
Mag. (% of fundamental) of 11th, 13th, 23th harmonics of the line current of the forth(F)
and back(B) of the filters of the AC source respectively.

The results of the harmonic analysis of the system simulation show that the THD
and the main harmonics of the L-L voltage of AC source are increasing gradually when

Fig. 5. Harmonic analysis of the L-L voltage by FFT

Fig. 6. The simulation waveform of line current before the filters

Fig. 7. The simulation waveform of line current after the filters
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the loads of motor are increasing, while the THD and the main harmonics of the line
currents of AC source are decreasing gradually when the loads of motor are increasing,
the simple LC filters can improve apparently the THD of the AC currents. This system
simulation can predict and optimize the characteristics of the IPS by modeling and
simulating the shipboard integrated power system.

5 Conclusion

A harmonic analysis method based on simulation of shipboard integrated power system
is presented through building the models of twelve-phase synchronous machine,
twelve-phase voltage-fed inverter, etc. The results of the harmonic analysis of the
system by FFT show that the THD of the L-L voltage of AC source are increasing
gradually and the THD of the line currents of AC source are decreasing as the loads of
motor are being increased, the simple LC filters can improve deeply the THD of the AC
currents. The results of the system simulation show that proceeding to the computer
simulation is an effective way to optimize the characteristics of the integrated power
system on the initial phase of research.
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Abstract. Modern simulation applications need physically consistent atmos‐
pheric environment representation. The consistency, standardized and effective
atmospheric environment data representation are critical for simulation applica‐
tions, it is the basis of realizing interoperability and reusability of simulation. In
this paper, considering the characteristics of atmospheric environment simulation
data and application requirements of simulation, atmospheric environment five
dimensional representation model is designed, five dimension rectangular grid
form of atmospheric environment simulation results are expressed, to regulate the
level of resolution, vertical stratification, time step and characteristic parameters,
can reflect truly the characteristics of temporal and spatial variations of the actual
atmospheric environment. Atmospheric environment simulation data is stored
and managed effectively through five dimensional representation model, atmos‐
pheric environment simulation model base is generated. The reusability of the
simulation model is improved.

Keywords: Atmospheric environment five dimensional representation model ·
Rectangle grid · Temporal and spatial variation

1 Introduction

Many countries in the world attaches great importance to the authoritative representation
of the natural environment [1]. To meet the consistency and interoperability require‐
ments of synthetic natural environment simulation model, U.S. Department of defense
Modeling and Simulation Office (DMSO) announced the “integrated natural environ‐
ment programme (INE) in 2000, concentrate on providing the integrated authoritative
representation in terrain, ocean, atmosphere and space environment. In the modern
simulation application, it is needed to deeply understand the natural environment, to
extract the representation of physical consistency natural environment and to establish
the authoritative and reliable environmental data model [2–4]. The credibility of the
atmospheric environment simulation depends on the validity of the representation of
atmospheric environment. How to describe the atmospheric environment effectively is
an important problem in the simulation of atmospheric environment [5].

Around the needs of modern modeling and simulation technology for atmospheric
environment simulation model, the atmospheric environment five dimension represen‐
tation model is designed, the model library of atmospheric environment simulation based
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on the way of representation is established. The physical consistency between internal
models of atmospheric environment and the interoperability between external models
are improved, so as to improve the simulation efficiency.

2 The Characteristic of Atmospheric Environment
Simulation Data

The atmosphere is a complex fluid motion, varies dynamically with time and space. The
basic factors of controlling atmospheric motion includes both the external factors, such
as solar radiation and the periodic and nonperiodic vibration of energetic particles, the
earth’s surface friction, the distribution of sea and land, the influence of topography, and
the internal factors, such as compression, continuity, flow and atmospheric horizontal
scale and vertical scale distribution characteristics of the atmosphere itself. The inter‐
action of atmosphere internal and external different scales systems, dynamic and thermal
forcing of underlying surface will result the dynamic changes of atmospheric environ‐
ment. Dynamic property is one of the important attributes of the atmospheric environ‐
ment. Atmospheric motion varies from microscopic scale to large scale movement
caused by adverse weather. It needs to consider the influence of different scale to reflect
accurately the structural characteristics of the atmospheric environment and its variation
comprehensive results. Multiscale is one of the important attributes of the atmospheric
environment. Atmospheric environment is very complicated, is used to describe the
characteristic quantity of atmospheric physical properties including wind, temperature,
pressure, humidity, and the cloud, rain, fog, rain. Atmospheric environment has many
variables and parameters. The datas to describe the movement state of atmospheric
environment have the features of multi parameter. Through a variety of instruments and
equipment to detect atmospheric elements, is the most direct means to understand the
physical properties of the atmosphere. Modern atmospheric observation and detection
methods are various, integration of space, atmosphere and earth as a whole, thus causing
sources attribute data of atmospheric environment. Atmospheric environmental data is
correlated with time and space position, is a data field that it varies dynamically with
time, have characteristic of the big data. Therefore, it is very necessary to build different
scales resolution model according to the needs of different levels of simulation appli‐
cation and provide users for authority and reliable data of atmospheric environment.

3 Atmospheric Environment Five Dimensional Representation

Atmospheric environment simulation has different characteristics and forms of repre‐
sentation according different simulation level and objectives. In practical application, it
is necessary to completely describe the atmospheric environment that research data
polymorphism and design corresponding data representation model. The simulation
results are normalized, are stored and exchanged in a standard common format for data
storage. The integrity and polymorphic data representation of integrated atmosphere
environment simulation data are achieved the overall [6, 7]. It is very necessary to accu‐
rately describe the evolution of atmospheric environment for improving the consistency
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and reusability of the simulation model and data. Taking into account the application
objectives and characteristics of atmospheric environmental data field, atmospheric
environment simulation results are expressed by the five dimensional rectangular grid
form, atmospheric environment five dimensional representation model (AEFDRM) is
established, as shown in Fig. 1. The data of each grid point is composed of 3 spatial
dimensions, 1 time dimension and 1 physical variables, namely F (x, y, z, t, V,), x
represents longitude, y represents latitude, z represents height, t represents time, and V
represents physical variables. The space dimensions include 2 horizontal spatial dimen‐
sion and one vertical position dimension, defined 2-dimensional horizontal spatial loca‐
tion of data (such as longitude and latitude) and the height position of the elements, and
a time dimension defined time of data; a physical variable dimension defined the name
and unit of element, the model is dynamic, can truly reflect the variable characteristics
of actual atmospheric environment.

Fig. 1. Atmospheric environment five dimensional representation

4 Atmospheric Environment Simulation Model Database

4.1 Simulation Model Library Design

Kinds of Atmospheric environmental data are rich, including a variety of conventional
and unconventional observational data, reanalysis data, numerical forecast products,
historical climate data. Such information is usually stored at different locations, their
structures are not identical. As a result, the atmospheric environment simulation data‐
base has the obvious characteristics of heterogeneous and distributed demand.
According to the characteristics of atmospheric environmental data, such as, multi-
source, big data access and interactive features in the distributed simulation platform [8–
10], multi hierarchy, multi application interface of atmospheric environment simulation
model base are constructed by distributed heterogeneous database technology. It can
avoid many questions of the centralized development caused by the way of reconcetrtion
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and overhead data communication and improve the utilization efficiency of big data
storage space. The efficient management and quick transform of data are realized. It can
enhance the expansibility and interoperability of database in the distributed environ‐
ment. According to the characteristics of the various elements of the atmospheric envi‐
ronment, the elements are divided into basic grid information (unit, precision, etc.), grid
index information (longitude and latitude, the station point, etc.), linear abstract infor‐
mation (contour), plane abstract information (rain, wind). Datas are stored and managed
by the classification from the data type, intermediate results and simulation results. The
distribution storage management and rapid search of atmospheric environment simula‐
tion database are achieved by solving the database structure design, database classifi‐
cation storage, data representation and exchange, memory data scheduling, multi user
access to database, multi rate query, management and services of database. The atmos‐
pheric environment simulation model base is generated, the process of information flow
as shown in Fig. 2.

Fig. 2. The process of atmospheric environment simulation model database

4.2 Simulation Model Representation

The environmental data representation model, application program interface (API) and
data transmission format are the key technologies to solve the representation and storage
of atmospheric environment simulation data. In order to facilitate the data storage, the
based storage mode of atmospheric environment data is generally divided into the data‐
base table and file. The object oriented API atmospheric environment data model is
designed according to the characteristics of atmospheric observational data from station
point that the elements are relatively fixed and are summarized by the unified code. For
the grid point data, with the spatial location and time attributes, the amount of informa‐
tion is very large, is stored by the file format that the meteorological industry commonly
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used Grib format. The useful data format of simulation operation is generated by
mapping, association, organization and storage of simulation data. The environmental
data is exchanged between the atmospheric environment simulation and its various
applications through the unified and effective standard to promote internal coordination,
mutual adaptation and reuse. The information flow process of the atmospheric environ‐
ment five dimensional representation model is shown in Fig. 3.

Fig. 3. The information flow process of atmospheric environment five dimensional
representation model

4.3 Simulation Model Data Organization

The atmospheric environment simulation datas for observational data from station point
and grid data from numerical model are organized and analyzed by the atmospheric

Fig. 4. The organizational structure of simulation model
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environment five dimensional data structure (longitude, latitude, altitude, time and
atmospheric parameters). The point data and grid data are formed by using statistic,
simulation, interpolation, transform and analysis method, as shown in Fig. 4. The grid
data are stored in the 5-dimenion data column. The data model is classified to store in a
database. The multi-resolution data model that can express the macroscopic topology
characteristics and microscopic statistical properties of the atmospheric environmental
elements is established by the simulation model and data organization. It is very effective
to improve the accuracy of atmospheric environment cognition and the fidelity of panor‐
amic reconstruction to realize the unified reconstruction of different scale for complex
atmospheric environment.

5 Conclusions

In this paper atmospheric environment five dimensional representation model is put
forward facing the application of distributed simulation. The representation model
combines with the characteristics of atmospheric environment data and the requirements
of distribution simulation. Using object oriented method to generate atmospheric envi‐
ronment simulation model base. The model can truly reflect the characteristics of
temporal and spatial variations of the actual atmospheric environment and has physical
consistency, improve the simulation interoperability and reusability.
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Abstract. At present, simulation experiment complexity is increasing dramati‐
cally due to the weapon system of system becoming more and more complex.
Single machine simulation experiment has been unable to meet the project needs.
As the development of computer and network technology, Advanced Distributed
Simulation (ADS) has been widely used in high-tech and complex weapon
systems’ experiment, argumentation and evaluation, which overcomes disadvan‐
tages of the single machine simulation. However, a large-scale integrated simula‐
tion experiment for weapon systems’ argumentation and design is a system engi‐
neering, which leads to explosive increase in simulation resources. As a result, the
functional structure becomes more and more diverse, the interactive relationship
becomes more and more complex and the operation control becomes more and
more difficult. In order to be faster, more accurate and more convenient to
complete the simulation experiment and evaluation, there is an urgent need to
design and develop a macro control and management system for large-scale
comprehensive simulation experiment to support its full life cycle control and
management. In this paper, distributed simulation experiment control and manage‐
ment technology is studied under the background of the Joint Distributed Simula‐
tion Experiment Platform (JDSEP) project. This paper proposes and expounds the
architecture of JDSEP, the framework of the macro management and control system
and the simulation resources management tool respectively in accordance with the
order from the whole to local, which provides a conceptual framework and theo‐
retical guidance for the follow-up realization and implementation.

Keywords: Advanced Distributed Simulation (ADS) · System of system (SoS) ·
Joint Distributed Simulation Experiment Platform (JDSEP) · Management and
control (M&C) · Simulation resources management

1 Introduction

Distributed simulation is a very important technique for emulating large-scale complex
systems using distributed system and distributed computing. Distributed simulation
interconnects simulation models and equipment distributed in different geographical
locations according to coherent structure, standard, protocol and database to form an
integrated simulation experiment environment, which is unified in space and time,
consistent in logic. Under the comprehensive simulation experiment environment,
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complex simulation calculation is assigned to a number of computer nodes and is
processed parallel. The final result is the combination of every node’s calculation results.
Figure 1 shows a typical distributed simulation system structure [1, 2].

Nowadays, with the enlargement of weapon system of system’s scale, the simulation
resources becomes more and more, the interactive relationship becomes more and more
complex, the operation control becomes more and more difficult in distributed simula‐
tion experiment, which gives rise to difficult management in simulation experiment. The
traditional manual management mode can’t meet the requirements of comprehensive
distributed simulation experiment. How to build an integrated simulation experiment
environment which includes numerous independent, decentralized, incompatible sub-
systems so as to realize macro management and control over the simulation platform,
to improve the automation degree of experiment process and to lower the difficulty of
the application of distributed simulation technology is a system engineering.

Management and control (M&C) technology are important issues for constructing
heterogeneous simulation platform. Recently, support for distributed simulation experi‐
ment management in large-scale network environments remains in its early stages.
Although, a number of existing solutions and tools address the management needs of a
single type of simulation experiment environment, yet few solutions and tools provide
a unified framework which is adaptable enough to be used for other simulation platform
[3]. The DSEMS (Distributed Simulation Experiment Management System) proposed
in [4–8] discussed various aspects about experiment management and control, like
experiment planning technique, simulation procedure control, daemon design and
implementation, etc. Although DSEMS is limited to HLA, all these researches play a
guiding role to extend management techniques to generalized distributed simulation.

Generally, simulation experiment management means a sequence of procedures
required for conducting an experiment, in order to achieve particular purposes effec‐
tively. These procedures include designing, deploying, controlling, monitoring,
analyzing and working out conclusion [9]. Figure 2 shows the typical experiment process
of distributed simulation. For complex simulation experimental platforms running on
resources that are spread across the wide-area, distributed experiment management is a
time-consuming and error-prone process. After the initial deployment of the software,
the applications need mechanisms for detecting and recovering from inevitable failures
and problems endemic to distributed environments. To achieve availability and relia‐
bility, applications must be carefully monitored and controlled to ensure continued
operation and sustained performance. Operators in charge of deploying and managing
these distributed simulation applications facing a daunting list of challenges: discovering
and acquiring appropriate simulation resources and appropriately configuring the
resources (and re-configuring them if operating conditions change) [3].

In this paper, we will study the control and management (M&C) framework under
the background of JDSEP. The remainder of this paper discusses the architecture of
JDSEP, which consists of application service layer, simulation running support layer,
simulation proxy layer and simulation physical entity layer. All the four layers’ compo‐
sition and function are demonstrated respectively. Afterwards, this paper illustrates the
framework of the macro management and control module and simulation resources
management tool respectively, which both are important parts of the simulation platform.
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Fig. 1. Typical structure of distributed
simulation system

Fig. 2. Process of distributed simulation
experiment

2 Architecture of JDSEP

JDSEP is a typical distributed simulation system which consists of simulation equipment
and software located in different places and accomplishes demonstration, analysis and
evaluation of weapon systems through interconnection of hardware and collaborative
control of software [10]. In order to make JDSEP’s function more perfect, structure more
clear, module more general, development more convenient and extension more flexible,

Fig. 3. Architecture of JDSEP
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this paper puts forward a layered simulation architecture which consists of application
service layer, simulation running support layer, simulation proxy layer and simulation
physical entity layer (Fig. 3 shows the architecture of JDSEP). The layered simulation
architecture not only decouples the platform but also reduces the difficulty in the follow-
up software development.

2.1 Application Service Layer

The application service layer provides three main services for simulation users with a
realization module of every service. We will discuss the three modules: macro manage‐
ment and control module, time synchronization module and data record and playback
module.

The macro management and control module provides a friendly human-machine
interaction interface and top level management and control function over JDSEP. The
human-machine interface is responsible for transmitting control command information
to simulation proxy and its corresponding sub-system through the communication
network middleware belonging to the simulation running support layer. The simulation
users only need focus on simulation experiment itself because system services and
underlying data logic are both transparent to users. For example, simulation users can
accomplish experiment design and planning, and then assign it to specified simulation
equipment. Also, the users can transmit control command, such as start, pause, continue
and stop, to simulation proxy node and control the physical simulation equipment indi‐
rectly through the proxy. The real time dynamic status information coming from terminal
simulation equipment can also be returned back to the macro control and management
module interface. All running status of every proxy and sub-system is under monitoring
of simulation users. The macro management and control module adopts the object-
oriented design, which realizes the full life cycle control and management for distributed
simulation experiment.

In distributed system, the system can’t provide a unified global clock for independent
module because each process and module maintains its own local clock. With the
passage of time, each local clock will fall out step. In view of differences between
centralized system and distributed system, time synchronization must be conducted for
making each local clock come to the same time value. In fact, time synchronization is
an important problem which all distributed systems need to deal with, so the time
synchronization module is essential for JDSEP to ensure the synchronous running of all
simulation nodes [11].

Simulation experiment is established on basis of simulation models and data, so
apparently simulation data is crucial to simulation system, especially for the military
simulation system. Data record is principal method for system debugging, online display
and analysis. Data playback is important means for simulation replaying and simulation
evaluation [12]. They are both indispensable for the whole simulation platform.
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2.2 Simulation Running Support Layer

Interconnection network and middleware, which lies between application service layer
and simulation proxy layer, is the core layer of JDSEP and key bridge for resources
interaction and information transmission. As the simulation experiment is established
on simulation models and data, so both simulation model warehouse and experiment
data warehouse are important for JDSEP, the former provides management of resources,
we will discuss later in Sect. (4), the later provides data support for data record and
playback.

2.3 Simulation Proxy Layer

A proxy is a simulation system that is connected to two different infrastructure solutions.
It comprises the common elements—entities and events—that are shared between the
two solutions and uses the interface provided by the infrastructure for simulation systems
[13]. In this paper, simulation proxy in simulation proxy layer is the key to realize the
seamless integration between simulation physical entity layer and simulation platform.
All kinds of simulation resources in physical entity layer can’t integrate directly with
simulation platform due to differences in hardware and software. In addition, the simu‐
lation resources can’t interact with each other due to the protocol and hardware differ‐
ences, so we need simulation proxy which accomplishes protocol conversion to realize
information transmission and interaction.

3 Framework of Macro Management and Control System

The macro management and control module is the center to realize the whole course
management and control for JDSEP, is the key to guarantee effective operation for the
simulation experiment process and is also the interactive window between simulation
platform and simulation users. The integrated management and control module is
divided into three parts according to simulation experiment sequence (Fig. 4 shows the
framework of macro control module): simulation resources management, experiment
design and planning before the simulation; simulation experiment process control and
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online dynamic status monitoring and displaying within the simulation; simulation
experiment data processing, analysis and visualization after the simulation.

The experiment scheme design is to determine the participated simulation resources
and logging data list, which is prepared for initializing the simulation. The experiment
planning and assignment takes the scheme files and logging data lists as input, and then
it determines software and hardware resources, computer node and its composition, at
last it distributes scenarios to every terminal simulation host machine and finishes simu‐
lation initialization work.

Experiment process control means that simulation users can start, pause, continue
and stop every terminal simulation node at all times. Simulation experiment monitor
deals with runtime information and dynamic status from subsystem models and oper‐
ating environment. Subsystem models’ real-time data help users get to know which step
the system is running to. Operating environment information generally contains the
computing nodes’ name, position, resource usage, performance evaluation, etc. They
directly reflect computing and network resources’ consumption, which play important
roles in checking out bugs when unexpected errors come out [9].

Experiment data analysis and visualization refers to data format conversion and
statistical analysis after finishing the simulation experiment. There are many methods
to visualize the processing results, such as two-dimensional table, curve and three-
dimensional situation display, etc. Finally, the domain experts evaluate the simulation
system and experiment according to the visualization results.

4 Simulation Resources Management Tool (SRMT)

The system analysis, experiment evaluation and simulation application in large-scale
integrated simulation platform are all established around all kinds of simulation
resources, so the simulation resources management is a crucial work. The simulation
resources management refers to storage and management of simulation models and
experiment data, which is basis of simulation experiment design, is precondition of
simulation experiment management and control and is important component of macro
management and control module (as is shown in Fig. 4). There are some kinds of prob‐
lems needed to be solved in simulation resources management work, such as distribution,
diversity, reusability and security of simulation resources. In order to improve the effec‐
tiveness of simulation resources management and to realize unified storage and manage‐
ment of simulation resources, designing a general simulation resources management
tool has an important practical significance. This paper puts forward a conceptual design
of SRMT (as is shown in Fig. 5), which provides guidance for implementation of simu‐
lation resources management tool. This management tool provides a friendly human-
machine interaction interface and realizes rapid, effective resource management and
experiment design. In order to ensure the safety control of access to simulation resources,
this management tool provides a user login identity authentication module, only those
who get permissions can login to resources management system. In order to realize
hierarchical display and classified management and make it convenient for simulation
users, we divided the simulation resources into model resource, data resource, mission

292 X. Wang et al.



resource and node resource (as is shown in Fig. 5). The model resource refers to simu‐
lation model developed for specific purpose by simulation modeling experts. The
mission resource is the instance of integrated simulation models that is organized to
achieve a specific simulation process. Data resource includes parameters, scenario and
simulation results related to the simulation experiment task. Node resource means all
elements such as software and hardware, even people involved in the simulation experi‐
ment [14]. The resource management and display module realizes hierarchical display
and classified management which enables simulation users to locate specific simulation
resources quickly. Also, simulation users can edit, modify and save the simulation
resources stored in the warehouse. The scenario generation and edit module helps simu‐
lation users acquire specific resources quickly, design experiment scheme effectively
and generate specific format experiment file or modify and edit existed experiment files.
The last but not least, simulation resources repository includes all kinds of simulation
resources used by the simulation platform and guarantees that the SRMT could be oper‐
ated effectively.

Fig. 5. Conceptual design of SRMT

5 Validation

All mentioned above is preliminary exploration of our research group in constructing
JDSEP which is a system engineering needing multi-sectoral coordination. Being
limited to experiment conditions, we principally study the conceptual design about the
architecture of JDSEP. Although JDSEP is difficult to be constructed, our research group
has still carried out a simple prototype system which includes a missile mathematic
model and its corresponding simulation proxy (as is shown in Fig. 6). The prototype
system proves that the macro management and control system of JDSEP can not only
realizes real-time management and control of the whole platform, but also meets the
requirement of real-time data transmission, which verifies the correctness and validity
of conceptual design of JDSEP and lays a solid foundation for our future research work.
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Fig. 6. Screenshot of prototype system

6 Conclusions and Future Work

This paper expounds four level design pattern of JDSEP, framework of the macro
management and control module and the SRMT respectively in the order from overall
to local. Firstly, we introduce the background and architecture of JDSEP which provides
a support environment for large-scale distributed simulation experiment. Afterwards,
we illustrate framework of the macro management and control module, which is divided
into three parts according to the simulation running order: before the simulation, within
the simulation and after the simulation. And then, we give a conceptual design for
SRMT. At last, the prototype system proves the feasibility of JDSEP. In future, our
research group will not stay on implementation of the prototype system. On the contrary,
we will further develop and perfect other function module to increase the generality,
scalability and openness of JDSEP. The future work will concentrate on implementation
of SRMT and data record and playback module based on DDS.
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Abstract. The ground simulation based on the dynamics of the flexible
manipulator capture is an important method for researching the docking char-
acteristics. This paper proposed a capture dynamics modeling method, in which
the space flexible manipulator was equivalent to a six dimensional spring-
damper system. Utilizing the mechanical characteristics of the six dimensional
spring-damping system to simulate the flexibility of the space manipulator, and
the capture dynamics model was established by applying of the Newton-Euler
method. This proposed modeling method considered the flexibility of the
manipulator and avoided the complex modeling method of the flexible manip-
ulator with large amount of calculation. The relative motion results between the
capture mechanism and the captured mechanism and the stress results of the
equivalent spring-damping system were obtained by numerical solution of
the capture dynamics model. Then a simulation model was accomplished in the
ADAMS software with the same parameters used in the theoretical model to
verify the effectiveness and accuracy of the capture dynamics model. The
proposed capture dynamics model provided a theoretical basis for the ground
simulation of the space flexible manipulator capture.

Keywords: Space flexible manipulator � A six dimensional spring-damping
system � Capture dynamics � Numerical solution � Ground simulation

1 Introduction

The space manipulator with dexterity and multifunction is the predominant method for
On-Orbit Capture [1]. The end-effector which locates at the terminal of the space
manipulator captures the interface which locates at the passive spacecraft to realize the
operation of the passive spacecraft [2–6]. In the process of the capture, the
end-effector’s capture devices will collide multiple times with the passive spacecraft’s
capture interface [7, 8]. Under the effect of the collision force, passive spacecraft, active
spacecraft, end-effector and manipulator will produce complex motions. Passive
spacecraft may break away from the end-effector’s capture space and even collide with
the end-effector, which can cause the capture failed or capture devices damaged.
Therefore, in order to ensure the capture successful, it is necessary to simulate the space
manipulator capturing process on the ground to confirm key issues include initial
capture conditions. And to simulate the process of the capture is the process to describe
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the capture dynamics of the space manipulator. Thus we need to establish the capture
dynamics model. Utilizing the capture dynamics model, the relative movement
parameters between the mechanisms are solved under the action of the collision force,
and then the movement of the mechanisms is reproduced based on the solved motion
parameters to complete the capture process. Therefore, capture dynamics is a key factor
which affects the success of the On-Orbit Capture.

At present, the rigidity docking and the dynamics modeling of the manipulator have
been studied in domestic and abroad [9–14] (Docking mechanisms and the spacecraft
are regarded as rigid bodies). However, there are few literatures about the modeling and
analysis of the spacecraft capture dynamics based on flexible manipulator. The mod-
eling of flexible manipulator capture and docking has the following characteristics:
(1) More mechanisms are involved in the docking; (2) In addition to the dynamics of
the rigid body, the modeling of the flexible manipulator is complex. (3) The dynamic
characteristics of the mechanisms are influenced by each other, rigid and flexible
dynamic models are coupled. As a result, the capture and docking dynamics model of
manipulator is more complicated.

This paper studies the actual capture conditions with the following characteristics:
the manipulator joints are locked in the process of capture in order to reduce the
adverse effect of residual vibration at the terminal of the manipulator. It means that the
manipulator has no movement except flexible deformation after positioning the
end-effector to meet the location of the capture. We can measure or analyze the stiffness
and damping when the two installation positions on manipulator generate a small range
of relative motion along the six degrees of freedom. For this feature, this paper avoids
the complex modeling method of the flexible manipulator; the space flexible manip-
ulator is equivalent to six dimensional spring-damping system, utilizing the mechanical
characteristics of the six dimensional spring-damping system to simulate the flexibility
of the space manipulator. Then the capture dynamics model is established and the
dynamic characteristics of each mechanism is obtained, which provides a basis for the
simulation experiment.

2 Assumptions and Coordinate Systems Definition

Active spacecraft, passive spacecraft and end-effector are regarded as rigid body in the
paper. The flexible manipulator is equivalent to a six dimensional spring-damping
system, with which the manipulator and the end-effector are connected. The flexible
deformation of the spring-damping system is utilized to simulate the flexible defor-
mation of the manipulator. The effects of the spacecraft’s gravity, centroid vibration
and liquid tank in the capture process are not considered. Four coordinate systems for
establishing the mathematical models are shown in Fig. 1.

OSXYZ–Inertial coordinate system. At the moment of the passive spacecraft and the
end-effector first contact, the origin of the coordinate OS is coincident with the
active spacecraft’s centroid, and the directions of the coordinate axes are consistent
with the directions of the spacecraft’s inertial principal axes.
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O1X1Y1Z1–Body-fixed coordinate system of the End-effector. The coordinate ori-
gin locates at the centroid of the end-effector.
O2X2Y2Z2–Body-fixed coordinate system of the passive spacecraft. The coordinate
origin locates at the centroid of the passive spacecraft.
O3X3Y3Z3–Body-fixed coordinate system of the Active spacecraft. The coordinate
origin locates at the comprehensive centroid of the active spacecraft and the
manipulator.
O4X4Y4Z4–The stiffness damping coordinate system. Coordinate origin locates at
the installation position of the manipulator.

The relative rotation of the active spacecraft, the passive spacecraft and the
end-effector can be decomposed into three times rotation around the body-fixed coor-
dinate axis according to a certain sequence. It also called Euler angle. The Euler angles
rotating order is defined that rotate around Z axis c angular, and then rotate around Y
axis b angular, rotate around X axis a angular at last. Then, the direction cosine matrix of
the body-fixed coordinate system relative to the static coordinate system is:

R ¼
cos b cos c � cos a sin cþ sin a sin b cos c sin a sin cþ cos a sinb cos c
cos b sin c cos a cos cþ sin a sin b sin c � sin a cos cþ cos a sin b sin c
� sin b sin a cos b cos a cos b

2
4

3
5 ð1Þ

3 Dynamics Modeling of the Capture Process

3.1 Dynamics Modeling of the Active Spacecraft and the End-Effector

If there is no other outside force when colliding, the collision force impacting on the
end-effector is F1, the force and torque of the spring-damping system impacting on the
end-effector are Fh and Mh respectively. Then according to the Newton equation, the
accelerations of the end-effector and the active spacecraft in the inertial coordinate
system are written as:

Fig. 1. Introduction of the mechanisms in the capture process.
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€r3 ¼ Fh

m1
ð2Þ

€r3 ¼ Fh þF1

m1
ð3Þ

Where m3 represents the total mass of the active spacecraft and the manipulator, m1

represents the mass of the end-effector, r3 represents the position vector of the active
spacecraft’s centroid relative to the inertial coordinate system, r1 represents the position
vector of the end-effector’s centroid relative to the inertial coordinate system.

Therefore, acceleration vector of O1 relative to O3 in inertial system is:

a13 ¼ €r1 � €r3 ¼ Fh þF1

m1
� Fh

m3
ð4Þ

Relative acceleration between two mechanisms in the body-fixed coordinate system
can be written as the following form:

_V13 ¼ a13 � 2x3 � V13 � _x3 � r13 � x3 � ðx3 � r13Þ ð5Þ

Where V13 represents the velocity of the end-effector relative to the active space-
craft in O3 coordinate system, x3 represents the angular velocity of the active
spacecraft.

Therefore the relative velocity vector and the relative displacement vector between
two mechanisms in O3 coordinate system can be written as:

V13 ¼
Z

_V13 � dtþV13ð0Þ ð6Þ

S13 ¼
Z

V13 � dtþ S13ð0Þ ð7Þ

Where V13 (0) and S13 (0) are the initial velocity and initial displacement respec-
tively when collide.

The above equations are the relative translation model of the active spacecraft and
the end-effector. Based on the Euler equation, concrete expressions of the relative
rotation model between two mechanisms are as follows:

J3 � e3 þx3 � ðJ3 � x3Þ ¼ rA3 � Fh þMh ð8Þ

J1 � e1 þx1 � ðJ1 � x1Þ ¼ r1F � F1 � rA1 � Fh �Mh ð9Þ

Where e3 and e1 represent the angular acceleration of active spacecraft and the
angular acceleration of end-effector respectively, r1F represents the position vector of
the collision contact point to the end-effector’s centroid, rA3 and rA1 represent the
vectors of point A to the active spacecraft’s centroid and point A to the end-effector’s
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centroid respectively, J3 and J1 represent the inertia tensors of the active spacecraft and
the end-effector respectively.

Through Eqs. (8) and (9) we can obtain x3 and x1, then angular velocity vector of
the end-effector relative to the active spacecraft is:

x13 ¼ x1 � R�1
13 � x3 ð10Þ

Euler-angle change rate of the end-effector relative to the active spacecraft is:

_a13
_b13
_c13

2
64

3
75 ¼ E�1

13 � x13 ð11Þ

E13 ¼
1 0 � sinb13
0 cos a13 cos b13 sin a13
0 � sin a13 cos b13 cos a13

2
4

3
5 ð12Þ

Integration of Eqs. (11) and (12) we can obtain the Euler-angle of the end-effector
relative to the active spacecraft U13 = [a13 b13 c13]’.

In conclusion, the relative position parameters of the end-effector relative to the
active spacecraft could be solved.

F1, r1F and Mh are unknown parameters in the above models. While during the
capture simulation experiment, collision force and torque can be measured by
six-dimensional force sensors which installed on each mechanism. Therefore, when
applying the capture dynamics models, F1 and r1F � F1 can be regarded as known
parameters. The spring force Fh and the spring torque Mh can be obtained through the
following process.

3.2 Force and Torque Modeling of the Six Dimensional Spring-Damping
System

As shown in Fig. 2, the positions of the manipulator installed on the end-effector and
the active spacecraft are described with point A and point B respectively. The initial
vector of the relative position is rAB(0). After the collision, coordinate systems located
at point A and point B will generate relative translation and rotation. Combining the
stiffness and damping parameters, the spring force and torque models of the
spring-damping system can be established.

Hypothesis, the Euler-angle of the O4 coordinate system relative to the O3 coor-
dinate system is Uh3 = [ah3 bh3 ch3]’, then the Euler-angle Uh1 = [ah1 bh1 ch1]’ of the
O4 coordinate system relative to the O1 coordinate system can be solved according to
the coordinate of vector rAB(0) in two coordinate systems.
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Velocity vector of point A relative to O3 in the inertial system is:

vA3 ¼
Z

a13 � dtþx1 � r1h ð13Þ

Velocity vector of point A relative to O3 in the O3 coordinate system is:

VA3 ¼ R�1
3 � ðvA3 � x3 � rA3Þ ð14Þ

Then relative position vector of point A relative to point B in the O4 coordinate
system is:

rAB¼R�1
h3 � ð

Z
VA3 � dt � r3hÞ ð15Þ

Variation of relative position in the O4 coordinate system is:

DrAB¼rAB � rABð0Þ ð16Þ

The relative rotation angle of coordinate systems located at the point A and point B is:

DUAB¼
Z

ðR13 � Rh1 � x1 � R�1
h3 � x3Þ � dt ð17Þ

Where R1h represents the coordinate transformation matrix of the O1 coordinate
system relative to the O4 coordinate system, and Rh3 represents the coordinate trans-
formation matrix of the O4 coordinate system relative to the O3 coordinate system.

The force and torque generated by the six dimensional spring-damping system can
be obtained through the following equation:

Fig. 2. Definition of the spring-damping system’s coordinate system.
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Fh

Mh

� �
¼ Rh3 �

Kx 0 0 0 0 0
0 Ky 0 0 0 0
0 0 Kz 0 0 0
0 0 0 Ka 0 0
0 0 0 0 Kb 0
0 0 0 0 0 Ku

2
6666664

3
7777775
�

DrABx
DrABy
DrABz
DUABa
DUABb
DUABc

2
6666664

3
7777775
þ

Cx 0 0 0 0 0
0 Cy 0 0 0 0
0 0 Cz 0 0 0
0 0 0 Ca 0 0
0 0 0 0 Cb 0
0 0 0 0 0 Cu

2
6666664

3
7777775
�

D_rABx
D_rABy
D_rABz
D _UABa
D _UABb
D _UABc

2
6666664

3
7777775

0
BBBBBB@

1
CCCCCCA

ð18Þ

Where Kx, Ky, Kz, Ka, Kb and Kc represent the stiffness coefficient of the
spring-damping system with six degrees of freedom. Cx, Cy, Cz, Ca, Cb and Cc rep-
resent the damping coefficient of the spring-damping system with six degrees of
freedom.

In summary, the equations from (1) to (18) could solve the relative motion
parameters of the end-effector relative to the active spacecraft and we could obtain the
force and torque generated by the six dimensional spring-damping system, which
provides the basis for establishing the dynamics model of the active spacecraft and the
passive spacecraft.

3.3 Kinematics Modeling of the Passive Spacecraft Relative to the Active
Spacecraft

The force impacting on the passive spacecraft is F2 when colliding; based on the
Newton equation, accelerations of the active spacecraft and the passive spacecraft in
the inertial coordinate system are written as:

r
::
3 ¼ Fh

m3
ð19Þ

r
::
2 ¼ F2

m2
ð20Þ

Where represents the total mass of the passive spacecraft and the manipulator, r2
represents the position vector of the passive spacecraft’s centroid relative to the inertial
coordinate system.

Therefore, acceleration vector of the O2 relative to the O3 in the inertial system is:

a23 ¼ r
::
2 � r

::
3 ¼ F2

m2
� Fh

m3
ð21Þ

Relative acceleration between the two mechanisms in the body-fixed coordinate
system can be written as the following form:

_V23 ¼ a23 � 2x3 � V23 � _x3 � r23 � x3 � ðx3 � r23Þ ð22Þ

Where V23 represents the velocity of the passive spacecraft relative to the active
spacecraft in the O3 coordinate system.

Therefore, the relative velocity vector and relative displacement vector between the
two mechanisms in the O3 coordinate system represent written as:
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V23 ¼
Z

_V23 � dtþV23ð0Þ ð23Þ

S23 ¼
Z

V23 � dtþ S23ð0Þ ð24Þ

Based on the Euler equation, concrete expression of the rotation modeling of the
passive spacecraft is as follows:

J2 � e2 þx2 � ðJ2 � x2Þ ¼ r2F � F2 ð25Þ

Where e2 represents the angular acceleration of the passive spacecraft, r2F repre-
sents the position vector of the collision contact point to the passive spacecraft’s
centroid, J2 represents the inertia tensor of the passive spacecraft.

Through Eqs. (8) to (25), we can obtain x3 and x2. Angular velocity vector of the
passive spacecraft relative to the active spacecraft is:

x23 ¼ x2 � R�1
23 � x3 ð26Þ

Euler-angle change rate of the passive spacecraft relative to the active spacecraft is:

_a23
_b23
_c23

2
64

3
75 ¼ E�1

23 � x23 ð27Þ

E23 ¼
1 0 � sinb23
0 cos a23 cos b23 sin a23
0 � sin a23 cos b23 cos a23

2
4

3
5 ð28Þ

Integration of Eqs. (27) and (28) we can obtain the Euler-angle of the passive
spacecraft relative to the active spacecraft U23 = [a23 b23 c23]’.

Combining Fh, Mh and Eqs. (19) to (28), we could solve the relative motion
parameters S23 and U23. In the experiment of capture simulation, usually the movement
between two experiment mechanisms is reproduced according to the parameters S23
and U23.

4 Numerical Calculation of the Capture Dynamics
and Results Comparison

The above proposed capture dynamics model is solved by numerical calculation, in
order to verify the correctness and accuracy of the capture dynamics model, a simu-
lation model is established in ADAMS software. In the simulation model, the force and
torque results of the six dimensional spring-damping system and the relative motion
parameters between the passive active spacecraft and the active spacecraft are solved
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by ADAMS, the established passive spacecraft, active spacecraft, end-effector and the
six dimensional spring-damping system use the same parameters value used in the
above context. In additional, the main parameters are as follows: total mass of the
active spacecraft and manipulator is 6000 kg, mass of the passive spacecraft is
1000 kg, and mass of the end-effector is 60 kg.

The collision force and torque are assumed known parameters, specific value and
other parameters are listed in Table 1. The results comparisons of the two methods are
shown from Figs. 3, 4, 5 and 6, in which force results of the six dimensional
spring-damping system, torque results of the six dimensional spring-damping system,
relative displacement of the passive spacecraft relative to the active spacecraft, and
relative Euler-angle of the passive spacecraft relative to the active spacecraft are shown.
In additional, red curves are the results of the numerical solution and the blue ones are
the ADAMS simulation results.

Through the above results we can see that the results of the numerical solution are
almost coincident with the results of ADAMS simulation, which embodies the con-
sistency of the two methods and verifies the correctness of the capture dynamics model.

Table 1. Main parameters of the numerical calculation

Parameters/Axis X Y Z

Total inertia tensor of the active spacecraft and the
manipulator (kg�m2)

60000 60000 55000

Inertia tensor of the passive spacecraft (kg�m2) 1000 1100 1200
Inertia tensor of the end-effector (kg�m2) 100 110 120
The Euler-angle of O4 coordinate system relative to O3
coordinate system

0 0 0

Initial displacement of the end-effector relative to the active
spacecraft (m)

3.18 3.59 3.45

Initial Euler-angle of the end-effector relative to the active
spacecraft (°)

30 30 30

Initial displacement of passive spacecraft relative to the
active spacecraft (m)

4.5 4.5 4.5

Initial Euler-angle of the passive spacecraft relative to the
active spacecraft (°)

0 0 0

Translation stiffness coefficient of the spring-damping
system (N/m)

10000 10000 10000

Rotation stiffness coefficient of the spring-damping system
(N/rad)

10000 10000 10000

Translation damping coefficient of the spring-damping
system (N/(m/s))

0.01 0.01 0.01

Rotation damping coefficient of the spring-damping system
(N/(rad/s))

0.01 0.01 0.01

Collision force on the end-effector (N) 1000 1100 1200
Collision force on the passive spacecraft (N) -1000 -1100 -1200
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Fig. 3. Force results of the six dimensional spring-damping system. (Color figure online)

Fig. 4. Torque results of the six dimensional spring-damping system. (Color figure online)
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5 Conclusion

A capture dynamics model of the space flexible manipulator is established in this paper,
in which the flexibility of the manipulator is considered and the complex modeling
method of the flexible manipulator with large amount of calculation is avoided. In this
paper the manipulator is equivalent to a six dimensional spring-damping system, and
the dynamics model is established by applying of the Newton-Euler method. Then
corresponding results are obtained by numerical solution. The effectiveness and

Fig. 5. Relative displacement of the passive spacecraft relative to the active spacecraft. (Color
figure online)

Fig. 6. Relative Euler-angle of the passive spacecraft relative to the active spacecraft. (Color
figure online)
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accuracy of the dynamics model is verified by comparing with the ADAMS simulation
model. This paper provides a theory basis for the ground capture simulation.
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ment of the end-effector’s comprehensive properties” and the National Natural Science Foun-
dation of China (No. 51475116).
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Abstract. This paper summarizes and analyzes the development and application
of simulation technique as well as the technology and method for the establish‐
ment of simulation model of complex system, illustrates the study on simulation
model of port & terminal operation system, transportation, logistics system and
the like at home and abroad, and proposes the composition of simulation model
for container logistics system of waterway transportation. The model includes
corresponding base modules, entities, subsystems, a simulation model for the
operation system of container terminal and a simulation model for container
logistics system of waterway transportation.

Keywords: Waterway transportation · Container logistics system · Simulation
modeling

1 Introduction

Since the birth of digital simulation machine and professional simulation software, the
system simulation technology technique has achieved resource sharing for information
and simulation, interoperability and reusability of simulation system. The different
corresponding modeling approaches are applied to Discrete-Event system Simulation,
Continuous-Event system Simulation, Combined Discrete continuous-Event system
Simulation and other different events: event oriented, procedure oriented and object
oriented ways are mainly applied to Discrete-Event system Simulation, linear/nonlinear,
constant/time variant, lumped parameter/distribution parameter, determination/random
and the like are mainly applied to Continuous-Event system Simulation, and for the
Combined Discrete continuous-Event system Simulation, the above two modeling
approaches should be considered.

2 Research Status on the Simulation of Transportation System

2.1 Study on Simulation of Port and Terminal Operation System

The relevant studies on the simulation of traffic and transportation system at abroad have
been implemented, and there were more relevant contents, especially for the aspect of
the operation system modeling for container terminal and other ports. Veeke and Ottjes
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[1] set up computer simulation model to provide decision support for the further oper‐
ating direction of wharf while expanding the Port of Rotterdam. Ha, and Park [2] applied
simulation software to establish a real-time 3D visual port simulation model, including
various loading and unloading equipment in ports to obtain different running conditions
of ports under different states via changing equipment parameters, so as to timely reflect
the operating state of wharf. Martagan and Eksioglu [3] set up port simulation model
under emergency logistics conditions to obtain the operating state of supply chain under
different routes. Mosca [4] studied the layout of wharf in front and rear parts of storage
yard via modeling to verify and solve planning, design and other problems of wharf.
Demirci [5] applied AweSim emulational language to set up a simulation model of
harbour capacity specific to Trabzon port, and to analyze the choke point of development
of harbour capacity. Shabavek and Yeung [6] established a simulation model specific
to kwai chung wharf to predict its operating conditions (Fig. 1).

Relevant domestic researches are more focused on port terminal operation system,
especially on the aspects of modeling and simulation of container terminal and port
terminal operation system. Such as, Wang and Jiang [7] applied bi-level programming
model to make decision for the choices of inland distribution center and transport
network of regional port logistics system, and to propose the dual coordination algorithm
solution for such model. Cai [8] studied and applied the simulation and optimization
techniques of seaport container logistics system mainly from the aspects of Petri network
modeling, berth allocation, wharf front leading layout and the like, and applied eM-Plant
software to set up simulation model to verify the validity and rapidness of simulation
method. Li [9] applied the theory of Discrete-Event system Simulation to set up the
queuing network model of container terminal logistics system, and applied simulation
software Arena for achieving modeling. With the iron ore import port logistics system
of a certain port in southern part of China as a research object, Li and Zhao [10] set up
Discrete-Event dynamic system model (DEDS model) based on Petri network, and
established a simulation model for iron ore import port logistics system (Fig. 2).

2.2 Study on Logistics System Simulation of Waterway Transportation

Based on the analysis for the current situation of container transportation in Yangtze
river basin, inclusive of Yangtze River waterway, layout of port, container volume, route
operator, ship type and the like, Zhou [11] set up the port berths system model via
mathematical analysis modeling, and applied Queuing Theory for solution, finally,
Wuhan port is set as an example, through considering the mutual benefits of ship and
port comprehensively, the optimal modeling scale was obtained. With each port of
Yangtze River as a starting point, and Port of Shanghai (Yangshan Port and Waigaoqiao
Port Area) as terminal point, container transportation system plan was designed to obtain
more superior scheme via comparing necessary freight rate and to carry out sensitivity
analysis.

With container transport network as a research object, and through calculating the 3
performance indicators of time, cost and service quality for each possible route, Shi [12]
set up a specific transportation scheme to carry out dynamic simulation via Extend
system software, analyze and observe the influence and function of each transportation
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element in container transportation organization via sensitivity analysis, so as to obtain
optimal and comparable route, and such simulation could achieve the adjustment in the
transportation speed, service quality and other parameters (Fig. 3).

Shang, Qin and Cheng [13] implemented the simulation and optimization studies on
ship form and system for coal export transportation. The optimization procedures of the
ship form were divided into two levels rationally: firstly, the simulation and optimization
method of stochastic discrete-time system was applied to optimize the load capacity and
navigational speed of ships, and then, based on the technical property requirements of
ships, its principal dimension was decided (Fig. 4).

3 Composition of Simulation Model

Waterway transportation system covers port, ships, channel, related road, railway, cargo
and the like with relatively complex system composition. The model applies the
modeling route of module and entity first, and then system procedure to build container
generation module, train and truck collecting and distributing ports module, starting
transshipment port operating module, channel operating module, weather and sea condi‐
tions generation module, data statistic analysis module, and other basic module, and
then, according to actual simulation demands, it is available to respectively build simu‐
lation model for container port and wharf operating system, the simulation model for
waterway container logistics system of whole basin.

The container waterway transportation hinderland of Yangtze river generally
contains Shanghai. etc. 9 provinces and cities, 35 medium and large cities along the
river. The container logistics system mainly contains of 25 container ports, totally 59
special berths, divided into port of loading and transshipment. The Yangtze River
waterway is about 2800 km, divided into upstream, midstream and downstream. The
container ship liner has more than 100 lines, separate into domestic feeder, near-sea
shipping line and domestic trade routes. The container capacity container develops into
200TEU from 48TEU (Fig. 5).

3.1 Base Module and Entity Composition of Model

(1) Local Container Generator Modular – LCGM

Sub-module: Local container generator modular, Container generating operation
modular; Entity: local container generator.

(2) Ship Generator Modular – SGM:

Sub-module: Ship generator modular; Entity: Ships, ships queue.

(3) Ship Loading & Unloading Modular – SLUM

Sub-module: Ship transportation modular

(4) Train Generator Modular – TaGM:

Sub-module: Train generator modular; Entity: Trains, Trains queue.
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(5) Train Loading & Unloading Modular – TaLUM:

Sub-module: Train transportation modular

(6) Truck Generator Modular – TcGM:

Sub-module: Truck generator modular; Entity: Trucks, Trucks queue.

(7) Truck Loading & Unloading Modular – TcLUM:

Sub-module: Truck loading & unloading modular

(8) Starting Port Generator Modular –SPGM

Sub-module: Starting port generator modular, Ship generator modular, Starting port
running modular; Entity: Starting port, Container, Ships, Ships queue (Fig. 6).

(9) Transshipment Port Generator Modular –TPGM

Sub-module: Transshipment port generator modular, Transshipment port running
modular; Entity: Transshipment port, Container, Ships, Ships queue.

(10) Terminal Manager Modular –TMM

Sub-module: Terminal manager modular, Anchorage operation modular, Berth
operation modular, Loading bridge operation module, Trailer operation modular,
Rubber-tyred gantry crane operation modular, Gate operation modular, Queue operation
modular

Entity: Anchorage, Berths, Loading bridges, Trailers, Rubber, Doors, Doors queue

(11) Yard Operation Modular –YOM

Sub-module: Yard management modular, Operation modular of container section
Entity: Storage yard, Container section, Display of yard container storage volume

(12) Channel Operation Modular –ChaOM

Sub-module: Channel modular, Route operation modular, Ship transportation
modular; Entity: Route, Ship queue.

(13) Weather and Sea State Modular –WeSSM

Sub-module: Weather and sea state modular; Entity: Weather and sea state.

(14) Data Analysis Modular – DaAM

Sub-module: Data input, Data conversion module, Data statistics sub-module, Data
output

Entity: Data input, Data statistics, Output statement.
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3.2 Composition of Model Operation Subsystem

The handling technology of container terminal can be divided into the following several
parts: (1) ship loading and unloading, container is from ships ⟺ storage yard; (2) train
loading and unloading, container is from train ⟺ storage yard; (3) truck collecting,
distributing and pickup, truck ⟺ storage yard. The flow chart for each part is as follows:

(1) Flow chart of ship loading & unloading system

Ship 
genera on

Port 
arrival Berth 

Import cont-
ainer discharge

Directly discharged to the railway container vehicle

Directly discharged to the external collec ng and 
distribu ng truck

Discharged to the yard trailer --> storage yard

Export container 
loading

Discharged from railway container vehicle

Discharged from external collec ng and distribu ng truck

Lading of container from storage yard
Ship departure

Fig. 1. Flow chart of ship loading & unloading system

(2) Flow chart of train collecting and distributing port subsystem

Produc on of train collect-ing 
and distribu ng vehicle

Wharf 
arrival

Export case
unloading 

Direct lading

Discharge to storage yard 
Import case 

loading 

Loading on the ship 

Loading on the storage yard
Departure of train container vehicle 

Fig. 2. Flow chart of train collecting and distributing port subsystem

(3) Flow chart of truck collecting and distributing port subsystem

Truck produc on Door entry

Direct lading

Discharge to storage yard Departure wharf 

Fig. 3. Flow chart of truck collecting port subsystem
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Truck produc on Door entry
Loading from ships

Loading from storage yard
Departure wharf 

Fig. 4. Flow chart of truck distributing port subsystem

3.3 Simulation Model for Operation System of Container Port and Terminal

Combined with the above related base modules, entity, subsystem and other combina‐
tion, based on the system flow of container ports and terminals operating system, build
the simulation model for operation system of container port and terminal as shown in
the figure below:

Container terminal operating system platform (CTHSP) 

Ship generator subsystem 

Ship loading& unloading 
subsystem

Train generator subsystem  

Train loading& unloading 
subsystem

Container truck generator subsystem 

Container truck operation subsys-
tem

Terminal operation 
subsystem  

Container management 
subsystem 

Yard operation 
subsystem  

Meteorological factor 
subsystem

Data statistics subsystem

Data output subsystem

Fig. 5. Flow chart of simulation model for container ports and terminals

3.4 Simulation Model for Container Logistics System of Waterway
Transportation

Combined with the actual operation process of container logistics system of Yangtze
River waterway transportation, collecting the operating data related to actual system to
complete mathematics and model description for each module, operating parameters of
entity and other contents, for container logistics system of waterway transportation was
developed. The flow of driving model operation is mainly as follows: the container
transportation from starting port to port of call, transshipment and back tracking, and
the main flow of model is as shown in the figure below:
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Production place of container

Collecting and distributing 

Starting port

Ships queue up

Berth available?

Ships berthing

Crane available?

Ships bear offloading port 

Ships loading & unloading

Ships go through channel

Ships berthing?

Ships go through channel

Transshipment port

Return

Ships go through channel

Ships berthing

Ships go through channel

Fig. 6. Simulation model for container logistics system of waterway transportation

4 Conclusion

Through the analysis and study on the actual logistics system of the existing container
terminal, the operating data related to actual system is collected to complete mathe‐
matics and model description for each module, operating parameters setting of entity and
other contents, and to build corresponding system simulation model on a simulation plat‐
form, so as to verify the reliability of the model and carry out relevant experimental
study. The flexibility, portability, repeatability and the like of object-oriented modeling
and modular modeling provide conditions for building multiple simulation models in a
platform.

In this paper, only two sets of simulation model composition are proposed: namely,
one is the simulation model for container port and terminal operating system, and another
one is the simulation model of container logistics system for waterway transportation.
The simulation model of container port and terminal operation system can be used for
carrying out the analysis on the aspects of handling system efficiency, equipment
capacity, technological process, yard capacity of ports and terminals to improve the
efficiency and benefits of single port and terminal. And the simulation model of container
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logistics system for waterway transportation can be used for verifying and analyzing the
volume of container in production place, completion of port handling capacity, the
conditions of ports and ships operating parameters, the rationality of system other oper‐
ating parameter as well, furthermore, it can be used for analyzing the internal capacity,
efficiency and cost of system, carbon emission index, studying the influences of the
changes existing in the volume of container in production place, and the changes in the
internal capacity, efficiency and cost on the system, so as to provide quantitative analysis
tools for implementing corresponding studies on container terminals & ports, and logis‐
tics system.
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Abstract. Simulation modeling for complex systems should be both domain-
specific to reflect domain characteristics of different subsystems and composable
to integrate different domain models. Current research fails to provide a unified
method to meet the two requirements simultaneously. In this work, an ontology-
based domain-specific composable modeling method is proposed to solve this
problem. This method employs layered ontologies including an upper ontology
and a series of subdomain ontologies to formally represent the knowledge of the
complex simulation system; and uses the ontology knowledge to design DSMLs
for each subdomain.   The case study on combat systems effectiveness simulation
shows that domain models designed with different DSMLs can be technically and
semantically composed since they have an explicit interaction framework and a
common semantic foundation.

Keywords: Domain specific modeling · Composable modeling · Ontological
metamodeling · Domain specific modeling language · Effectiveness simulation

1 Introduction

In the last decades, Modeling and Simulation (M&S) has played an irreplaceable role
in complex systems research since M&S can significantly reduce development time and
cost of complex systems. However, Complex systems usually have heterogeneous
subsystems involving different subject domains. When interacting with the environment
and other systems, the complicated structure of complex systems can generate non-linear
or even emergent behavior. Thus, different subsystems and subject domains have
different structural and behavioral characteristics, which need to be modeled with corre‐
spondingly appropriate methods. Moreover, these models of different subsystems and
subject domains should be composed into a single simulation application to enable inte‐
grative simulation experimentation.

Simulation modeling for complex systems should be both domain-specific to reflect
domain characteristics of different subsystems and composable to integrate different
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domain models. These two requirements are difficult to satisfy at the same time since
domain particularity and composability are seemingly contradictory. Using the same
method to model different systems naturally support domain composition while loses
domain particularity, meanwhile the usage of different methods will enable appropriate
domain modeling but hamper domain composition.

On the one hand, the M&S community has launched research on unified modeling
methods to enable composable modeling, which can be roughly divided into four groups,
namely unified formalisms, model specification, model framework and simulation
protocol. On the other hand, domain-specific modeling (DSM) in software engineering
field has been introduced into M&S community to model the domain characteristics
appropriately [1]. However, these two aspects are seldom combined together to provide
a unified method which is both domain-specific and composable.

To cope with these two “contradictory” requirements, we had proposed a model-
framework based domain specific composable modeling (DSCM) method in previous
work [2, 3]. This method combines the efforts of the two aforementioned aspects (the
unified model framework and DSM), but the domain-specific modeling language
(DSML) composition in this method lacks a formal semantic foundation. Thus in this
work, we propose an ontology-based method to provide layered ontologies as a semantic
foundation for domain specific composable modeling.

The rest of the paper is organized as follows. Section 2 presents the proposed method.
Section 3 selects combat systems modeling for effectiveness simulation as the case
study, and Sect. 4 proposes future work.

2 An Ontology Based DSCM Method

In this section we firstly discuss the essential problem of our method - the knowledge-
language duality of DSML; Secondly, the domain specific composable modeling process
is proposed; thirdly, ontological metamodels-based design of DSML is presented as the
key technology of the method.

2.1 The Knowledge-Language Duality of DSML

Unlike general purpose languages which mainly have linguistic characteristics, the
DSML holds the characteristics of the knowledge-language duality (similar to the wave-
particle duality of the matters in Physics): on the one hand, DSML technically is a
modeling language, thus it possesses linguistic characteristics, e.g., the linguistic instan‐
tiation attribute in four-layered metamodeling hierarchy proposed by Object Manage‐
ment Group; On the other hand, the elements of the DSML come from domain concepts
which are familiar to domain modelers, so DSML have logical relationship of domain
knowledge. Thus, DSML design should not only conform to formal syntax rules, but
also stick to the logic relationship based on the domain knowledge to exhibit appropriate
semantics.
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So the essential problem of DSCM is to design a series of DSMLs which own the
knowledge-language duality. Then these DSMLs not only describe their own subject
domains, but also can be composed based on a common knowledge foundation.

2.2 Domain-Specific Composable Modeling Process

The DSCM for complex simulation systems should consider the following aspects: (1)
M&S activity for complex systems is an taxing endeavor which requires joint efforts of
different roles (e.g., domain experts, M&S experts, and software engineers), thus this
method should provide a comprehensive framework which enable participation and
cooperation of these roles. (2) The DSCM for complex simulation systems is not the
same as DSCM in software engineering, so the modeling process should introduce M&S
research fruits and knowledge to improve the DSCM process in software engineering.
(3) The proposed method should support semantic composition of different domain
models.

To meet these three aspects, a DSCM modeling framework is proposed as illustrated
in Fig. 1. This method comprises the following steps: (1) Ontological metamodel-based
DSML design via incorporation of layered ontologies and M&S formalisms; (2) Meta‐
model-based generation of domain specific modeling environment (DSME); (3) DSML-
based domain modeling; (4) ontology-based model verification and formalism-based
model analysis; (5) Code generation-based model implementation; (6) model frame‐
work-based model integration.
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Fig. 1. The ontology-based domain-specific composable modeling process

This method needs effective cooperation of domain experts, software engineers
(language engineers are incorporated into software engineers) and M&S experts to
provide domain modelers with a DSCM infrastructure (including DSML and DSME).
(1) Domain experts mainly construct two kinds of ontologies to provide knowledge for
DSML design and model framework development: an upper ontology which specifies
the knowledge of the complex systems and how its subsystems connect and interact with
one another, and subdomain ontologies which describe the knowledge in each domain.
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(2) The tasks of software engineers include software implementation of modeling infra‐
structure and simulation model. The concrete efforts of software engineers comprise:
DSML design and DSME generation together with M&S experts, code generator
construction, and model integrator development. (3) M&S experts take charge of the
whole modeling process and coordinate the joint efforts of three roles. They design the
DSML with the help of software engineers, conduct model verification and analysis,
and guide the model implementation and integration.

2.3 The key technology: Ontological metamodel-based design of DSML

Section 2.1 had pointed out the essential problem of DSCM, so the key technology of
the method is ontological metamodel-based design of DSML which provide the foun‐
dation for both domain-specific modeling and composable modeling. This paper concen‐
trates on metamodeling the DSML, and the details of other aspects (such as DSME
generation, code generation, model framework-based model integration) of the whole
process can be found in our previous work [2–4].
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Fig. 2. A layered Ontologies-based metamodels design of DSML

The layered ontology-based metamodeling approach of the DSML is presented in
Fig. 2, which includes the following steps. (1) Upper ontology prune. This step extracts
subdomain-relevant structural information to figure out the boundary and external inter‐
faces of the subdomain. (2) Knowledge refinement of subdomain ontology. This step
inspects all the concepts and its relationship of the subdomain ontology and chooses the
ones relevant to the problem, especially the knowledge of internal structure and behav‐
ioral patterns of the subdomain. (3) Structural aspect design. This step extracts the
structural concepts and relationship from the subdomain ontology and the external
interfaces from the pruned upper ontology to design the structural aspect of the DSML.
(4) Behavioral aspect design. This step choose one or more M&S formalism as the
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backbone of the behavioral aspect based on the behavioral patterns recognizes in the
second step, and use domain concepts to make the chosen formalisms domain-specific.
(5) Abstract syntax design. This step uses meta-metamodel to design the metamodel of
the DSML abstract syntax based on the combination of the structural aspect and behav‐
ioral aspect. (6) Static semantics design. This step uses constraint language (e.g., object
constraint language) to define the static semantics and constraints based on the knowl‐
edge of the subdomain ontology.

3 Case Study on Combat Systems Effectiveness Simulation

Combat systems effectiveness simulation (CoSES) is a typical example of M&S research
on complex systems, and is selected as the case study in this work. CoSES usually
comprise multiple subsystems (e.g., combat platforms carry sensors, weapons and
communication devices) from different domains.

In this case study, layered ontologies including a upper ontology and a platform C2
system (PC2 for short) ontology are built as the knowledge foundation, and then a DSML
metamodel is constructed using the knowledge. Since this DSML uses the upper
ontology to model external interactions with other domain systems, it can support
semantic composition of PC2 model and other models (e.g., a platform model).

3.1 Layered Ontologies for CoSES

Based on the research experience and domain expertise on CoSES, we build a upper
ontology (as shown in Fig. 3) which formally describes the entities and their relation‐
ships using OWL [5] in Protégé1. The top level entities and their structural relationship
are as follows. For each CoSES study, there are two or more combat sides (HasSide
Relationship in Fig. 3) which can have a number of force groups (HasGroup Relationship
in Fig. 3). The force group comprises equipments (HasEquipment Relationship in
Fig. 3), including platforms, weapons, sensors, C2 systems, communicators and coun‐
termeasures. All the sides, groups and equipments are operated in a certain environment
(HasEnvironment Relationship in Fig. 3). The interactions are mainly divided into the
following groups: Counter interaction, C2 interface, communication, data linking, and
interactions with the environment. These interactions can be further elaborated.

The PC2 is a pivot component for CoSES, since it commands and controls all other
kinds of equipment and interacts with its superior system. As shown in Fig. 4, a domain
ontology for PC2 is built based on the inheritance and elaboration of the upper ontology,
i.e., PC2 is a type of C2 system. PC2 have the same structural and behavioral attribute
as the C2 system of the upper ontology. Moreover, PC2 describes the entities and rela‐
tionship in detail, e.g., PC2 uses operators and values to calculate whether certain condi‐
tions listed in the condition space are satisfied. The relationships of these entities include
order relationships, decision relationships, condition relationships, phase relationships,

1 http://protege.stanford.edu/ .
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and task relationships. These relationships can be further elaborated as shown in the
right part of Fig. 4.

Fig. 3. An upper ontology for CoSES

3.2 Ontological Metamodel-Based Design of PC2 DSML

We use GME platform [6] to design a PC2 DSML metamodel as shown in Fig. 5 based
on the method presented in Fig. 2. The core concepts for decision modeling are task,
phase, condition, and tactic action. The Task is a tactical objective the platform attempts
to achieve by a sequence of tactic actions based on a series of platform phases. A Task
should have at least two actions: one initial action and one end action (for conciseness
we attribute these two fake actions to tactic actions). Tasks can contain sub-tasks and
are connected by TaskSequence. The action is an instantaneous decision order, which
is triggered by two kinds of situations: the first is an action sequence (ActionSequence),
namely by finishing the former action which it connects to; the second is when the value
of a decision condition is evaluated to be true, which has a link whose destination is the
action. The action has an enumerated attribute ActionType to specify the type of the
action. A Phase is a typical state of the platform and the transition is activated when the
PhaseTransCon is evaluated to be true. The Phase has an enumerable attribute called
PhaseType and typical phase type is usually specified according to its movement modes,
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damage status, or available weapons and energy. The condition is the primal concept to
describe the condition space, which consists of at least one guard expression, and can
have logical operators (whose type include AND, OR, XOR and NOT). Guard expres‐
sions are connected by LogicalOperators to calculate a Boolean value for the condition.
For length limitation we don’t list the concrete types of Phase, EventTrigger, Variable,
LogicalOperator and MathOperator of the metamodel.

The layered ontologies and M&S formalism play important roles in the metamodel
design. (1) This metamodel uses the upper ontology to design the external interface
elements of the DSML. These interfaces are from two kinds of the upper ontology: the
first kind is command tunes of C2Interfaces which are represented as Countermeasur‐
eCtrl, MovementCtrl, SensorCtrl and WeaponCtrl of the metamodel; the second kind is
ReportInfo of the C2Interfaces, which is represented as EventTrigger in the metamodel.
(2) This metamodel mainly uses the entities and relationships of the domain ontology
as the essential modeling elements, e.g., the order space, condition space, operators and
values. (3) This metamodel uses state diagram as the main behavioral pattern since the
platform is usually at typical states which have different tactical strategy. For example,
the combat process of the fighter plane comprises takeoff state, cruise state, engagement
state and return state, and in each state the condition space and the order space of plane
C2 have corresponding characteristics.

Fig. 4. A domain ontology for PC2
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Fig. 5. A domain ontology for PC2

3.3 Discussions

The GME platform provides the function of DSME generation from the metamodel. We
can generate a similar DSME to the one present in Fig. 5 of [4] from the aforementioned
metamodel. The DSME is friendly to the domain modelers since the modeling elements
represented by domain-specific icons are familiar to them.

Although we only discuss one subdomain DSML in the case study, other subdomain
DSML design have similar processes. The layered ontologies lay a sound foundation
for semantic composition of different domain models. As shown in Sect. 3.2, the upper
ontology specifies the structural and behavioral interfaces of subdomains, and subdo‐
mains use this specification and subdomain ontologies to design their DSMLs. So
different subdomain models achieve semantic compositions through a common knowl‐
edge-foundation. Moreover, the upper ontology can be transformed to the model frame‐
work. As we had studied the model framework-based model composition in our previous
work [3], the upper ontology-based model framework will further facilitate the code
merging for model implementation as discussed in Fig. 1.

4 Future Work

The future work is as follows. Firstly, ontology-based formal reasoning techniques will
be used to enable model verification and analysis. Secondly, a plug-in of GME will be
developed to automatically read XML-based ontology file of protégé to support DSML
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metamodeling. Thirdly, ontology-based DSM in other subdomains of CoSES will be
studied and different subdomain models will be composed.
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Abstract. In order to make the evaluation on crew anchoring operation more
efficient, objective and scientific. An automatic evaluation system of anchoring
operation is established in the navigation simulator. The relevant anchoring oper‐
ation evaluation indices, their weights and standard values are obtained through
the expert evaluation method. An automatic evaluation model of anchoring oper‐
ation is established by fuzzy comprehensive evaluation method. The object-
oriented Visual C++ language is used to develop an automatic evaluation system
of anchoring operation. The evaluation system has many function modules to set
questions, answer the questions and evaluate them, and manage data. The system
was tested in V_Dragon 3000 navigation simulator developed independently by
Dalian Maritime University. The test result shows that the evaluation result of the
system is the same with the trainer evaluation result. The system can do objective
and accurate automatic evaluation the crew anchoring operation and meet the
automatic evaluation requirement.

Keywords: Navigation simulator · Anchoring operation · Automatic evaluation
system · Evaluation index

1 Introduction

At present, the crew theory exam has already nationwide unified by computer. However,
the operation evaluation exam is still in charge of MSA. And operation evaluation exam
has many issues. Navigation simulator has been used in the maritime education and
training. The research of automated evaluation system based on navigation simulator
has practical significance. Some scholars at home and abroad have studied in this respect.
For example the HARRO [1] has designed the collision avoidance automatic evaluation
system according to the collision regulate; Shanghai Maritime University has made the
theoretical analysis by using fuzzy comprehensive evaluation method about exam and
evaluation system in navigation simulator [2]; Tao Jun [3] from Dalian maritime univer‐
sity evaluated the ship inward and outward port through the delphi method; Fang Xiwang
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[4] used fuzzy comprehensive evaluation method to establish the berthing and
unberthing evaluation model; Wang Delong [5] has building the automatic evaluation
system in ship operation simulator preliminary. There is not a system study of automatic
evaluation about anchoring control in navigation simulator in China. Research and
development of anchoring operation automatic evaluation system, not only can promote
the crew anchoring manipulation level but also can reduce the workload of evaluator.
The system was based on V_Dragon 3000 navigation simulator developed independ‐
ently by Dalian maritime university. This paper has researched the evaluation methods,
evaluation model for anchoring operation. The automatic evaluation system includes
setting exam, answering and evaluating the exam, data management.

2 Establish Mathematic Evaluation Models

Operating automatic evaluation system needs to acquire the state of ship and crew’s
operation data timely. While submit the test, the system would calculate the final score.
Evaluation model is the kernel of the automatic evaluation system. Establish a scientific
and reasonable evaluation model is the key to guarantee the accuracy of the evaluation
results [6]. Evaluation model is set up mainly including the selection of evaluation
methods, the establishment of evaluation index, the determine membership function of
evaluation indexes, the calculation of evaluation index weights and evaluation results
four aspects.

2.1 Evaluation Methods

There are many methods that can be used in evaluate currently, such as: fuzzy compre‐
hensive evaluation method, system engineering analysis evaluation method, probabil‐
istic risk evaluation method, risk classification method, safety index method, etc. [7].
Anchoring operation results are influenced by the external environment, ship condition
and manipulate skills, so anchoring operation of evaluate is very complicated [8]. In
order to ensure the evaluation accuracy, in this paper, the evaluation model has used
expert evaluation method and membership function evaluation method. Firstly deter‐
mining the anchoring operation evaluation index system, according to different evalu‐
ation indexes to establish the corresponding membership functions, getting the member‐
ship value of each evaluation index, combining weight value received by expert evalu‐
ation method and analytic hierarchy process (AHP), Finally crew evaluation result is
calculated.

2.2 Evaluation Index

Anchoring operation can be divided into single anchor and double anchors manipulate,
two anchors can be further divided into eight anchor, ordinary mooring and parallel
anchor. For ships, the most common way of anchoring is single anchor, so this paper
analyzes the single anchor. In the process of anchoring operation main factors to consider
are as follows[9]: (1) route into the anchorage, anchorage selection; (2) position, speed,
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posture control; (3) choose anchored method according to water depth and ship condi‐
tion; (4) chain length control; (5) judge the anchor grasp to bottom, etc. Through the
analysis of the various data and expert questionnaire, determine the evaluation index of
the single anchoring operation, as shown in Fig. 1.

Stand by Anchor

Anchor
Operation

Single
Anchor

Anchor Accuracy

Ship Speed

Ship Heading

Initial Loose Chain

Loose Chain Operate

Loose Chain Length

Double
Anchors

Fig. 1. Evaluation Index for Maneuver of Single Anchoring

2.3 Membership Function

In order to improve the evaluation accuracy, automatic evaluation system makes the
influencing factors quantitative. Get the standard value of influence factors and establish
the evaluation index of membership functions by relevant theory and sailing practice.
Some factors are hard to quantify. We can only carry on the qualitative analysis to set
the corresponding evaluation result to 0 or 1. When meet the result of the qualitative
analysis, the membership degree value is 1, otherwise value is 0. Then we will analyze
the membership function of evaluation indexes, such as the accuracy of anchor position,
ship speed while anchoring, ship heading during anchoring, the laying out length of
chain, etc.

2.3.1 Accuracy of Anchor Position
Dropping anchor to stop the ship in the designated berth is an important test of crew’s
operation level. The accuracy of anchor position is the distance between the position of
anchor at ship bow and the anchor position designated. While the anchor distance nearer
the designated anchor position, the crew’s anchor operation level is higher. According
to the operation experience, we take the length of ship width as the maximum error
precision. Membership functions are as follows:

𝜇(d) =

⎧
⎪
⎨
⎪
⎩

1 (d < ds)

e

−(d − ds)
2

50 (d ≥ ds)

(1)

Where: ds is standard value of anchor accuracy.
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2.3.2 Ship Speed When Anchoring
Single anchoring operation has forward and backward anchoring two kinds of anchoring
methods. Forward anchoring method only applies in small ships or Warcraft. In order
to ensure the grip the bottom of the sea, merchant ships use backward anchoring method
generally. Many of the ships given in navigation simulator are merchant ships. So this
article is aimed at backward anchoring method to carry out the research. Dropping
Anchor time is difficult to hold. Generally believed that the ship is slightly back to ground
is the best time to dropping anchor. Ship speed depends on the size of the ship’s
displacement. Small ship not more than 2.0 knob; Medium-sized ship no more than 1
knob; Large ship is not more than 0.5 knob; VLCC ship speed when dropping anchor
even smaller. Membership functions are as follows:

𝜇(v) =

{
1 (v < vs)

e−(v−vs)
2
(v ≥ vs)

(2)

Where vs is standard value of ship speed.

2.3.3 Ship Heading During Anchoring
When ship drops anchor the angle between ship bow direction and the combine direction
of the wind and the current has a direct impact about the safety of anchoring operation.
In order to ensure the safety when dropping anchor, Angle between ship bow direction
and the combine direction of the wind and the current as small as possible, commonly
should not be more than 15° and avoid to dropping anchor while the horizontal wind
and cross current. This article sets 15° as the standard angle between ship bow direction
and the combine direction of the wind and the current. Membership functions are as
follows:

𝜇(𝛼) =

⎧
⎪
⎨
⎪
⎩

1 (𝛼 < 15◦)

e

−(𝛼 − 15)2

50 (𝛼 ≥ 15◦)

(3)

Where α is ship heading while anchoring.

2.3.4 Laying Out Length of Chain
The premise condition of Safe anchorage is to ensure sufficient anchoring force. For the
mooring ship, in order to against the external force we need to veer away certain chain
at the end of the anchoring operation [10]. To ensure the safety of anchoring the total
length of the chain required is [11]:

ls = s + l′ =

√

h0 ⋅ (h0 +
2 × T0

Wc

) +
T0 − 𝜆aWa

𝜆cWc

(4)
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Where ls is loose chain length; s is catenary chain length; l′ is ground cable length;
T0 is Horizontal force.

From (4) we know that calculate the horizontal force is quite complicated. Therefore,
the chain length often used the following empirical formula:

ls =

{
3h + 90 m (v < 20 m∕s)

4h + 145 m (v ≥ 20 m∕s)
(5)

Where h is water depth; v is wind speed.
The membership functions of final loose chain length are as follows:

𝜇(l) = e−100(l∕ls−1)2 (6)

l is final loose chain length; ls is standard values of eventually chain length.

2.4 Evaluation Index Standard Value and Weight

This paper uses the analytic hierarchy process (AHP) to determine weights of evaluation
indexes. According to expert advice and navigation practice, Use 1–9 scaling method to
determine the relative important degree about evaluation indexes, constructing judgment
matrix. Through the judgment matrix calculate the maximum characteristic root and the
corresponding eigenvectors. Normalize the judgment matrix. W =

(
𝜔1,𝜔2,…𝜔n

)
. Finally

use the weighted average method to calculate the result of the anchoring operation. The final
evaluation result can be represented as:

S =

7∑

i=1

𝜇i𝜔i (7)

Where 𝜇i is membership value, 𝜔i is weight of evaluation index. The system will
give default standard value and weight as a reference. In order to improve flexibility the
expert can change the value while set the exam. The Original value is shown in Table 1.

3 Realize of System

The system is based on Dalian Maritime University developed navigation simulator.
Use the Visual C++ language to develop the anchoring operation automatic evaluation
system. The evaluation has many function modules to set questions, answer the questions
and evaluate them and manage the data. Dalian Maritime University navigation simu‐
lator is composed of a coach station (edit exam) and many own ship station (answer
exam). The coach station is set exam module, it can edit and save the exam. Own ship
station in answer and evaluate module. The coach station start the emulator program,
and initialize the exam environment, the own ship station receive the exam and let the
crew manipulate it. After complete exam the system will calculate the score according
to the crew operation data, at the same time store the crew operation data and the related
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Table 1. Original standard values and weights

MageshEvaluate index Standard value Weight Data need to support
Stand by anchor h + D-d-2 < L<h + D + 1,

(h < 25 m, △ < 80000t)
h + D-d-10 m < L<h + D-d,

(h < 25 m, △ >=80000t)
h + D-d-10 m < L<h + D-d,

(25 <=h < 50 m)
L = h + D-d + -1 m,

(h >=50 m)

20 L is anchoring chain length
while stand by anchor, D
is ship depth, d is ship
draft, h is water depth, △
is displacement.

Anchor accuracy ds = B 20 ds is distance between ship
bow position and anchor
position while anchoring.
B is ship bread.

Ship speed vs < 2kn, (△ < 10000t)
vs < 1kn,

(10000 <= △ < 80000t)
vs < 0.5kn, (80000 <= △)

10 vs is ship speed while
anchoring, △ is
displacement.

Ship heading 15° 10 angle between Airflow
direction and ship bow
direction.

Initial loose chain Length L = 2 h + −2 m, (h < 25 m)
L = h+10 ~ 20 m,

(25 <=h < 50 m)
L = h+5 ~ 10 m, (h >= 50 m)

10 L is Loose chain length, h is
water depth.

Loose chain operate Walk out when the chain
tight, then braked, tight
again and then walk out
and stopped, and so on.

10 Walk out when the chain
tight, then braked, tight
again and then walk out
and stopped, and so on.

Loose chain length ls = 3 h + 90; Vw < 20 m/s
ls = 4 h + 145;

Vw >=20 m/s

20 ls is final loose chain length,
Vw is wind speed, is water
depth at anchorage.

Set Exam Module Evaluate ModuleEvaluate Module

Coach Station Own-ship Station

Exam Files

Set Exam Answer Exam

Evaluate ScoreAccess
Database

Record Date

Set Exam Module

Fig. 2. Evaluation system architecture diagram
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information through database management module. The overall architecture of the
anchoring operation automatic evaluation system is shown in Fig. 2.

3.1 Set Exam

When we set the exam through the coach station in navigation simulator, firstly we need
to set navigation condition information, then set evaluation exam. That is to say, we
need to select chart, initial own ship and target ship and set the wind, current environ‐
ment, etc. Then the system will according to the practice of setting the default evaluation
indexes, as well as the standard value and weight of each evaluation index and the
membership degree parameters and relative membership degree curve. Coaches can
according the experience and the actual situation to increase or delete the evaluation
index, change the standard value and weight value, adjust the value of membership
degree parameters, etc. adjust values to the reasonable standard. The evaluation index
set interface is shown in Fig. 3. The coach station can save the exam set into file, sent
the file to own ship program.

Fig. 3. Evaluation index set interface

3.2 Answer and Evaluate

While own ship program received the exam, crew operate the simulator and answer the
exam in own ship. In order to increase the sense of reality about anchoring operation,
this paper based on the original two-dimensional anchoring operation interface (as
shown in Fig. 4), use of Unity 3D engine developed three dimensional anchor operation
scenes (as shown in Fig. 5). In 3D scene, the crew can use the mouse to operation the
windlass. The control process is as like as real vessel. The original 2D control interface
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and the development of new 3D can linkage. Crew can choose 2D interface or 3D scene
in Anchoring operation.

Fig. 4. 2D Anchoring manipulation interface

Fig. 5. 3D windlass operation scene

After the crew complete anchoring operation and submit practice in the own ship,
evaluation system will based on the operation data and through the evaluation model to
calculate the score of each evaluation index and then get total evaluation score. The
assess process is shown in Fig. 6. Figure 7 record a crew’s single anchoring operation
result used by automatic evaluation system. In the interface shows the individual score
of each evaluation index and the total evaluation score.
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Action data record

Read the Test

evaluation models

Save

Display  automatic 
assessment score

NoYes

Manual
input score

Manual
assessment or 

whether

hands-on interface display

Fig. 6. Evaluation process

Fig. 7. Evaluation score

While automatic evaluation system given the automatic evaluation results. At the
same time, coaches can choose artificial judgment, so as to realize compare between the
automatic evaluation and artificial. This ratio is very useful at the beginning of the eval‐
uation system development. Through a large number of compare, can analyze the insuf‐
ficient of automatic evaluation model and improved it. So that can make the automatic
evaluation more reasonability and flexibility.

3.3 Database Administration

In order to real-time record the crew manipulation data and save the exam scores. This
article uses the Microsoft Access database to store related information. The access data‐
base use ADO technique. Figure 8 is anchor operation data records by a crew.
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Fig. 8. Display of operation detail

4 Conclusion

This article have researched anchoring operation evaluation model about navigation
simulator. Developed the anchoring operation automatic evaluate system. The system
goes by abundant tests in V_Dragon 3000 navigation simulator independent research and
development by Dalian Maritime University. Practice shows that the system evaluation
results are basically consistent with the manual evaluation. The system can evaluate the
crew about anchoring operation for automatic evaluation objectively and accurately.
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Abstract. The main characteristics and deficiency of complex large system
integration development at present are analyzed. The framework model of devel‐
opment platform for complex large system is built based on the system engi‐
neering V model and the Hall model. This model takes the integrated designing
as the main body, the R&D process as the main line, the knowledge engineering
and quality management as the important auxiliary. The main parts of the frame‐
work model are studied and described. The application shows that this model is
effective to guide the construction of development platform, and the R&D ability
of enterprise is rapidly and comprehensively improved.

Keywords: Complex system · Integrated development · Platform · System
engineering · R&D process · Knowledge engineering · Quality management

1 Introduction

With the rapid development of world science and technology, and the integration of
information technology and industrialization, many domestic high-tech enterprise are
carrying out informationization and digitalization construction in recent years, such as
digital design, product data management and so on. And the efficiency and quality of
R&D have been significantly improved [1, 2].

However, the technical foundation of our country is weak, and reverse design has
been the main development mode of most enterprise over the years. Compared with
international advanced level, domestic enterprises still have obvious deficiency as the
following shown: advanced, standard and detailed research process is absent; advanced
R&D tools have been underutilized; the knowledge has not been effectively precipitated,
managed and applied; multidisciplinary collaborative and optimizing ability is insuffi‐
cient; integration of development and management is not enough, and so on. The R&D
ability of enterprise involve multiple factors such as organization, rules, criterion,
manpower, technology, platform and so on, and the platform is the foundation and key
of R&D capability construction, because it is the physical carrier of the whole ability
system and the main environment of the R&D activities.
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2 The Analysis of Comprehensive Integrated Development
of Complex System

The typical process of comprehensive integration design and development is shown in
Fig. 1. In the project demonstration phase, the top level design and demonstration for
product should be carried out based on the users’ requirements (especially the potential
demands) and the developer’s R&D abilities, and the target image of the product is
described, the necessity of product and the realizability of technology are demonstrated.
In the scheme design phase, the overall architecture, main functions, key performance,
working process of the product are designed, and the functions and performance indexes
are distributed to the low levels. In the engineering development phase, according to the
overall scheme, each subsystem is designed in detail, and the prototype of each part of
the product is made, and eventually they are integrated into a complete system. In the
accreditation phase, the real tests of the product are carried out in the real working
environment, and the flaws are found and corrected, till the product meet the practical
requirements of users, the product design state is cured down.

Project 
demonstration

Requirement analysis
The top level design
feasibility analysis

Scheme design

Architecture design
Overall functionality
overall performance
Index distribution

The engineering 
development

Multi-disciplinary design
The five performance 

design
Prototype development
Assemble integration

Test experience

Accreditation

System test
Identification
 finalizing the 

product

Fig. 1. The process of complex system product integration development

In the above process the development activities generally experience three big stages:
“whole - branches – whole”, as shown in Fig. 2. The overall design is carried out in the
scheme design phase. Usually the general design unit organize all the subsystem design
units to complete the overall design cooperatively. In this stage, the digital simulation
method is mainly used to verify the rationality of the design. After confirming the solu‐
tion, the project convert into the engineering development phase. Each unit who is
responsible for some subsystem carry out the design and development in parallel, mean‐
while, a lot of collaborative work need to do between the related subsystems. The general
design unit need to especially make well organization and coordination work, supervise
and ensure the realization of the overall design requirements. In this phase, design work
is gradually carried out. Among the subsystems, and between the subsystems and the
overall system, a large number of iterative modification may need to be done. Every
specialty has appropriate digital design and simulation tools. On the one hand, these
tools can assist efficiently completing the professional design and development, on the
other hand, based on the integration of different tools, the coordination simulation tests
of multidisciplinary digital prototype can be carried out to promote the comprehensive
optimization, and the efficiency and quality of the development can be improved greatly.
After finishing the prototype of each subsystem, the project convert into the overall
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system integration phase. From part to whole, the assembling and integration for a full
system is gradually completed, and the integration test need to be carried out to ensure
the overall product meet the design requirements and can be reliable running.

Overall design

Overrall integration

Subsystem development 

Profes
-sional 
design

Itera
on

itera
on

Itera
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design
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design

Subsystem development 

Profes
-sional 
design

Profes
-sional 
design

Profes
-sional 
design

Subsystem development 

Profes
-sional 
design

Profes
-sional 
design

Profes
-sional 
design

Fig. 2. The breakdown and integration of system development

Based on the R&D practice for many years, we consider that the core and key of
integration development of complex systems include the following aspects:

• Project Organization and Management. The development process of complex
product is long-term and complicated. Generally, two sets of organizations named
technical line and administrative line will be set up. The administrative line is to well
make project schemes, including finance, manpower, schedule and so on, and to
monitor implementation process. The technical line deploys in accordance with the
administrative line to promote R&D activities. Orderly and efficient operation of
project organization management is the basic premise for complex system develop‐
ment.

• Development Process. The R&D process is the lifeline of the high-tech enterprise.
Whether the process is suitable determines the efficiency of scientific research,
product function and quality, etc. And the management strategies such as organiza‐
tion and rules should also be set up according to the R&D process. System engi‐
neering theory reveals the principle that the complex system development should
follow the regular pattern of top-down design and bottom-up integration. Different
enterprises should customize the more elaborate, suitable and feasible research
process based on their own business, what’s more, with the progress of science and
technology, the process should be constantly adjusted and the R&D capabilities will
be gradually improved.

• Requirements Management. Requirements are the origin of products. Generally the
requirements of complex system can’t be gained in one step. First the user demands
should be captured as far as possible at the early stage of development, and then,
more deeply work need to do to gradually excavate the potential product requirements
during the whole development process, or even to correct the impossible or unnec‐
essary demands which are proposed before. For the complex system, the scale is
large, the development period is long, the developers and units are numerous, how
to effectively manage and monitor the requirements has always been very difficult.

• Development Environment. Development of advanced and complex product must
rely on the advanced R&D environment. With the rapid development of digital
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technology, almost all of the modern industrial fields have mature digital design tools.
So each subsystem of complex product can choose appropriate tools to carry out the
design. Meanwhile, the public supporting environment should be built for the
common means of different profession, such as public data storage and management,
cloud services, and so on.

• Multi-specialties Cooperation. Complex product usually involves multiple disci‐
plines and specialties. Multidisciplinary fusion and multi-objective optimization are
the typical characteristics and difficulties of the complex large system development.
In the US and Europe, the developer mainly use advanced design tools and integrate
the tools to carried out digital design, especially the simulation test and verification
are used throughout the entire development cycle to do iterative optimization, and
the optimal solution can be effectively seek.

• Quality Management. Over the years, the quality control mean of most domestic
enterprises is mainly to inspect and control turning points of different phase. But
during the development phase, the designers often can not actively carry out quality
design and quality inspection, so the quality management and the development
process are seriously apart. As a result, the product’s hidden troubles are more, the
product’s robustness is not strong, most of the design defects are exposed in the late
stage of development, and a large number of rework lead to increased cost and time
delay.

• Knowledge Engineering. The development of complex systems, especially need to
reuse many kinds of knowledge such as the past experience, data, model and so on.
At present, the data and knowledge are dramatically increasing, and playing the more
and more important role for R&D. Implementing knowledge management and
knowledge engineering, effectively precipitating, management and using knowledge,
have become the key development direction for high-tech enterprises, meanwhile,
they have also become the important symbol of advanced degree.

To construct the R&D platform of the enterprise, the above key contents should
be comprehensively researched and solved. Through fully integration and coordina‐
tion of these contents, the advanced comprehensive ability of R&D can be formed.

3 The Modeling Theory of R&D Platform

3.1 The V Model of System Engineering

The V model theory of system engineering reveals the basic process and regularity of
“top-down design and bottom-up integration” [3], as shown in Fig. 3.

In the left side of the V model, the system development may start with the require‐
ment development stage so it is named the forward engineering, or may start with the
middle or behind stage so it is named the reverse engineering. Defining the different
development starting point as the different design capability level can reflect the level
of innovation and development ability of the enterprise [4]. To construct the advanced
R&D platform, the enterprise should firstly follow the principle of V model, take the
forward design pattern as the goal, and set up the R&D process, platform and manage‐
ment rules which are adapted with the actual condition of the enterprise.
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3.2 Hall Model

The Hall model is one of the important system engineering methodology which guide
the development of complex product [5], as shown in Fig. 4, it focus on system devel‐
opment from three dimensions.

Time
 dimension

Knowledge 
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Logic dimension

Social sciences

Engineering technology

law

management

optimization
strategy

implementation

System analysis
Integrate system

Index design of system
Clear problem

Virtual 
component test

Virtual 
integration test

Simulation 
optimation

economic

Fig. 4. Hall model

Time dimension describes the whole process of system development which is from
project starting to product delivery and maintenance phase. Each work of phase rank
with one after another on time and depend on each other. As time goes by, the system
development across every phase, the product is more and more complete and mature. It
generally includes the project demonstration, scheme design, engineering development,
production, installation, deployment, running, and maintaining.

Logic dimension describes the logic of thinking, decision and implementation for
each work task. In every stage of time dimension we should follow certain logic and
finish stage task in order. The logic dimension generally includes clearing problems,
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Fig. 3. The V model of system engineering
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analyzing problems, preliminary plan, detailed design and implementation. With the
development and mature of digital simulation technology, simulation based design and
verification are widely used to the development process of complex product. In the
different stages of development, the modeling and simulation technology is used to
develop the corresponding simulation prototype, and then simulation test is carried out
to verify the design. In this case, corresponding to the planning, drafting and develop‐
ment stage of time dimension, after the implementation in the above logic dimension,
still need continue to carry out virtual parts test, virtual integration test and design
verification based on simulation, thus in the corresponding phase of time dimension,
form the small “V” process, as shown in Fig. 4.

Knowledge dimension describes many knowledge and skills such as technology,
engineering, management, economy, law, social science, art and so on. They should be
comprehensively applied in all stages and each step of product development. At the same
time, the new knowledge are also refined and precipitated, and the R&D ability are
improving along with the product development. The modern enterprises should
constantly improve their own research condition, especially carry out the knowledge
management or knowledge engineering, and effectively manage and apply knowledge.

4 Modeling the R&D Platform

4.1 The Framework Model of R&D Platform

Based on the principle of system engineering and according to the analysis of above
R&D business characteristics, the R&D platform framework model for high-tech enter‐
prise is built as shown in Fig. 5.

This model includes development management environment, integrated develop‐
ment environment, knowledge management system, quality management system, busi‐
ness resources environment and the bottom hardware. Inside it, the integrated develop‐
ment environment is the main body, and most of the tools for all profession and whole
development cycle are integrated into the environment. So the different professional
tools are connected and integrated and it provides advanced means for business collab‐
oration. The development and management process is the main line of the platform,
especially the development process is more important and the management process is
set according to it. Through the development management environment the explicit
process of development and management are maintained. Furthermore, the requirements
management system is set up in this environment, and surrounding the process, the
product requirements is monitored and managed. The knowledge engineering system
and quality management system are important auxiliary of the platform. They provide
the IT means to precipitate, manage and apply knowledge and implement the fine quality
monitoring during the whole project cycle. The business resources environment is the
foundation of the platform, it provides the resources such as data, models, rules and so
on to support the development.
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4.2 The Models of Main Component

• Modeling the R&D Process. Based on the management process of WBS and the
technical process of V model, the R&D process of high-tech enterprise is set up. The
development activities of whole project cycle is decomposed according to WBS
measure, and the decomposing is from coarse to fine till reaching the minimum work
package. The task, tools, resource requirements, design constraints, input and output
of each work package are defined. All the work packages are connected according
to the input and output, and the primary R&D process is built. Then the related
knowledge, tools and quality control measures are linked to the process, and the
complete and advanced development process is obtained. The modeling process is
as shown in Fig. 6.

Among above, the decomposition of R&D activities are the foundation and key.
For the complex large system of special area, there must be some basic and common
R&D rules to follow. These rules should be summarized and cured as the top R&D
activities of the enterprise, and all projects will abide. Based on the top activities, the
specific decomposition are sequentially carried out according to the characteristics
of different kind of the product. Generally the minimum work package can be the
scale that need one person to complete in about one week.

To ensure the implementation of R&D process, the corresponding management
system is needed to construct in the platform. The main functions of the system
include the management of basic R&D process, project planning, process visualiza‐
tion, and process monitoring, etc.

• Modeling the Integrated Development Environment. The design activities are the
core and main body of the R&D platform. The development of complex large system
must be the collaboration of amount persons, tools and many professions. Therefore,
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the platform construction need to focus on the comprehensive design, integration and
global optimization. Following the V model and orienting the whole R&D cycle, the
suitable tools need to be selected and integrated into the development environment,
such as the top-level demonstration and design tools, requirements management
tools, quality management tools, professional digital design tools, auxiliary tools in
integration testing phase and so on. The key is to solve the integration of tools which
highly couple with each other. The model is shown in Fig. 7.
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According to this model, the comprehensive design system is built in the R&D
platform, and it provides the developers with task execution tools and environments.
Among the system, multi-means such as tool encapsulation, tool template making,
process modeling, tool components producing and so on are widely used to realize
the convenient applications and integration of tools. In the construction and appli‐
cation of R&D platform, some main R&D activities can be bounded with the neces‐
sary tools. With the advance of the work, appropriate tools are invoked automatically,
which greatly improve the efficiency and normative of R&D work.

• Modeling the Knowledge Engineering System. The knowledge life cycle includes
production, sharing, application, and updating [6]. To construct the knowledge engi‐
neering in enterprise, the corresponding IT system need to be built to form the abilities
of knowledge producing, management and application. Figure 8 shows the summary
model of the IT system.

In the layer of knowledge resources, the enterprise knowledge is appropriately
classified, extracted and expressed. In the layer of knowledge management, the
complete knowledge bases are established in which the knowledge is stored and
maintained, and they support convenient search or even can initiatively push knowl‐
edge to the users. In the layer of knowledge application layer, the knowledge is
accompanied with R&D process, the users can actively retrieve knowledge, or the
knowledge can be automatically push to the user according to the activity content.
Knowledge is a kind of specific R&D resources and knowledge engineering construc‐
tion has its own peculiar regularity. The special knowledge management system is
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needed to build in the R&D platform, which can both run separately, or be tightly
coupled with the R&D platform and interacted with other function systems.

• Modeling the Quality Management System. The modern high-tech enterprise should
focus on the construction of fine quality management means which is digital, visual
and facing the whole process of R&D. The complete quality management model are
as shown in Fig. 9. In this model, the main contents includes quality planning, quality
prevention, process quality control and process quality monitoring. They take the
R&D activities, R&D process and project management process as the center, follow
the whole product development process. Among the above, quality planning is the
forerunner, and it’s the necessary inputs and constraints of R&D activities. Quality
prevention is incorporated into the R&D process, based on quality information the
quality trends is forecasted and much problems are prevented. Process quality moni‐
toring implement the control of the phase conversion and the process quality control
implement the detail inspection and control for the R&D sub-procedure. All above
quality management business connect with each other, and the product quality is
iteratively optimized and effectively guaranteed.
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5 Conclusions and Future Work

According to the basic principle of system engineering, we explore the construction of
R&D platform for many years. New theory and methods are concluded through practice,
meanwhile the construction of platform are guided by the theories. At present, we have
preliminarily built the R&D platform framework, which contains R&D process manage‐
ment system, integrated development environment, knowledge management system,
quality management system and the resources environment. Taking the existing product
as test case and carrying out the development in the platform, the result shows that the
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platform and the theories of this paper are both correct and effective. The construction
of R&D platform has no end and will be a progressive process. We will gradually
improve the platform by its flexible structure along with the progress of technology and
the change of our businesses. The proposed methods can provide useful reference for
the R&D capabilities construction of other enterprises.
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Abstract. Multiple mobile UWB labels’ positioning without conflict in a inten‐
sive environment is a problem, we put forward a method that takes the labels
number as the only limited units in the envelope area with conflict-free collision
conditions for time slot length optimization, it is concluded the optimal capacity
is estimated under the transition probability of markov and constraint functions.
In order to keep balance between sampling data frequency of labels’ effective
positioning and increasing the utilization rate of time slot in each time frame as
far as possible, we will construct dynamic time slot that is based on the algorithmic
label numbers. Flight experiments were carried out to verify the result. We take
a rectangle envelope as a multiple base station area for an example. Data
processing and analysis are proved to optimize the positioning rate of each UWB
label and to reduce the formation of large sparse time slot and empty slots, which
is compared to a primary model of the fixed time slot in the fixed time frame.

Keywords: UWB · Multiple labels · Markov model · Optimized time slot
division

1 Introduction

Position of multiple labels in the intensive environment has a problem, namely how to
position these labels of high frequency signal without conflict of disturbance each other.
Because multiple UWB label in the dense environment can produce mutual interference
signal in the air during transmission, accurate detection and positioning are very diffi‐
culty. Therefore we must establish the function of the time slot division and a positioning
management entity which can divide a limited time into many small time-slot on the
basis of rule, such as fixed, dynamic, appointment, competition etc. The purpose is that
the reasonable time slots will be made to enable UWB signals orderly and to use time
slot utilization efficient, at the same time which will meet the requirements of label
positioning’ data sampling rate, in order to improve the positioning’ accuracy.

Recently, a lot of research about anti-collision algorithm of radio frequency (RFID)
is based on the uncertainty algorithm of ALOHA and a deterministic binary tree algo‐
rithm, literature [2] adopted some random TDMA time slots that were based on ALOHA
methods, which had improved the low efficiency of traditional ALOHA. ALOHA
methods can divide the time into multiple synchronization time slot, which reduces the
collision by half. However, its sole shortcoming is which confines to identify the static
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label information. Literature [3, 4] proposes a method that is in accordance with the
algorithm of label’ number to divide the time into some static slots. Literature [5]
proposes a method of the enhanced dynamic EDFSA, which can groups each time slot
that is suitable for a large number of labels in the RF field, the rate of the label recognition
has reached 34.6 %–36.8 %. These results also show that the information transmission
time is totally random, if the scope of the label number is greater than time slot number,
the probability of collision will increase obviously, signal’ channel utilization and
system throughput will be markedly reduced.

UWB is also a carrier of wireless transmission, which is also the new RFID tech‐
nology. The paper is to solve a sampled data problem of many moving UWB labels in
a UWB signal positioning system, so unrelated data acquisition of the different labels
is to fit their own trajectory. First he UWB tag structure is described, according to the
working principle of structure, we put forward a method that can solve the time slot
length of the enable label in a common positioning envelope area. It takes a limited
regional capacity of labels as the adjustable variables in the case of meeting a conflict-
free collision condition, then gets every optimizatal estimated time slot value based on
Markov probable model that is experiential or experimental evidence. The purpose is to
balance effective positioning of each label sampling rate and use the time slot division
algorithm to estimate the label number dynamically.

2 Structure Models of the UWB Label System

First, UWB positioning system is introduced and adopted, which uses a transmitted
pulse, many positioning base station will receive the pulse at the same time. Signal
process is shown in Fig. 1, the label is composed of communication link, control circuit,
pulse circuit. Communication link is responsible to receive the synchronous signal from
the ground control station, which is triggered by the control center in each time slot, the
control center can control to launch the ID order command; control circuit controls the
synchronous start, the decoding ID and the matching calculation ID signal pulse, the
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Fig. 1. The flow chart of UWB positioning signal
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pulse is generated by the pulse circuit, then gets through the UWB antennas into the
surrounding space. The positioning base-station includes the receiving circuit, the
processing circuit and the data interface. The receiving circuit amplifies the UWB
narrow pulse signal from receiving antenna, the processing circuit will enlarge the pulse
peak time relationship into a digital signal, then enter the positioning algorithm
processing engine by data interface circuit. The control base-station positioning engine
is responsible for synchronizing signal generation, managing label positioning slot divi‐
sion and distributing and controling the positioning trigger.

The label can launche the UWB pulse sequence signal, which includes the ID Iden‐
tification, the positioning pulse of arriving time detection. The structure of UWB pulse
sequence frame is shown in Fig. 2.

Fig. 2. The UWB pulse sequence frame

3 Dynamic Time Slot of UWB Label Positioning

3.1 Optimization Settings of Dynamic Time Slot Length

To reduce the conflict probability, UWB signals need to be set a asynchronous transfer
mode, namely when label signal transmits data, it is be within the prescribed time slot.
Label communication link as synchronous signal control in every time frame sends the
label startup command, when a silent mobile label in the positioning area receives the
orders, its positioning pulse returns ID information in the specific time slot. However
many labels will appear at the positioning area, the number is unknown. This is the focus
of our study.

The study takes estimated label numbers as the only variable value, in order to meet
the time slot allocation situation effectively, according to balancing data sampling rate
of each label, then increases the utilization rate of time slot as far as possible, From the
above knowable, It is necessary for us to establish the long time slot division algorithm.
In order to simplify the model, we have following basic assumptions:

• Each UWB label entry and exit the positioning area evenly;
• Time of entering and exiting the positioning area is random.

First, each label slots is mainly done roughly the following content, as shown in Fig. 3:

Fig. 3. Time slot form
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1. UWB pulse sequence signal startup time ;
2. UWB pulse generating and transmission time ;
3. UWB pulse receiving time ;
4. UWB pulse processing time ;
5. Protection interval .

 and  are set constants according to positioning system,   is
distance vector between control stations to each UWB label,  is time measurement error,

 can be used as an empty slot, Consideration should be given to the relationship
between unknown label number  and every time frame .

If time frame is , ,  it is a fix, communication link will
synchronize time frame once. If there is  labels in the positioning area, this is total label
number. We has known every time slot length .

(1)

(2)

 is a noise, that obeys the normal distribution.
According to ISO/IEC18000-6C collision requirement, there is three response types

in a time slot. , that is the empty slot, no collision time slot and a collision
time slot.

When there are many the labels, label response event in the time slot can approximate

to poisson distribution. Probability of response is   is no collision slot type,

we know if x is equal to 1, the type shows label response. In this case, the utilization
rate of slot will be the biggest, at this time.  Protect time  is equal
to setting a suitable empty slot to ensure the signal without conflict. In order not to make
time slot too sparse highly, which leads to the sampling period longly. We must stand‐
ardize the utilization rate of time slot and the uniform data sampling. So

(3)

we need to estimate label number  at the end of each frame in the positioning area,
used to dynamically adjust the time slot partition.

Because  show estimate value of label number, we can establish Markov chain
according to the number of T cycle.
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(4)

After several tests, the value is corrected constantly.

3.2 Work Flow of the Algorithm in this Positioning System

The control base-station first determines the original length. By the formulas 1, 2 and
3, we will estimate the UWB tag number of the first frame time slot, time slots are
divided, and assigned to estimate the number of each unknown UWB label, the station
base starts the positioning, the actual ID label information and ID order return back the
control process computer according to the time slot, statistics utilization rate of statistical
time slot. Compare corresponding probability of markov chains, repeat the above steps,
until the time frame to complete. According to markov chain transfer probability, we
will choose the number of labels, repeat the above process. As shown in Fig. 4.
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4 Experiment, Simulation and Discussion

Flight experiments were carried out to verify the effectivity of the time slot division. We
take a rectangle envelope as a multiple base station location area, for example, as shown
in Fig. 5. We take with UWB label craft, the UWB label has a injection of ID Numbers,
according to the statistics, which entries and exits by obeying poisson distribution,
parameters for arrival time interval is on average, and the initial transition probability
matrix of markov chain is established.

Fig. 5. The experiment site

UWB pulse signal model adopts the PPM TH - UWB signal, analog labels in locating
regional events obey the poisson distribution, its parameters , the average interval
is equal to one min. we will design two type of experiments, one case was a fixed time
slot, formula 1 computes every UWB label’s time slot, then the frame T = 500 ms, each
time slot needed to complete the work hours of corresponding, that is about
  = 2.5 ms + 2us + 270us + 50us + 50us = 2.872 ms, in theory, in each cycle could be

divided in 500 ms time slot, its total was to 174.
In order to simplify our model, We still have following basic assumptions:

1. Each UWB label entered and exited the positioning area evenly, it takes a minute to
exist in the positioning area;

2. The moving UWB label were appearing according to poisson distribution.
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We compare the fixed time slot allocation algorithm and the algorithm proposed in this
study. According to the control base station finally obtains the accumulative total of each
UWB label sampling, after our analysis, The rationality of the time slot division avoids
UWB goal conflict, and can also meet the requirements to maximize the utilization ratio
of time slot frequency at the times (Table 1).

Table 1. Fix time slot partition (Time frame/150 ms)

(m) positioning UWB number Time slot utilization
0~0.5 18 43 %
0.8~1.2 18 45 %
1.6~2 7 55 %
2.7~3.2 4 66 %
3.6~4 3 68 %

Another kind experiment is the method of slot length partition algorithm based on
dynamic UWB label quantity. According to the dynamic slot division model algorithm
is proposed in this study in Fig. 4, because the situation of the simplified model, the
trend of the UWB label number into the positioning area is increasing by and by. Basi‐
cally, setting the time slot by the target number in the localization process is target
number, as long as the UWB signal detection, normal label can be located. So idle time
slot is very little, the unit of time frame cycle will shrink, positioning frequency higher
than fixed time slot, the reasonable allocation of time slot size can also avoid the conflict
of signals (Table 2).

Table 2. Dynamic time slot partition

(m) positioning UWB number Time slot utilization
0~1 18~36 68 %
1~2 9~15 78 %
2~3 4 83 %
3~4 4~6 87 %

Figure 6 shows two case positioning results of every UWB label. We can observe
that there are more positioning number distribution when we use dynamic slot length
partition algorithm. Each label is located more than two times at least.
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Fig. 6. Two case positioning results of every UWB label

5 Conclusions and Future Work

In the study of the multiple mobile UWB label positioning without conflict, positioning
envelope region capacity about label number is limited, so adjusts only time slot dynamic
partition, and resolves the conflicts without collision. Its premise condition is the time
slot length optimization. It is concluded that markov chain transition probability can be
established when the optimal frame estimates every time. So as to meet the mobile label
positioning data sampling rate and the demand of the time slot utilization rate, thus rich
and coherent datas will improve the positioning accuracy of every moving label.

By theoretical analysis the poisson flow events under the markov transition proba‐
bility, we did an experiment out the field. And got some measure of each time slot time
and frame number and positioning of frequency, the relationship between the rationality
of the time slot division to avoid conflict, the test confirmed this algorithm has better
applicability.
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Abstract. Replacing the high-fidelity model with a low-fidelity model can be
considered as an availability solution to improve the simulation performance.
However, the exciting studies could not cope with the diversity in the type of
kinematic objects perfectly. To resolve this problem, we proposed a flexible
model framework which can be used to construct the low-fidelity models for the
kinematic objects by using the trajectory information received online. The frame‐
work could support the low-fidelity model construction for each different kine‐
matic model in the system during simulation experiment execution time, and
provides the foundation of a workable solution to further improve the computing
and communication performance of kinematic models.

Keywords: Kinematic model · Low-fidelity model · Model framework ·
Dynamic mapping function

1 Introduction

In the analytic simulation, especially the military simulation, kinematic object is the
most important simulation object [1]. With the increasing demand of the simulation
accuracy, the step time of simulation system tends to become smaller than before.
Sometimes it could reach second level or even millisecond level, that implies that it
needs 3,600,000 times model computation to describe an hour of motion state of a kine‐
matic model; with this fact, there will be a large number of data to be transferred. Espe‐
cially when the scale of kinematic entity increases rapidly, the performance of simulation
system will cannot be guaranteed. Therefore, in the large-scale simulation system, the
computing of kinematic model which is a computation and communication intensive
process can be an important limiting factor for guaranteeing simulation performance.

To relieve the contradiction between accuracy and efficiency of simulation system,
the researcher put forward a solution that replacing the high-fidelity model with a low-
fidelity model (e.g., Dead Reckoning algorithm, Metamodel-based Optimization). The
core idea is to reduce the computing and communication cost by executing a simplified
approximate mathematical model which should still maintain the validity of simulation.
The implementation of the solution has two main problem need to be addressed to
resolve the above-mentioned problem: (1) replacing different kinematic models in simu‐
lation system with the same low-fidelity model will result in the final optimization
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performance varies with the type of kinematic objects; (2) developing corresponding
low-fidelity model for each kinematic model in the simulation system respectively is
generally troublesome. In another word, the exciting solution could not cope with the
diversity in the type of kinematic objects perfectly. This article proposed a flexible model
framework to support the online construction of the low-fidelity model for kinematic
objects. The proposed framework provides the foundation for a workable solution to
further optimize the computing and communication performance of simulation system.

2 Related Works

Several investigations have been reported on reducing computation and communication
overheads by employing the methods that replacing the high-fidelity model with a low-
fidelity model. This section mainly analyses the work with some of the close investiga‐
tions related to kinematic models.

Dead reckoning (DR) algorithm is the most widely employed mechanism to reduce
traffic of kinematic model in the Distributed Interactive Simulation. The DR algorithm,
in other words, will maintain two parallel models (a high-fidelity model and a low-
fidelity model) for a particular entity during the runtime of the simulation system. The
original model is the high-fidelity and project the original outputs to describe the state
of a particular simulation object. The low-fidelity model, which is referred to as a dead
reckoning model (DRM) in DR algorithm, often is a simple mathematical model (or a
mathematical equation) and is used to estimate the motional state of the remote kinematic
entities with their last known information. The most wildly used DRM include first order
and second order. The previous often used to describe a smooth trajectory; the last one
is more suitable when there are a lot of sudden changes in the movement direction [2].
There has been a lot of research related to improving the accuracy of such low-fidelity
model as DRM for specific simulation scenario. It is clear that enhancing the prediction
ability of DRM, such as exploiting and utilizing the data feature of the specific kinematic
entity, could improve the performance of DR algorithm in the complex case. Zhang et al.
provide a novel information model of dead reckoning [3]. In the paper [4], Kharitonov
proposed a motion-aware adaptive dead reckoning algorithm which divides the whole
complex trajectory into four different simple paths. Wei Shi et al. [5], Youfu Chen et al.
[6], and Yanyavi et al. [7] states that traditional DRM predicts object position by
assuming that each simulation object moves with fixed way or make little changes to its
direction and velocity and otherwise its performance may degrade in some conditions).
And these studies incorporate other factors (e.g., user play patterns [5], human behavior
[6] and players’ interests [7]) into the DRM used for traditional DR algorithm. A major
drawback of the existing research is that only using pure first order or second order
kinematic models to construct low-fidelity model. Even though some works take other
related factors into account, these kinematic models depended on Newton’s law cannot
satisfy the needs of a variety of kinematic object.

Simulation metamodeling is another way to reducing the computation cost of simu‐
lation system relies on the execution of a low-fidelity model. As simulation models
become more and more complex and time-consuming, the execution costs of these
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models become intolerable. Metamodeling technology aims at replacing the execution
of the high-fidelity (the original time-consuming model) with a corresponding low-
fidelity (a simplified mathematical model). Under the metamodeling technology, the
most commonly used methods to build a low-fidelity model include: spline models,
regression models, neural networks, Kriging models and response surfaces and so on.
Among these metamodeling methods, parametric polynomial response surface approx‐
imation is the most popular technique used for kinematic object modeling. Although
this method provides a good estimate for the state of the simple kinematic object, an
important restriction, however, is its lack of flexibility to achieve a global fit.

3 The Model Framework for Building Low-Fidelity Model of
Kinematic Objects

Trajectory information is the main component of kinematic objects state, and there is
always a linear or nonlinear trend in the trajectory. The trajectory is usually constituted
by a combination of simple movement (e.g., constant motion, variable acceleration
motion, rectilinear motion, parabolic motion), and can be described with various equa‐
tion sets. In this paper, we describe the trajectory with a function (or piecewise function)
of time (namely mapping trajectory to time). The function is named as Dynamic
Mapping Function (DAMF) and each subsection in the piecewise function called DAMF
item. The DAMF are used to describe each simple movement processes.

3.1 A Uniform Pattern Used to Construct Low-Fidelity Kinematic Model

To cope with the variety of kinematic model, a uniform model framework will be useful
to construct corresponding low-fidelity model. Therefore we design a model framework
depended on the above-mentioned idea. The proposed model framework is composed
of five data interfaces and several capability functions. The data interfaces are respon‐
sible for receiving and projecting the related data, such as setting parameter, input and
output data. The capability function is used to implement the function of model and is
mainly composed of DAMFs. The framework can be described by a typical Low-fidelity
Kinematic Model (LKM):

LKM = ⟨T , I, O, M, Q, N, E,Δt, Ω,Ψ, V, C,Γ,Φ⟩

Where: T denotes the simulation time; I denotes the set of input data; O denotes the
set of output data; M denotes the functions set in the model; Q denotes the set of all
possible states that each function can be in; N denotes the set of DAMF item the model
may contain; E denotes the set of event corresponded to the functions set; event in the
LKM includes DAMF construction, DAMF realization, DAMF verification, DAMF
execution and the cancel of LKM;

Δt denotes the minimal time the model has stayed in a state;
Ω = {(t, i)|t ∈ T, i ∈ I} denotes the input sequence at the simulation time t;
Ψ = {(t′, o)|t′ ∊ T, o ∊ O} denotes the output sequence at the simulation time t′;
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V = {e, invoke(m, c)|e ∈ E, m ∈ M, c ∈ C} denotes the event handling sequence,
each event in the LKM correspond to different function;

C = {ce:Q → {0, 1}|∀e ∈ E} denotes the condition of each event handling operation,
namely is the performing condition of the corresponding function;

Γ = {f(t, y′)|f ∈ N, t ∈ T, y′ ∈ Ψ} denotes the computing functions in the DAMF
item;

Φ =
{

f|fs, fg, fi, fp, fo
}
 denotes the data interfaces set, where:

fs = setparameter(S), which is the parameter setting interface. Before schedule the
mathematical model, it is needed that set the state of each function correctly (e.g., the
coefficients setting of each DAMF item); the external variable S will provide the required
parameters.

fg = getparameter(S′), which represents the parameter getting interface. S’ represents
the parameter that can be used to record the information of the current model.

fi = input(t, xi), which represents the input interface, and is responsible for providing
input data x ∈ Ω for the execution of each capability function.

fp = process(t′), which represents the interface that responsible for calling and
implementing the capability function through schedule the event handling sequence V.

fo = output(t′, yi), which represents the output interface, the system get the outputs
y ∊ Ψ of the model through this interface after the every execution.

3.2 Execution Flow of a Low-Fidelity Kinematic Model

Figure 1 represents the inner execution flow of a Low-fidelity Kinematic Model intro‐
duced in the previous, which is described in the following:

Fig. 1. Execution flow of a Low-fidelity Kinematic Model

(1) Firstly, if a parameters variable S is given, system could reconstruct the low-fidelity
kinematic model, by calling the parameters setting interface setparameter(S), to
realize the function in the model (e.g., the coefficients setting of each DAMF item);

(2) Selecting appropriate DAMF and estimating the related coefficient based on the
kinematic state o original model is another way to construct a low-fidelity kinematic
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model. The history kinematic state (xi) and the corresponding timestamp (t) will be
delivered to the corresponding function through the input interface as long as the
related input data is ready;

(3) The interface: process (t′) is the core of the low-fidelity kinematic model. It is
responsible for invoking different capability functions to implements some impor‐
tant operations. Figure 1 represents the procedure for handing DAMF computing
event. Each DAMF item has a start time (tstart) and end time (tend) described its period
of validity. The DAMF will choose the appropriate item to perform computing
according to whether the parameters t′ at the period or not;

(4) Calling output interface output(t′, yi) to project the results;
(5) Get the parameters of the low-fidelity kinematic model (e.g., the coefficients setting

of each DAMF item) through invoking the interface: getparameter(S′), and an
external variable S’ is used to store the parameters. Steps (1) and (5) will be used
to reconstruct the determined model and only be called when necessary.

4 The Basic Step of Building a Low-Fidelity Kinematic Model

Figure 2 represents the basic steps of building a low-fidelity kinematic model based on
our model framework. The kinematic data received from the original model (high-
fidelity model) through the input data interface is mostly used as a set of training data.
Once the training data is sufficient, the framework will start to select the appropriate
DAMF and estimate the related coefficients. After the building procedure finished, it
outputs a low-fidelity model constructed by an appropriate DAMF.

Fig. 2. The basic step of building a low-fidelity kinematic model

(1) The first step is to extract kinematic states from the outputs of the high-fidelity
model. This step aims to draw out the entity position, velocity, and orientation from
the history entity state and to combine them with the corresponding timestamp into
N samples for using as the training set. The training set is a critical part of fitting a
suitable low-fidelity model as it must appropriately describe the trajectory of the
original kinematic model.
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(2) In order to select appropriate DAMFs which construct the core of the low-fidelity
model, we pre-defined a collection of basic function item to describe frequently-
used motion. Some of the coefficients of each DAMF item are predefined according
to the type of kinematic object; however, the remaining coefficients will be deter‐
mined in a “trial-and-error” approach. Whether the DAMF is appropriate will
depend on the accuracy criterion described in the next step.

(3) The final step is evaluating the accuracy of the selected DAMF according to several
predefined measures. This step will also help to adjust the size of the training set
to suitable and select the most appropriate DAMF item. The accuracy criterion,
which is measured by the Root Mean Square Error (RMSE) and Max Absolute
Error (MAE), indicates the average and the max deviation of the high-fidelity model

outputs (yi) from the low-fidelity model outputs 
(
ŷi
)
 respectively.

RMSE =

√
∑n

i=1
(yi − ŷi)

2
/∑n

i=1
y2

i
(1)

MAE =
max||yi − ŷi

||√
1
n

∑n

i=1

(
yi − ȳi

)2 (2)

Where: n denotes the number of validation point, ȳ denotes the average value of yi

at validation point.
In this paper, we employ “leave-k-out cross validation strategy” [8] to evaluate the

accuracy using the above-mentioned accuracy criterion. In this type of cross-validation,
K samples will be chosen from the training set which includes N samples and used to
test; the N-K samples will be used to train the DAMF item. This procedure will be
repeated CK

N times and the total and average errors are calculated for each DAMF item.
If the desired accuracy has not yet been reached, the building process will return the step
(2) and wait for a few simulation step-time to collect more entity state and extend the
size of the training set.

5 Experiment and Evaluation

The experiments are implemented on a high-performance computing node which has
two 2.93 GHZ Inter (R) Xeon(R) X5670 processors (6 cores), 24 GBRAM memory and
150 GB disk. The experiments conducted were aimed at evaluating the accuracy of low-
fidelity model which constructed based on proposed framework using above-mentioned
metric: RMSE and MAE. The experiments also implemented with traditional first-order
and second-order DR algorithm (DRMfirst and DRMsecond respectively). The two different
simulation scenarios are described as follow:

In the first scenario (see Fig. 3), the simulation object with constant angular velocity
moves in a curvilinear path, and the trajectory is a closed circle. We predefined a basic
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circular equation as the candidate DAMF item used to construct the DAMF in the low-
fidelity kinematic model. This scenario aims to present the ability of the proposed
framework to approximate a simple trajectory. As expected, the trained mathematical
model behaves as intended. Compared to the first-order and second-order DR algorithm,
the mathematical model shows much better accuracy. This is due to its ability to describe
the behavior of the original kinematic model.

Fig. 3. Scenario 1: circular motion

The second scenario (see Fig. 4) describes a complex trajectory which is composed
of several different movement. In the current scenario implementation, we predefined
constant motion equation, uniformly accelerated motion equation, variable acceleration
motion equation, and curvilinear motion equation as candidate DAMF items used to
construct the DAMF in the low-fidelity kinematic model. The testing aimed to evaluate
the ability of the proposed model framework to approximate the kinematic model with
complex trajectory. Figure 4 demonstrate that the constructed mathematical model
provides more accurate results compared to DRM.

Fig. 4. Scenario 2: complex motion
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6 Conclusions and Future Work

Replacing the high-fidelity model with a low-fidelity model is an available method to
reduce the computation and communication overhead of kinematic model. This study
proposed a model framework to develop a low-fidelity model for each different kine‐
matic model in the simulation system. As the core of the model framework, the Dynamic
Mapping Function (DAMF) is constructed by several basic motion equation items which
are used to describe the motion pattern in the whole trajectory. The DAMF item should
be pre-provided by the user, and the coefficients of each item would be determined
through training by received trajectory information. The multiple replication characters
of simulation experiment will provide enough data for the training. Due to the simpleness
of DAMF item pre-provided by the user, it is hard to construct a good approximation
for the kinematic objects with much more complex trajectory. For future work, we plan
to improve the construction methods of DAMF by using machine learning algorithm.
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Abstract. Quantum-behaved particle swarm optimization (QPSO) has suc-
cessfully been applied to unimodal and multimodal optimization problems.
However, with the emergence and popularity of big data and deep machine
learning, QPSO encounters limitations with high dimensional problems. In this
paper, a parallel coevolution framework of QPSO (PC_QPSO) is designed, in
which an improved differential grouping method is used to decompose the high
dimensional problems into several sub-problems. These sub-problems are
optimized independently with occasional communication. Each sub-population
is evaluated with context vector, which is constituted by the global best solu-
tions in each sub-problem. The numerical experimental results show that
PC_QPSO with differential grouping strategy is able to improve the solution
quality without breaking the relationship between interacted variables.

Keywords: High-dimensional � Quantum-behaved particle swarm
optimization � Parallel coevolution � Domain decomposition � Differential
grouping strategy

1 Introduction

With the emergence and popularity of big data and deep machine learning, swarm
intelligence is encountered with limitations for its scalability to high dimensional
problems [1]. As we all know, performance of the stochastic optimization algorithms
(including particle swarm optimization (PSO), genetic algorithms (GA)) deteriorates as
the dimensionality of the search space increases. In the near past years, several
approaches were proposed to deal with high dimensional optimization problems,
aiming to obtain satisfied solution without requiring too much computational cost.
Cheng et al. [2] proposed a competitive PSO, in which the loser had to learn from its
opponent, while the winner went to next generation without updating. In this way,
50 % of the computational cost was reduced in each generation, but it is the number of
decision variables that determine the complexity of the optimization problems.
Therefore, a natural approach to deal with high-dimensional optimization problems is
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to adopt a divide-and-conquer strategy. Clearly, the effectiveness of such approach
depends heavily on the adopted decomposition strategies. Especially for non-separable
problems, the interdependencies among different variables could not be captured well
enough.

In [3], Potter et al. firstly suggested that the search space should be partitioned into
several smaller vectors, and found that the decomposition lead to a significant
improvement in performance over the classic GA, but the interdependence between
variables were not taken into consideration. An attempt to apply Potter’s CC model to
PSO is made in [4], where two cooperative models, CPSO-Sk and CPSO-Hk were
developed. Yang et al. [5] proposed a new decomposition method based on random
grouping and adaptive weighting to deal with non-separable problems. Omidvar
reveals that it is even more beneficial to apply random grouping more frequently [6],
and proposed a delta grouping strategy for non-separable functions [7]. The recent
work in [8] proposed a new PSO cooperative coevolution (CC) framework with ring
topology (lbest), a new strategy to update personal best and global best vector, and
dynamically changing group size, which shows competitive performance and scales up
to higher dimension of 2000. A differential grouping method to discover the hidden
interaction structure of decision variables was presented in [9], but the performance is
sensitive to the value of threshed to distinguish interaction between variables.

Diversity maintaining is of great importance for population-based algorithms to
converge to the global optimum [10]. It is much more difficult to measure diversity in
parallel coevolution framework, and a new diversity measure method defined as ‘av-
erage distance around the swarm center’ for PC_QPSO was proposed in [11].

QPSO, proposed by Sun in 2004 [12], has been proven to perform better than PSO
both in exploration and exploitation abilities [13, 14]. However, improved variants of
QPSO were just tested on low dimensional problems (10, 20 or 30). The scalability to
high dimensions have not been validated. Based on previous work, this paper gives a
parallel coevolution framework on QPSO (PC_QPSO) to solve large scale optimization
problems.

The rest of the paper is organized as follows. Section 2 simply introduced the
classic PSO and QPSO. The details of the PC_QPSO are described in Sect. 3.
Section 4 presents the experimental settings, results and analysis. Finally Sect. 5 gives
the conclusion.

2 Quantum-Behaved Particle Swarm Optimization

A minimization problem is assumed in this paper:

min f ðxÞ; x 2 X ð1Þ

where X � R is the search space, x is a vector with dimensional D.
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PSO is a well-known population-based optimization technique originally proposed
by Kennedy and Eberhart in 1995 [16]. A PSO system simulates the knowledge
evolvement of a social organism, in which particles representing candidate solutions of
an optimization problem. The position of each particle is evaluated according to the
objective function (Eq. (1)). Particles share their personal experience, which are used to
adjust the particles’ flying velocities, and their subsequent positions. It has already been
shown that PSO has promising performance in various areas [17].

In a PSO system with M particles in the D-dimensional space, the position and
velocity vector of particle i at the tth iteration are represented as XiðtÞ ¼
ðXi1ðtÞ;Xi2ðtÞ; � � � ;XiDðtÞÞ and ViðtÞ ¼ ðVi1ðtÞ;Vi2ðtÞ; � � � ;ViDðtÞÞ. Each particle moves
according to the following equations:

Viðtþ 1Þ ¼ xViðtÞþ c1r1ðPiðtÞ � XiðtÞÞþ c2r2ðPgðtÞ � XiðtÞÞ ð2Þ

Xiðtþ 1Þ ¼ XiðtÞþViðtþ 1Þ ð3Þ

where i ¼ 1; 2; � � � ;M, j ¼ 1; 2; � � � ;D, c1 and c2 are acceleration coefficients. r1 and r2
are random numbers uniformly distributed in (0,1). x is called inertia weight to control
the balance between exploration and exploitation. Vector Pi ¼ ðPi1;Pi2; � � � ;PiDÞ is the
previous best position of particle i, and vector Pg ¼ ðPg1;Pg2; � � � ;PgDÞ is the position
of the best particle g, which is obtained by:

g ¼ argmin
i

f ðPiÞ ð4Þ

However, it has been proven that PSO is not guaranteed to be global convergent
[18]. Trajectory analysis in [19] demonstrated the fact that the convergence of PSO
may be achieved if each particle converges to its local attractor, pi ¼ ðpi1; pi2; � � � piDÞ
defined as:

piðtÞ ¼ uPiðtÞþ ð1� uÞPgðtÞ ð5Þ

where u 2 ð0; 1Þ. It can be seen that pi is a stochastic attractor of particle i that lies in a
hyper-rectangle with Pi and Pg being two ends of its diagonal and moves following Pi

and Pg.
Different from classical physics, the velocity of a particle is meaningless in

quantum world. Therefore in QPSO system, position is the only state to depict the
particles, which moves according to the following equation [12]:

Xiðtþ 1Þ ¼ piðtÞ � a mbestðtÞ � XiðtÞj j ln 1=uð Þ ð6Þ

where u is a random number uniformly distributed in (0,1); mbestðtÞ called mean best
position, is defined as mean of personal best positions of all the particles:
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mbestðtÞ ¼ 1
M

XM
i¼1

Pi1ðtÞ; 1M
XM
i¼1

Pi2ðtÞ; . . .; 1M
XM
i¼1

PiDðtÞ
 !

ð7Þ

The parameter a in Eq. (6) is named as Contraction-Expansion (CE) coefficient,
which can be adjusted to control the convergence rate. The most commonly used
method to control a is linearly decreasing from amax to amin:

a ¼ ðamax � aminÞðtmax � tÞ=tmax þ amin ð8Þ

where t is the current iteration number, tmax is the predefined maximum number of
iterations,amax and amin are the upper bound and lower bound values of a.

3 Parallel Coevolution (PC) Framework

3.1 Variable Interaction

A function is called separable if the global optimum can be found by optimizing one
dimension at a time regardless of the values in other dimensions, otherwise, it is
non-separable.

The idea of using parallel coevolution framework on higher dimensional problems
has attracted much attention and has been incorporated into several algorithms,
including GA [3], PSO [4]. However, a major difficulty in applying CC is the choice of
a good decomposition strategy, because interdependence between variables may
greatly affect the performance of the algorithm and the knowledge about the structure
of a given problem is often insufficient. Therefore, it is desirable to find out the hidden
correlation structure of decision variables.

3.2 Interaction Learning Algorithms

Variables interaction learning algorithms were generally classified into four categories:
random, perturbation, interaction adaptation, and model building.

The random grouping method [5] randomly permutes the order of decision vari-
ables in every cycle to increase the probability of placing two interacting variables in
the same subcomponent. This method is easy to use, but it is required to specify the
number and the size of each subcomponent.

The perturbation methods detect the interactions between decision variables by
monitoring the changes of the objective function. These methods rely on various
heuristics to identify interacting variables. Differential grouping method is a typical
perturbation technique [9].
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In this paper, an improved differential grouping method with adaptive interaction
detection parameter is proposed. The differential grouping method was derived from
the definition of partially additively separable functions, which represents many
real-world problems. The pseudocode of differential grouping is shown in Algo-
rithm DG. The algorithm checks the pairwise relationship between one variable and the
other variable. If an interaction is detected, the two variables are added into the same
subcomponent. The process is repeated until all the variables are checked. The variable
is considered to be separable if no interaction with other variables is detected.

Note in Algorithm DG that vector x is initialized randomly in lbound; ubound½ �,
while it is initialized to the lower bound of the search space in [9]. Vector y is set to the
same value as x except for the i th variable and D1 is calculated. yðiÞ is taken as a
random value in lbound; ubound½ � rather than the upper bound. Then, the j th element
of x and y is changed to be a random value r(r 2 lbound; ubound½ �), and D2 is cal-
culated. The i th and j th decision variables are defined to be interacted if the value of
D1 � D2j j is greater than a threshold value e, which is an important parameter to control
the algorithm performance and depends on the size of the objective space.

3.3 Parallel Coevolution Framework

In PC framework, the search space is decomposed into K smaller components by
Algorithm DG (defined in Sect. 3.2) and each of them is assigned to a subpopulation.
These subpopulations are evolved separately with the only cooperation during fitness
evaluation.

However, evaluation of the i th subcomponent cannot be computed directly because
it is only a part of the given problem. A context vector is able to provide a suitable
context in which a subcomponent can be evaluated. The simplest scheme is to take the
global best particles from each of the K subpopulations and concatenate them to form a
D-dimensional vector (Eq. (9)).

contex vector � P1
g;P

2
g; . . .;P

k�1
g ;Pk

g;P
kþ 1
g ; . . .;PK

g

� �
ð9Þ

in which, Pk
g represents position of the global best particle in the k th subpopulation. To

calculate the fitness of particles in swarm k, the other K � 1 components in the context
vector are kept unchanged, while the k th component of the context vector is replaced
in turn by each particle in swarm k. The concatenation of the k th subcomponent with
context vector is defined as:

bðXk
i Þ � P1

g;P
2
g; . . .;P

k�1
g ;Xk

i ;P
kþ 1
g ; . . .;PK

g

� �
ð10Þ
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This idea is to evaluate how well Xk
i cooperates with the best individuals from the

other swarms. Therefore, the parallel framework of PC_QPSO is given as follows
(Algorithm PC_QPSO):
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4 Experimental Studies

4.1 Experimental Setup

Six benchmark functions (as listed in Table 1) proposed in CEC2008 special session on
large-scale optimization [15] are used in this section to test PC_QPSO and compare
with other algorithms, in which f1, f2, and f4 are separable functions, f3, f5, and f6 are
non-separable functions.

Experiments are conducted on the above 6 functions for 100 and 500 dimensions.
For each test function, the average results of 25 independent runs were recorded. For
each run, the maximal number of fitness evaluations (Max_FES) is set to 5000* D. The
population size for each sub_swarm is set to 30.

Experiments are implemented on a server with an Intel Xeon CPU E7-4809 (4
processors) and 128 GB RAM. The algorithm is written in Fortran on Intel Visual
Fortran with MPICH2.
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If the function is completely separable, the size of each group is taken as 20. If it is
non-separable, the variables interacted with each other are grouped together. However,
if the topology of variables looks like a ring (e.g. f3 in Fig. 1a), we need to cut some
connections and divide them into several groups (the size of each group has 20 vari-
ables). The most complicated function is that variables are connected with each other
(e.g. f5 and f6 in Fig. 1b). In this case, we prefer to adopt random decomposition
method.

Table 1. Benchmark functions for large scale global optimization

Function Definition Domain

f1
f1ðXÞ ¼

PD
i¼1

x2i
�100; 100½ �D

f2 f2ðXÞ ¼ max xij j; 1� i�Df g �100; 100½ �D
f3

f3ðXÞ ¼
PD�1

i¼1
100 x2i � xiþ 1
� �2 þ xi � 1ð Þ2

� � �100; 100½ �D

f4
f4ðXÞ ¼

PD
i¼1

x2i � 10 cosð2pxiÞþ 10
� � �5; 5½ �D

f5
f5ðXÞ ¼

PD
i¼1

x2i
4000 �

QD
i¼1

cos xiffi
i

p
� �

þ 1
�600; 600½ �D

f6
f6ðXÞ ¼ � 20 exp �0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
D

XD
i¼1

x2i

vuut
0
@

1
A

� exp
1
D

XD
i¼1

cos 2pxið Þ
 !

þ 20þ e
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4.2 Results and Analysis

To verify the performance of PC_QPSO for high dimensional optimization, compar-
ison with the sequential QPSO and one of the state-of-the-art algorithms (CSO [2]) is
given in Table 2. The same criteria proposed in [15] are adopted here.

It can be seen from Table 2 that PC_QPSO outperforms the other two algorithms
except in function f4, which is a completely nonseparable function. PC_QPSO is
effective and efficient in optimizing separable functions and nonseparable functions
with simple topology. The problem space is divided into several subspaces which are
optimized by independent processors with occasional communication about the context
vector. However, connections between variables in complicated nonseparable functions
are completely destroyed, and therefore the parallel performance is not so good as that
with sequential framework.

5 Conclusions

In this paper, a parallel coevolution QPSO was proposed, in which an improved
differential grouping method is used to divide the search space into several sub-spaces
and optimize them separately. A context vector is maintained in the community to help
evaluate the particles in each sub-swarm. The numerical experimental results show that
PC_QPSO has comparative or even better performance than other algorithms.

Acknowledgment. This work is supported by National Hi-tech Research and Development
Program of China (2014AA041505), National Science Foundation of China (61572238), the
Provincial Outstanding Youth Foundation of Jiangsu Province (BK20160001).

Table 2. Performance comparison in terms of solution accuracy

Mean best fitness standard deviation

100-D 500-D
CSO QPSO PC_QPSO CSO QPSO PC_QPSO

f1 9.02E-15
(5.53E-15)

7.73E-14
(3.23E-14)

9.11E-29
(1.10E-28)

2.25E-14
(6.10E-15)

3.00E-13
(7.96E-14)

6.75E-23
(3.90E-24)

f2 2.31E+01
(1.39E+01)

3.35E+01
(7.83E+00)

6.08E+00
(5.38E+00)

2.60E+01
(1.74E+01)

5.79E+01
(4.21E+01)

2.12E+01
(2.4E+00)

f3 4.31E+00
(5.53E+01)

4.23E+02
(8.65E+02)

3.90E+02
(1.26E+01)

5.74E+02
(1.67E+02)

7.24E+02
(1.54E+02)

2.93E+02
(3.59E+01)

f5 2.78E+02
(3.43E+01)

3.98E-02
(1.99E-01)

5.60E+01
(7.48E+00)

2.18E+03
(1.51E+02)

3.98E-02
(1.99E-01)

3.19E+02
(2.16E+01)

f4 2.96E-04
(1.48E-03)

3.45E-03
(4.88E-03)

0
(0)

7.88E-04
(2.82E-03)

1.18E-03
(4.61E-03)

2.22E-16
(0.00E+00)

f6 2.12E+01
(4.02E-01)

1.44E-13
(3.06E-14)

1.20E-14
(1.52E-15)

2.15E+01
(3.10E-03)

5.34E-13
(8.61E-14)

4.13E-13
(1.10E-14)
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Abstract. Equipment residual useful life (RUL) prediction is the main contents
of Condition Based Maintenance (CBM) research and the reasonableness of
CBM decision is determined by RUL prediction accuracy. Due to the equipment
state are complicated with uncertainty, predicting RUL has become a research
difficulty according to the equipment state. Simulation provides an effective way
to solve the RUL prediction problem. The concept and technology framework of
equipment residual useful life prediction oriented parallel simulation are pro-
posed based on parallel system theory in this paper and the concept, charac-
teristics, capacity demands and functional compositions of parallel simulation
are introduced. The essential technologies of equipment RUL prediction ori-
ented parallel simulation are discussed which include awareness of equipment
state, construction of equipment state space model and evolution of equipment
state space model, thus providing references for building equipment RUL pre-
diction oriented parallel simulation system.

Keywords: Parallel simulation � Model evolution � Residual useful life �
Condition based maintenance � State awareness � State space model � Data
assimilation

1 Introduction

With the development of state monitoring technology, fault prediction technology and
maintenance decision technology, Condition Based Maintenance (CBM) has widely
used in the field of equipment maintenance and support and has become a hot issue in
this research field [1]. Based on the traditional condition monitoring and fault diagnosis
technology, CBM can obtain equipment state information by means of embedded
sensors, external test equipment and portable measuring devices and accurately monitor
the actual state of the equipment, and accordingly decide to replace or repair the
equipment. CBM can also improve the equipment availability with the premise of
ensuring reliability by predicting residual useful life (RUL) and contribute to realize
equipment precision support, reducing the costs of maintenance support. Currently,
theoretical study of CBM focuses on state feature extraction, RUL prediction and CBM
decision-making, and RUL prediction which is an important basis of implementing
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CBM has become a research emphasis. The reasonableness of CBM decision is
determined by RUL prediction accuracy.

RUL prediction refers to predict residual useful life from the present time to
functional fault time based on the equipment operational status and relevant history
state data. RUL prediction methods [2] mainly include mathematical statistics based
prediction, data driven based prediction, model based prediction and similarity based
prediction. The complexity of weapon equipment determines the equipment state with
characteristics of time-varying, uncertainty and big information quantity. Thus, it is
difficult to predict RUL according to the state and make a correct CBM decision.
Simulation provides an effective way to solve the RUL prediction problem. Aiming at
improving RUL prediction accuracy, the simulation technology is applied in real
weapon equipment by real-time state awareness and model evolution. Then the online
RUL prediction will be realized and the more accurate equipment state and mainte-
nance recommendation will be supplied to maintenance personnel. The above simu-
lation application technology is called equipment RUL prediction oriented parallel
simulation technology in this paper.

In China, the concept of parallel system based on ACP (Artificial societies,
Computational experiments, Parallel execution) was originally proposed by Professor
Feiyue Wang [3] in 2004. Parallel system refers to establish an artificial system which
operates parallel to the physical system by utilizing complex system modeling theory
and execute computational experiments in the artificial system and then the analysis,
control and prediction for physical system are realized ultimately by parallel execution,
evolutional approximation and feedback control between physical system and artificial
system. Parallel system theory combines artificial society with computational experi-
ments and parallel execution, aiming to solve the control and management issues of
complex system, such as socio-economic system. The theory and methods of dynamic
data driven simulation for real-time combat decision support which can improve
effectiveness, accuracy and adaptability of command decision by injecting real-time
battlefield situation into simulation system dynamically were presented by Yun Zhou in
2010. In 2012, Professor Feiyue Wang proposed the concept of parallel military system
and applied parallel system theory in military field. To solve emergency management
issue, National University of Defense Technology successfully developed KD-ACP [4]
platform and this platform has implied in the research of “A-H1N1 influenza event”,
public opinion evolution on haze. On the basis of parallel system theory, the domestic
scholars have proposed concepts of parallel control, parallel test and social computing
which have further expanded the application fields of parallel system theory.

In abroad, in the early 1980 s, Frederica Darema [5] gave rise to the idea of
DDDAS (Dynamic Data Driven Application Systems) and as a result, the US National
Science Foundation (NSF) formally established the DDDAS concept in 2000. Then
many DDDAS projects, funded by NSF, began to be performed. In 2007, the US
Department of Defense Advanced Research Projects Agency (DARPA) presented
“deep green” program [6] which aimed at embedding simulation into command control
system and real-time supporting military operations in order to improve commander’s
decision-making speed and quality. The program’s basic process is that relevant
information is obtained from the battlefield in real-time by simulation system and the
battlefield situation is updated by the way of dynamic data driven and then the
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simulation is performed based on the latest situation data. In 2010, DDDAS seminar
was held by NSF and the US Air Force Office of Scientific Research (AFOSR) and
DDDAS is regarded as an infosymbiotics system [7]. The concept of symbiotic sim-
ulation [8] was originally defined by Richard Fujimoto at the International Conference
on Modeling and Simulation in 2002. Compared with DDDAS paradigm, the mainly
purpose of symbiotic simulation is that emphasizing the effects simulation system bring
to physical system. Symbiotic simulation system is a discrete event simulation system
with the commensalism mechanism between simulation system and physical system.
The simulation system benefits from real-time measurement about the physical system
which is provided by corresponding sensors. The physical system, on the other side,
may benefit from the effects of decisions which are made by what-if analysis (WIA) of
simulation system. Although the “parallel” word does not appear in DDDAS and
symbiotic simulation, the intension of DDDAS and symbiotic simulation is in accor-
dance with parallel system. The above theories are the paradigms which consist of
simulation system and physical system and emphasize on predicting, analyzing and
controlling the physical system by utilizing simulation system to guide or optimize the
physical system.

The domestic and abroad scholars have different understanding on the concept of
parallel simulation. In recent years, the domestic simulation experts also put forward
some ideas on parallel simulation, such as Professor Xiaofeng Hu presented the con-
cept of semi-reality embedded parallel simulation in 2013 and Professor Changjian Bi
proposed the concept of embedded simulation based on parallel system in 2015. These
studies build theoretical foundation for this paper. Domestic research on parallel system
for military field is still in beginning stage and there is no research applying the concept
of parallel in RUL prediction. In this paper, aiming at improving the accuracy of RUL
prediction, an equipment RUL prediction oriented parallel simulation framework is
proposed based on parallel system theory.

2 Concept and Characteristics

2.1 Concept

Equipment RUL prediction oriented parallel simulation refers to construct simulation
system which operates parallel with physical system and the latest equipment state
information is obtained by simulation system and as a result, equipment state space
model(SSM) is updated which is called model evolution. And then based on fast
simulation method, equipment RUL can be predicted according to historical state and
the current state, so the equipment maintenance personnel can master the health status
of equipment which can be considered as data basis for CBM decision-making.
Equipment RUL prediction oriented parallel simulation method is shown in Fig. 1.
Parallel simulation system can support equipment RUL prediction through the fol-
lowing steps:

• Awareness of equipment state. Parallel simulation system continuously obtains
equipment real-time state which is regarded as driven data of equipment SSM
evolution and RUL prediction.
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• SSM Construction. According to the characteristics of equipment state data, the
appropriate equipment state space model is selected, including SSM of linear
dynamic system and SSM of nonlinear dynamic system.

• SSM evolution. According to real-time dynamic state data of the equipment, the
current SSM is updated to approximate the true state of the equipment.

• Equipment RUL prediction. Based on parallel simulation operating technology,
such as fast simulation, the equipment RUL is predicted by utilizing SSM and
equipment benefits from the feedback results to support maintenance
decision-making and improve equipment support efficiency.

2.2 Characteristics

Compared with ordinary simulation technology, parallel simulation has the following
characteristics in structures and operation mechanism:

• Symbiotic structure. Weapon equipment and simulation system are connected
through a specific interface devices to form a symbiotic structure, and there is
interaction and response between weapon equipment and simulation system.

• Data driven. Parallel simulation system needs to execute data assimilation based on
the sensed equipment state data, enabling the equipment SSM evolution to improve
RUL prediction accuracy.

• Model evolution dynamically. The model of general simulation system belong to
model of one-time construction, but the model of parallel simulation belong to the
evolutionary model, including dynamic data driven model selection and model
evolution. In other word, the equipment SSM is selected dynamically according to the
equipment real state and then SSM is updated dynamically to predict equipment RUL.

weapon
equipment

parallel simulation system
(RUL prediction support)

equipment
operating

environment

state data maintenance
decision

maintenance
execution

state
awareness

RUL
prediction

SSM SSM
evolution

operating
support

Fig. 1. Diagram of equipment RUL prediction oriented parallel simulation
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• Efficient operation. Parallel simulation system and weapon equipment operate
simultaneously from beginning to end and the running speed of parallel simulation
system is generally faster than the weapon equipment.

3 Capacity Demands and Functional Compositions

3.1 Capacity Demands

To support equipment RUL prediction, combining the characteristics of parallel sim-
ulation, parallel simulation system has the following capacity demands:

• Receiving and processing equipment state information in real-time. As a parallel
execution system with the equipment, the parallel simulation system receives state
data continuously from equipment. Thereby, parallel simulation system needs to
have the ability of receiving and processing equipment state information in
real-time.

• SSM evolution. As the model basis of RUL prediction, SSM should be selected to
fit the characteristics of current equipment state. Then parallel simulation system
should update equipment SSM to improve RUL prediction accuracy according to
the latest equipment state. Accordingly, parallel simulation system needs to have the
ability of equipment SSM evolution dynamically.

• Interoperability between parallel simulation system and weapon equipment. On one
hand, parallel simulation system should not only receive and process equipment
state information continuously from equipment, but also construct and update
equipment SSM and then predict residual useful life according to the latest
observational state. On the other hand, maintenance personnel receive feedback
results from parallel simulation system to make appropriate maintenance decision.
Therefore, parallel simulation system needs to have the ability of interoperability
with weapon equipment.

• Fast and efficient operation. Parallel simulation system needs to fast select and
update equipment SSM according to the equipment state and then predict equip-
ment RUL. Due to the complexity of weapon equipment and uncertainty of
equipment state, the parallel simulation system should have the capability of fast
and efficient operation.

3.2 Functional Compositions

In Fig. 2, parallel simulation system consists of equipment state awareness, SSM
construction, SSM evolution, RUL prediction and efficient simulation engine. Parallel
simulation system receives and processes equipment state through state awareness
function which is regard as the data driven basis of SSM construction and evolution.
Selecting SSM dynamically is the model basis of RUL prediction. The function of SSM
evolution can update SSM output through data assimilation to improve predict accu-
racy. The function of RUL prediction can effectively predict the residual useful life of
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the equipment to support maintenance decision. The efficient simulation engine can
provide other functions with the services of time-marching, operation monitoring,
schedule management and engine management, etc.

4 Key Technologies

The main technology of equipment RUL prediction oriented parallel simulation can be
classified as modeling technology, system operation technology and simulation
application technology and this paper focuses on modeling techniques. Modeling of
parallel simulation is a dynamic data driven modeling process, so awareness of
equipment state is the first concern which is regarded as the source of data driven. Next,
it is need to select and update equipment state space model according to the changes of
equipment state. To sum up, it is need to research three issues, including awareness of
equipment state, constriction of equipment SSM and evolution of equipment SSM,
which is named ACE (Awareness-Construction-Evolution) issue in this paper.

4.1 Awareness of Equipment State Based on KPCA and MLR

Awareness technology in parallel simulation refers to sense the state changes of
equipment to support SSM construction, evolution and RUL prediction. The obtained
state through state monitoring general include vibration, temperature, voltage, current
and pressure with the characteristics of large data amount, high data dimension and
strong nonlinear. If all the collected state is used to RUL prediction, it will result in a
sharp increase in the amount of calculation, so the first issue state awareness to solve is
data dimension reduction. Data dimension reduction refers to generate new
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model selection model inquiry
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equipment RUL prediction
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results
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Fig. 2. Functional compositions of parallel simulation system
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low-dimensional state information without losing the original information as much as
possible, and the generated low-dimensional state components are independent with
each other. Principal Component Analysis (PCA) is a commonly used method of
feature extraction, but PCA considers only second order statistics information of
original state without using higher-order information. Therefore, Scholokopf [9] pro-
posed Kernel Principal Component Analysis (KPCA) method which can extract non-
linear dada feature from high-dimensional feature space.

After obtaining the low-dimensional state feature, it is required to achieve appro-
priate state feature which is convenient for RUL prediction through further data pro-
cessing. Multi-linear Regression (MLR) might be adopted to achieve an equipment
health index (HI) in system level by synthetically utilizing the above state feature. The
health index is as follows,

y ¼ b0 þBTX ¼ b0 þ
XN
i¼1

bixi ð1Þ

Where X ¼ ðx1; x2; � � � ; xNÞ is the state vector through KPCA, y is the health index
in system level and ðb0;BÞ ¼ ðb0; b1; � � � ; bNÞ are MLR model parameters. To deter-
mine this Nþ 1 parameters, it is need to train MLR model based on historical data
which can be obtained from the equipment state of no fault and entirely fault.
Awareness of equipment state based on KPCA and MLR is shown in Fig. 3.

4.2 Construction of Equipment SSM

To execute RUL prediction based on parallel simulation, the model which reflects the
change of equipment state is established firstly, i.e., state space model. SSM is a model
that fully describes the behavior of dynamic system in time domain, including state
equation and observation equation. The state equation reflects conversion relationship
of equipment state between neighboring time and observation equation reflects the
relationship between observations and equipment state. SSM can be expressed as
follows,

KPCA MLR

N-dimensional principal
component(N M) HI
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0.5

1

t

principal component

principal component

principal component 

high-dimensional state 1

high-dimensional state 2

high-dimensional state M

1x

Nx

2x

Fig. 3. Diagram of equipment state awareness based on KPCA and MLR
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xt ¼ f ðxt�1; ut; ht;wtÞ
yt ¼ hðxt; ut; ht; vtÞ

�
ð2Þ

Where x 2 Rn is the state variable, u 2 Rp is the input variable, y 2 Rm is observed
variable, h 2 Rq is the model parameter, w 2 Rn is the process noise, v 2 Rm is
measurement noise. w 2 Rn and v 2 Rm are independent with each other.

The constructed SSM need to adapt to the current state of equipment and it mainly
refers to select appropriate model between linear SSM and nonlinear SSM. SSM
selection can be seen as special pattern recognition that SSM recognizes the feature of
equipment state. The neural network has a strong capability of pattern recognition, this
paper presents a KPCA and BP neural network based equipment SSM selection
technique which is shown in Fig. 4. At first, the weight matrix W ji between input layer
and hidden layer and the weight matrix Tlj between hidden layer and output layer are
determined based on the training results of BP neural network according to historical
data. Then the N-dimensional principal components xj are achieved by KPCA and x

0
j is

obtained through normalization and regarded as the input of BP neural network. Next,
the state space model ol which is appropriate with the current equipment state is
determined through pattern reorganization.

4.3 Data Assimilation Algorithm Based SSM Evolution

As a data driven simulation method, the essential technology of parallel simulation to
improve RUL prediction accuracy is the data assimilation (DA) which is performed
between the latest state data and SSM output and then the evolution of state space
model is realized by DA process. The most commonly used data assimilation methods
include Kalman filter (KF) and particle filter (PF). Kalman filter [10] can be obtained
the state optimal estimation under the circumstances of error varies linearly and obey
Gaussian distribution. Prediction and updating are the two steps in KF to realize SSM
evolution. Prediction refers to forecast the state at k+1 time according to the state at
current time k. Updating refers to update the state at k+1 time according to the state
observed at k+1 time and then obtain state optimal estimation at k+1 time. The basic
equations of KF are as follows,
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linear SSM

nonlinaer
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Fig. 4. KPCA and BP neural network based equipment SSM selection
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X f
kþ 1 ¼ Mk;kþ 1X

a
k ð3Þ

Xa
kþ 1 ¼ X f

kþ 1 þKkþ 1ðYo
kþ 1 � Hkþ 1X

f
kþ 1Þ ð4Þ

Kkþ 1 ¼ ðHkþ 1Pkþ 1ÞT ½Hkþ 1ðHkþ 1P
f
kþ 1ÞT þRkþ 1��1 ð5Þ

Where X f
kþ 1 is the state predictive value at time k+1, Xa

k is the equipment state
analysis value at time k,Mk;kþ 1 is the relation of state linear change from time k to time
k+1, Kkþ 1 is the gain matrix at k+1 time, Yo

kþ 1 is the state observation value at time k
+1, Hkþ 1 is the observation operator at k+1 time, Pkþ 1 is the error covariance matrix of
state analysis value at time k+1, Pf

kþ 1 is the error covariance matrix of state predictive
value at time k+1 and Rkþ 1 is covariance matrix of observation noise at time k+1.

Particle filter [11], also known as Sequence Monte Carlo method (SSC), is an
effective method to solve state optimal Bayesian estimation of nonlinear dynamic
system. The core idea of PF is to use a set of random samples and their corresponding
weights to approximate the posterior probability density function, a process known as
sequential importance sampling (SIS) and the random samples are called particles.
Providing that N samples with weights fXa

i;k;wi;kgði ¼ 1; 2; � � � ;N; k ¼ 1; 2; � � � ; TÞ can
be obtained independently from the equipment state posterior probability distribution
and wi;k is the weight of each particle, N is the number of particles and T is the
assimilation time. When N is large enough, the state posterior probability can be
obtained approximately by Eq. (6):

pðXa
k jY1:kÞ �

XN
i¼1

wi;kdðXa
k � Xa

i;kÞ ð6Þ

Where dð�Þ is Dirac function, wi;k / pðXa
i;k jY1:kÞ

qðXa
i;k jY1:kÞ ;

PN
i¼1

wi;k ¼ 1; qðXa
i;kjY1:kÞ is the

importance probability density function. Particle filter can obtain optimal Bayesian
estimation through two steps, also including prediction and updating. Prediction refers
to obtaining prior probability at time k+1 of state prediction value pðX f

kþ 1jY1:kÞ
according to the posterior probability at time k of state analysis value pðXa

k jY1:kÞ and
updating refers to obtain the posterior probability at time k+1 of state prediction value
pðXa

kþ 1jY1:kþ 1Þ based on pðX f
kþ 1jY1:kÞ. The essential step of PF is to obtain Xa

i;k and
wi;k through SIS. However, the particle degradation issue exists in particle filter and
resample is a common and efficient solution.

5 Conclusions and Future Work

Aiming at improving RUL prediction accuracy, the equipment RUL prediction oriented
parallel simulation framework is proposed based on parallel system theory. The con-
cept, characteristics and functional requirements of parallel simulation are discussed.
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And the key technologies of parallel simulation is emphatically introduced, including
awareness of equipment state, constriction of equipment state space model and evo-
lution of equipment state space model. The proposed equipment RUL prediction ori-
ented parallel simulation framework will be verified with specific weapon equipment in
future research.
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Research on Parallel Large-Scale Terrain
Modeling for Visualization
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Abstract. One of challenges in large-scale terrain visualization is to rapidly build
numerous 3D terrain models with crucial geomorphic features and adequate
simplicity. This paper proposes a solution involving a terrain pyramid modeling
method based on parallel programming that gives a boost to modeling speed of
DEM/texture pyramid, and an effective approach to generate meshes from DEM
by combining the VIP algorithm with regular square grids.   In the pyramid
modeling method, different input data are loaded by multiple processes simulta‐
neously into a shared memory so that the parent process is capable of performing
a parallel aggregation algorithm in GPU subsequently. Moreover, a speedup
strategy is adopted to reduce running time of the VIP algorithm by limiting its
input to centers of regular grids partitioning the input DEM. Experimental results
successfully validate the two methods presented in the paper.

Keywords: Terrain modeling · Parallel computation · TIN construction

1 Introduction

Efficient terrain modeling technique has important implications for large-scale
terrain visualization. Due to limitations in storage space and computation capability
of computer, 3D terrain models have to keep both small size and crucial geomor‐
phic features. Moreover, the LOD (Level of Details) technique widely employed in
large-scale terrain visualization partitions the scene into multiple 3D models with
different levels of details, which are usually organized in a terrain pyramid, a hier‐
archical structure for spatial data management. As the amount of levels increases,
there is an approximate exponential growth in quantity of 3D models in a pyramid,
leading to a long modeling time.

An ever-increasing amount of researches focus on multicore-CPU, GPU and
computer-cluster for the intention of boosting terrain modeling. CPU/GPU solutions
apply to a single host or multi-hosts, while cluster solutions rely on many computers to
speed up processing. Tesfa et al. developed a geospatial processing approach depending
on MPI, which can run in a cluster [1]. Kerr proposed two methods for geographic data
manipulation using Hadoop and MPI respectively [2]. Huang et al. [3] and Qin et al. [4]
severally conducted researches on geospatial parallel processing framework.

Computer-cluster solutions may be cost-prohibitive in spite of their high perform‐
ance. By contrast, GPU, a lower-cost specialized processor designed for computer
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graphics are also efficient at parallel computation. Qin et al. exploited GPU to parallelize
two algorithms commonly used in geographic analysis [5], while Zhang et al. built a
geospatial parallel framework, CudaGIS [6]. Further, Scott et al. utilized multi-GPUs
in a computer to get better performance in geospatial processing [7].

Digital Elevation Model (DEM), consisting mainly of grid points storing elevation
values, has been popular in numerous applications including terrain modeling due to its
convenience in creation, geographic analysis and mesh generation. Nevertheless, there
is redundancy in Regular Square Grid (RSG), the 3D model directly built from DEM,
such as flat regions with no need for many points and triangles in visualization. For this
reason, Triangulated Irregular Network (TIN), a relatively efficient 3D model, is a better
choice for terrain modeling.

Methods to form TIN from DEM are categorized into four groups, namely, skeleton,
feature, refinement, and decimation methods. The skeleton method extracts feature
points and lines taken as input for triangulation. It is simple and effective but not suitable
for large-scale modeling on account of long running time. Refinement and decimation
methods iteratively assess point’s significance from a global perspective, thus forming
high-quality meshes. However, they both tend to generate long and thin triangles. The
feature method has advantages including rapidity and simplicity, as it estimates signif‐
icance according to each point’s neighbors at only one traversal, such as the VIP (Very
Important Points) algorithm [8]. However, meshes derived from the method are usually
of poor quality as it is centered merely on local spatial features.

This paper presents a fast, cost-effective parallel 3D terrain modeling solution aiming
at large-scale terrain visualization in a single host, involving an efficient pyramid
modeling approach utilizing multiprocessing and GPU to boost the modeling procedure,
and an improved VIP algorithm combined with the idea of building RSGs, to create
high-quality TINs without need of traversing all points in DEM. These two methods are
experimentally verified.

2 Overview

A terrain pyramid comprises a certain number of terrain models, where models of same
resolution are grouped into one layer, i.e., one level of pyramid. As the level enhances,
both the resolution and the quantity of models it contains increase correspondingly, and
its position is closer to the bottom of pyramid. In essence, terrain pyramid modeling is
a domain decomposition strategy. The pyramid is generally represented in a quadtree,
whose height means the number of pyramid layers, as seen in Fig. 1. There are three
pyramids required to be built in the modeling procedure, including DEM, texture, and
mesh pyramid. All blocks in a DEM or texture pyramid have the same dimensions. After
completion of creating a DEM pyramid, it is taken as the basis of a 3D terrain model
pyramid, also called a terrain mesh pyramid, where high-level models have larger size
and lower resolution.
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Fig. 1. Terrain pyramid

To avoid cracks between terrain blocks, adjacent data files need to overlap each other
in boundary points. Additionally, early graphics hardware does not support NPOT (Non-
Power-Of-Two) textures so that it is usually of necessity to resample images in the
texture pyramid to POT (Power-Of-Two) textures. The resampled size of each terrain
block in a pyramid is

sizeOfBlock = 2k, k ∈

{
k ∈ N+|2k ≤

sizeOfSource

2level
≤ 2k+1

}
(1)

where level denotes the number of pyramid’s layers, sizeOfSource is the size of source
data. Thus, the dimension of source data file after resampling is

sizeOfResampleSource = 2level × sizeOfBlock −
(
2level − 1

)
(2)

Figure 2 shows the entire procedure of 3D terrain modeling. A DEM pyramid and a
texture pyramid are produced from corresponding input data. After completion of DEM
pyramid modeling, the mesh generation algorithm turns every DEM into a triangulated
mesh. Pyramid modeling utilizes multiprocessing and GPU for handling geospatial data
in parallel, and an improved VIP algorithm is employed in mesh pyramid modeling to
reduce running time. Triangulation in this procedure relies on a fast Delaunay triangu‐
lation algorithm using GPU implemented by Rong et al. [9].

Source DEM DEM Pyramid

Source Texture

Per DEM in 
DEM Pyramid Sampled Points 3D Model

Mesh PyramidTexture Pyramid 3D Rendering

Fig. 2. Procedure of terrain modeling
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3 Pyramid Modeling Based on Parallel Geospatial Processing

The procedure of terrain pyramid modeling is composed of two steps. At first, data
partition is performed on input data to form the bottom level where data files is then
aggregated to create upper layers. When the pyramid has too many layers, a large quan‐
tity of I/O access are inevitable. Moreover, operations executed on each terrain block
are totally identical, implying a strong parallelizability in this procedure. To accelerate
pyramid construction, a parallel scheme exploiting four processes to load input data to
a shared memory for the purpose of being shared with the parent process is implemented.
All the data in the shared memory is subsequently transmitted to GPU for a parallel
aggregation algorithm, and upper levels are obtained consequently.

When producing upper layers of pyramid, level k provides level k-1with source data
in a manner that four adjacent data files constituting a 2*2 grid in level k are aggregated
to one file in level k-1. In detail, a point’s elevation or a pixel’s RGB in level k-1 is a
mean of values of four neighboring points in a 2*2 grid in level k. A serial algorithm
can only read four files in sequence, resulting in the waste of running time. Thus, a
multiprocessing data loading scheme is designed for acceleration as illustrated in Fig. 3.
Firstly, two shared memories of different sizes, namely, InfoSharedMemory for storing
information about terrain blocks and DataSharedMemory for storing block data, are
allocated by the parent process. InfoSharedMemory is restricted in space as an area for
the parent transferring information including file paths, offsets and sizes of regions of
interest, etc. to its children. Each child reads information from its corresponding fixed
position in InfoSharedMemory. By contrast, the larger DataSharedMemory is split into
four areas for storing different block’s data.

data-rdata-q

data-tdata-s

P1

P3

P2

P4

q
r
s
t

Data Wri ng
Data Reading

Pi Child Process 

InfoSharedMemory

DataSharedMemory

Fig. 3. Multiprocessing data loading

When InfoSharedMemory and DataSharedMemory are allocated, the parent process
creates four children and then enters a loop of which each iteration produces a new block
(a new DEM/texture file) in an upper layer of pyramid. During one iteration, basic
information about blocks in level k is written by the parent to InfoSharedMemory, thus
shared with children processes which load their corresponding data files and writes the
loaded data to DataSharedMemory. As all the children finish data loading, the parent
visits DataSharedMemory for conducting aggregation.

The aggregation algorithm can be parallelized by CUDA (Compute Unified Device
Architecture), a powerful parallel computing platform using GPU. In CUDA, data is
processed by a large amount of threads. Processors and memories in a GPU are regarded
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as in a device side, while other hardware such as CPU and memory in a computer is
taken as in a host side. Data in host provide no access to threads in device until it is
totally copied from host memory to device memory, also called Global Memory. Simi‐
larly, the parent process is unable to directly visit data in device, so the output of aggre‐
gation needs to be transferred to host memory. Therefore, the influence of transmission
between host and device should be considered when a parallel algorithm in GPU is
applied.

Thread is the basic processing unit in CUDA, and lots of threads constitute a group
called a thread grid. A grid consists of a plurality of thread blocks, each of which is of
same threads, as illustrated in Fig. 4. Obviously, the grid and geospatial raster data have
similar structure. Every thread corresponds to one or more pixels in a raster file. As
DataSharedMemory is filled by children processes, the data it contains is copied by the
parent to device memory, and threads in a grid are launched to perform the aggregation
algorithm. Given that a warp comprising 32 threads is the basic scheduling unit in GPU
from the point of view on hardware, the total number of threads is usually set up to an
integral multiple of 32 for a higher performance.
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Fig. 4. Data transmission between CPU and GPU

Suppose that sizeOfBlock*sizeOfBlock is the size of terrain block in level k, and the
output’s size as well as the amount of threads in GPU is also sizeOfBlock*sizeOfBlock.
In detail, the thread in rowIdx-th row, colIdx-th column in the grid acquires values from
(2*rowIdx, 2*colIdx), (2*rowIdx, 2*colIdx + 1), (2*rowIdx + 1, 2*colIdx + 1) and
(2*rowIdx + 1, 2*colIdx) in global memory, computes their average value and store it
in the output area. After completion of all threads’ calculations, the output is transmitted
to host memory, and written by the parent to disk finally. Experimental results in
Sect. 5.1 implies that the aggregation algorithm running in GPU overcomes a serial one
in CPU when the size of source data is large.

4 An Efficient Approach to Generate Terrain Meshes

The terrain mesh modeling procedure is divided into two steps: DEM simplification for
extracting a set of points, and triangulation for reconstructing a mesh from the point set.
In this paper, an improved approach based on the VIP algorithm is presented, which
enhances both efficiency and mesh quality. In the VIP algorithm, all the points in DEM
are traversed for estimating significance, the basis of the subsequent sorting for
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extracting relatively important points on accordance with a predefined sampling rate.
The importance of a point depends on elevation of itself and its 8-neighborhood:

significanceP =
dP−lNW−SE

+ dP−lN−S
+ dP−lW−E

+ dP−lNE−SW

4
(3)

where dP-l denotes distance between point P and line l. Though the method traverses all
points in only one iteration that leads to a Θ(n) running time, it still has to do lots of
calculations when handling a large raster file.

Furthermore, meshes derived from the VIP algorithm usually have dense triangles
in rugged or richly detailed areas, because it merely focuses on local features of DEM.
Figure 5 (Left) shows that there may be some detail-rich regions in a mesh. Although
these regions may account for a small area, many points in them are easily chosen to the
output on account of high significance. When more points in these areas are selected,
there are less of the remaining areas in the output. Consequently, in the generated mesh,
facets in some regions look markedly larger and sparser than the others, resulting from
their lower density of points. The case of uneven triangles distribution has a negative
impact on visualization, because dense triangles are usually too small to observe in 3D
rendering while regions requiring more facets to reflect its geomorphic feature are only
drawn by fewer larger triangles.

Fig. 5. (Left) Dense triangles in terrain mesh as a result of VIP algorithm; (Right) DEM partition
by a regular square grid for reduction of sampling points

Compared with TIN, i.e., the mesh derived from DEM simplification, a RSG of same
points has a perfect uniform distribution, in spite of the loss of many geomorphic details.
In the RSG modeling approach, points are selected at a fixed sampling interval in two
perpendicular horizontal directions. In other words, this approach assesses points from
a global perspective. In order to take global feature into consideration for avoiding TIN’s
shortcomings, the core idea of RSG is introduced into the VIP algorithm. As seen in
Fig. 5 (Right), a DEM is partitioned by a regular grid at an interval sampleInterval. The
significance estimation is only performed on the centers of square cells for restricting
candidate points to a limited point set. As a result, the running time are remarkably
decreased. Given that sampleRate is the sampling rate, and sizeOfBlock*sizeOfBlock
the size of DEM, sampleInterval should satisfy the following condition:

(
sizeOfBlock

sampleInterval

)2

> (sizeOfBlock − 2)2 × sampleRate (4)
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where the left term means the amount of cells as well as the potential output points, and
the right one represents the required number of output points. Since the VIP algorithm
computes significance in each point’s 8-neighborhood, boundary points of DEM do not
participate in calculation. If n denotes the size of DEM, the running time of this new
method is Θ(n/sampleInterval2) which is less than the VIP’s Θ(n) time.

The value of sampleInterval affects visual effect. On the one hand, the modified
method is tantamount to the VIP algorithm when sampleInterval = 1. On the other hand,
when both sides of inequality (5) balance, sampleInterval equals:

sampleInterval =
sizeOfBlock

√
(sizeOfBlock − 2)2 × sampleRate

= sImax (5)

Thus, the output points are distributed evenly over the horizontal plane, leading to
a RSG instead of TIN, which strays from the original intention of the VIP algorithm.
Only when sampleInterval lies between 1 and sImax does the improved method keep
more geomorphic details in the case of decreasing computations. Experimental results
shows that the new method has a good visual effect as the sampling interval is assigned:

sample Interval =
1

k × sImax
, k ∈

{
k ∈ N+|k ≥ 2

}
(6)

where k represents a positive integer greater than or equal to 2. Since adjacent blocks
overlap on boundaries, all the boundary points of DEM is sampled at a fixed interval.
Finally, as simplification is accomplished, a GPU-based Delaunay triangulation algo‐
rithm turns the output points into a triangulated mesh. All the terrain meshes in the mesh
pyramid are applied to 3D rendering.

5 Experiments and Results

To validate the two methods presented above, several experiments are conducted using
DEM in GeoTiff format and texture files in JPEG2000 format from the PASDA (Penn‐
sylvania Spatial Data Access) project. The computer for experiments has an Intel E8500
3.16 GHz CPU with 2 cores, 2 GB RAM, and a GeForce GTX 560 GPU. Geospatial
processing relies on GDAL. Terrain meshes are in Ogre (Object-Oriented Graphics
Rendering Engine) Mesh format (.mesh).

5.1 Parallel Pyramid Modeling

Table 1 shows experimental results of two pyramid modeling approaches for input of
varying size, including both a serial and parallel approach, i.e., the multiprocessing data
loading method proposed above. Both of them perform a serial aggregation algorithm
running in CPU. LOD represents the number of the pyramid’s levels and Size the size
of the input DEM. As can be seen from Table 1, the parallel method is nearly 4 times
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the speed of the serial one, thus greatly saving time. Besides, as Size or LOD increases,
the parallel method can achieve a higher speedup.

Table 1. Experimental results of pyramid modeling

Size LOD Serial/s Parallel/s Speedup
20482 2 0.545 0.524 1.0401

3 1.485 1.267 1.1721
4 16.075 4.299 3.7392
5 161.258 42.954 3.7542

30722 2 0.689 0.573 1.2024
3 1.504 1.268 1.1861
4 18.140 5.502 3.2970
5 202.026 53.855 3.7513

40962 2 3.885 1.199 3.2402
3 5.537 1.842 3.0060
4 21.609 6.490 3.3296
5 206.351 53.331 3.8693

61442 2 3.693 1.209 3.0546
3 4.430 1.856 2.3869
4 21.758 6.070 3.5845
5 209.181 55.739 3.7529

81922 2 11.940 3.673 3.2507
3 14.372 4.531 3.1719
4 23.751 6.233 3.8105
5 202.416 53.267 3.7998

Comparison of the aggregation algorithms is listed in Table 2, where Sizetex denotes
the size of the source texture and SizeDEM the size of the source DEM. From the table it
can be seen that only when handling a relatively large data does the parallel aggregation
algorithm achieve a better performance than the serial one, on account of the host-device
data transmission. Therefore, whether a serial method or a parallel method should be
chosen depends on the size of the data.

Table 2. Experimental results of aggregation algorithms

Sizetex Serial/s Parallel/s Speedup SizeDEM Serial/s Parallel/s Speedup

10242 0.031 0.202 0.1535 10242 0.015 0.208 0.0721

20482 0.140 0.234 0.5983 20482 0.032 0.213 0.1502

40962 0.546 0.422 1.2938 40962 0.093 0.224 0.4152

61442 1.232 0.577 2.1352 61442 0.218 0.201 1.0846

81922 2.184 0.718 3.0418 81922 0.453 0.230 1.9696
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5.2 Terrain Mesh Modeling

The experimental results of the VIP algorithm and the improved algorithm are recorded
in Table 3, both of which process a 1562-by-1562 pixels DEM. The term Interval means
the sampling interval, which specifically stands for the original VIP algorithm if
Interval = 1. Because of the uniqueness of Delaunay triangulation, the structure of TIN
is completely decided by the simplified point set of DEM, and metrics for 3D visual
quality assessment, such as RMSE (Root-Mean-Square Error), AME (Average Mean
Error) and Hd (Hausdorf Distance), are available for analyzing a DEM simplification
algorithm. RMSE is commonly applied to assess the modeling accuracy of TIN, which
compares elevation errors between TIN and DEM. RMSE is computed as follows:

RMSE =

√
∑

i

(
hTINi − hDEMi

)2

n
(7)

hTINi and hDEMi represent elevation in the same horizontal position of TIN and DEM
respectively. Another frequently-used metric is Hausdorf distance defined as follows:

Hd
(
PTIN , PDEM

)
= max

(
HTIN

(
PTIN , PDEM

)
, HDEM

(
PDEM, PTIN

))
(8)

HA

(
PA, PB

)
= max

vA
i
∈PA

(
e
(
vA

i
, PB

))
= max

vA
i
∈PA

(
min
vB

i
∈PB

(
d
(
vA

i
, vB

i

)))
(9)

with d the Euclidean distance between vi
A and vi

B, the i-th vertices of point set A and of
point set B. Hd describes the maximum error between TIN and DEM.

Table 3. Comparison between the VIP algorithm and the improved algorithm (Sampling rate
0.0020)

Interval Time/s RMSE AME Hd
1 1.217 4.52918 2.78986 45.6528
3 0.158 2.74570 1.78615 22.8101
5 0.055 2.63621 1.67776 26.6292
7 0.032 2.61987 1.66414 26.8348
9 0.016 2.50892 1.63938 20.9950
11 0.016 2.32119 1.49952 20.2866
13 0.009 2.50212 1.37354 21.2610

In comparison with the original VIP algorithm, the improved method costs much
less running time because of the significant reduction of calculation times. Besides, all
the mesh quality metrics of the improved method are lower than the original one, which
illustrates that the mesh derived from the new method are closer to its source DEM.
Furthermore, as seen in Table 4, experimental results of various sampling rate shows
that the improved method is faster and the meshes it generates is better.
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Table 4. Experimental results in different sampling rate

Rate Interval Time/s RMSE AME Hd
0.0015 1 1.185 4.98268 3.20123 46.3375

3 0.145 3.27190 2.11134 27.2100
5 0.061 3.05287 1.94305 27.3835
7 0.030 3.04829 1.92613 26.8348

0.0010 1 1.201 6.39912 4.13416 46.3375
3 0.140 4.28388 2.71340 35.5582
5 0.060 3.82492 2.46991 31.2305
7 0.019 3.62882 2.30405 28.5381

0.0005 1 1.233 11.3579 6.89887 75.8685
3 0.141 6.51108 4.12163 53.5112
5 0.063 5.98843 3.65049 49.1298
7 0.032 5.48157 3.41902 37.6161

6 Conclusion

This paper proposes a solution to large-scale terrain modeling involving a pyramid
modeling method based on parallel computation and, an improved VIP algorithm to
generate terrain meshes efficiently. In the pyramid modeling method, a multiprocessing
data loading scheme and a parallel aggregation algorithm running in GPU are applied,
both of which boost the pyramid modeling procedure markedly. In addition, the
improved VIP algorithm takes advantage of the core idea of RSG creation to greatly
reduce running time. Meanwhile, meshes derived from the improved algorithm’s output
have higher quality than those generated from the original one. The feasibilities of the
methods mentioned above are all verified by experimental results.
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Abstract. In order to eliminate the effect of the factor R−1 and decrease
the number of iteration of modular exponentiation algorithm, a high per-
formance scalable of Right-to-Left scan public-key cipher RSA simulation
system is proposed. An advanced high radix Montgomery modular mul-
tiplication algorithm is presented to calculate by using an adder and a
shift register, and the complexity of the circuit is minimized. The com-
putation kernel of the device is two 32 bits multipliers with pipelining
architecture, and it operates concurrently. The result of the hardware
implementation shows that the improved RSA coprocessor is synthesized
by CSMC 0.18 um library, the area optimization design of 42 k gates with
213ms/RSA are obtained to complete a 1024 bits encryption at 10 MHz.
Compared with previous works, the proposed architecture can achieve
better performance for the chip area and speed.

Keywords: Modular exponentiation algorithm · Right-to-Left scan ·
RSA simulation system · Montgomery modular multiplication

1 Introduction

Recent years have witnessed a growing interest in search for data security. The
problem of finding a encrypt algorithm to a appropriate system structure is a
popular topic. For one of the basic sub-systems of Wireless Sensor Network, due
to its property of shorter key and inexpensive computing resources, the public-
key cryptosystem RSA (Rivest, Shamir, Adleman) [1] is a suitable choice for data
encryption implementation. However, the conventional modular multiplication
of RSA is slower and the cryptographic coprocessor can only be realized at very
large scale. Therefore, the study of high performance RSA algorithm and its
VLSI (Very Large Scale Integration) design for the WSNs application is much
necessary.

c© Springer Science+Business Media Singapore 2016
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The Modular exponentiation which is the core of RSA [2] has obtains high
performance by the modular multiplication operation. So various Montgomery
algorithm modifications and hardware designs were proposed in [3–11]. In order
to achieve higher efficiency, the suitable radix technique was adopt to reduce the
required clock cycle number in literature [3,5]. Moreover, shifting 2bits of mul-
tiplicand for the quotient determination was avoided in literature [4]. All of this
has achieved a higher performance of modular multiplication. However, the input
operands and intermediate results are supposed to be in no redundant binary
form or redundant representation in the next branch process, so all the methods
are sustained the over large residue, which increases the hardware and cycle time
complexity. Although this problem is settled in literature [8,9], the cycle times of
iteration are doubled. Moreover, in literature [10,11], the Montgomery modular
multiplication algorithm is realized by systolic array structure, but the VLSI
area of structure is too large for the application in relatively smaller WSNs.

From the above discussion, there are two common approaches to alleviate
this difficulty. One is to increase the speed of modular multiplication, the other
is to decrease the area of the circuit, in this paper, we are interested in both of
the condition for the modular multiplication problem, and proposed an modified
algorithm to reduce the area of circuit but also decrease the clock cycles which
is suitable for the application of WSNs devices based on the combining the
Montgomery modular exponentiation scheme, which is quite fast and stable.

The remainder of this paper is organized as follows. Section 2 overview the
theoretical work. Section 3 prove the Novel Montgomery algorithm, after pre and
post processing, the multiplication operation is reduced, and the output will fall
in the right range. In (Sect. 4), the corresponding hardware is designed accord-
ing to the new algorithm of MMRSA. (Seciton 5), some numerical experiments
are conducted and compared to show the efficiency of the proposed algorithm.
Finally ,this paper concluded in Sect. 6.

2 Theoretical Overview

2.1 The RSA Public-Key Cryptosystem

The RSA was proposed by R.L. Rivest et al. in 1978 [1], it is the more successful
and useful public-key cryptosystem in the theoretical and practical applications.
Based on Number theory, its security is difficult to impose the large integer
factorization as prime factor [3]. The algorithm is as follows: (1) Two large
prime numbers P and Q have been obtained by random number generator. (2)
The modulus N and Euler Totient Function ϕ(N) are calculated by expression
P × Q and (P − 1) × (Q − 1). (3) The greatest common divisor of e and ϕ(N)
equals to 1 should be selected. (4) The integer d which is the multiplicative
inverse of e modulus ϕ(N) is computed by d×e ≡ 1 mod ϕ(N). (5) The positive
integers (e,N) and (d,N) are the public key and private key. (6) The message M
is encrypted by C = Me mod N , on the contrary, the cipher text C is decrypted
by M = Cd mod N .
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However, the encryption (decryption) process of RSA is essentially a kind
of modular exponentiation operation, which is be identified as a series of mod-
ular multiplications by the application of exponentiation heuristics. It is very
difficult to direct modular exponentiation when the operand M, e,C, dandN are
more than 1024 bits, and it is concerned to disintegrate to the basic modular
multiplication operation (Table 1).

2.2 Montgomery Modular Multiplication Algorithm

The Montgomery modular multiplication(MM) algorithm was first proposed
by P.L. Montgomery in 1985 [2], which is the most crucial operation in RSA
algorithm. Given two n bits operands U and V and a n bits positive number
N(modular), 0 < U, V < N , so MM algorithm can be described as follows,

T = U · V · R−1 mod N (1)

where 2k−1 ≤ N < 2k and R = 2k, so gcd(N,R) = 1, R ·R−1−N ·N ′ = 1, it can
be seen that R−1 and N ′ are calculated by the Euclidean extension algorithm.
So we can obtain the Eq. (1) by a multiplication combined k bits right shift
operation. The pseudo-code is as follows:

Table 1. Montgomery algorithm.

Input: U, V < N , N: odd number and n bit

Output: T = MonPr o(U, V ) = U · V · R−1 mod N

1. G = U · B
2. M = G · N ′ mod R
3. T = (G + M · N)/R
4. if T ≥ N , then return T − N , else return T

However, It also have some disadvantages: (1) The first step is to compute
the U · V , which is more than n bits numbers, so the 2n bits of the intermediate
results will be produced, and a lot of space will be wasted. (2) In step4, T is the
final calculations, 0 < T < 2N , and T is the result of the right shift n times, so
the result algorithm may be greater than N , then it must be added a judgment
in the loop to avoid it. (3) The result of Montgomery is not exactly U ·V mod N ,
but is U ·V ·R−1 mod N . The extra factor of R−1 is better to be eliminated which
is affect the modular exponentiation processing. To address these problems, a
modified Montgomery algorithm is proposed by chen [12], which have a simpler
modular reduction step and smaller range of output result. However, the step of
iteration is increased from n to 2n.

3 Modified Modular Exponentiation Algorithm

3.1 Modified Montgomery Algorithm (MMRSA)

As reviewed in Sect. 2, in order to eliminate the extra subtraction operation,
and maintain the step of iteration as in the original Montgomery algorithm, a
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modified high radix MMRSA algorithm is proposed. The inputs block of operand
U and N are extended for (n + 1) bits, from the Eq. (2), is described as follows:

R · R−1 − N · N ′ = 1 mod rn (2)

For simplification, the following notation is well defined:

N ′ mod r = (−N)−1
r = (r − N [0])−1

r (3)

In the proposed algorithm, n bits input data is divided into r blocks (n = t·r),
in order to use the normal r · r bits multiplier, choose W = 2w, We note that
it does not need the complete value of N ′, so minimum w bits can be used to
replace N ′ ,

N ′[0] = −N [0]−1 mod 2w (4)

So the MMRSA modular multiplication is obvious that (Table 2):

Table 2. Modified Montgomery algorithm (MMRSA)

Input: U, V < 2N , U ,V ,N :n+1 bits, N : odd number and n bit

Output: P = U × V × β−n mod N

Part 1: Computing intermediate results coexist in P [i]
1. p[0] = 0 (p is n/2 bits)

2. m0 = N [w, 0], a =∼ (m−1
0 %2w) + 1, q = (a × u0)%2w

3. for i = 0 to t-1
3.1 p0(t) = p[t]%2w

3.2 qt = [q × vt + a × p0(t)]%2w

3.3 p[t + 1] = (U × vt + p[t] + qt × N)/2w

Part 2: Adjust the volume to [0, n]
4. if q0 = 0, return (P [t − 1] · · · P [0]), else return (P [2t − 1] · · · P [t])

In addition, the main contributions of this algorithm include: (1) Simplifying
the process. The introduction of q is used to ensure that p is a divisible result.
The operand V shift to the left for 1 bit, and v0 = 0 , so the value of q[i] is only
related to the P [t], because P [0] = 0 , so q0 = 0. (2) Reduce addition operation.
The length of large numbers U, V and N are changed to w bits computing
operation at each cycle, such as words multiplication and words addition, so it
is suitable for the hardware implementation. It also employs the least significant
bit of the intermediate result N0 to execute addition, and executes a shift down
operation to replace a shift up on each iteration. (3) The original algorithm
needs three times large numbers multiplication, but in the MMRSA algorithm,
N ′ is pre-computed, so it is decomposed into 2t2 + t words multiplication. (4)
Eliminate subtraction operation. If q0 = 0, and then it can prove that P < N .

Compared with the original algorithm, the execution time is shortened, for
the inversion algorithms in large numbers to participate in the iteration are
w bits. Fixed with same input bits, this method takes double computing time
than the other multiplication algorithm, which is efficient in computing modular
inverse. So it is very much suitable to design the hardware for the basic arithmetic
operations.
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3.2 Modified Modular Exponentiation Algorithm

On account of the extra factor R−1 , the improved Montgomery algorithm cannot
be directly employed to modular exponentiation. Another Montgomery modular
multiplication is performed by a constant of value R2 mod N . Under this model
framework, some processing steps are added to address these problems. (1) To
limit the range of the output data, one extra bit of U and V for precision
consideration is added. It will increase the iteration from n to n + 2 steps,
meanwhile, the extra factor will be 2−(n+2). The extra factor is not removed
completely. So pre-process M0 from M0 = MMA(M,C,N), then the undesired
factor will be removed. (2) After the last operation of modular multiplication,
R is post-processed by taking R = MMA(R, 1) to remove the R−1. It can be
observed that if the input operand is 1, the C[n + 1, · · · 2] will be zero, so the
output result of post-process will be less than the modulus N . Therefore, it does
not only get rid of the redundant factor 2(n+2) , but also put the result fall in
the correct range after post processing. Table 3 describes the modified algorithm
(MMERSA) for modular exponentiation.

Table 3. Modified modular exponentiation (MMERSA) algorithm

Input: const c is (2n + 1)bits, c, M0 ,R[n] are n bits

Output: R[n]

1. const c[n ∗ 2] = 1, c = const c%n
M0 = MMRSA(M, C, N), e lengh = scan lengh(e), R[0] = M0

2. Loop
2.1. if (int i = 0; i < e lengh − 1; i + +)
2.1.1 R[i + 1] = MMRSA(R[i], R[i], n)
2.1.2 if (e lengh − i − 2) == 1)

R[i + 1] = MMRSA(R[i + 1], M0, n)
3. R[e lengh − 1] = MMRSA(R[e lengh − 1], 1, n)
4. return R[e lengh − 1]

It is also worth pointing out that the MMERSA algorithm adopt the same
cycles as Montgomerys algorithm [10–13] when employed to modular exponen-
tiation, but achieve less time with the shorter critical path. With the equal
probability of RSA modular exponentiation, the number of modular multiplica-
tion is (2n + 2) or (1.5n + 2) as it for the different conditions(worst condition or
average condition). Under the worst condition condition, the modified algorithm
consume (2n + 2) · n clock cycles, which is shorter than that in (2n + 2) · 2n
cycles [5] to complete a modular exponentiation. Since clock cycle is equal to
that in literature [5], the new proposed algorithm obtain less time and higher
performance to complete RSA operations.

4 Hardware Design and Realization

4.1 The Structure of Modular Multiplier

Apparently, according to the MMRSA algorithm, the modulo multiplication
combined with the line structure features is designed directly. if w = 32 bits,
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there is no correlation between u[i]v[j] and q[i]n[j], so in a clock cycle, two
parallel 32 bits multiplier of the core structure completes two multiplication
operations. Based on the MMRSA algorithm, some registers are abandoning in
the calculation. When added a register, the data path analog multiplier is three
stage pipeline structures, enhancing the degree of parallelism. FIFO saves some
of the intermediate results to speed up the running time. The input value of
Selector MUX is controlled by the ei, which is scanned from right to left to com-
plete the RSA modular exponentiation operation. Based on MMRSA algorithm,
if k = 1024 bits and w = 32 bits, then t = k/w = 32. As u[i]v[j] and q[i]n[j]
of the two by two parallel multiplier 32 in parallel, the execution time amount
to t2 clock cycle. In addition, there is only one data correlation between the
two product terms. For the three-stage pipeline structure, the second process
should wait three clock cycles. Two operations require 3t for each clock cycle.
Similarly, the adjustment also require t clock cycles for carrying out t times
addition. Practically, it has been done by 2t2 + 4t clock cycles. Finally, The
exponentiation shows that it requires one MMRSA modular multiplication algo-
rithm when ei = 0, and requires two MMRSA modular multiplication algorithm
when ei = 1. And in the average condition, it will be 1.5 times modular mul-
tiplication. Considered the worst condition, if all the ei = 1, then the number
of clock cycles become 2h(t2 + 4t). Based on 10 MHz clock, when h = 1024, the
average execution cputime is shown as follows:

1.5 × 1024 × (t2 + 4t)/(10 × 106) = 177ms (5)

It can be seen that the 32 bits multiplier is the largest consumption in the
hardware design, it is also the data path architecture of the critical, which is the
maximum delay of the combinational logic. Moreover its reasonable design, the
RSA Cipher Coprocessor satisfies the limit of the area and CPUtime of circuit.

4.2 The Data Path of Modular Multiplier

Once the hardware design of MMERSA is received, the clock cycles rate can
be represented by the modular multiplication, so the data path architecture of
modular multiplier should be in the specified area to reduce the clock cycles rate
of multiplication as much as possible (Fig. 1).

Before the Modular multiplication, A,B and N are input into the register
REG U , REG V , REG N , which are denote to reset. To reprogram the multi-
plier operation, Encoder sequential multiplier of two from the least significant bit
to the most significant bit is processed in each loop, and the multiplicand must be
completed the two shift operation in each iteration, data shift to the leftshift one
bit at a time, when two shift operation is completed then the DFAS 1 is used to
shift the data. After the completion of the two shift operation, then the DFAS 1
is apply to do the subtract operation, the DFAS 2 is mainly obtianed to com-
plete part of accumulative operation and the part of product symbol reduction
operations. REG U , REG V , REG 2V , REG N , REG R are all 1024 bits, in
practice, the operation CPUtime and the data processing is inversely propor-
tional to the length of W, the greater value of W, the faster of operation, but
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Fig. 1. Data path of modular multiplier

the corresponding area of the chip will be larger, in this paper, for the limit of
CPUtime and area of the chip, denote the W = 32 in this unit.

4.3 The Architecture of RSA

After the hardware design and data path architecture of the modular multiplier
are completed, one method of scanning modular exponentiation, in other words,
the Right-to-Left scan method of exponentiation for RSA core is performed. It
can be seen that all of RSA operation are based on Montgomery multiplication,
therefore, the reduction and pre-computation of Montgomery are very important
before processing. However, for the consecutive Montgomery algorithm, these
operations can be executed in one step to reduce the overhead time.

Figure 2 shows a block diagram of our RSA core, which consists of five compo-
nents: API interface unit, RSA core unit, Control unit, Data unit and RAM unit.
API interface module is primarily responsible for RSA coprocessor data commu-
nication with the master MCU. Control unit coordinates the work of various
units chronological. Data unit stores data temporarily. RAM unit is expandable,
the advantage in this design up gradation is to increase a simple RAM unit
and modify the RAM Controller module, our task is to facilitate the subsequent
expansion of the circuit, which greatly improves the flexibility and reliability of
the design.

It shows that the RSA core which performs state transition control and gen-
erates the control signals for the data path core, has a three-level hierarchical
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Fig. 2. RSA coprocessor architecture

structure. In Level-1, the pre-processing and post-processing functions for Mont-
gomery multiplication are supported. Level-2 carry out a modular exponentiation
by RL binary method. Levels-3 disposes the multiple iteration of RSA core oper-
ations. Control-Data processing are also provided in this hierarchy. Due to the
high flexibility of functional extensions, Our architecture has a clearly separated
control structure and thus it is very easy to design and modify.

5 Simulation Results

Depending on the users requirements, the approach of modular exponentiation
algorithms are selected. Using the CSMC library, the RSA coprocessor is exhaus-
tively generated and synthesized. So the users can easily choose the best radix
of the improvement algorithm by evaluating the features of RSA core.

5.1 Simulation Results of RSA Core Module

To begin with the testing of encryption/decryption operation, based on the
MMRSA algorithm, a set of RSA parameters has been selected. Then the para-
meters have been embedded into the RSA core module. The simulation results
of the Encryption and Decryption being processed with a Modelsim.

In Fig. 3, the state diagram machine controller is archived, which is respon-
sible for controlling the signals of all the modules. It can be observed from the
block, the control signal are responsible for processing and control the external
data into the input registers, EN represents RSA enable control signal, NWR
represents the write control signal of the righter, NRD represents the read con-
trol signal of the register. The input and output signals are divided into several
32 bits blocks because registers can only supports 32 bits in one single block.
According to the value of the ADDR, input 32 bits data into registers needs 6
times at each cycle, when it is the high level.
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Fig. 3. Control timing diagram and state machine

Let input a data to the Montgomery module multiplier, Calculation is started
in the system with the high signal of START, and then the first set of data
DATA O is provided when the output DONE changed to 1, namely the lowest
32 bits of 1024 bits data is output in Fig. 4, compared with original data of
SystemC model, it is concluded that the encryption process works successfully.
It can be shown that the result of proposed RSA algorithm is same to the original
one, and is benefit for preparing to design the following circuit.

Fig. 4. The simulation results of the multiplier

From Fig. 5, compared with SystemC model, it is concluded that the encryp-
tion process works successfully. It shows that the modified RSA algorithm is
correct, and is prepared for the following circuit design.

Fig. 5. The encryption results of Modular multiplication

5.2 Performance Comparison

After functional simulation, comprehensive optimization process is designed with
Synopsys’ DC (Design Compiler) and CSMC 0.18 library tool. The main objec-
tive is to complete a comprehensive RLT code into gate-level netlist conversion,
as well as design area and timing optimization. The prime aim is to speed up
the computing time of RSA coprocessor. Merits of performance resources and
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Table 4. RSA performance comparison

Reference design Clock Length(bits) Speed Area (Gate)

literature [14] - 1024 930ms 37860

Siemens [15] 5 MHz 1024 880ms 55000

Literature [9] 471MHz 1024 7.27 ms 11437

literature [16] 10 MHz 1024 330ms 26168.5

MMRSA 10 MHz 1024 213ms 42043.5

speed are considered while designing an IC chip. The improved RSA coproces-
sor is synthesized by CSMC 0.18 library, and the total logic resources is 26k
gates, Simulation results shows that it takes an average of 330 ms to complete
a 1024 bits Encryption. Simulation proves the correctness and consistency of
decryption. Results comparison is mentioned in the table below.

The purpose of ASIC experiments is to compare proposed algorithm to Zeng’s
[16], which is smallest area of 26 k gates with 330 ms/RSA, For MMRSA, the
performance is better than literature [14–16] with the same length of key, it can
be seen that the literature [9] has the faster speed and smaller area, but expend
so much clock cycles. The carry-save method that [14–16] used has difficulties in
extending radix to higher length because single processing unit will be too large
to be optimized for current EDA tools. As Table 4 shows that our architecture
has the similar scale as [14]. After comprehensive comparison, it is concluded that
RSA coprocessor has certain advantages in terms of speed and size. Therefore,
the performance of this design is better than others.

6 Conclusion

In this paper, based on modified Montgomery algorithm, a new framework of
RSA simulation system is proposed, which provides the field high radix duel
modular multiplication, avoids the final adjustment of residue and reduces the
iteration time. Moreover, in addition to the approach from the modified algo-
rithm to the hardware circuit, the 1024 bits RSA core with RL scan method are
applied to shorten the clock cycles from (2n + 2) · 2n to (2n + 2) · n is designed.
The hardware implementation shows that improvement of RSA core with 42 k
gates@213 ms/RSA in a 0.18 um CSMC standard cell library is obtained by the
length of 1024bits. Practically, this simulation system can be shown is effective
under appropriate conditions of data path architectures. Other than this design,
users are able to freely choose the best design to fit their applications from these
combinations and also select other technique.

In future, some of the best RSA simulation systems will be implemented in
ASICs and evaluated in terms of tamper resistance as well as circuit performance,
such as using CRT to decryption and the generation of big prime numbers.
Meanwhile, more work on other public-key cryptographic algorithms, such as
elliptic curve cryptography, will be conducted.
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Abstract. Model reuse is a key issue to be resolved in parallel and distributed
simulation when developing military simulation applications at present.
However, component model built by different domain experts usually have diver‐
siform interfaces, couple tightly and bind with simulation platforms and specific
applications closely. As a result, they are difficult to be reused across different
simulation platforms as well as applications. In addition, traditional model reuse
ways lack consideration about reusability efficiency of similar reusable models.
As for developing warship models in practical application, there also lack prag‐
matic method to describe its simulation space from conception space. To address
the problem, this paper first proposed the parameterization-configurable frame‐
work for reusable component model that supports similar models once developed
but multiple reused adapting to varied function requirement. Based on this frame‐
work, then our reusable model development approach for warship model is elabo‐
rated, which contains three phases: (1) design the warship configurable function
set based on capacity demand; (2) use CMPA (Capacity, Mission, Process,
Action) description method to map the function set from conception model to
simulation model; (3) implement and encapsulate the model with the reusable
simulation model development specification. The approach provides a pragmatic
technical means for developing warship component reusable models in complex
military simulation application, which helps improving efficiency of development
and could be referenced for other similar models.

Keywords: Reuse · Parameterization-configurable framework · Warship
simulation modeling · CMPA

1 Introduction

With the rapid development of simulation platforms and applications during the last
decades, in particular for parallel and distributed simulation, one of the most important
challenges is how to respond quickly to new application requirements while reducing
the development costs [1, 2]. Building application from existing simulation models
rather than from scratch is considered as a promising approach to improve the devel‐
opment efficiency, as well as to minimize engineering efforts and resource costs [3, 4].
Reuse-oriented models are developed to be reused across simulation platforms with little
or even no modification. At the same time, the reuse of component models together with
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visual programming technology makes it possible to drag and drop existing component
models to assemble the simulation application, thus significantly reducing development
time [5]. In addition, model reuse not only improves productivity but also has a positive
impact on the quality of software products because of the obvious fact that a simulation
application will work properly if it has already worked before [6].

Motivated by the advantages of model reuse, diverse reusable model development
approaches have been developed. (1) Based on specific modeling language that designs
special simulation function module as primitive and control module as simulator,
different models created with the same modeling language can be reused for the corre‐
sponding simulator. However, most of simulation modeling languages are usually
related to domain knowledge, so that there is congenitally deficiency for them to create
models to be reused across multi-domain platforms, such as continue system simulation
language ACSL [7], discrete event system simulation language GPSS [8], and multi-
field physical simulation language MODELICA [9]. (2) Some models are based on
simulation environment which provides runtime supporting platform for model running.
However the reusability of the models is also limited. Taking HLA [10] for instance,
each federate provides some interfaces which compiles with the HLA interface speci‐
fication, and federates developed by different developers can communicate with each
other via the runtime infrastructure using these interfaces. But these federates are hard
to use in other simulation platforms, such as SUPE (Simulation Utilities for Parallel
Environment) [11] and POSE [12], because these platforms cannot “identify” any HLA
service interfaces. (3) Using a modeling specification which defines uniform internal
structure, behavior constraint, and external interfaces for model. But most existing
modeling specifications do not emphasize that model development should be inde‐
pendent with other simulation platforms.

For example, ESA proposed SMP (Simulation Model Portability Standards) [13],
yet it does not support well to reuse the models on other runtime platforms, because the
execution of a SMP model depends on services provide by the SMP simulation platform.
Fortunately, one of our team’s previous research achievements, a reusable simulation
model development specification (RUM Specification) [14, 15] was presented to avoid
the above problems and realize development for reusable models without binding with
simulation platforms. It takes service-oriented technique into account, and seven
standard operational interfaces are defined to satisfy scheduling demand of simulation
model for Parallel and Discrete Event Simulation (PDES) [16]. However, even a suitable
specification is still not easy enough to develop a specific reusable component model.
Especially in military simulation fields, applications usually contain a large number of
different models such as warship, plane and submarine component. Developing these
models usually involves combined knowledge of both very specific domain and parallel
and discrete simulation, but the models are usually are developed by domain experts
who are not simulation experts. When developing a special model, taking warship for
example, requires interactive cooperation work of warship domain experts, military
operational experts and PDES program experts, which mains development the warship
reusable model is much more complex. Even worse, there also lacks a pragmatic method
to describe warship simulation program space from conception space. In addition, tradi‐
tional model reuse ways mostly focus on model reuse transforming across different
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platforms while lack consideration about reusability efficiency of similar reusable
models. For example, similar warships have to be remodeled and coded repeatedly if
demanding multiple type warship models, which will definitely lead to huge program
and test work by multiple fields experts as well as high risk complex VV&A work
according to military simulation model confidence. Therefore, based on demand pain
points from our experience of developing several practical large-scope military analysis
simulation application systems in recent two years, we point out that it is shortsighted
to achieve one model reuse only considering transforming across different platforms,
but should also think highly of promote reuse efficiency of similar models. Because we
do not often necessarily need to reuse our warship model from SUPE platform to other
simulation platforms like POSE, but we do need to reuse the X-warship model to get
likely a Y-warship model in different military simulation applications in SUPE platform.

In this paper, motivated to solve the above mentioned issues, we first discussed
insufficiencies existed in the practical applications, and analyzed demand for developing
reusable warship simulation models for military PDES applications. Next we proposed
the parameterization-configurable framework for reusable component model that
supports similar warship models once developed and multiple reused adapting to varied
function requirement. Based on this framework, then our reusable model development
approach for warship model is elaborated, which contains three phases: (1) design the
warship configurable function set based on capacity demand; (2) use CMPA (Capacity,
Mission, Process, Action) approach to map the function set from conception model to
simulation model; (3) implement and encapsulate the model with RUM Specification.
By the approach, developers can avoid reprogram for developing similar warship simu‐
lation models and practically improve efficiency of their reusability. Our final goal is to
use pragmatic method to describe warship conception space to its simulation space and
fleetly develop reusable models achieving flexible both cross-platform and cross-appli‐
cation reuse in parallel and distributed simulation. Section 2 discusses insufficiencies
existed in development of reusable model, and introduces the parameterization-config‐
urable framework for model reuse. The following subsection presents our reusable
component model development approach for general naval vessels. Section 3 demon‐
strates implementation and application of the naval vessels model using the approach.
Finally, our conclusion will be made with an indication of the future work.

2 Reusable Component Model Development Approach

2.1 Insufficiency in Current Reusable Model

Reusable component model refers to an independent replaceable part of a simulation
system that can be independently developed and delivered as a unit and reused in
different platforms and applications [17]. Such component models can be selected
from a model resource library, thus reducing both model developing time and costs
when compared with a new development [18]. Component-based software develop‐
ment is associated with a shift from object-oriented coding to system building by
plugging together components. Figure 1 shows the simulation application develop‐
ment process based on traditional way of model reuse. Component models are
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selected from a model resource library to assemble applications running on the
corresponding simulation platform.

Fig. 1. Insufficiency of traditional model reuse

However, there are deficiencies existed in this way. Taking A-Destroyer for instance,
it is developed as the model software with specific functions for specific application1 in
the resource library. If there appears another application requires exactly A-Type
destroyer, there is no doubt that the model is reused. But what if the application1 further
increasingly needs B-Destroyer and application 2 demands for X-Destroyer, Cruiser-A
as well as Cruiser-Y?

In practical projects usually the model developers have to recoding and retesting for
each specific type naval vessel models. The minimum cost is to modify A-Destroyer
code file to get the other new models. However as we know, that modifying the domain
model involves complex program work for domain knowledge and huge VV&A test
work. As a result, we have to repeat modeling and coding work for the warships, although
these models have obviously very common and similar function modules such as route
planning algorithm and target detection algorithm that has a huge potential for reuse.
Consequently, there should be an approach designed to organize these general function
modules for the similar warship simulation model supporting configurable generating
specific models through the prototype warship model software, so as to facilitate effi‐
ciency for model reuse. Thus, the parameterization-configurable framework for reusable
component model is proposed to achieve this goal.

2.2 Reusable Component Model Parameterization-Configurable Framework

The framework mainly contains three parts: a visual configuration interface; intrinsic
configurable performance architecture based on capability requirements; the simulation
model software encapsulated with RUM Specification. The configurable performance
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architecture is designed based on capability requirements according to the warship
common functions, while the domain experts and simulation developers cooperate on
implementing the prototype model software encapsulated with RUM Specification.
User, usually the military simulation application developer, configures different
performance parameters for the specific warship simulation model through the visual
interface to generate executable model software with automatic generation of perform‐
ance and interface documentation that usually written by developers manually ineffi‐
ciently. The parameterization-configurable framework provides high efficiency for the
warship model reuse, which dramatically decrease time of developing simulation appli‐
cations supporting models once developed but multiple reused adapting to varied func‐
tion requirement. As Fig. 2 shows the parameterization-configurable framework, there
is a visual configuration interface outside the prototype simulation model software that
includes three aspects: the basic information attributes set; the performance indicators
set; the capability set. The surface combatant warship prototype model software can be
easily and quickly configured to generate many specific similar warship models with
specific combat capacity such as A-Destroyer, X-Destroyer as well as Y-Cruiser.
Compared to Figs. 1 and 3 indicates that the parameterization-configurable framework
efficiently solves the remodeling insufficiency in reusable component model-based
simulation applications development.
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Fig. 2. The parameterization-configurable framework
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2.3 Three-Phase Development Approach

As mentioned in above sections, the parameterization-configurable framework helps
solve insufficiency in model reuse for PDES, but there is still some relative work to do
so as to make reusable naval vessels models easy development. As lack of guideline
describing how to develop warship model from domain space mapping to programmable
simulation space, the three-phase development approach is present as follows to meet
the practical demand, shown as Fig. 4.

• Phase1: Design the warship configurable function set based on capacity demand.

Design the warship configurable function set 
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Fig. 4. The three-phase development approach

The configurable performance architecture is designed based on capability require‐
ments according to the warship functions includes three aspects:
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(1) The basic attribute set, is key information about the warship such as identity
information id, name, and physical size; (2) the performance indicators set, is the param‐
eter set for the warship’s performance index standard and extremes. For example
cruising speed and maneuver radius; (3) the capability set, is the parameterization
description of general operational function of naval ships, such as route planning, target
detection, missile strike and artillery strike. These configurable set should be defined as
global variables that support configuring by the visual interface.

• Phase2: Use CMPA (Capacity, Mission, Process, Action) description method to map
the function set from conception model to simulation model.

Capacity: the abstract representation of the potential ability of completing the
specific mission and strategic objectives; Mission: the description of the operational
mission and operational objectives of the equipment; Process: the task of the imple‐
mentation of the mission with a certain relationship between the operation of the action
set; Action: is the atomic elements of the process, which is the basic operational behavior
cannot be divided or not necessary. As shown in Fig. 5, a warship model is analyzed by
its mission, the mission is draw as combat process, and the process is decomposed into
actions. Each action will be mapping to a capacity index for configuration.

• Phase3: Implement and encapsulate the model with RUM Specification.

Fig. 5. The CMPA description method

RUM Specification guides the implementation of platform independent and loose-
coupling scheduling between models, which is introduced in the published paper [15].
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3 Implementation and Application of Naval Vessels Model Using
the Development Approach

According to the naval vessel simulation model requirement in military application
project of SUPE platform, we designed and implemented the basic software framework
and its parameterize configuration tool using our reusable component model develop‐
ment approach, to support generate different type naval vessels simulation model
meeting various requirement of performance, which is show as Figs. 6 and 7. Generally,

Fig. 6. Implementation of the basic software framework of naval vessels simulation model
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our approach reduced development cycle from one month to about one day compared
with the previous ways when develop a new naval vessel simulation model.

Fig. 7. Parameterize configuration tool

4 Conclusions and Future Work

Model reusability is very important for reusable component model-based simulation
application of parallel and distributed simulation, not only for minimizing engineering
efforts and resource costs, but also for improving the reliability. Current model devel‐
opment methods face several obstacles hindering model reuse across simulation plat‐
forms and applications, such as bind together with simulation platforms, traditional
model reuse ways lack consideration about reusability efficiency of similar reusable
models and lacking pragmatic method to describe programmable simulation space from
conception space. To solve these problems, with the main contribution in this paper, we
firstly proposed the parameterization-configurable framework for reusable component
model that supports similar models once development, multiple times using adapting to
varied function requirement and firstly proposed CMPA description method for practical
demand for developing warship reusable model in PDES military simulation. Based on
this framework, then our three-phase reusable model development approach for warship
model is elaborated. The approach provides an important technical means for the model
reuse in the complex military simulation fields, and helps facilitate model reuse effi‐
ciency, which has been successfully applied in warship model project. As for our future
work, we plan to study and implement more general naval vessels simulation reusable
models for PDES applications to fulfill the requirements of different clients.
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Abstract. At present, operational decision to the commanders rely mainly on
human judgment. C4ISR system can hardly assist commanders to predict situ-
ation as well as formulate and evaluate operational plans because they are lack
of effective tools and methods. Parallel simulation provide an effective to solve
the above problems. However, the uncertain and incomplete battlefield intelli-
gence in the ‘battlefield fog’ bring great disturbance to construct parallel sim-
ulation system. So it’s an urgent problem to be solved to select the most suitable
battlefield entity model based on real-time battlefield intelligence in order to
increase models reliability and fidelity. In this paper we propose a parallel
simulation system resource selection algorithm (PSSRSA). This algorithm
adopts an improved particle swarm optimum (PSO). It also has dynamic inertia
weight and an alternative method of mutation. The PSSRSA can overcome
traditional PSO shortcomings that may easily fall into local optima or have slow
convergence rate. Through the experiment we test the algorithm performance.
The results indicate the PSSRSA that is feasible and effective in parallel sim-
ulation system resource selection.

Keywords: Parallel simulation system � Simulation resource selection �
Particle swarm algorithm � Dynamic inertia weight � Particle mutation

1 Introduction

With the continuous development of information technology, the accelerating pace of
warfare, the expanding scopes of operations, as well as the improvement of awareness
methods and abilities, commanders are confronted with massive complicated battlefield
information. Therefore, one of the key problems that the C4ISR systems need to solve
is how to help commanders predict the trend of battlefield more timely and exactly,
analyze and optimize the operational plan, control the force action reasonably so that
they can obtain superiorities in information, decision and action. Presently, the oper-
ational decision mainly rely on the judgment of the commander and the C4ISR systems
is lack of effective tools and methods to assist the commander to predict the situation,
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and work out and evaluate the operational plan [1]. The parallel simulation for com-
mand decision provides an effective method for this problem. Based on the modeling
and simulation technology, it constructs a virtual battlefield corresponding to the
realistic one, continually receiving the real-time battlefield intelligence. By simulating
the super real-time battlefield running, it can analyze possible operational intentions of
the adversary and predict the future trend of the battlefield. It can also feed this
information back to the commander and thus providing support for the commander’s
final decision.

The parallel simulation method for the decision support constructs simulation sys-
tems that run in parallel with C4ISR systems. By interconnecting and exchanging
information with C4ISR systems, simulation systems constantly obtain latest battlefield
information from C4ISR systems, establish simulation models of battlefield entities,
constantly make judgments about the possible operational intentions and behavior of
enemy targets through super-real-time simulation of the models, generate the predictions
of battlefield situations for the next moment and give feedback on such results to C4ISR
systems. In this way, simulation systems assist commanders in developing battle plans
and make deduction and assessment of the expected effects of the battle plans, providing
support for C4ISR systems’ prediction of situations and assessment of decision schemes
and enabling commanders to “see through” the future and respond timely.

Parallel simulation systems have changed the non-dominant position of previous
simulation systems from being negative to positive, from being static to dynamic, from
being offline to online, and finally from being subordinate to of equal status, making
simulation the constituent part of the core competency of C4ISR systems. The con-
ceptual schematic of the parallel simulation method for the decision support of C4ISR
systems is shown in Fig. 1.

The concept of parallel simulation comes from Prof. Wang’s parallel system [2] and
ACP theory [3], which are already used in several areas such as urban traffic [4] and
internet public opinion spread [5], and developed to the concepts of CC5.0 [6],
knowledge automation [7], etc. Prof. Qiu uses the parallel concept on the contingency
management of social emergency [8–11] and proposes the concept of parallel military
system [12]. Prof. Fujimoto [13] proposes a simulation paradigm called Symbiotic
Simulation, which is similar to the parallel simulation in nature. The applications of

Fig. 1. The conceptual schematic of parallel simulation for the command decision support
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Symbiotic Simulation include disaster emergency prediction [14], real-time traffic
optimization [15], ecological system analysis [16], financial decision management [17],
cloud computing task scheduling [18], industrial manufacturing [19], etc. In these
areas, parallel simulation system is mainly used for solving the process uncertainty
problem of the running real system, but the simulation model itself is relatively fixed
and specific.

In the area of military operational command decision, Parallel simulation utilizes
complex system modelling and simulation theory to construct simulation systems that
run in parallel with C4ISR systems and provides decision support for C4ISR systems
through the parallel execution, evolving approximation, and feedback control of par-
allel simulation systems and C4ISR systems using computational experiments. Com-
pared with general simulation of decision support, the most noteable characteristic of
parallel simulation is dynamic evolution. A general simulation system focuses on
one-off construction and cannot correct the approximation of the simulation system to
the real system in the running process. However, a parallel simulation system focuses
more on enabling the simulation system to approximate to the real system through
parallel execution and dynamic evolution. Therefore, a parallel simulation system is in
essence characterized by dynamic evolution.

Since the operational process is a rivalry game of both sides, uncertain and
incomplete battlefield intelligence (and even the misleading information) in the “Bat-
tlefield Fog” will bring huge interference to the construction of parallel simulation
system model for the command decision. Thus, an imperative problem to be solved is
to select the most appropriate battlefield entity model in order to make it with high
credibility and fidelity based on the real-time battlefield intelligence.

At present, research on modeling of military area is mainly focused on aspects of
experiment, training, etc. It lacks of the model of directly applying on the command
decision [20], and is mostly based on static models [22], thus lacking of the dynamic
evolvement feature of the model. The Deep Green plan [23] proposed by the US army
is a typical application of parallel simulation technology in the command decision area.
However, we cannot see any public report about this modeling technology because of
the importance of the operational models. Prof. Hu [24] proposes a concept of
“half-real” embedded parallel simulation, which provides theoretical support for the
modeling problem of parallel simulation system. Based on the research of
Parallel/Symbiotic simulation, Prof. Zhou [25] chooses operational simulation driven
by dynamic data as the research background. It is focused on the operating mechanism
of simulation systems as well as related supporting technologies rather than the
research of simulation models. According to the ubiquitous uncertainty of resource
availability in execution environment of military mission planning, Zhang [26] pro-
poses a forecast managing algorithm of military mission planning. It effectively solves
the problem of uncertainty of resource availability in military mission planning.
However, the selected operational resources do not have the ability of dynamic
changing according to the real-time intelligence.

Specific to the uncertain battlefield intelligence, a resource selection technology of
parallel simulation system for the command decision support is discussed in this paper.
The battlefield intelligence data is transformed into requirements of performance
parameters for the simulation models. Moreover, a resource selection algorithm of
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parallel simulation system is proposed based on the improved particle swarm opti-
mization. The experiment result shows that this algorithm has a relatively good con-
vergence and selection accuracy.

2 Resource Selection Model of Parallel Simulation System

2.1 Problem Description and Analysis

The parallel simulation system for command decision support is able to select model
(simulation resources) dynamically based on the inputting real-time battlefield intelli-
gence. Firstly, we give the description of the resource selection problem of parallel
simulation system. Assuming that the battlefield intelligence includes m battlefield
entities, and each entity Ni is corresponding to the simulation model library MLi, which
contains Ni modle options (SM1,…, SMni). That is MLi = (SM1,…, SMni). The specific
selection process is shown in Fig. 2.

2.2 Building the Resources Selection Model

In this section, pss is used to express the parallel simulation system. Assuming that the
number of types of resources which participate in the construction of pss is E, and the
lðl ¼ 1; 2; � � �EÞ the simulation resource set XðlÞ includes Ml simulation resources

f xðlÞ1 ; xðlÞ2 ; � � � ; xðlÞMl
g which can be used. In this paper, we use X to refer a simulation

resource set unless we point out a specific kind of simulation resources, and we use x to
refer one participating resource unless we point out a specific simulation resource. Each
simulation resource x can be expressed by D ðD ¼ 1; 2; � � �Þ indices,
x ¼ ½x1; x2; � � � ; xD�T .

In the construction process of parallel simulation system, five kind of resources Qos
parameters are selected as indices (D = 5) to evaluate every available resource x, which
are denoted by the resource payoff P(x), resource running time T(x), resource transfer
latency L(x), resource reputation level Rep(x) and resource reliability R(x), respectively.

Fig. 2. Resources selection process of parallel simulation system
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Resource Payoff P(x): denotes the cost paid by the developer of simulation system
to call and execute the simulation resources. Here, the price of resources is given by
resource provider.

Running Time T(x): denotes the time period between sending request of simula-
tion resource call and obtaining the result. It includes two parts, one is the time of
resource itself used to deal with user’s request, denoted by Tpro, and the other is the
responding time of the server, denoted by Tres. Thus, the simulation resource running
time can be expressed as T = Tpro + Tres. Considering a simulation system resource x,

we use historical data of running time to calculate T(x): TðxÞ ¼ Pn
a¼1

TaðxÞ=n, where
Ta(x) denotes the running time of resource x at the ath time and n denotes the total times
of running.

Network Latency L(x): is quite small and can be ignored comparing to the cal-
culation time of server in distributed systems in LAN environment. However, in
net-centric simulation environment, because of the large amount of simulation
resources, the heavy information traffic in networks and the dynamically changing
network states, network latency becomes a parameter not to be ignored in selecting
simulation system resources. In this paper, we use the end to end time difference of
system resources to calculate the network latency.

Reliability R(x): denotes the probability of successfully calling and executing
simulation resources. Traditionally, reliability is related to not only system’s hardware
and software, but also the network connection conditions. Here, the reliability of
simulation system resource x is decided by resource running time T(x) and resource
price P(x):

RðxÞ ¼ e�ðTðxÞþPðxÞÞ ð1Þ

Reputation Level Rep(x): denotes the user evaluation and satisfaction of system
resources. We use users’ feedback statistics to calculate this index. Repa(x) denotes the
user a’s evaluation of system resource x, it is related to the reliability Ra(x) and network
latency La(x):

RepaðxÞ ¼ RaðxÞ=LaðxÞ ð2Þ

When building simulation systems, it is important to select some simulation
resources which can meet users’ requirements from different types of simulation
resource sets. In this paper, the objectives of selecting resources to build pss are
minimum payoff, shortest time and minimum network latency. At the same time, we
expect to meet the minimum threshold requirements of the community’s reputation
level and reliability, which are denoted by Rep0 and R0, respectively. Thus, the general
model of simulation system resource selection can be expressed as,

min
xðlÞ2XðlÞ;l¼1;2;���;E

ðPpssðxð1Þ; xð2Þ; � � � xðEÞÞ; Tpssðxð1Þ; xð2Þ; � � � xðEÞÞ; Lpssðxð1Þ; xð2Þ; � � � xðEÞÞÞ
s:t: Rpssðxð1Þ; xð2Þ; � � � xðEÞÞ �R0; Reppssðxð1Þ; xð2Þ; � � � xðEÞÞ �Rep0

(
ð3Þ
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where Ppss, Tpss, Lpss, Rpss and Reppss denote the parallel simulation system pss’s
resource payoff function, resource running time function, resource network latency
function, resource reliability function and resource reputation level function,
respectively.

Formula (3) is a multi-objective optimization problem. The objective function is
also called fitness function. Different test functions can be selected as objective func-
tion according to different application requirements. Its value of function is also called
fitness function value or fitness value for short.

In this paper, it is assumed that each specific resource’s QoS information would be
static when running the algorithm. The resource selection model designed in this
section should be able to extend or reduce based on different application requirements
of simulation system resource selection. This model can also be extended to arbitrary
number of objective functions and constraint conditions.

3 Parallel Simulation System Resource Selection Algorithm
(PSSRSA)

We use Particle Swarm Optimization (PSO) algorithm as the basic resource selection
algorithm of parallel simulation system. The basic PSO algorithm has the local opti-
mum problem which is called “premature”. In literature [27], two reasons caused this
problem in basic PSO are concluded: lacking of inertia weight parameter and no
considering of the influence of population diversity to the algorithm. Therefore, before
we use PSO algorithm on resource selection, we have to solve two problems below:
one is how to dynamically adjust the inertia weight to meet the searching requirement
on different stages; the other is how to ensure population diversity to avoid local
optimization. The Parallel Simulation System Resource Selection Algorithm (PSSRSA)
proposed in this paper will use PSO as the basic algorithm and extend it with inertia
weight and diversity parameters. In Sect. 3.1, we propose an inertia weight dynamic
adjustment strategy. And in Sect. 3.2, we propose a self-adaptive variation disturbance
method to increase population diversity and avoid local optimization effect.

3.1 Inertia Weight Dynamic Adjustment Strategy

PSSRSA considers the dynamic adjustments of inertia weight comprehensively by the
number of iterations and the diversity of the current particle swarm. While enhancing
the local exploitation ability, the risk of concentrate all particles to a certain local point
is reduced, thereby ensuring a certain level of global searching ability of the swarm.
The population diversity d(t) is obtained with the measuring method proposed in
literature [28].

Inertia weight is dynamically adjusted according to formula (4).
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wðtÞ ¼ wmax þ e�dðtÞ � 1� eðIter�ItermaxÞ � Iter
Itermax

� �
� wmax � wminð Þ

ð4Þ

Where Itermax and Itermin are respectively the maximum and minimum numbers of
iterations, Iter is the current number of iterations, wmin is the initial weight, wmax is the
final weight, and d(t) is the population diversity at time point t.

It can be seen from formula (4) that when t is small and w is large, the particle
swarm inclines to global searching, and the increase of t and gradual decrease of
w could accelerate the particle swarm’s local searching. This adjustment strategy
enables self-adaptive adjustment of the optimizing speed of PSSRSA, improves the rate
of convergence, and prevents the algorithm from being trapped in local optimization
and premature.

3.2 Self-adaptive Variation Disturbance Method

In addition to preventing local convergence through the adjustment of inertia weight, a
great number of studies performed variation to the population. In literature [29], the
variance of the fitness degrees of the particle swarm is used as the global optimization
variation condition, and a self-adaptive variant particle swarm optimization algorithm
was proposed. In literature [30], the evolution stagnant steps S is used as triggering
condition to perform random disturbance simultaneously on the individual extremum
xp and the global extremum xg. This algorithm adjusts the individual and global
extremums to make all particles move to new locations. It makes all particles migrate
and re-gather, and the new searching paths and domains increase the possibility of
finding more optimal solutions.

An optional random disturbing method is employed in PSSRSA in case the fol-
lowing two situations occur to the particle swarm at the same time.

1. The variance of the fitness values of the particle swarm convergent to 0, which
means the population might be trapped in one or more optimal points. The variance
of fitness values is defined as below:

r2 ¼
Xn
i¼1

fi � f
f

� �2

ð5Þ

where fi is the fitness value of particle i, f is the average fitness value of the swarm,
and f is defined as below:

f ¼ max fi � f
�� ��; ifmax fi � f

�� ��[ 1;
1; else:

�

2. The number of global optimal value stagnant steps is greater than the triggering
condition S, which means the population might be trapped in local optimal point.

Research of Resource Selection Algorithm of Parallel Simulation System 425



The extremum interrupting strategy is as below:

x0p ¼
Dðs;UB� xpÞþ xp; if flip ¼ 0;

Dðs; xp � LBÞþ xp; if flip ¼ 1:

(

x0g ¼
Dðs;UB� xgÞþ xg; if flip ¼ 0;

Dðs; xg � LBÞþ xg; if flip ¼ 1:

( ð6Þ

where filp is a random event that returns 0 or 1, UB indicates the upper bound of
variables xg and xp, while LB indicates the lower bound of them. Function D is defined
as below:

Dðs; xÞ ¼ xð1� rð1�
s

max tÞbÞ: ð7Þ

Where r is a random numeral in the range of [0, 1], max_t is the maximum number
of iterations, and s is the current number of iterations. Parameter b determines the
independence degree of the interruption, and in this article, it’s given the value of 2.

4 Verification of Resource Selection Algorithm

In this work, we use Rastrigin function as the testing function. Rastrigin function is a
non-convex simple objective function used as a performance test problem for opti-
mization algorithms. It is a typical example of non-linear multimodal function with a
lot of local minima. Finding the minimum of this function is a fairly difficult problem
due to its large search space and large number of local minima. The resource selection
problem also has the objectives of minimum payoff, shortest running time and mini-
mum network latency of the parallel simulation system. The indices of the system built
by the optimum resources have the accordance with Rastrigin function’s minimum.
Therefore, using Rastrigin function as the testing function is very suitable for the
background of the parallel simulation system resource selection application. Moreover,
due to large number of types of simulation resources and large number of resources
when building parallel simulation system, using simple objective testing function will
be helpful in decreasing the number of calculations for system resource selection and
increasing the selecting speed. In summary, we use Rastrigin function as the target
function for resource selection.

In this work, we use resource running time T, resource payoff P and resource
transfer network latency L in the resource selection model (formula (3)) as three
parameters in Rastrigin function. Therefore, we transform three optimization objectives
(T, P, L) in the multi-objective optimization model into the simple objective optimum
selection problem of the testing function. At the same time, we also use resource
reputation Rep and resource reliability R as two constraint conditions. To normalize the
calculation result, we set parameter in each dimension (xd) of every resource x between
range [0, 1]. Without loss of generality, we consider one type of available simulation
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resource sets. In the range of resources, 5000 points are randomly generated to rep-
resent optional resources of parallel simulation system.

After the generation of optional resources, we set the iteration times of resource
selection process being 1000, 2000 and 3000, respectively. And in each iteration pro-
cess, we set the corresponding particle swarm size being from 100 to 1000, 200 to 2000
and 400 to 4000, respectively, to test the searching performance of PSSRSA algorithm
under different circumstances. In addition, we compare the testing result with those of
basic PSO algorithm, DWPSO algorithm [31] and AMPSO algorithm [32]. Here we use
the average value of 10 times as the final experiment result. Both DWPSO and AMPSO
algorithms are optimization algorithms based on PSO. DWPSO uses an inertia weight
dynamic adjustment strategy, while AMPSO is an optimization algorithm with extre-
mum disturbance. Both of them are used to avoid local optimization result. In this work,
we set the parameters of PSSRSA as follows: winitial = 0.9, wfinal = 0.5, c1 = c2 = 1.4.

Table 1 records the numbers of convergence of four algorithms under experiments
with different times of iterations. From Table 1 we can find that generally the number
of convergence of PSSRSA is less than other algorithms’. In fact, sometimes other

Table 1. Numbers of convergences of each algorithm under three different iteration times

iterat

ion 

times

N

algorithm

100 200 300 400 500 600 700 800 900 1000

1000

PSO 516 500 368 381 354 358 294 267 312 300

DWPSO 529 503 382 385 436 355 401 320 279 382

AMPSO 522 389 422 352 368 352 286 346 270 307

PSSRSA 454 364 389 360 367 348 266 260 287 254

N

algorithm

200 400 600 800 1000 1200 1400 1600 1800 2000

2000

PSO 418 389 427 344 305 283 267 264 267 257

DWPSO 440 451 457 354 284 350 294 337 299 287

AMPSO 453 459 396 319 284 362 264 333 260 269

PSSRSA 400 428 354 338 283 297 298 285 270 253

N

algorithm

400 800 1200 1600 2000 2400 2800 3200 3600 4000

3000

PSO 319 316 260 269 292 257 273 256 253 253

DWPSO 356 337 254 260 275 254 257 301 253 265

AMPSO 351 262 308 265 258 254 303 263 273 253

PSSRSA 338 286 292 254 254 260 258 254 256 254
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optimization algorithms have the problem of not finding the optimum result in the
simulation experiments. Table 1 shows that due to the smaller swarm size under the
experiment with 1000 times iterations, all algorithms need more number of conver-
gences. However, comparing to the others, PSSRSA shows a relatively much better
searching performance with at least tens of convergence numbers dropped. With the
swarm size increasing, the performance of each algorithm becomes stable. Especially
when the particle swarm size increases to 4000, the numbers of convergences of each
algorithm become nearly identical. However, PSSRSA still has about ten times of
convergence advantage.

Figure 3 shows the experiment results in form of line chart. From it we can find that
the number of convergence of PSSRSA is less than the others under every iteration
process, thus proving that PSSRSA has a faster convergence speed. Moreover, when
the swarm size is larger than 700, the number of convergence of PSSRSA is almost the
same, which means PSSRSA has a more stable convergence process.

5 Conclusions

The main contribution of this paper is the proposed parallel simulation system resource
selection algorithm (PSSRSA). Firstly, we build the resource selection model of par-
allel simulation system and select five resource QoS parameters. Secondly, we trans-
form the resource selection problem of building parallel simulation system into the
global optimization problem based on QoS with some constraint conditions. Then we
propose the PSSRSA algorithm, which improves the method with inertia weight
parameter and variation disturbance. Lastly, we verify PSSRSA algorithm through
simulation experiments. Simulation result shows that PSSRSA algorithm is faster and
better than other optimization algorithms based on PSO. It has not only good con-
vergence speed but also high precision searching result. Moreover, PSSRSA has a good
performance under large population diversity and large iteration times, which makes it
suitable for building large-scale simulation system.

Fig. 3. Numbers of convergences of each algorithm under three different iteration times
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Abstract. Two different methods for high performance calculation cluster are
proposed to optimize holographic algorithms of computer generated holography
(CGH). We completed the numerical simulations and finish the experience.
Results show that we can reconstruct a satisfied object by using our holography.
Moreover, the computation process of CGH for three-dimensional (3D) dynamic
holographic display has been sped up by programming with these methods. Not
only can it optimize file loading process but also inline calculation process.
The CGH of gigabyte data is generated finally. Besides, the first method can
effectively reduce time costs of loading and writing files on CPU. It is believed
the proposed method can support the huge data processing for 3D dynamic
holographic simulation and virtual reality in near future.

Keywords: High performance computation � 3D holographic simulation �
Virtual reality

1 Introduction

With the increase of people’s growing material and cultural demands, the improvement
of display technology has never stopped. Holographic simulation is one of the most
promising technologies. Achievements have been made in different aspects with the
development of holography. Elimination of a zero-order beam [1, 2], handling of
occlusion issue [3], increasing of viewing angle [4] and so on, all of them has made
great contributions to the three-dimensional (3D) holographic simulation. However,
holographic calculation process cost a lot of time, which is still a hard problem for
holographic simulation. It keeps us far away from real-time holographic simulation for
3Dobjects.
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Many different methods have been proposed to solve this problem. During the past
few decades, integral photography has been used in a capture and reconstruction
system which can reconstruct a 3D live scene generated by fast Fourier transform
(FFT) at 12 frames per second [5]. The ray-tracing approach [6] is a basic computer
generated hologram (CGH) computation method. 3D objects are discretized into huge
amounts of object points and every point is considered as a point light source. In this
way, a hologram can be calculated by the sum interference fringes of each point. We
can reconstruct quite high-quality 3D objects by this algorithm with consuming so
much time. In order to optimize it, some of the calculation steps can be transferred to
the offline process, which can reduce computational work inline. It leads to the pres-
ence of look-up table (LUT) method [7]. It is a table saved in computer that stores the
pre-calculating results. LUT algorithm can use it to trade space for time, which can
optimize the hologram generation speed of coherent ray trace (CRT). Because of the
rise of this thought, some new methods have been proposed. Split look-up table
(S-LUT) algorithm [8] splits the LUTs into horizontal and vertical vectors by using the
Fresnel approximation, but its offline tables are very huge. It will grow fast with the
increasing of hologram size. Furthermore, compressed look-up table (C-LUT) [9] splits
the z modulation factor using Fraunhofer diffraction to compress the offline table.
C-LUT is a fast and memory reduced method and suitable to calculate large size
hologram with limited store space, but the reconstructed object from C-LUT algorithm
cannot reach expected quality. All methods mentioned above are used to accelerate the
generation of a real-time hologram.

2 The Method to Generate a Hologram

2.1 Common Optimization Methods

There are other optimized methods that take a good use of the characteristics of
programming languages or high performance hardware devices. In recent years, mixed
programming has been proposed. it can accelerate the generation speed of CGH to
some extent [10]. Although combining the advantages of different programming lan-
guages is a good idea, people are concern more about high performance computing
hardware now [11, 12]. Definitely, advanced computing hardware contributes a lot to
the high speed calculation, so it can also be used in holographic simulation. Graphic
processing unit (GPU), as the special chip for big data processing, has been designed
properly for holographic simulation. Its parallel architecture is far away more effective
than central processing unit (CPU) and it has a superb performance in the processing of
floating type data [13]. This special mechanism can be good for the holographic
simulation job to generate the large-pixel-count hologram [14]. Nowadays, GPU is
used generally to improve the computation speed of algorithm with independent data.
With the improvement of high performance calculating ability, the size of hologram is
also increasing. Most recently, a hologram with 9 k � 9 k size can be generated using
FFT-based method [15]. Those methods can be accelerated but the coding process is
complex and data communication speed is not good enough for realizing dynamic 3D
holographic simulation.
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2.2 The Theroy of Holographic Simulation

In this paper, we use two effective methods based on the attributes of the high per-
formance computing device, GPU and CPU, to accelerate the computation algorithm of
a CGH. In addition, we use dynamic parallelism [16–18] and file memory mapping
techniques [19] based on the characteristics of the high performance computing devices
which can implement two different LUT methods by programming in C/C ++. The size
of hologram can be calculated has reached 1 gigabyte with these methods. Currently,
the whole computation job can be completed in about 120 s and the reconstructed 3D
image quality is good, which can be easily recognized by the human’s eyes. Multiple
GPUs are put into use as high performance computing hardware facilities and one CPU
is responsible for the logical controlling. We also use the Compute Unified Device
Architecture (CUDA) as a programming platform. This platform is promoted by
NVIDIA. Besides, the loading speed of offline tables is improved on CPU by using the
file mapping technique.

In order to increase the speed of CRT method, LUT method stores whole offline
computation results so that computing devices have to move tables into computer’s
memory when the algorithm try to generate a hologram inline. S-LUT algorithm using
Fresnel approximation has decreased the inline computation load without the sacrifice
of the quality of reconstructed image. It splits the horizontal light modulation factor
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and vertical light modulation factor
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Both of these factors are computed offline and stored in hard disk. The inline
process of S-LUT is also departed into two steps:
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According to the equation above, x
0
p; y

0
q

� �
represents the point location on holo-

gram plane. x; y; zð Þ is the object point coordinate and zj is the coordinate of every slice
of the object. d is the distance between the object plane and the hologram.

The consumption of storage space grows fast with the increasing of hologram size by
using S-LUT algorithm. It is a fast and useful algorithm to generate a hologram in proper
size. When we want to compute a huge size hologram, the offline tables even cannot be
stored in video memory at one time. C-LUT can solve this problem effectively. It takes an
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advantage of Fraunhofer diffraction to achieve the further approximation compared with
S-LUT. It defines the z light modulation factor based on this.
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Because of it, there are some changes of H and V factor,
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C-LUT can cut down the offline storage to one slice so that make it possible to
generate a much larger hologram with less memory. It also costs much less time to load
the off-line files. The same as S-LUT, its inline process also has two steps:
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where nz represents the number of slices on z-axis.

3 The Method to Optimize Hologram Computation Process

3.1 The Dynamic Parallelism Technology

For the high performance computing cluster of multi-GPU, CUDA is a general parallel
computing architecture which can implement the complex computation job with proper
time consumption. It is so appropriate to support the highly parallel structure of LUT
algorithm. The newest version of CUDA provides a characteristic called dynamic
parallelism which can accommodate the size of blocks and threads in terms of the
computation complexity. This new property makes the nested programming much
simpler than before and can accelerate the LUT method to some extent. It has been used
extensively in many other fields. This technique allows GPU to make a judgment of the
results of the computation directly without transferring the data back to CPU. Based on
this new characteristic, it can reduce the time spent on the data communication between
GPU and CPU. Computing process with this mechanism is shown in Fig. 1.

In our method, we allocate the blocks and threads as the Fig. 1 shown above and
realize S-LUT and C-LUT algorithm in this way. It divides the whole hologram into
pieces and adjusts the calculation work to the current computing resources optionally.
The advantages of dynamic parallelism are that this method can reduce the complexity
of nested program and covert it to be more controllable. We can change the size of each
sub-hologram nearly without modifying the code. In order to take advantage of

434 Z. Yingxi et al.



dynamic parallelism mechanism of CUDA, we consider the light intensity information
of each object point as a 1 � 1 matrix and multiply it with its H vector of modulation
factor. Therefore, the accumulation of H light modulation factor in the same row of the
object can be computed as a kind of matrix manipulation. With the change of accu-
mulation, we can use the dynamic parallelism to split the H factor into many segments
and then sum up each part together concurrently. It does finish a job to accelerate
accumulation procedure. The inline process flowchart is shown in Fig. 2. File mapping
and dynamic parallelism technique play the role as host and device respectively.
Device is responsible for the implementation of S-LUT and C-LUT. The complex data
we process consists of two single-precision data format.

For the computation of hologram with the size larger than 16384 * 16384 based on
S-LUT algorithm, offline tables are much too large for the limited video memory on
multi-GPU cluster that the offline tables have to be loaded for many times. This kind of
data manipulation wastes some extra resources, which can be avoided by increasing
video memory. The results are shown in Fig. 3.

In Ref. [9], the author generated a hologram computed by about 10 k object points
at 1027 * 768 resolutions, which spent 500 ms. With these methods, it can generate a
hologram with the same object points and the size of 1920 * 1080 in approximately
250 ms. The granularity level of blocks and threads also affect the speed of calculation
in our experiment. We divide the part of hologram computed in a GPU into smaller
sub-holograms, which means making the parallel computation have a finer level of
granularity. It can reduce the processing time consumption to some extent.

3.2 The File Memory Mapping Technology

As we have mentioned above, the LUT Algorithm trades the storage spaces for the
inline run time overhead, so we have to save the whole offline tables in memory before
start computing inline. It costs us huge amounts of time when we use the file stream

Fig. 1. Computation Diagram of hologram based on dynamic parallelism.
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functions to load the offline tables of a large hologram. Both of the file inputting and
outputting are very time-consuming. Memory mapping file technique is under the
control of operation system, which is a memory management method in CPU. Oper-
ation system grants the permission to application so that it can access to the files in disk
through a memory pointer. In other words, this technique build the connection between
the whole or part of the offline tables in hard-drive and the fixed area of the virtual
address space of the process. In this way, we can avoid both the file stream I/O
operation and file buffer, and access a file directly. It is especially efficient to complete

Fig. 2. Inline process flowchart.

Fig. 3. Time consumption of S-LUT and C-LUT algorithms.
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the loading job for processing some huge size files. We describe the process of writing
and reading offline tables as a graphic example in Fig. 4.

As it shows in Fig. 4, firstly, we build a mapping between the logic memory and
hard disk before we try to input or output the light modulation factor H and V offline
tables in the disk. The virtual logic address represented by the file pointer is one-to-one
mapping for the physical address now. Secondly, because there is no related data in
logic memory, the operation system will trigger a page fault interrupt to call for the
offline holographic data, when the program want to get the data of offline table files.
Thirdly, these data are loaded into memory and then obtained by the process. This file
reading and writing mechanism avoids the regular buffer copies, so we can retrieve the
data at one time rather than twice process the offline table data in this way, which
means it can support the multi-process programming suitably.

Our experiments are accomplished by a computer with specifications as Table 1.
Our program is running on a cluster consisted of CPUs and GPUs. Parameters we used
are listed in Table 2.

Fig. 4. Illustration of file mapping technology

Table 1. Specifications of PC

Item Model Details

CPU Intel Xeon E5-2670 8 cores 2.6 GHz
GPU Tesla K20Xm 2 GB memory each one
Memory DDR3 666.5 MHz, 192 GB
OS Windows 7 64 bit with SP1
IDE Visual Studio 2010 32 bit
GPU API NVIDIA CUDA v5.5
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Based on these parameters, we compare the time costs for different offline table
processing cases. The comparison of file mapping and regular file stream techniques are
shown in Figs. 5 and 6.

Table 2. Parameters of CGH computation

Item Value

The width of object space 200 pixel
The height of object space 200 pixel
The depth of object space 256 pixel
Vertical sampling interval of object space 80 µm
Horizontal sampling interval of object space 80 µm
Wave length of laser in reconstruction 532 nm

Fig. 5. The cost time comparison of reading file process and writing file on S-LUT Algorithm.

Fig. 6. The cost time comparison of reading file process and writing file on C-LUT Algorithm
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Moreover, it shows that file mapping technique can reduce the time costs when we
read or write data of offline tables from disk to the memory. We can compare the
relationship of hologram size and file loading time consumption through those figures.
File mapping technique can keep relatively gentle with the increasing of the size of
hologram and slow time expenditure. For different cases, the file processing time
consumptions of S-LUT are 40 * 250 times than C-LUT because of the different size
of processing data size. The average time of writing offline holographic data for file
stream method on S-LUT case is about 14 min, which is nearly 56 times than file
mapping method. For the reading case of S-LUT, cost time of file stream is 11 min in
average. In the method, the average cost time of file mapping is less than 4 s.

3.3 Our Experiments

We realize the numerical and experimental reconstructions of holographic simulation.
The CGHs with 1920 * 1080 resolution are also generated by different algorithms. The
simulations and experiments are shown in Fig. 7.

Our program is flexible for different sizes by the way, which is able to generate
huge size CGH with less quality loss. The method can generate 1 gigabyte hologram
with more than 107 object points in a suitable time. It costs about 120 s. We also use
the occlusion processing method in our generation process, which can speed up the
calculation. The calculation precision and speed are in good agreement with the the-
oretical predictions. Furthermore, dynamic parallelism technique reduces the code
complexity, which shorts the length of code and makes the program much easy to be
understood.

4 Conclusion

In conclusion, we proposed two methods to speed up the generation process of CGH by
high performance cluster based on multi-GPU and CPU. Dynamic parallelism is benefit
for a simpler programming and easier management of thread granularity than regular
programming method. Besides, it can also reduce the inline time consumption of both

Fig. 7. Origin 3D scene and reconstructed 3D objects with different focuses.
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two holographic simulation algorithms. File mapping technique saves more than 100
times of handling data than file I/O stream method in average. The method can compute
huge data up to 1016 totally now, which is a useful reference to implement the real-time
3D holographic simulation and virtual reality in the future. Recently, part of the
information of huge size hologram can be used to reconstruct the object with a higher
quality by a new encoding method [20, 21]. It is meaningful to generate such a huge
hologram. Besides, these methods could also be applied to the big data processing for
various applications, such as 3D real-time simulation, cloud computation and soon.
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Abstract. Personalized recommendation system is an important means for
people to get interested information and product quickly. This traditional
user-based collaborative filtering algorithm cost too much computation on
similarity calculation. In order to solve this problem, a new collaborative fil-
tering recommendation algorithm based on K-Means clustering of user’s attri-
butes is proposed. In this algorithm, the longitude and latitude of users’ are first
clustered, and then the similarity of users’ are calculated within each cluster.
Finally, parallelization of this proposed algorithm on Spark is implemented.
Experiments show that the user attributes-based collaborative filtering has sat-
isfied performance.

Keywords: Collaborative filtering recommendation � User attribute �
Clustering � Spark � Parallelization

1 Introduction

With the rapid growth of E-commerce, the amount and kinds of products also increase
rapidly. Customers will cost a lot of time to find certain product they are interested in.
In this case, customer loss may happen due to too much browsing on irrelevant
information and production. The purpose of personalized recommendation system is to
recommend particular information and products to customers according to their his-
torical data, e.g. interest, shopping history etc.

User-based Collaborative filtering (CF) recommendation algorithm is based on the
target user’s history ratings by calculating the similarity among users to find the users
with high similarity (namely N-nearest neighbors). Then, the recommendation system
will predict the ratings about target users of the unused items based on the N-nearest
neighbors’ rating records. The specific principle is shown in Fig. 1.

If user1 is interested in item A and C, user2 is interested in item B, user3 is
interested in item A, C and D, then from these historical evaluation information, we
find user1 and user3 have similar evaluation, and user3 also has evaluation on item D,
then we can predict that user1 may also be interested in item D. Therefore, the item D
will be recommended to user1.
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Supposed m users’ ratings on n items is a matrix model,

R ¼

R11 R12 R13 � � � R1n

R21 R22 R23 � � � R2n

R31 R32 R33 � � � R3n

..

. ..
. ..

. ..
.

Rm1 Rm2 Rm2 � � � Rmn

0
BBBBB@

1
CCCCCA ð1Þ

where, if a user has no rating on some item, then its default value is 0. Typically, the
prediction formula of user i for item j is represented by,

Ri;j ¼ aggr
i0 2I

Ri0 ;j ð2Þ

In formula (2), I indicates a user group, these users own high similarity to user i and
they all have the ratings on item j. aggrð�Þ is the prediction function of Ri;j. Three
methods are usually used to calculate Ri;j. The easiest way employs the average value

of all the users’ rating in set I to predict Ri;j, i.e. Ri;j ¼
P
i0 2I

Ri0 ;j

,
N. However, the

mostly used way is to employ weighted average approach to calculate Ri;j. For
example,
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Fig. 1. User-based collaborative filtering recommendation
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Ri;j ¼ k
X
i0 2I

simði; i0 Þ � Ri0 ;j ð3Þ

Formula (3) means that the greater the similarity between two users is, the greater
the impact of the ith user on the forecast is. It is clear that formula (3) is regardless of
user’s rating habit. It is to say that some users may prefer to give high rating, but others
tend to give low rating. In order to make up this deficiency, the offset between the ith

user’s rating and the average rating of the other users is introduced, formula (3) is
rewritten as,

Ri;j ¼ Ri þ k
X
i0 2I

simði; i0 Þ � ðRi0 ;j � Ri0 Þ ð4Þ

The accuracy of Ri;j calculated by formula (4) is much more higher than that by
formula (3).

Similarity calculation between users is the most important part of user-based CF
algorithm. The commonly used methods include Euclid similarity, Cosine similarity
and, Jaccard coefficient and Pearson similarity [1], in which Pearson similarity has the
best performance, especially when data is not standardized [2]. Pearson similarity is
calculated as followed,

simðx; yÞ ¼

P
i2Ixy

ðRx;i � RxÞðRy;i � RyÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Ixy

ðRx;i � RxÞ2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2Ixy
ðRy;i � RyÞ2

r ð5Þ

After calculating similarity between users, the next step is to select the top N users
as the nearest neighbors. It is much more important to select the value of N. Too small
N may result in inaccurate recommendation. However, too large N will increase the
computational complexity. According to Pearson similarity, the value of N can be
selected by,

T xð Þ ¼ fyjy 2 Top� N xð Þ; sim x; yð Þ[ 0; x 6¼ yg ð6Þ

Top� N xð Þ is the nearest neighbors set of user x.
Finally, the rating of user x for items can be predicted by,

Pðx; sÞ ¼ Rx

� þ

P
y2Top�NðxÞ

simðx; yÞðRy;s � RyÞP
y2Top�NðxÞ

simðx; yÞ ð7Þ
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2 Collaborative Filtering Recommendation Algorithm Based
on User’s Attributes

In practical application, the number of users is huge. If we calculate all the similarities
between different users, computational complexity will increase greatly without doubt.
Aiming this problem, we proposed a new collaborative filtering recommendation
algorithm based on K-Means clustering of user’s attributes.

2.1 Users’ Attributes

In order to reduce computation complexity of the similarities between users, it is
necessary to narrow the similarity calculation range. Our idea is to use users’ own
attribute information for this purpose. This is because that multiple attributes can well
reflect a user’s unique characteristic. Furthermore, for most of current recommendation
systems, if new users appear, they are required to register first, the register information
often contains the gender, age, height, address, occupation, and so on.

For example, in the online shopping, female users are always interested in cosmetics
and women dress, while male users are interested in shaver and man dress. Therefore,
the attribute information of users determines their needs and preference to some degree.
This paper argues that similar attributes users have similar habits and interests. Thus,
according to the attribute information of users, users may be classified into different
clusters, each user cluster’s preferences are basically the same, but different cluster has
different preferences. If so, the similarity can be calculated in small clusters.

As for user attributes-based collaborative filtering recommendation, some research
has been done. In literature [3], similarity is calculated first based on user’s attributes
and then clustering is carried out. This method involves similarity relationship between
any two users, so it is difficult to determine the cluster center. In literature [4], different
weight was set for each attribute and a comprehensive similarity is obtained finally,
based on which the clustering is carried out. This method needs many experiments to
determine the selected weight value. However, in this paper, clustering is be done
directly based on the attribute values.

Supposed that there are m users, each user has q attributes, the users’ attribute
matrix can be expressed by,

Attr ¼

Attr11 Attr12 � � � Attr1q
Attr21 Attr22 � � � Attr2q

..

. ..
. ..

.

Attrm1 Attrm2 � � � Attrmq

0
BBB@

1
CCCA ð8Þ

2.2 K-Means Clustering

K-means method is a typical clustering algorithm based on partition, which has been
widely used in many fields [5, 6]. Supposed that there are M objects, the idea of
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K-means clustering algorithm is to classify this M objects into K clusters, with similar
objects in the same cluster, but the similarity in different clusters is very low. K-Means
algorithm employs spatial distance among objects to measure the similarity. The
smaller the distance is, the more similar the two objects is.

In this paper, longitude and latitude of a user is used to classify the users. Let
X ¼ fx1; x2; � � � ; xmg represent m users, xi is a 2-D vector representing the longitude
and latitude information of the ith user. The procedure of K-Means clustering algorithm
is as follows.

(1) Set the number of clusters K, K �m, choose K objects as the initial centers of
cluster c1; c2; � � � ; cK .

(2) Calculate the distance between the ith cluster center and all the other objects,

d ¼ xi � cj
� �2.

(3) According to the minimum distance principle, put objects into some

cluster.Ci :¼ argmin xi � cj
�� ��2.

(4) Calculate the average of all the objects in each cluster as the new cluster centers.
(5) Determine whether the cluster center is converged or the maximum iteration

number has reached. If not, the process returns to step (2). If yes, output the
cluster results.

With the above steps, all the users will be divided into K different clusters. Each
cluster has similar attributes. Next, recommendations can be given within the same
cluster according to the historical ratings.

This improved user-based CF takes into account the user’s own attributes. It can not
only reduce the calculation complexity, but also solve the cold start problem of new user.

3 Parallelization of Collaborative Filtering Algorithm Based
on Users’ Attribute

The parallelization of collaborative filtering algorithm based on users’ attribute is
implemented on Spark, which includes two parts. One is to parallelize user attribute
clustering; the other is to parallelization of Pearson similarity calculation.

3.1 Parallelization of User Attribute Clustering

Parallelization of K-Means algorithm on Spark is to divide a large clustering task into
many sub-clustering tasks on data nodes to execute computation simultaneously. First,
local clustering on the sub-dataset of each node, and then merge all the clustering result
on each data node to constitute the global clustering result. The procedure of this part is
shown in Fig. 2. The pseudo-code of K-Means clustering on Spark is shown in Table 1.
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3.2 Parallelization of Pearson Similarity

Read rating data from HDFS, and convert it to RDD form. Without loss of generality,
supposed that the target user for recommendation is in cluster 1. The pseudo-code of
Pearson similarity on Spark is shown in Table 2.

During the parallelization of user attribute clustering and Pearson similarity, the
data always exists in the form of RDD. We can choose to use map, groupByKey, filter
API to operate RDD. Because RDD is stored in Spark memory, it only needs to read
data from HDFS for one time. Therefore, it reduces the times of reading disk, which
differs from Hadoop and MapReduce.

Initialize the cluster center

map

Global cluster center 
<Key,Value>

ReduceByKey ReduceByKey

converged or reach 
iteration number

Yes

No

Output cluster results

Calculate distance between 
each object and cluster 
center on local nodes 

map

<Key1,Value 1> <Keyn,Value n>

Local cluster center 
<Key,Value>

Calculate distance between 
each object and cluster 
center on local nodes 

User-attribute matrix 

<Key1,Value 1> <Keyn,Value n>

Local cluster center 
<Key,Value>

Fig. 2. Parallelization of users’ attributes clustering on Spark
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4 Experiments

Online public MovieLens [7] is employed to test the proposed algorithm. The dataset
includes all users’ rating information, the rating ranges from 0 to 5. MovieLens con-
tains data with different sizes, e.g. 100 K, 1 M and 10 M. In this paper, we used the
1 M dataset for recommendation algorithm test. The 1 M dataset includes more than
one million rating data that is 6040 users’ mark on 3900 movies.

Table 1. The pseudo-code of K-means clustering on Spark

Input User-attribute data set 
Output Cluster results 
Step1 val sc = new SparkContext(master,“Spark”) //Initialization environment 
Step2 val dataset= sc.textFile(“hdfs://…/…”).map.(_.split(“ ”)) 
//the default user-attribute data read from HDFS, and convert to the //form of RDD 
Step3 val points=dataset.map().cache()//The data cache 
Step4 val numClusters = K//Setting the number of clusters 
Step5 val numIterations = max_Iters //Setting the number of iterations 
Step6 val rcenters = Array.fill(numClusters) {Point.random()} 
Step7 val centers =sc.broadcast (rcenters) 
Step8 for iter from 1 to numIterations 

val closecenters = distance(centers) 
val clusters=points.map().recuceByKey()  
val newcenters=closecenters.map() //Get new cluster center 

Step9 End for 

Table 2. Pseudo-code of Pearson similarity on Spark

Input User-item rating data in cluster1 
Output Similarity about the target user with other users 
Step 1 data=sc.textFile(“hdfs://……”) 
Step 2 Partitions = n//Setting the number of partitions 
Step 3 val rating = data.parallelize(0 until n).map(parseVectorOnUser).cache() 
Step 4 val numRatersPerUser=rating.groupBy(userID).map() 
Step 5 val ratingsWithSize=rating.groupBy(userID).join(numRatersPerUser) 

.flatMap() 
Step 6 val ratings= ratingsWithSize.keyBy(itemID) 
Step 7 val ratingParirs = ratingsWithSize.keyBy(itemID).join(ratings).filter() 
Step 8 val vectorCalcs= ratingParirs.map().groupByKey() 
Step 9 val similarity = scala.math.sqrt(sum()) 
Step 10 val topn = similarity.sortBy() 
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4.1 Performance Indices

As found in most literature, two performance indices are used to measure if a rec-
ommendation algorithm is satisfied, i.e. mean absolute error (MAE) and root mean
square error (RMSE). These two indices are calculated as follows

MAE ¼
P

i;j Ri;j � R̂i;j

�� ��
N

ð9Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i;j ðRi;j � R̂i;jÞ2
N

s
ð10Þ

where, Ri;j represents the actual rating value of user i for item j, R̂i;j represents the
predicted value. N represents the number of all the predicted values.

4.2 Influence of Algorithm Parameters on Recommendation
Performances

The experiments in this part include two groups. One is to investigate the influence of
cluster number K on performance indices, as shown in Fig. 3. The other is to investigate
the influence of the target user’s nearest neighbors number on performance indices,
which is compared with the traditional user-based CF algorithm, as shown in Fig. 4.

In this paper, similarity is calculated after K-Means clustering, so the clustering
number K plays a crucial role in the whole process of recommendation. Bad clustering
will affect the accuracy of similarity calculation seriously.

From Fig. 3, it can be seen that the accuracy of performance indices are similar
when K less than 10, while the performance indices will get worse if K greater than 10.
The reason is that when the clustering number is small, users with similar preference
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MAE

Fig. 3. The influence of cluster number K on performance indices
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are divided into a cluster easily. But, if clustering number is large, users with higher
similarity are more likely to be divided in different clusters, which will affect the choice
of the nearest neighbors. However, if the clustering number is too small, the range of
searching similar users will be very large and the calculation complexity will be bigger.
Therefore, the best value of clustering number K is 10 in the experiments.

From Fig. 4, it showed that the improved CF algorithm outperforms the traditional
user-Based CF. When N equals to 20, the RMSE of these two algorithms achieve the
minimum. When N is small, not all the users with high similarity are taken into
account, which will make the forecast inaccurate. However, large N will introduce
dissimilar users into the algorithm, which may reduce the accuracy of prediction.

4.3 Recommendation Results

Supposed that the user ID is 1, we select top 10 movies with higher rating to rec-
ommended to this user. The result is shown in Fig. 5.
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Fig. 4. Influence of user nearest neighbors number N on recommendation results

Fig. 5. The top 10 movies recommended to #1 user
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5 Conclusions

This paper investigated the user-based collaborative filtering recommendation algo-
rithm. A new collaborative filtering recommendation algorithm based on K-Means
clustering of user’s attributes is proposed. In this algorithm, the longitude and latitude
of users’ are first clustered, and then the similarity of users’ are calculated within each
cluster. Finally, parallelization of this proposed algorithm on Spark is implemented.
Experiments on Movielens show that the user attributes-based collaborative filtering
algorithm outperforms the traditional used-based commendation algorithm.
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Abstract. Clutter computation becomes a bottleneck of radar simulation. To
solve this problem, a parallel simulation method for clutter computation is intro‐
duced based on GPU platform. Blocks in GPU compute the clutter of each scat‐
tering unit in parallel, and threads in each block parallel compute the clutter of
each differential unit in scattering unit. Combined with the RTX real-time oper‐
ating system, the system based on RTX and CUDA cooperative work is designed,
which had been applied in hardware-in-the-loop simulation. The experimental
result shows that the introduced method achieves a significant speedup of clutter
computation in a relevant missile test of hardware-in-the-loop simulation, while
ensuring the accuracy of the calculation.

Keywords: Clutter computation · GPU · RTX · Parallel computation

1 Introduction

Using the electromagnetic scattering characteristic to find and identify the target is the
normal principle of radar operation process. Target exists or hides in the complex envi‐
ronment with interference, while the interference of electromagnetic scattering on radar
target signal is called radar clutter. At present, there are three typical methods to establish
the radar clutter model [7]: (1) The model which describes the probability density func‐
tion of the backscattering coefficient; (2) Using the experimental data to regress the
relationship between the backscattering coefficient and the radar equipment parameters,
such as frequency, polarization, pitch angle and environmental parameters; (3) The
theoretical model which describes the principle of clutter scattering unit. In general, the
fluctuation statistical characteristics and spectral characteristics of clutter are more
important, and the model which describes the probability density function of the back‐
scattering coefficient is normally used to simulate the clutter.

To simulate radar clutter, there are three typical methods [7]: (1) Monte Carlo simu‐
lation of radar clutter. This method is based on statistical models according to theoretical
method and measured data, such as the amplitude probability distribution model. The
basic principle is non-memory nonlinear transformation or Spherically Invariant
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Random Process. (2) Based on the theoretical model of electromagnetic scattering, the
computer numerical simulation method with various environmental and radar operating
parameters; (3) Considering the specific radar environment and radar parameters, the
clutter simulation method based on the radar equation. The method is applied to radar
function simulation and radar signal simulator.

Clutter is an integral part of complex environment simulation. In each step of
simulation process, within the range of radiation, radar needs to receive the infor‐
mation of entities having reflective properties to calculate the clutter, such as target
locations. Because of the large range of radiation, a large number of ground grids are
involved in the clutter computation. When the operational entities of the battlefield
(such as radars, missiles, aircrafts and so on) increase, the calculation of clutter in the
simulation system will be surged. With technology improvement, the radar detec‐
tion resolution has significantly increased. However, the current clutter modeling and
simulation method could not fit for the requirement of parameter accuracy and
computing efficiency. The time consuming of clutter computation becomes a bottle‐
neck of simulation system. To solve this problem, this paper discusses how to reduce
the time consuming of clutter computation.

2 Parallel Computation of Clutter

With high computing density, GPU is widely used to solve problems that can be
expressed as data parallel computing. The method of clutter simulation divides the
ground to independent units, which are intensive and parallel data. In order to solve the
problem of clutter computing in radar simulation, the high-efficiency computer of CPU/
GPU hybrid structure is utilized to improve performance, including reducing system
communication, optimizing data storage and parallel computing.

In the actual simulation of clutter, the ground is divided to grids according to the
resolution. The smaller of distance between grids, the higher accuracy of the computing
result, while leading to the longer computing time consuming. Reflected from a point
target echo, the clutter can be expressed as the following equation:
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Where the first exponential term represents the delay transmission signal, the second
exponential term represents the phase shift of propagation, and the third term represents
the phase related to Doppler frequency. A is the amplitude of the echo signal, and R is
the distance between the radar and the target.

Because of the limited resolution of radar, the total echo of radar can be regarded as
the coherent combination of a large number of resolution units. The computation equa‐
tion is as follows:
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Where the subscript i indicates the unit number, and the echo signal of each scattering
unit is as Eq. (1) shows. The echo signal power of the scattering unit can be computed
by the radar equation.

In order to divide the ground to scattering unit, the antenna gain, Doppler shift,
distance, angle of incidence, and clutter reflectivity of each unit are approximately
constants. Assuming the clutter is uniform, which means the backscatter signals from
different scattering units are statistically independent, and there is no coherence in the
space. Under this assumption, the computation of the clutter signal is simplified to the
coherent superposition of the echo signal in each scattering unit, and the echo signal of
each unit can be calculated in parallel. The ground is divided to scattering unit based on
the distance ring, as shown in Fig. 1 below.

Fig. 1. Scattering unit division

In the CUDA architecture of GPU, the parallel process will be organized on two
levels: the blocks in GPU and the threads in block, via shared memory and barrier
synchronization. Thus the clutter of the same distance ring scattering unit corresponds
to the block parallel computing, and the clutter of each differential unit in scattering unit
corresponds to the thread parallel computing. The method of calculating process is
shown below (Fig. 2).
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Fig. 2. Method process

3 Real-Time Simulation Based on GPU and RTX

In order to solve the requirements for real-time tasks, Interval Zero released the RTX
real-time operating system. RTX-based applications can make use of the interface in
Windows operating system, and Windows third-party development programming
resources. These applications have excellent real-time scheduling. Therefore, RTX is
widely used in military aerospace, fire control, ship, public transportation, medical,
industrial automation and other fields.
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At present, the hardware-in-the-loop simulations use the RTX real-time operating
system to strictly control the real-time performance of the simulation system. In order
to apply the GPU-based parallel computation of clutter in the hardware-in-the-loop
simulation, we need to achieve collaborative work of GPU and RTX. Since the current
RTX system does not support the direct control of CUDA program, we use the Windows
communication to exchange data between RTX and CUDA (Fig. 3).

Fig. 3. Collaborative works of GPU and RTX

Thus a real-time parallel simulation system based on GPU and RTX is formed, which
is mainly composed of three modules:

1. Main Control Process. It is the start control module of the entire system, and is
responsible for loading the RTX process and CUDA module, as well as the data
exchange between the two;

Fig. 4. Architecture of real-time parallel simulation system
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2. RTX Process. It provides accurate control of the simulation process. In real time,
the data of external equipment is transferred to the main control process, and the
result of the calculation is transferred back;

3. CUDA Module. It is responsible for the parallel calculation of clutter, and the results
will be returned to the shared memory of Windows (Fig. 4).

4 Experiment Results

We design software to compare the performance of GPU-Based method and CPU-Based
method. The contrast tests are operated on the high performance computer with NVIDIA
GeForce Titan. With a target position (7122.0, 0, 25.0) and speed (−300.0, 0, 0), missile
position (7103.73, −0.434, 29.33) and speed (1245.59, 1.99, −108.17), RCS value 2.0
as input, comparison of the calculated results of GPU-Based and CPU-Based proves
that the calculation result is reasonable after transplanting from CPU code to CUDA
code (Fig. 5).

Fig. 5. Results of GPU-based method and CPU-based method

Through the analysis with multiple test (see Table 1), it comes to conclusion that when
the clutter is computed with high accuracy (resolution 0.1°), GPU-Based computing
speedup of 43.0 times, and when clutter is computed with low accuracy (resolution 1.0°),
the GPU-Based computing speedup of 12.3 times with smaller computation.

Table 1. Time consuming of CPU-based method and GPU-based method

Resolution CPU-Based CPU-Based Speedup
1 1.00° 0.037 s 0.003 s 12.3
2 0.50° 0.146 s 0.005 s 29.2
3 0.25° 0.552 s 0.013 s 42.5
4 0.10° 2.921 s 0.068 s 43.0
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Combined with the RTX real-time operation system, we developed a software
system to apply the method to a relevant missile test of hardware-in-the-loop simulation.
The development environment is Microsoft visual Studio 2010, RTX 7.0 and CUDA
6.5. The equipments of hardware-in-the-loop simulation are shown in Fig. 6. The high
performance computer and the hardware-in-the-loop simulation system are connected
by the optical fiber communication network.
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Fig. 6. Hardware-in-the-loop simulation

5 Conclusions

For the low efficiency of clutter computational in digital signal simulation and hardware-
in-the-loop simulation, we propose the parallel computation method based on GPU and
RTX to computing clutter, which achieves improved performance. The experiment
results show that the GPU-Based parallel method can be used to improve the efficiency
of the clutter computation by 10 times at least, and it can get a speedup of 29.4 times in
the actual hardware-in-the-loop simulation.

The real-time parallel simulation based on GPU and RTX can be further extended
to the field of weapon equipment demonstration, weapon system simulation, training
simulation and so on, to achieve better real-time performance and scale expansion of
the simulation system.
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Abstract. An ultra HVDC hierarchical connection mode was proposed by
scholars in China to address the technical problems in multi-infeed HVDC
system from the aspect of grid structure, but the control of UHVDC system with
this kind of connection mode is not clear and needs to be further studied. In this
paper, the control strategy of the system is discussed and designed. On this base,
accurate models of AC system, converter transformer, AC/DC filter, converter,
smoothing reactor and transmission line are built up in PSCAD/EMTDC soft-
ware according to practical parameters based on Ximeng-Taizhou UHVDC
transmission project which will use the new connection mode. The conclusion is
that the control strategy designed for the AC-DC system in this paper is effective
and simulation results of the model are in agreement with the actual operation
characteristics. So the model can be used as a tool for further study.

Keywords: Hierarchical connection mode � UHVDC � DC control system �
PSCAD/EMTDC

1 Introduction

Transient simulation of UHVDC transmission system plays an important role in power
system research, planning, design and operation. In order to better reflect the interaction
between AC and DC system, the time domain simulation method is adopted in the
present study [1–4]. When the electromechanical transient simulation is carried out, the
quasi steady state model is used to describe the converter. As a consequence, DC
system is too simple to accurately represent the recovery progress after system fault,
and even erroneous conclusions would be drawn. Therefore, it is necessary to describe
the DC circuit and DC control system effectively and accurately in the simulation
model when considering the fault of DC circuit and recovery characteristics of
converter.

PSCAD/EMTDC software package is a kind of off-line power system electro-
magnetic transient simulation program, and the main function is to carry out the power
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system time domain and frequency domain simulation. The main function of EMTDC,
a core program of PSCAD/EMTDC simulation, is electric power system transient
analysis, which has developed into a kind of multi-functional tool that can be applied in
the research of AC and DC power system. It also can complete the simulation of power
electronic and nonlinear control. Beyond that, PSCAD/EMTDC software package has
the accurate model of the DC components, convenient data input interface and pow-
erful data analysis function, which has been widely used in the design of HVDC and
FACTS controllers, power system harmonic analysis and the simulation calculation in
the field of power electronics.

2 A New Connection Mode to AC Grid for UHVDC

With the development and widespread use of ultra high-voltage alternate current
(UHVAC) and ultra high-voltage direct current (UHVDC) transmission technology in
China, the multi-infeed HVDC system in load center of China will be the prominent
problem in the development of China power grid. Because of the increasing capacity of
DC transmission power and the intensive landing points of which are very rare in the
world, the existing DC connection mode to AC grid will not be conducive to power
flow evacuation and would bring a series of voltage support problems to receiving end
power grid. For these reasons, LIU Zhenya and other scholars put forward a novel
UHVDC hierarchical connection mode to address these technical problems in
multi-infeed HVDC system from the aspect of grid structure, and also discuss the
advantages of the connection mode in improving the voltage support ability of the
receiving end power grid, and in leading power flow to be in a reasonable distribution
between the 1000 kV layer and 500 kV layer [5]. This paper, taking ± 800 kV
Ximeng-Taizhou UHVDC transmission project as background, designs a control
strategy for hierarchical connection mode and builds its simulation model in software
firstly. And then, start-up characteristic of the AC-DC system and its transient response
under fault are simulated to validate the accuracy of the model. At last, some con-
clusions are got.

New construction planning of ± 800 kV Ximeng-Taizhou UHVDC transmission
project will use hierarchical connection mode. In the project, DC power of 10000 MW
will be evenly divided into two parts (each part is 5000 MW) by upper inverter valve
and lower inverter valve in the inverter side, and then the power of two parts would be
fed respectively into 1000 kV AC grid and 500 kV AC power grid through bipolar DC
lines. The difference between UHVDC with traditional connection mode to AC grid
and UHVDC with the hierarchical connection mode to AC grid lies in the inverter side
of UHVDC system. The biggest feature is that two tandem inverter valves of inverter
station are connected respectively to two different converter buses with different
voltage levels.

The simplified model of UHVDC hierarchical connection mode is shown in Fig. 1.
The AC system is equivalent to constant impedance and constant electromotive force
using Thevenin’s theorem. In Fig. 1, Ei∠n is equivalent electromotive force of AC
system; Zi∠hi is equivalent impedance of AC system; Zij∠hij is coupling impedance of
500 kV layer and 1000 kV layer; Ui∠di is voltage of converter bus; Bci is equivalent
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admittance of AC filters and reactive compensation capacitors; Vdi is DC voltage of two
ends on the inverter valve; Pd is DC transmission power and Id is current of DC line;
i, j = 1, 2, and i 6¼ j among variables mentioned above.

3 Control System Design for the New Connection Mode

3.1 Structure and Characteristics of the UHVDC Control System

Although the whole structures of DC control system of UHVDC under hierarchical
connection mode is basically the same as that of traditional two-terminal UHVDC.
There are some differences between the structures of the control system in inverter
station, because the UHVDC system with new connection mode needs to be coordi-
nated with two AC systems of different voltage levels [6]. The whole control system
should have the following characteristics:

1. Upper rectifier value and lower rectifier value of the sending end are in a shared
rectifier station and connected to the same 500 kV AC system, which is identical to
common UHVDC system. So the control system of rectifier station can take the
same structure and configuration as the common UHVDC system in the control
layer of bipolar, pole and valve group.

2. Inverter side of the UHVDC under the new connection mode is still a structure of
series-wound double 12 pulsation for each pole, therefore, structure and device
configuration of different control layers in inverter side still can refer to the design
of traditional UHVDC. So the general control system frame is divided into three
layers shown in Fig. 2, which are bipolar control, pole control and valve control. On
this account, both rectifier and inverter stations are respectively configured with a
set of bipolar control device for one station, configured with two layer control
devices for one pole and configured with four sets of independent valve control
devices. Devices of different control layer, bipolar, pole and valve, can communi-
cate each other through high speed control buses.

Fig. 1. Simplified model of UHVDC under hierarchical connection mode
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3. Control strategy of inverter station under the new mode is roughly the same as that
of common UHVDC system. The difference lies in that 500 kV layer control
system and 1000 kV layer control system of the bipolar should respectively
response to signals of voltage, frequency, tap of converter transformer, emergency
control and co-ordination between AC and DC system and these signals should be
coped with according to different system parameters and operating station. At the
same time, 500 kV layer control system and 1000 kV layer control system need to
be united and harmonized to accommodate control and operation of whole DC
system. So it can be arrived that valve one and valve three generate trigger signals
based on the information of 500 kV AC system and valve two and valve four
generate trigger signals based on the information of 1000 kV AC system.

3.2 Design of the UHVDC Control System

Volt-Ampere Characteristic of UHVDC under Hierarchical Connection Mode.
UHVDC under the hierarchical connection mode can be regarded as a series of three
terminals DC transmission system. For one pole, two converter valves in the rectifier
side can be seen as a rectifier station and two converter valves in the inverter side can
be equivalent to two independent inverter stations. The characteristic of the system is
that DC current through the converter stations and lines is the same, so it is advisable to
use constant current operating mode. In order to ensure the UHVDC system has stable
operating point, a converter station (rectifier station is chosen as normal) is selected to
be responsible for maintaining DC current constant, and other converter stations are
adjusted as the definite trigger or to keep extinction angle steady. This method of
adjustment is relatively simple and total reactive power consumption of all converters is
the lowest.
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Fig. 2. Block structure of control system for rectifier and inverter station under hierarchical
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Figure 3 is the volt-ampere characteristic of normal operation of the UHVDC under the
new connection mode. The Rectifier station is in constant current (CC) control mode
and upper inverter valve and lower inverter valve of the inverter station are both in
constant extinction angle (CEA) control mode. Vdr, the DC voltage of the rectifier
station, is:

Vdr ¼ Vd1 þVd2 þDV ð1Þ

Where DV is line total voltage drop.
When the rectifier station get into state of constant trigger angle due to voltage drop

of converter bus in the sending end AC system or voltage rise of converter bus in the
receiving end AC system, one of inverter valve (a inverter valve is preferred if AC
system it connected to is relatively strong) will shoulder the responsibility of keeping
DC current constant. But the DC current of operating should be reduced by DId. The
value of DId can be the same as that of common UHVDC system, and there is no
particularly stringent requirement about it. If the voltage is further decreased or further
increased and the inverter valve chosen to control DC current reaches the limit of
regulation, the role of holding current as set will be transmitted to the other inverter
valve while the operating current should have a cut of another DId.

Apart from converter station adjusting DC current, other stations are able to realize
the function of accommodation of active power by changing DC voltage of two ends
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Fig. 3. Volt-Ampere characteristic of UHVDC under hierarchical connection mode
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on station. When these stations operates at the set of trigger angle or the fixed
extinction angle, the position of tap of converter transformer can be changed to regular
the DC voltage. But the adjustment range is not wide and the speed is low. If wanted a
large-scale adjustment range or rapid adjustment speed, these stations can be changed
to operate in constant voltage (CV) mode, and the adjustment of power can be realized
by changing the voltage setting value. In addition, operating current should be reduced
for power loss of DC transmission lines when stations are all under light load state.

VDCOL (Voltage Dependent Current Order Limiter). It is impossible to maintain
the rated DC current or rated power under low voltage condition. The reasons are as
follows:

1. When voltage drop of a converter station is more than 30 %, reactive power
demand of converter station which is far away from it will increase, which may
have a negative effect on AC system these converter connected to. It is reason that
the trigger angle of converters of the far end must be higher to control the DC
current, thus casing the increase of consumption of reactive power. To make matters
worse, the reduction of system voltage also significantly reduces the reactive power
provided by filters and capacitors as most of the reactive power absorbed by the
converter is given by compensation equipment mentioned above.

2. Inverter will face the risk of commutation failure and voltage instability when the
voltage is reduced. Issues related to the operation of low voltage condition can be
prevented by introducing VDCOL, which will limit the maximum allowable DC
current if the voltage is below a predetermined value.

3. The VDCOL curve can be a function of AC voltage or DC voltage. It is needed to
equip two VDCOL processes because upper inverter valve and lower inverter valve
of inverter station are connected independently to different AC systems. The
Configuration of VDCOL is shown in Fig. 4 and it includes two limit links and two
minimum links. In the picture, Id0 is a given value of DC current; Iord is value of the
current instruction after judgment; Vd1and Vd2 are the DC voltages of upper inverter
valve and lower inverter valve.
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3.3 Basic Structure of DC Control System

In summary, the realization of UHVDC system control scheme is shown in Fig. 5. The
input signals are DC voltages and extinction angles of upper and lower inverter valves,
current of DC line and a given value of DC current; the output signals are trigger angle
to rectifier station and advance firing angle to each inverter valve. PI control policy is
used for the UHVDC system, and these functions can be achieved that are constant
current (CC) control and constant firing angle (CFA) control for rectifier station and
constant current (CC) control, constant firing angle (CFA) control and constant
extinction angle (CEA) control for inverter station.

4 Configuration and Parameters

4.1 Configuration of Filters

AC Filters. Harmonic analysis and its suppression are one of the important technical
problems in UHVDC transmission system. Due to the nonlinear characteristics of
converter, harmonic voltage and harmonic current that appear in AC system and DC
system will affect and harm the system itself and consumer equipment. Filter equip-
ment are required in order to restrain harmonic, meanwhile, these equipment can
provide reactive power needed by converter. The compensation capacity of reactive
power is determined as follows:

1. Under the rated converter bus voltage and rated DC power, total reactive power AC
filters and shunt capacitor group deliver is exactly balanced by that converter
consumes.
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2. The rated capacity of a single filter or capacitor group is determined by voltage step
test. The voltage step caused by switching the single equipment should not be more
than 5 % of rated voltage of converter bus.

Because of upper inverter valve and lower inverter valve of inverter station connecting
to 500 kV converter bus and 1000 kV converter bus separately, AC filter equipment
need to be respectively configured according to different voltage level. The connecting
diagram of AC filters installed in inverter side is shown in Fig. 6. There are doubled
turned filters removing the 12th and 24th characteristic harmonics and single tuned
filters removing 3th characteristic harmonics. The specific parameters of these filters
and capacitor group can be seen in Table 1.

DC Filters. In the DC side of the converter, the harmonic current is generated by the
harmonic voltage. The amplitude of the harmonic current is determined by the delay
angle, the extinction angle, the overlap angle and the impedance of the DC line. In the
model, it is equipped with two sets of three tuned DC filters for per pole, and the filter
of rectifier side is the same as that of inverter side. The connection form is shown in
Fig. 7, of which parameters are that C1 = 2.0 lF, L1 = 11.773 mH, C2 = 3.415 lF,
L2 = 10.266 mH, C3 = 11.773 lF, and L3 = 4.77 mH.

Smoothing Reactor. The value of inductance of smoothing reactor is determined by
the following factors:

1. When inverter commutation failure occurs, peak value of DC current flowing
through converter valve and the current rise rate are limited to a specified limit.

2. In the worst case, discharge current that flows through valve arrester is restricted
under a specified limit.

3. Ensure stability of UHVDC transmission system.
4. Avoid resonance of DC line at fundamental frequency and second harmonic

frequency.
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After considering criteria above, it is equipped with two sets of dry smoothing
reactor of 75mH in pole-bus and neutral-bus in rectifier side and inverter side
respectively for per pole.

4.2 Converter Valve

Valve group of rectifier side and inverter side of one pole consists of two series units of
twelve-pulse bridge-type converter, which can be seen in Fig. 8. Each converter
withstands one-half of rated DC voltage. The voltage distribution between thyristors is
not uniform due to the different characteristic of the semiconductor components. So it is
necessary to install a pressure equalization device to limit the degree of uniformity. In
addition, because of the existence of the stray capacitance of the valve and the
inductance of the circuit, oscillation caused by commutation needs to be refrained by
setting damping device.

4.3 Converter Transformer

In simulation, converter transformers of inverters adopt three-phase double winding
structure with connection of Y0/Y and Y0/D. Rated capacity of each transformer is
1500 MVA, leakage reactance is 0.18 p.u., rated voltages of AC side are 525 kV for
upper inverter valve and 1050 kV for lower inverter valve, and rated voltage of DC
side is 169 kV. The tap control of transformer connected to different converter buses is
independent so as to regulate DC voltage of inverter valves independently.

4.4 DC Line

In the design of mechanical structure, there is no significant different between the DC
overhead transmission line and the AC overhead line. In the electric field, there are

Table 1. Parameters of AC filters in inverter side

Items HP 12/24
(525 kV)

HP 3
(525 kV)

SC
(525 kV)

HP 12/24
(1050 kV)

SC
(1050 kV)

C1/lF 2.872 2.8841 2.4721 1.005 0.909
L1/mH 9.571 439.14 1.49 34.995 2
C2/lF 8.378 23.0728 – 2.011 –

L2/mH 5.375 – – 17.499 –

R1/X 300 1103.7 – 1500 –

R2/X 1 – – 1 –

Tuning frequency/Hz 600/1200 150 – 600/1200 –

Rated Q/Mvar 245 245 210 350 315
Number of sets 8 1 5 6 4
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some similarities between them. When high frequency response is not important, the
DC line can be equivalent to circuit of type of T, as shown in Fig. 9. R, resistor of DC
line, is 10.15 X. L, inductance of DC line, is 2200 mH. C, capacitance to earth, is
40 lF.

5 Simulation

5.1 Simulation of Start-up

In this paper, a simplified model of UHVDC under hierarchical connection mode to
500 kV/1000 kV grids as shown in Fig. 1 is built in PSCAD/EMTDC software. Rated
operating DC voltage of the system is ± 800 kV and rated operating DC current is
6.25 kA. Steady-state voltage of sending end AC system is 525 kV, and short-circuit
current is 44 kA. Steady-state voltages of receiving end AC system are respectively
1050 kA for 1000 kV AC grid with short-circuit current of 42 kA and 525 kV for
500 kV AC grid with short-circuit current of 48 kA.

Under the accordance with the structure and control strategy of the system men-
tioned above, the DC voltage soon reaches the rated value and the DC current also
reaches the given value rapidly. Voltage of the neutral point between upper inverter
valve and lower inverter valve is fluctuating in a reasonable range with the average
value is about 400 kV. Power transmitted by the DC line is 5000 MW for one pole
eventually. Related simulation curves are shown in Fig. 10.

5.2 Simulation of Transient Response of the UHVDC Under AC System
Fault

The converter bus of 500 kV layer is arranged on the three-phase grounding fault, and
the transition resistance is 20 X. The AC Fault occurs at 1 s, and its duration is 0.2 s.
Figure 11-(a) is curve of DC voltage and Fig. 11-(b) are curves of DC current and its
order value. It can be seen from the pictures that the DC current increases instantly and

+400kV

+400kV

+800kV

positive pole of a 
station

Twelve-pulse bridge-
type converter

thyristor

Fig. 8. Composition of converter valve
group

Fig. 9. Model of DC line
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the DC voltage drops heavily. VDCOL link will be triggered which leads to a decrease
of the current order value given by rectifier station. Figure 11-(c) and (d) are extinction
angles of upper inverter valve and lower inverter valve. It can be seen that failure of
single layer AC system will cause two valves get into the state of commutation failure
simultaneously, but they can quickly recover from it with the help of DC control
system when AC fault disappears.
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6 Conclusion

In this paper, detailed electromagnetic transient simulation model is established
according to the practical engineering design and construction of Ximeng-Taizhou
UHVDC transmission project, which will connect to 1000 kV AC system and 500 kV
AC system using hierarchical connection mode. Simulation results show the operating
DC voltage and the operating DC current are the same as rated DC voltage of DC line
and rated DC current of line, so the model does a reasonably good job of modeling the
UHVDC transmission project and can be used as an effective tool for further studying
on the new kind of connection mode.
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Abstract. Recently many studies have emphasized the negative influence of
inclement weather on microscopic and macroscopic traffic flow characteristics,
including road capacity and operating speed. Although many conclusions have
been drawn, only a few researches have investigated simulation-oriented rainfall
influences on urban traffic systems. Simulation of rainfall scenario requires
detailed theoretical study and statistical calibration, from both demand side and
supply side, where related study is limited. This paper proposes a systematic
study process to realize the simulation of rainfall scenario, based on a case area
in Beijing, China. Firstly, rainfall impacts on urban traffic flow from both
demand side and supply side are investigated by using traffic detector data and
weather data. Then results are utilized to build a rainfall-integrated module in the
microscopic simulation software of FLOWSIM. Results show that with rainfall
module, FLOWSIM can describe the rainfall impacts on urban traffic systems
with higher accuracy than without rainfall consideration. The methodology can
be useful as references for similar studies and future applications; and the cal-
ibrated rainfall-integrated simulator can facilitate to improve traffic evaluation,
operation, and management. Both data analysis and simulation tests conclude
that rainfall has negative impact on urban traffic flow.

Keywords: Rainfall impact � Urban traffic system � Traffic simulation

1 Introduction

Without a comprehensive understanding of adverse weather influence on urban traffic
system, traffic operation authorities cannot implement related policies to improve traffic
efficiency and safety. Among adverse weather, rainfall is a prime factor. Over the past
years, many studies have concluded that rainfall weather has negative influence on
traffic flow characteristics such as capacity and operating speed.

It has been concluded that wet pavement and low visibility affects operating speed
significantly on rural highways under heavy rain condition (Lamm et al. 1990). Ibrahim
and Hall (1994) also studied the reductions of capacity and operating speed on free-
ways during rainfall weather. A research of various weather influences on German
autobahns has been carried out (Brilon and Ponzlet 1996). Reductions about 9.5 km/h
for speed and 350 vehicles per hour for capacity on two-lane sections, and 12 km/h for
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speed and 500 vehicles per hour for capacity on three-lane sections were estimated
under rainfall condition. Furthermore, other adverse weather conditions, like fog and
sonw, were studied, in which similar results were found (Liang et al. 1998; Kyte et al.
2001). With the original studies, traffic researchers have paid more attention to rainfall
impacts, particular to that on road capacity, free-flow speed, operating speed and travel
demand (Transportation Research Board 2000).

Although previous papers concluded that rainfall could affect traffic flow charac-
teristics, limited studies have focused on the quantitative impacts intensities due to the
limitation of access to high resolution data. With the availability of high resolution
data, many recent studies could investigate the rainfall impacts on systems by dividing
the intensity into different categories to carry out data analysis and model development.
A paper analyzed quantitative rainfall influence on road capacity and traffic speed on
freeway (Smith et al. 2004). It is found that heavy rain decreases capacity greater than
that recommended by the HCM2000, while operating speed reductions are smaller
during light rain. The influence of rain, temperature, winds, snow, and visibility on
demand, flow and road safety was investigated (Maze et al. 2006). It was revealed that
the research results are significantly influenced by traffic data collecting sensors. Chung
et al. (2006) paid effort to study the Tokyo Metropolitan Expressway at various levels
of intensity, and found that in light rain, capacity reductions are from 4–7 %, but the
figure rises to 14 % during heavy rain. They also observed free-flow speed reductions
about 4.5 % and 8.2 % in light and heavy rain, respectively. Similar results were found
in a recent research (Asamer and Reinthaler 2010), which utilized a product limit
method to calculate the capacity and speed loss during rainfall conditions considering
the probability characteristics of traffic flow and found similar results. In addition,
many scientists have analyzed weather impact based on local data (Agbolosu-Amison
et al. 2004; Camacho et al. 2010; Lam et al. 2013). It is noticeable that weather impact
is significantly different, which is caused by distinctions among regional driving
behavior and traffic facility conditions. Additionally, traffic demand can also be
affected. Researchers examined the rain influence on the Tokyo expressways and
concluded that traffic demand is less sensitive to weather on weekdays than on
weekends (Chung et al. 2005). In Melbourne, scientists investigated the relation of
adverse weather with flow volume and found decreases of traffic volume about 1.35 %
in winter and 2.11 % in spring (Keay and Simmonds 2005).

However, study on statistical rainfall effects on urban traffic system is still limited,
especially for urban traffic systems, which are more challenging because urban links
have lower operating speeds, more distractions and congestions. Furthermore, explicit
speed-flow-rainfall models should be developed by using high resolution data to
estimate the rainfall influence under various intensities other than categories. To solve
this question, a latest study (Lam et al. 2013) focused on the development and cali-
bration of generalized rainfall-impact model for traffic management and prediction,
showed good application results. In addition, there is an increasing focus on deploying
traffic simulation system to describe the weather impacts. The simulation analysis of
different rainfall conditions on urban traffic system is essential for traffic planners and
managers to improve related operations and managements. Colyar et al. (2003)
investigated how weather affects traffic system, and assessed the sensitivity traffic
parameters in simulator. This paper developed references for applying the simulator of
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CORSIM to simulate the adverse weather in traffic system. Lieu and Lin (2004)
introduced CORSIM to evaluate the benefits of signal retiming in adverse weather. It is
concluded that can help mitigate congestion by signal retiming in adverse weather for
arterial and also network. The study also indicated that in bad weather potential
operational benefits of retiming signals can be realized only when traffic flows are
moderately high, other than low or oversaturated. Other papers (Perrin et al. 2001;
Al-Kaisy and Freedman 2006; Agbolosu-Amison et al. 2005) examined the develop-
ment of signal retiming during rainfall weather and investigated the potential benefits
of implementing weather-responsive signal control. To improve estimation and pre-
diction accuracy, Hou et al. (2013) developed a systematic procedure for the entire
calibration process for the successful application of weather-sensitive simulation sys-
tem of TrEPS. Valid results show that with weather integration, simulation system is
capable of reflecting the weather effects on traffic.

Based on previous studies, existing shortcomings can be summarized. Although
most papers estimated the rainfall impacts on highways and freeways, inclement
weather also has a strong influence on urban traffic system, which needs more attention.
Because of regional characteristics ranging from traffic demand, driving behaviors to
facility conditions, rainfall impacts could be significantly different. Therefore, studies
should be implemented based on local data to benefit traffic authorities. But there has
been limited work in China. In addition, more investigations are required to realize the
rainfall scenario in simulator for traffic operation and management applications.
A systematic procedure for model development, calibration and validation should be
studied as a demonstration for further researches.

This paper proposes the entire study process based on a case area in Beijing to
investigate the modeling and simulation of quantitative rainfall impact on urban traffic
system, considering both demand side and supply side. The first objective is to develop
a systematic procedure for model development and calibration during rainfall weather
to evaluate traffic flow characteristics. The second objective is to integrate the model
into the microscopic traffic simulation system FLOWSIM to build a rainfall scenario
and then use the rainfall-integrated simulator for operation and management. The
principal contribution is the successful simulation for urban traffic system with rainfall
consideration by the simulator FLOWSIM. The methodology and results provide
guidelines and references for similar studies focusing on rainfall impacts on traffic
system and rainfall-integrated simulation.

The following section describes the data collection and processing. The third part
presents modeling procedures to quantify the rainfall impacts. Then, the integration and
experiment of rainfall module in FLOWSIM are proposed in part four. The last section
gives the summary.

2 Survey Site and Data Collection

In this paper, the survey site is a 1.7-kilometer long arterial between Deshengmenqiao
and Madianqiao in the downtown Beijing. The section is without signalized intersec-
tion and thus represents general condition in urban area in Beijing.
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High-resolution traffic and rainfall historical data are essential in this research. On
the study section, traffic flow rate, mean speed and occupancy are recorded in 2-min
aggregation interval using loop detectors and archived by the Beijing Traffic Man-
agement Bureau (BTMB). Furthermore, hourly rainfall data of the center urban area is
collected by weather station from the National Meteorological Center (NMC) in the
unit of millimeter per hour. The research period in this paper is from June to September
2014, and both traffic data and rainfall intensity data are used from database for the
corresponding time. Figure 1 shows the study area.

It is noticed that the original intervals of traffic data and rainfall data are different,
which necessitates data processing. Previous study (Smith and Ulmer 2003) showed
that traffic data with an aggregation of 10-min. can still accurately capture traffic flow
characteristics. So a 10-min. time interval is assumed in this research to process traffic
detector data, using weighted average method by flow rate, given as

Flow10min ¼ P
Flow2min

Speed10min ¼
P ðFlow2min � Speed2minÞ=Flow10min

�
: ð1Þ

For rainfall intensity, hourly data is assumed to be constant for 10-min.
sub-interval. Other methods to process the rainfall intensity data will be introduced in
future research. Based on research (Angel et al. 2014), we introduce the typical rainfall
intensity classification by the American Meteorological Society (AMS). Furthermore,
data during festival (e.g., Dragon Boat Festival, 2nd June, 2014) and night (24:00 to
6:00) are removed to avoid distraction.

3 Rainfall Impact Modeling

3.1 Impacts on Demand Side

The rainfall impact on traffic demand can be described by the Origin-Destination
(OD) matrix under different rainfall condition. To acquire demand data, traffic volume

Fig. 1. Diagram of study section.
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on study section is utilized to estimate OD matrix during weekday morning peak hours
for various rainfall scenarios. Based on this rainfall category, the data collection time
are the morning peak hours for 2nd July, 2nd September and 30th July, under small
rainfall, moderate and heavy rainfall, respectively. For each weather, OD is calculated
based on the flow count using TransCAD.

3.2 Impacts on Supply Side

To build the rainfall-integrated scenario in FLOWSIM, other weather related param-
eters should be analyzed including road capacity and free-flow speed. The reductions of
these parameters are decided mainly by rainfall intensity. This goal could be achieved
by the calibration of traffic supply model under different rainfall scenarios using all
rainfall data during the study summer. Then the model could be applied for FLOWSIM
to simulate the influence under user defined rainfall condition.

To decide the form of model function, we chose several modified Greenshields
models and examine the fitting results by nonlinear regression for each rainfall con-
dition. The better one is selected from reference (Hou et al. 2013), described as

q ¼ ukj½1� ð u� u0
uf � u0

Þa� ; ð2Þ

where q is road capacity, u is speed, u0 and uf are the minimum speed and free-flow
speed, k is density, kj is the congestion density, and a is the parameter to be calibrated.

This model could represent both the congestion state and free flow state of the
traffic situation in case study area, thus it is selected to do the calibration of principal
parameters. For calibration, the algorithm of Simultaneous Perturbation Stochastic
Approximation (SPSA) could be utilized for the calibration using integrated traffic and
weather data under clear weather, light rain, moderate rain and heavy rain. SPSA was
developed by Spall (1992) to improve the computational time of typical Stochastic
Approximation (SA) algorithm, using constant number of perturbations for the gradient
estimation. This algorithm and its improved form (Lu et al. 2015) have been used in the
calibration of traffic simulator and the performance has been testified.

The objective function could be mathematically presented as:

min zðhÞ ¼
XD
j¼1

ðbqj � qjÞ2 ð3Þ

Subject to:

bqj ¼ ujkj½1� ðuj � u0
uf � u0

Þa� ð4Þ

where bqj is the estimated value of capacity, qj is observed capacity, h is the vector of
parameters to be calibrated, D is the size of data, uj is observed speed.

The iterative form of SPSA is:
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ĥkþ 1 ¼ ĥk � akbgkðĥkÞ ð5Þ

where ĥk is the estimation of parameters in the k th iteration, bgkðĥkÞ is the estimated
gradient at ĥk , ak is the step size, which is usually calculated as:

ak ¼ a
ðAþ kþ aÞa ð6Þ

where a, a and A are preset parameters.
The SPSA could efficiently estimate the gradient by simultaneously perturbing all

the parameters to be calibrated. The function is

bgkiðĥkÞ ¼ zðĥk þ ckDkÞ � zðĥk � ckDkÞ
2ckDki

ð7Þ

where bgkiðĥkÞ is the ith element in the gradient vector, Dk is random perturbation
vector, Dki is the i th element in Dk, ck is perturbation amplitude calculated as

ck ¼ c
ðkþ 1Þc ð8Þ

where c and c are preset parameters.
The calibrated curves of supply model are shown in Fig. 2. From calibration

results, it is observed that parameter u0, kj, and a are weather insensitive, while uf is
significantly influenced by rainfall weather.

Fig. 2. Calibrated speed-flow functions.
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4 Rainfall Scenario Simulation

The microscopic traffic simulation software FLOWSIM is chosen as the simulation
system for this study. FLOWSIM is developed in University of Southampton based on
fuzzy logic model (Wu et al. 2000). It has been used for traffic management and
evaluation in UK and China and shows good performances (Wu et al. 2003; Du et al.
2015). Especially, FLOWSIM is well calibrated using field data from big cities in
China, making it more suitable for simulation purpose in this study. For the devel-
opment of rainfall scenario in FLOWSIM, the calibrated models for different rainfall
category are integrated into the simulator. Based on user defined date and rainfall
information, FLOWSIM is capable to automatically adjust the supply parameters by
calculating the reductions of road capacity and free-flow speed. Then together with user
input travel demand data and road geometric information, FLOWSIM could implement
rainfall-integrated traffic simulation.

To test the rainfall scenario in FLOWSIM, three days are selected for simulation,
which are 2nd July, 2nd September and 30th July, for small rainfall, moderate and
heavy rainfall, respectively. Road geometry, travel demand and rainfall data are input
into FLOWSIM. Then simulation tests are implemented with and without
rainfall-integrated module for corresponding rainfall hours of the three days, each for
10 times using different simulation seeds to obtain average results. Simulated traffic
data including flow count and average speed are generated in 10-min. interval to make
a comparison with field data. To evaluate the effectiveness of the proposed model, we
use two performance indexes, expressed in Eqs. (9) and (10).

MRE ¼ 1
N

XN
i¼1

xi � yij j
xi

ð9Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðxi � yiÞ2
vuut ð10Þ

where xi is the observed data, yi is the simulated data, and N is the sample size.
Simulation results are shown in Table 1. The lower values of MRE and RMSE with

rainfall module mean that the discrepancies between simulated and observed data are
smaller than without considering rainfall influence. Simulation results indicate that with
the rainfall-integrated module in FLOWSIM, the simulator has the ability to reflect
urban traffic flow under rainfall condition with higher accuracy. It is also observed that
with higher rainfall severity, the performances of simulator without rainfall consider-
ation are more unrealistic, which indicates the meaningfulness of deploying rainfall-
integrated module.
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5 Summary and Conclusions

This paper does a in depth study on rainfall impacts on urban traffic system in Beijing
by using local traffic data and weather data. The calibrated model is utilized to develop
a rainfall-integrated module in the simulator FLOWSIM. The improved simulation
model can reflect realistic traffic system under inclement weather conditions than
without considering weather effects. Both statistical and simulation results show that
rainfall has a negative impact on urban traffic flow parameters, including road capacity
and free-flow speed. The principal contribution is the successful simulation for urban
traffic system with rainfall consideration by the simulator FLOWSIM. The method-
ology and results can be utilized as references for similar studies and future applica-
tions, and the calibrated rainfall-integrated simulator can facilitate to improve traffic
evaluation, operation and management. More detailed data is needed to improve model
accuracy and more scenarios should be considered in further studies.
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Abstract. The coupling relation between the Metro Traction Power Supply
System (MTSPS) and the Metro Train Traction Drive System (MTTDS) was
rarely considered in the existing Metro Traction Power Supply Simulation
System (MTSPSS), so the system could not describe the train-network real-time
electrical coupling phenomenon of multi-train operation on the actual line of the
metro site accurately and effectively. Therefore, in this paper, the trains model are
added into the MTSPS to build a train-network simulation model of the MTSPS,
combining the traction characteristic of the MTTDS and the relation of
train-network, then this paper analyses the influence of the trains on the Traction
Power Supply Network (TPSN) and the TPSN on the trains performance, and
discusses what effect the multi-train operation and the different departure inter-
vals have on the whole traction network voltage fluctuation. The experimental
results indicates that the train-network coupling model built in this paper can
describe the coupling relation between the trains and the traction network in the
actual system of metro more accurately, which has some certain guidance
functions on the capacity design of the MTSPS and the schedule of the timetable.

Keywords: Metro traction power system � Coupling relation � Power flow
values � Network voltage

1 Introduction

At present, the MTSPS mostly adopts DC 750 V or DC 1500 V bilateral power supply
mode in china, for this power supply mode, many domestic and foreign scholars did
large-scale deep researches on the DC side modeling methods and power flow calcu-
lation methods of the MTSPS, most of them took the loop current [1, 2] and the node
voltage [3–7] as the models of the MTSPS, the loop current model can be only used in
the simple system composed of the catenary, the rail and the return-line, which is used
to calculate the voltage and the current of the catenary and rail, and the longitudinal
distribution along the catenary; the node voltage model is widely applied to the traction
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network with arbitrary topology structure, which is also suitable for the traction net-
work under the other power supply distribution systems. The literature [8] regarded the
train as the load of consumption power to raise Study of unified AC/DC power flow in
DC traction power supply system, Based on the multi-conductor transmission line
model, the literature [9] built a general mathematical model that could be applicable to
the TPSN with different structure and power supply distribution mode, then it raised a
power flow values calculation method for the train-network coupling of the high speed
train, however, it did not give the actual traction force when the train worked at the
under-voltage operating mode. The literature [10] pointed out that the train-network
united simulation was the method that set the output of the traction calculation as the
input of the MTSPS, but it neglected the relation of the repeated coupling between the
train and the network. The literature [11] was inconsiderate of the effects of the
train-network real-time coupling, getting the not very accurate simulation calculation
result by separating the train and the network to do research and analysis.

There are many deficiencies in the existing MTSPSS, for example, the equivalent
model of the train is not accurate and the coupling relation of the train-network is not
fully considerate. Therefore, this paper embeds the train model into the traction power
supply network to build a coupling model of the train-network, then studies the mutual
coupling relation between the metro train and the traction network and points out the
influence of the relation on the TPSN voltage and the traction drive performance,
aiming to describe the train operation state more accurately, this paper can help to
adjust the train scheduling reasonably and effectively, aiming at reducing the network
voltage fluctuation effects on the traction drive performance.

2 The Modeling of MTSPS

2.1 The Model Building

The MTSPS rectifies the AC 35 kV and reduces it to DC 1500 V or DC 750 V from
the mid-voltage substation output voltage, supplying to the train traction, the battery
charging and the other DC power supplies as well as the train lighting, the air con-
ditioners, the air compressors and the other AC supplies, the DC 1500 V is mainly for
the catenary supply mode and the DC 750 V is mainly for the third track. This paper
assumes that the AC side power supply system has sufficient capacity and stable
voltage without considering the under-voltage or the voltage instability of the
mid-voltage side, focusing on the model building of the DC power supply system,
involving the traction substation, the DC feeder line, the TPSN, the train and the
return-line, etc. Figure 1. is the diagram of the metro bilateral MTSPS based on the
substation unit.

Assuming that the feeder line, the traction substation, the rail and the other elec-
trical elements are uniform material and can be equivalent to uniform resistance, the
calculation of the power flow in the MTSPS is mainly related to the number of trains,
the position of the trains, the power of the trains and the DC side voltage of the
MTSPS. So, in a computation cycle, the traction substation is regarded as the voltage
source in series with resistance, the train is taken as a constant power source model and
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the distribution line which is always in the energy consumption of the active and
reactive load, is equivalent to the p circuit to calculate. Figure 2 is the physical
equivalent model of Fig. 1.

In Fig. 2, Puj is the power of the train absorption / feedback, Uuj is the network
voltage of the point where the train take the current, Iuj is the current the train takes, riuc
is the equivalent TPSN resistance of the section i, Uiu is the outlet voltage of the
traction substation i, the DC traction substation can be equivalent to the voltage source
Vsi in series with the resistance Reqi; according to the theory of uniform transmission
line, the rail can be equivalent to the type p model, rri is the equivalent rail resistance of
the section i, gi is the rail leakage resistance of the section i.

2.2 The Model Solving

The each node admittance value of the TPSN is calculated, then the corresponding
admittance matrix is created according to the physical model of the MTSPS and its
power element attribute parameter in Fig. 2. The specific implementation steps and
methods are as follows:

Step1: Scan the topology of the traction power supply network, and get the loca-
tions of each train online.

Step2: Sort the locations of the substations and the trains, the number sequence of
the network nodes is: the feed nodes of the substations, the return nodes of the sub-
stations, the current-getting nodes of the trains, the return-line nodes of the trains.

Fig. 1. The metro bilateral power supply system

Fig. 2. The physical model of the metro traction power supply network
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The order to deal with these nodes is from the uplink trains to the downlink trains as
shown in Fig. 3.

Step3: According to the physical model of MTSPS in Fig. 2 and the topology
structure of the Metro TPSN in Fig. 3. the current of each node is calculated: the

current of the substation feed node is Ij ¼
Pn

i¼1
Yj;iUiu , the current of the substation

return-line node is �Ij ¼
Pn

i¼1
Yj;iUiu . Because the train is equivalent to the constant

power source in Fig. 2, for the current-getting node and the return-line node, their
power balance equations can be listed, where the power of the current-getting node is

�Puj ¼ Uuj
Pn

i¼1
Yj;iUiu , and the return node’s is Puj ¼ Uuj

Pn

i¼1
Yj;iUiu .

The node admittance matrix and the injection current of the TPSN can be generated
by the branch addition method, and the specific program flow chart is shown in Fig. 4.

Fig. 3. The topology structure of the Metro TPSN

Fig. 4. The calculation process of MTSPS mode
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3 The Model of Metro Train Operation

3.1 The Traction Calculation

In this paper, the model of the train traction calculation is multi-particle model, which
considers the traction force, the combined braking force, the basic resistance and the
additional resistance of the train at the same time, the mass of the train generally takes
AW2 load. The model of the metro train traction calculation is as follows:

dt
ds

¼ 1
v

v
dv
ds

¼ utFtðvÞ � ubBbðvÞ
Mg

� x0ðvÞ � xjðxÞ

8
>><

>>:

ð1Þ

in the Eq. (1), v-the running speed of the train, unit m/s; t-the running of the train, unit
second (s); s-the running distance of the train unit km; FtðvÞ-the maximum traction
force at the speed v, unit N; ub-breaking level; xjðxÞ-the operation unit basic resistance,
unit N/kN; M-the train mass, unit ton (t); where, ut 2 ½0; 1�, ub 2 ½0; 1�.

3.2 The Influence of the Network Voltage on the Performance
of the Train

The MTTDS generally works in a specific range of network voltage, and has a max-
imum current limit, if the train operates at different network voltage, its traction braking
performance will be affected to some degree, as shown in Fig. 5.

Figure 5 shows the variation of traction force and network current with train
running speed when the network voltage is changing, when the train network side
voltage is low, in order to maintain the train operation with the constant traction force,
the network side current is rising fast, and its limit value reaches in advance, at this
time, the traction motor reaches the constant power operation in advance, and the
power is lower than that at the normal network voltage.

Fig. 5. The influence of the network Voltage on the MTTDS
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If the train traction motor works in the constant torque area, then there is an
equation at the uniform speed v:

Uu � Iu � t � l¼FtðvÞ � v� t ð2Þ

Assuming that the energy conversion efficiency is the same, (there is an energy
conservation relationship between the 1400 V and the 1500 V network voltage.), the
relation can be represented as the following equation:

U1400 � I1400¼U1500 � I1500 ð3Þ

That is: I1400
I1500

¼ 1500
1400 : The equation shows that both the constant-torque and the

constant-power-area contract U1400=U1500 at the 1400 V network voltage.
At this time, the acceleration of the train at a lower speed can be guaranteed, but the

linear acceleration area is relatively short, so the average acceleration of the train is
slightly lower than that at the rated network voltage. Similarly, the constant power
point of the traction characteristic will be extended to a certain proportion at the higher
network voltage. Figure 6 shows that the traction characteristic of different voltage at
the rated load level:

3.3 The Automatic Train Operation Model

Currently the most widely used mode of ATO control in metro train is the mode that
first presets a number of off-line curves in the train controller and dynamically adjusts
the train tracking off-line curve operation according to the time, the train off-line
operation optimization curve is a calculated optimized curve, which is in accordance
with a specific mathematical model of the train and external constraints, this curve
contains all information about the operation point of the whole line. This curve can be
solidified in the train control system, the corresponding control command can be
generated by referring to the operating point information to control the train operation.
This paper takes this method to simulate the real train operation state as far as possibly,
and the method presents multiple off-line optimal curves (generated according to the

Fig. 6. The traction characteristic at different network voltage
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different operation time requirements and so on) in the ATO, then automatically cal-
culates the optimal curves of next operation interval according to the time, this method
chooses the different optimal curve as a reference to control the train operation when
there are external interferences (such as delay, etc.). The generation of the off-line curve
takes into account the safety, comfort and parking accuracy of the train and so on. The
metro train operation curves are shown in Fig. 7.

4 The Calculation and Analysis of the Train-Network
Coupling

Based on the model of MTSPS and the train operation control built above, this paper
chooses ShenZhen Metro as an example to carry out the simulation calculation. The
conditions of the simulation are as follows:

Train Parameters:

1. Grouping: four moving and four dragging
2. AW2 load: 342.6t
3. Maximum speed: 80 km/h
4. Basic operation resistance: Fr ¼ 9:19þ 0:001334v2ðkNÞ
5. The traction characteristics:

F ¼ 400 ðkNÞ SpeedRange ½0; 37� ðkm=hÞ
F ¼ 14800=V ðkNÞ Speed Range 37; 60½ � ðkm=hÞ
F ¼ �892800=V2 kNð Þ SpeedRange ½60; 85� km=hð Þ

6. The regenerative braking characteristics:

F ¼ 0 ðkNÞ SpeedRange ½0; 6� ðkm=hÞ
F ¼ �432=V ðkNÞ SpeedRange ½6; 55� ð9km=hÞ
F ¼ �23100=V2 kNð Þ Speed Range ½55; 85� km=hð Þ

Fig. 7. The train controlling principle of the ATO
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Line data: There are 13 stations with a total length of about 15 km on No. 1 Line of
ShenZhen Metro, including the containing of ramps, curves, stations, and so on.

4.1 The Coupling Calculation of the Train-Network

Since the operation data among the train stations is so large, it intercepts that the data of
three operation ranges (LuoHu Station-Grand Theater Station) for comparison. It
respectively compares that the speed-distance curve, the network side voltage-distance
curve and the traction/regenerative braking force-distance curve when the train is in the
three intervals with and without the coupling calculation. The curves are respectively
shown in Figs. 8, 9 and 10.

Figure 8 shows the variation of network voltage with train running distance when
the coupling calculation method is used or not, the fluctuation range of the
train-network voltage is smaller than that of not using the method, The reason is that
with considering the coupling calculation, the network side voltage affects the per-
formance of the traction motor power. In the regenerative braking condition, assuming
that the network voltage level is always in the allowable range of the traction sub-
station, the network voltage increases slightly, but in the traction condition, the
decrease of the network voltage leads to the train traction characteristic moving for-
ward, the motor power going down, thus it reduces the reductions of the network
voltage.

Figure 9 shows that the variation of speed with train running distance when the
coupling calculation method is used or not, the network voltage is lower than the rated
voltage of the MTTDS and the constant power point of the traction characteristic will
change, so at the high speed, the traction force is lower than that at the rated network
voltage at the same speed, and the maximum operation speed of the train is also lower
than that at the normal network voltage.

Figure 10 shows the variation of traction/regenerative braking force with train
running distance when the coupling calculation method is used or not, that after using

0 0.5 1 1.5 2 2.5 3
1400

1420

1440

1460

1480

1500

1520

1540

1560

1580

1600

Distance km

N
et

 v
ol

ta
ge

 V  without the coupling calculation S-P curve
with the coupling calculation S-P curve

Fig. 8. The network side voltage-distance curve

492 H. Chengzhou et al.



the coupling calculation method, also the train traction force affected by the reduction
of the network voltage, it is lower than that at the normal network voltage when the
train works in the traction operation condition and the situation is basically the same
when the train is in the regenerative braking condition.

4.2 The Effect of Different Departure Intervals on the Voltage
Fluctuation of the Train Network

Assuming that there are two trains in the tracking operation on the line at the same time
T, when both trains running under the operation condition shown in the area A, they
two are in the traction operation and get the current from the network at the same time,
so the network voltage drops fast. When in the area B, the latter train consumes energy
by traction acceleration and the former feeds back the electric energy to the network by
regenerative braking, the two operation condition mutually suppress the sharp fluctu-
ation of the network voltage, even offset the effect of the network voltage fluctuation,
so is it in the area C. When in the area D, both trains are in the condition of regenerative
braking, causing a sharp rise in the network voltage. In the above analysis, there is a
possibility that the two trains can be kept operating in the area B or area C by adjusting
the departure interval, which can suppress the network voltage fluctuation of the whole
TPSN in some way. The results of the experiment are shown in Fig. 11.
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Figures 12 and 13 show the variation of network voltage with train running dis-
tance when the departure interval is respectively 20 s, 50 s and 80 s.

Fig. 11. The effect of the two trains tracking on the network voltage fluctuation
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Fig. 12. The network voltage fluctuation of the former train under the different departure
intervals
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Figure 12 shows that the network voltage fluctuation is larger when the interval is
50 s, the reason is that the operation time is about 50 s between the two stations, when
the latter train departs after 50 s the former operated, the two trains just differ an
interval, that means the two trains are in full traction or breaking to stop at the same
time, as shown in the area A and B in Fig. 11, at this time, the network voltage
fluctuation is strong. When the departure interval is about 20 s or 80 s, the former train
is in the middle of the range, namely, the traction is turning into the parking breaking,
at the same time, the latter train is in full traction condition as shown in area B or C in
Fig. 11, at this time, the network voltage of the two trains suppresses with each other,
so the fluctuation is small.

Figure 13 shows that the network voltage fluctuation of the latter train is similar to
the former’s, when the interval is about 50 s, the network voltage fluctuation is the
largest, while the interval is 20 s and 80 s, owing to that the energy cancels with each
other, the fluctuation is smaller. So it can be concluded that the reasonable time of the
table layout can make full use of the multiple trains energy transformation trend to
offset or even inhibit the voltage fluctuation, thereby increasing the safety redundancy
of the MTSPS, and maintaining the stable operation of the train.

5 Summary

This paper firstly gives a comprehensive analysis on the coupling relation between the
metro train and the MTSPS as well as the calculation principle and model of the power
flow in the MTSPS, then it explains the interaction relation between the network
voltage and the MTTDS. Finally, it discusses the influence of different departure
intervals on the network voltage fluctuation. This paper gives the following conclusions
by comparing the experiment results: (1) the train operation curve is affected when the
traction force of the train is limited due to the fluctuation of the network voltage. So the
effect of network voltage on the train operation should be considerate in the research of
the train-energy-saving controlling strategy when the substation capacity is too small,
the train power is too large or in the multi-train operation condition. (2) When the
wheel traction force of the train is limited due to the fluctuation of the network voltage,
if considering the coupling of the train-network, the network voltage getting from the
power flow calculation is higher than that without considering the coupling, this result
reflects the distribution of the network voltage with the coupling of the train-network.
(3) In the multi-train operation condition, the reasonable departure time interval can
effectively suppress the network voltage fluctuation, which makes the train traction and
braking having good performance. (4) The model built in this paper is correct and
reasonable and the algorithm has good convergence, so the model can be used as a
basis for further research on the multi-train control platform.
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Abstract. Underground water level monitoring is vital for human sustainable
development, accurate understanding of underground water level is vital for
government decision-making. But usually data collected by the ground water
level monitoring device contains a large number of outliers which diverge from
the normal data, and it will affect the actual judgment. In this paper, on the basis
of a large number of field data analysis, outliers monitoring methodology was
proposed based on self-learning Pauta criterion, and outliers correction method
was proposed based on smoothing processing. Pauta criterion can detect outliers
under the condition of the confidence probability of 99.7 %, for the abnormal
values points detected, through the data statistics before, using mean of several
values before and after to obtain the revised data. Experimental results show that
outliers of underground water during the process of level monitoring can be
effectively detected, and ideal curve was gained through revising.

Keywords: Groundwater lever monitoring · Pauta criterion · Self-learning ·
Smooth processing

1 Introduction

In recent years, groundwater’s over-pumping lead to recovery of water lever was slow,
water levels have continued decline trend, which makes the limited water resources
shortage, more accurate and effective intelligent water-level monitoring can not only
improve the accuracy of the traditional artificial water level monitoring, it can also
preserve historical data orderly, so that water level change law and tendency in the future
can be analyzed [1, 2].

At present, there are all kinds of water level monitoring equipment, More commonly
used include pressure type and float type, but generally there is a serious problem, which
is that in the data collecting process, data set collected contained a lot of outliers, the
outlier is too big or too small compared to the normal data, which do not tally with the
actual situation, the cause of outliers can be listed as follows: (1) the random disturbance;
(2) acquisition device are influenced by environmental deviation is bigger [3, 4]. Aiming
at this problem, the current method used by researchers and designers is to use all the
data in front of the mean to describe the abnormal value.
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The method mentioned above can improve the outliers to some extent, but robustness
is not high, the reason is that gap between data in a period of time and other data over
a period of time is bigger, so it is essential to correct previous statistical law by method.
In this paper, outliers detecting method was proposed based on self-learning Pauta
criterion [5], meanwhile we use smoothing processing [6, 7] method for correction of
outliers.

2 Principle of Pauta Criterion with Self Learning and Smooth
Processing

2.1 Principle of Pauta Criterion with Self Learning

Pauta criterion was proposed for outlier detecting of sample data, the basic thoughts of
Pauta criterion used to judge of gross error is given the confidence probability of 99.
7 % for the standard, with three times the standard deviation of column limit as the basis,
any more than the error of the line, just judge it does not belong to the category of random
error, but a gross error. Measurement contains gross error called outliers, under the
circumstances, this value is not desirable, it should be removed from the measured data.

Assume sample data set during a period of time, the process of detecting outlier by
Pauta criterion can be listed as follows:

Amplitude of groundwater lever changed with time according to some factors, such
as the temperature and season, so if only using collected data over a period of time to
determine whether all collected data are outliers is less accurate, thus it is possible to
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add self learning algorithm into Pauta criterion. Figure 1 shows the process of outliers
detection based on Pauta criterion with self learning.

Fig. 1. Outliers detection based on Pauta criterion with self learning

It follows equations as follows.

2.2 Principle of Smooth Processing

When outliers detected by Pauta criterion with self learning algorithm, it is essential to
correct it by smoothing process, which can obey the equation as follows.

Set  as elements of , when  was detected as outlier, using
Eq. 2-1 to correct it.

(2-1)

When  was detected as normal one, using Eq. 2-2 to represent it.

(2-2)
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3 Test Process and Result

3.1 Test Algorithm in MATLAB

Source data was collected by groundwater monitoring system from a site in Inner
Mongolia. Data was collected every four hours from October 10, 2015 to December 22,
2015, so there are 438 data points, because there are many functions which have been
tested by many researchers in MATLAB, we using it as the first tool for testing our
algorithm, the curve changed with time was shown in Fig. 2.

Fig. 2. Source data collected from a site in Inner Mongolia

From Fig. 2 we can see that the trend of groundwater is rising with time, but there
are a lot of abnormal sample data, for example sample data from sample point 80 to 300,
how to smooth this abnormal sample data is our target.

In this paper, we using Pauta criteria with self learning algorithm and smooth
processing as the solving strategies. In order to show the outstanding performance of
this algorithm, we test this algorithm and algorithm without self learning.

The test result are shown in Figs. 3 and 4.
After performing detection algorithm using Pauta criteria with self learning and

smooth algorithm on source data, we can see from Fig. 4 that the curve is smoother than
before, which show that algorithm using Pauta criteria with self learning is effective.
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Fig. 3. Curve obtained by Pauta criteria and smooth processing
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Fig. 4. Curve obtained by Pauta criteria with self learning and smooth processing

3.2 Test Algorithm in C#

In order to test the effectiveness of algorithm proposed in this paper conveniently, and
the most important thing is that in order to transplant algorithm to hardware, it is essential
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to build test platform based on C#, which can be realized in Microsoft visual studio
2010.

From Fig. 5 we can see that source data can be observed intuitively, and the source
data and processed data can be compared, the result show that after algorithm of Pauta
criteria with self learning and smoothing processing, the curve is more smooth than
before.

Fig. 5. Test result based on C# platform

4 Conclusion

According to the problem of outliers during groundwater monitoring process, algorithm
base on Pauta criteria with self learning and smoothing processing was proposed for
outliers detecting and correcting, source data was collected from the engineering prac‐
tice, using MATLAB and C# as the development and testing platform, test result shows
that the algorithm is effective.
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Abstract. Earthwork balancing and scheduling is very important for high-filled
loess project in civil engineering, and an optimal scheme needs to be considered
to transport earthwork from the digging areas to filling ones with the least cost. In
this paper, two parameters, loose coefficient and compaction degree, are intro-
duced to capture the characteristics of high-filled loess, and a new scheduling
algorithm is presented based on linear programming method. GIS based visu-
alization and analysis are performed to vividly demonstrate the algorithm pro-
cess. Finally, the proposed algorithm is applied in a real civil engineering project,
and experimental results show that it can find out an optimal solution to reduce
the cost of earthmoving and speed up the construction progress.

Keywords: Earthwork scheduling � Loose coefficient � Compaction degree �
Visualization

1 Introduction

Earthworks are a fundamental part of heavy construction engineering and involve the
moving and processing of the soil surface of earth [1]. Dynamic scheduling of earthwork
is closely related to the process of the whole project and investment budget. The primary
value of models is heuristic, which show the difference between reality and prediction
[2]. A good earthwork scheduling scheme can not only reduce costs, but also shorten the
construction period. Therefore, selecting a good scheduling algorithm based on original
landscape of the construction site needs to be taken seriously, and two properties of soil,
loose coefficient and compaction degree should also be taken into consideration, which
can effectively save construction costs and shorten construction period.

Earthwork scheduling problem, first proposed by Hieheoek and Kantorovic, is
essentially a transportation problem of operations research. Dynamic programming
model, multi-objective decision optimization model, large system theory model and
linear programming model [3] are commonly used in earthwork scheduling research.
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Now, linear programming has become a major algorithm of various optimization
problems to determine the optimal solution of multivariable linear function under the
linear constraint condition. Stark and Nicholls [4] first proposed the idea that using linear
programming method to optimize earthwork design. Mayer and Stark [5] developed the
linear program model with the objective of minimizing hauling cost over constraints that
balance earth quantities. Moreb [6] combined the road slope in road engineering with
earthwork scheduling and set up a linear programming model which took road slope as
decision variables to reduce the total cost. Linear programming is very suitable for
earthwork scheduling problem with its simplification, rapidity and accuracy.

Optimal transportation problem was first proposed by the famous French mathe-
matician Gaspard Monge, he proposed that moving some kind of mass distribution to
another as efficiently as possible and using average distance of transport to express the
efficiency criteria. Cohen and Guibas [7] presented a monotonically convergent itera-
tion which can be applied to a large class of EMD (Earth Mover’s Distance) under
transformation problems, although the iteration may converge to only a locally optimal
transformation. Rubner [8] proved that EMD had a better performance than the other
distances in content-based image retrieval. Shiang-Tai Liu [9] developed a procedure to
derive the fuzzy objective value of the fuzzy transportation problem based on the
extension principle in that the cost coefficients and the supply and demand quantities
are fuzzy numbers. Xia [10] modified the initial transport path as much as possible by
using both local and global minimization algorithms and provided numerical simula-
tion of optimal transport paths. Fitschen et al. [11] extended the framework to color
image processing and showed how the transportation problem for RGB color images
can be tackled by prescribing periodic boundary conditions in the color dimension.

Various dynamic scheduling schemes of earthwork has been proposed under the
condition that soil is not expandable and compressible. Two characteristics of soil, the
volume in suppliers (digging areas) gets larger with the increasement of loose coeffi-
cient and the volume in demanders (filling areas) gets smaller due to the influence of
compaction degree, are rarely considered. Therefore, loose coefficient and compaction
degree needs to be introduced to optimize the scheduling model.

2 Earthwork Scheduling Model

2.1 Loose Coefficient and Compaction Degree of Soil

Loose coefficient is very important for earthwork productivity, site planning and
earthwork scheduling in civil engineering. The volume of soil in natural state will
expand after been excavated and can’t restore its original volume although been com-
pacted later. Initial loose coefficient is an important parameter for calculating excavator
productivity, the number of earthmoving vehicles and abandoned pit volume, it can be
expressed inKS = V2/V1. Final loose coefficient is an important parameter for calculating
site leveling elevation and volume of excavation, and it can be expressed by the formula
KS
' = V3/V1. The compaction degree of soil is one of the key indicators in construction

quality inspection of subgrade and pavement. Soil will have a better performance with
higher compaction degree, and we can use the formula T = V3/V2 to express.
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V1 represents the volume of soil under natural conditions, V2 indicates the loose
volume of soil after excavation, V3 refers to the volume of soil after compaction. In this
paper, the initial and final loose coefficients are derived from the reference [12].

2.2 Mathematical Model

Selecting an optimal path to transport earthwork can be summed up as a problem to
minimize the cost of earthwork scheduling. The total cost is composed of three parts,
excavation cost, transportation cost and compaction cost. In order to minimize the total
engineering cost, loose coefficient and compaction degree of soil are both introduced
into the research, and a new earthwork scheduling model is established. The objective
function is as follows:

MinZ ¼
Xm

i¼1

Xn

j¼1

½a � ðcijxijkiÞþ b � ðAixijÞþ c � ðBjxij=tjÞ� ð1Þ

s.t.

Xn

j¼1

xijki � si; i ¼ 1; 2; . . .;m ð2Þ

Xm

i¼1

ðxij=tjÞ� dj; j ¼ 1; 2; . . .; n ð3Þ

1� ki � 2 ð4Þ

0� tj � 1 ð5Þ

0� a� 1; 0� b� 1; 0� c� 1 ð6Þ

cij � 0;Ai � 0;Bj � 0 ð7Þ

where, Z is the total cost, cijxijki is transportation cost, Aijxij is excavation cost, Bjxij=tj
is compaction cost, a, b and c, respectively, refers to the proportion of each cost in the
total cost, cij refers to price matrix of per unit volume of earthwork transportation, xij
refers to the earthwork from the i digging area to the j filling area, ki refers to loose
coefficient of the i digging area, Ai represents excavation cost of per unit volume, Bj

represents compaction cost of per unit volume, tj indicates compaction degree of the
j filling area.
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3 Solving Ideas

3.1 Mathematical Model Description of Earthwork Scheduling

Problem description: the best scheduling scheme of transporting variable-volume
earthwork from digging areas to filling areas.

Features:

(1) multiple digging areas and multiple filling areas;
(2) volume of soil to be dug in each digging area is different, and so is the volume of

soil to be filled in each filling area;
(3) the freight costs of each digging - filling area are different;
(4) actual volume of earthwork involved in transportation and the volume of earthwork

after final settlement will change because of the impact of loose coefficient and
compaction degree of soil.

Goal: we want to introduce loose coefficient and compaction degree of soil into
linear programming model as constraint conditions and organize dynamic scheduling
of earthwork reasonably under the premise of satisfying the requirements of each
digging - filling area, so as to achieve minimum transportation cost and speed up the
construction progress (Fig. 1).

Supposing that there are m digging areas W1, W2, …, Wm (m � 0), the theoretical
amount of excavation correspondingly is s1, s2, …, sm (si � 0, i = 1, 2, …, m);
n filling areas T1, T2, …, Tn (n � 0), the theoretical amount of filling correspondingly
is d1, d2, …, dn (dj � 0); loose coefficient is ki (i = 1, 2, …, m); compaction degree is
t1, t2, …, tj (j = 1, 2, …, n). Transportation cost can be expressed as the formula (8):

Z
0 ¼

Xm

i¼1

Xn

j¼1

cijxijki ð8Þ

where, Z
0
represents earthwork transportation cost.

Fig. 1. Sketch map of earthwork scheduling problem
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3.2 Earthwork Calculation of Digging - Filling Areas

Triangular prism method has been used in this paper to calculate earthwork volume.
We firstly calculate filling (digging) earthwork volume of each triangular prism based
on the given terrain surface and designed surface, and then get all filling (digging)
earthwork volume of triangular prism within the region.

4 Experimental Results and Visualization

4.1 Analysis of Experimental Results

The experimental data in this paper come from a piece of construction area in
high-filled loess project. The following figure contains a lot of data including digging
volume of each piece of digging area, filling volume of each piece of filling area, the
freight costs of each path and loose coefficient and compaction degree of soil in each
experimental area (Fig. 2).

Without considering loose coefficient and compaction degree, the transportation
cost of classic earthwork algorithm is 1:79297� 107 yuan. However, the actual
transportation cost is much more than the theoretical calculation values because the
volume of soil under the nature state will expand after excavation, and different soil has
different expansion extent. If loose coefficient and compaction degree are both intro-
duced into the model, actual transportation cost will be bigger, and so is the excavation
cost. Scheduling scheme and the total cost under such condition are as follows:

The above data show that current scheduling scheme is not optimal for not con-
sidering the swelling characteristic of soil. Therefore, we firstly calculates the theo-
retical digging volume under the natural state, and then the actual digging earthwork

Fig. 2. Sample data of experimental areas
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volume can be reduced because the volume of soil will swell to the theoretical value
under the impact of loose coefficient. Improved scheduling scheme is as follows:

4.2 Visualized Analysis

In order to simulate the rugged and complex terrain vividly, we use C ++ programming
language to develop system with the help of GIS which has strong spatial information
processing functions. We build 3D digital model DEM for the whole construction site
and use Triangulated Irregular Network (TIN) model to display the terrain. TIN can be
used to approximate terrain surface through a series of non-crossing, non-overlapping
triangles, and express complex terrain at different levels of resolution. Delaunay tri-
angulation is best in fitting terrain, and often adopted to generate TIN. Split-merge
algorithm, triangulation growth algorithm and point-by-point insertion algorithm are
common generation algorithms of D_triangulation, and each method has its own
strengths. Split-merge algorithm is choosed in this paper, the flow chart of this algo-
rithm is as follows:

The terrain data include number, east coordinate Y(m), north coordinates X(m) and
elevation H(m). These scattered points are used to construct the surface of the terrain
though D_ triangulation method. Then we use the geomorphic layered method to add
ribbon bar, and different elevation thus can be displayed by different color. Finally,
vegetation models are added to make the terrain more vivid.

Construction process of high-filled loess project is actually a process of transporting
earthwork from high mountains to ravines for urban construction. It is very important
for construction managers to understand the change of the terrain and digging-filling
thickness. In order to optimize dynamic scheduling of earthwork and simulate the
process more vivid, we divide the construction area into m � n (m, n = 1, 2,…∞)

Fig. 3. The actual scheduling scheme and cost after considering the loose coefficient and
compaction degree
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parts. The value of m and n in this paper are both 10. There are 10 digging areas and 10
filling areas.

After using improved linear programming earthwork scheduling algorithm, the
actual situation of the earthwork scheduling is shown in the Figs. 3, 4, 5, 6 and 7
below:

Fig. 4. Improved scheduling scheme and costs

discrete data point polygon boundary 
constraint characteristic line

split Merge algorithm to build the 
initial triangulation

constraint boundary treatment to 
remove invalid triangle

Constrained edges are 
included? 

midpoint insertion 
processing

End constraint edge 
treatment?

end

N

N

Y

Y

Fig. 5. Construction flow chart of constrained Delaunay triangulation
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In the diagram, the arrows point to the directions of earthwork scheduling, the
numbers beside the arrows are earthwork volume of the transportation route, its unit is
m3. The corresponding partitions of earthwork scheduling are: 3 -> 2, 7, 4 -> 7, 18,
8 -> 7, 13, 9 -> 18, 19, 10 -> 5, 11 -> 6, 14 -> 19, 15 -> 5, 10, 16 -> 6, 7, 12,
17 -> 12 (Fig. 8).

sca er point relief map monochroma c topographic map mul  ribbon topographic map

Fig. 6. Generation and rendering process of terrain map

Fig. 7. Division of construction area
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Fig. 8. Earthwork scheduling route
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The original landscape map of the construction area is as follows (Fig. 9):
We render a digging-filling effect picture of the terrain in different periods based on

the data collected by builders and equipment in different construction periods to pro-
vide information support for future construction (Fig. 10).

5 Conclusion

In the research of dynamic scheduling of earthwork, two characteristics of soil, loose
coefficient and compaction degree are both introduced into the linear programming
model to minimize costs, and a better scheduling scheme is presented to make the
allocation more reasonable. Visualization and analysis are performed to simulate the
process of reclamation and dynamic scheduling of earthwork. Experimental results and
visualization show that the improved algorithm have a better performance than old
ones, and can effectively save construction cost, shorten construction period and
guarantee the smooth completion of the earthwork scheduling project.

eleva on

Fig. 9. Original landscape of the construction area

a digging - filling situa on of 2012 b digging - filling situa on of 2013

c digging - filling situa on of 2014 d digging - filling situa on of 2015

eleva on eleva on

eleva on eleva on

Fig. 10. Digging-filling visualization of different construction periods
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Abstract. Based on the analysis of the equivalent models of the traction
transformer and the train in the existing metro power supply system (MPSS),
this paper embeds the coupling relation between the metro traction power supply
system (MTPSS) and the train operation into the model and combines with the
corresponding range of the output current, the voltage and the resistance of the 6
section type equivalent external characteristic curve of the 12-pulse rectifier unit
to research and design the AC/DC power flow calculation method for the MPSS,
this paper analyzes the operation efficiency and the power flow calculation error
of the method. The result shows that this method can effectively improve the
accuracy of the power flow value calculation and has the advantages of the fast
calculation speed and the good real-time performance, besides the model can
describe coupling relations between the train and traction network more
accurately.

Keywords: Metro � Traction power supply system � Power flow calculation �
Rectifier unit

1 Introduction

With the rapid development of the city rail transportation industry and the social
economy, the people have higher requirements for the transportation’s comfort,
rapidity, safety and punctuality, so it has important theoretical and practical signifi-
cance to design the secure and punctual metro operation. Chinese MPSS mostly adopts
the DC750 V or DC1500 V bilateral power supply mode [1], for this mode, the
domestic and foreign scholars have made a lot of researches on the modeling method of
the DC side of MTPSS and the related power flow calculation methods, the most
significant results are the current loop model [2] and the node voltage model [3]. The
loop current model is only suitable for the simple system consisting of the catenary, the
rail and the return line, which is used to calculate the voltage and current of the
catenary and the rail and the longitudinal distribution of the catenary; the node voltage
model is widely applied to the catenary with arbitrary topology structure, which is also
suitable for the catenary under the other power supply modes, it is widely used but
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rarely involves the modeling and the power flow calculation of the high-voltage and
mid-voltage systems [4–7]. The literature [8] got the train location and the power
distribution information by the Train Diagram based on the model of 12-pulse rectifier
unit, which could calculate the power flow in the MPSS, but it always took the power
flow value in the rated area of rectifier unit as the benchmark, so it would lead some
errors in the calculation results. The literature [9] embedded the AC side into the DC
side in the MPSS, which regarded the DC side power convergence as the index, so it
was not easy to extract and distinguish the power flow value of the AC side.

In this paper, the DC traction substation is equivalent to the controlled voltage
source with the resistance, and the train is equivalent to the power source model.
According to the train operation information from the Traffic Dispatching System, this
paper takes the voltage and current ranges of the 12-pulse rectifier unit 6 section type
characteristic curve to calculate the DC side power flow value, then it delivers the value
to the AC side for iterative calculation, finally it feeds the power flow value calculated
by the AC side to the DC side to do cross iterative calculation. The theoretical and
experimental analyses show that the method can effectively improve the calculating
speed of the power flow value, and has the advantages of the fast computing speed, the
good real-time performance, at the same time, the model can more accurately describe
the coupling relations between the metro train and the traction network.

2 The Modeling of the MPSS

2.1 The Structure of the MPSS

The MPSS is the power source of urban rail transit operation, which is mainly
responsible for the electrical energy transmission, transformation and supplies, it
supplies the electric train and provides the power lighting electricity for the subway
station, the interval, the depot, the control center and other buildings. According to the
different functions of the system, the MPSS is divided into: the external power supply,
the main substation or switch substation, the traction substation, and the power sub-
station. The MPSS mainly consists of three parts, the high-voltage power supply
system, the MTPSS and the power lighting power supply system. As shown in Fig. 1.

Where the external power source is the direct power source of the main substation
or the switch substation, which is the ultimate power supplier of the whole power
supply system, it is mainly the power plant; the high-voltage power supply system
change the AC110 kV imported from the main substation or the switch substation into
AC35 kV by the step-down transformer, then supplies it to the traction power supply
system and the power lighting power supply system; the MTPSS rectifies and reduces
the AC35 kV to the DC1500 V or DC750 V, supplying to the train traction, the battery
charging and the other DC power supply as well as the train lighting, the air condi-
tioners, the air compressors and the other AC supplies, where the DC1500 V is mainly
used for the catenary power supply mode, and the DC750 V is mainly applied for the
contact rail power supply mode. The power lighting system transforms the AC35 kV
into AC400 V to supply for the stations as well as the lighting, the air conditioners, the
elevators, the blower fans and the other power sources between stations, besides, it also
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provides the communication, the signal, the automation and the other equipment power
supply with electricity.

2.2 The Power Components Modeling

The MTPSS belonging to the DC power supply part mainly includes the traction
substations, the trains, the transmission lines, the catenaries, and the running rails, etc.,
and the high-voltage power supply system and the power lighting power supply system
belonging to the AC power supply side mainly include the main substations, the
substations, the transmission lines and the power loads.

2.2.1 The DC Power Supply Side
The power components of the MTPSS is equivalent with the network model of the
catenary-rail-ground, which ignores the effect of the drainage network on the power
flow calculation. The following are the equivalent models for the traction substation,
the train, the rail, the running rail and ground in the DC power supply side.

(1) The traction substation

The traction substation modeling is mainly the modeling of the rectifier unit, the
24-pulse rectifier unit is equivalent to two 12-pulse rectifier unit in parallel, because the
24-pulse rectifier unit’s circuit structure and its output characteristics are complex, but
they are similar to the 12-pulse rectifier unit’s. The 12-pulse rectifier unit external
characteristic curve is the curve that the output voltage of the DC side changes with the
load current Id . The rectifier unit can be divided into five different operation areas

Fig. 1. The schematic diagram of the MPSS

516 C. Huang et al.



according to its number of the conductive diodes and the change range of the load
current. When the k 2 ð0; 0:4226Þ, the external characteristic curve of the rectifier unit
can be equivalent to six sections as shown in Fig. 2.

According to Thevenin theorem and the rectifier unit equivalent external charac-
teristic curve, the traction substation is equivalent to the controlled voltage source with
the resistance in series model as shown in Fig. 3.

(2) The metro train

The train is equivalent to the power source model as shown in Fig. 4, compared
with the current source model, the power source model is closer to the reality system
and considers the current-getting influence of the adjacent trains. It can also calculate
out the current the train gets and the network voltage of the catenary at any time.

Fig. 2. The equivalent external characteristic curve of the rectifier unit

Fig. 3. The equivalent model of traction substation
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(3) The catenary, the rail and the ground

The three layer model is used to replace the up and down catenaries and the rails
with different values of the resistance. The model is equivalent to the p circuit with
considering the leakage resistance of the rail to the ground as shown in Fig. 5.

2.2.2 The AC Power Supply Side
The AC power supply side modeling focuses on the equivalent models of the main
substations in the high-voltage power supply system, the combined substations in the
traction network, as well as the step-down substation and its corresponding transmis-
sion line and power load in the power lighting power supply system. The main sub-
station is regarded as the balance node to balance the active and reactive power of the
whole metro power supply network. The combined substation and the step-down
substation are taken as the P and Q nodes, which are the load that always consume the
active power P and the reactive power Q. The power supply circuit is equivalent to the
p circuit model to calculate the node voltage, the branch current, the load current, the

Fig. 4. The equivalent model of the metro train

Fig. 5. The equivalent model of DC side power supply distribution

Fig. 6. The equivalent model of the substation
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load power and so on. The equivalent model of the substation and the power supply
circuit are shown in Figs. 6 and 7.

3 The Power Flow Calculation

3.1 The Framework Design of the Power Flow Calculation

According to the electric components model and their attribute parameters of the
MTPSS, combined with the basic line data and the train operation information, this
paper builds the AC and DC side power supply models, then calculate the related
AC/DC power value based on the initial value of the rectifier unit and the AC side
power flow value iteration. The framework of the power flow calculation is shown in
Fig. 8.

3.2 The Power Flow Calculation of the DC Traction Bow Net

This paper builds the DC side traction power supply model shown in Fig. 9, according
to the locations and numbers of the traction substations, the length of the power supply
lines as well as the location and the received power the of the train getting from the
Traffic Dispatching System at the moment. The detailed calculation steps and imple-
mentation methods are as follows:

Step1: Respectively number the traction substations nodes, the trains nodes, the
catenaries nodes, and the rails nodes in sequence;
Step2: Create the node admittance matrix Y according to the power components
attribute parameter and the information of the train operation (the location and the
received power), and set the flag ¼ 0;
Step3: Judge whether the flag is 0, if flag ¼ 0, solve the linear equals according to
the related power value and node voltage equation U ¼ Y�1I of the rectifier unit
operation area;
Step4: Judge whether the solved load current In (n = 1,2,…… is the node number)
is in the load current range Ii 2 ðImin; ImaxÞ of the rectifier unit operation area, if all
the current In (n = 1,2,……) of the rectifier unit is in the range, it is unnecessary to
adjust the rectifier unit operation area, otherwise the rectifier unit operation area

Fig. 7. The equivalent model of the AC side power supply distribution
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should be adjusted, if In\Imin, which means the load current is less than the
minimum current of the operation area, set the rectifier unit operation area to the
previous one, else set to the latter one.
Step5: Judge whether the node voltage of each train meets the convergence pre-
cision Umþ 1

i � Um
i

�� ��\@, if it does not, modify the attribute parameters of train
power source model and return to the Step2 until the voltage is convergent, where
the Um

i is the traction network voltage after m iterations when the No.i train is at the
current location.
Step6: If flag ¼ 1, which means the train node voltage of the DC side is conver-
gent, it needs to establish the node voltage equation U ¼ Y�1I according to the AC
side power flow value.
Step7: Judge whether the node voltage of each train meets the convergence pre-
cision Umþ 1

i � Um
i

�� ��\@, if it does not, modify the attribute parameters of train
power source model and return to the Step2 until the voltage is convergent.
Step8: The system is convergent, then solve the active and reactive power con-
sumed by the DC side.

Fig. 8. The framework design of the AC/DC power flow calculation
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3.3 The Power Flow Calculation of the AC Traction Bow Net

According to the main substations, the combined substations and the step-down sub-
stations and its corresponding power supply distributions equivalent models, also
combined with the attribute parameters of the equivalent model and line basic data, this
paper builds the DC side power supply model as shown in Fig. 10. The specific steps
and implementation methods are as follows:

Step1: Respectively number the main substations nodes, the combined substations
nodes and the step-down substations nodes in sequence, then solve the admittance
of each node Yij ¼ Gij þ jBij according to the parameters of the power components,
and preset the initial value of the each node voltage as e0, f0 (i = 1,2,……,n, n is the
number of the nodes), for the balance node (the main substation): e0 ¼ 1:1, f0 ¼ 0,
for the PQ node (the combined substation and the step-down substation): e0 ¼ 1,
f0 ¼ 0.
Step2: Calculate the power deviation vector according to the initial value of each node

voltage: DPi ¼ Pis � ei
Pn
j¼1

Gijej � Bijfj
� �� fi

Pn
j¼1

Gijfj þBijej
� �

, where Pis is the

injected active power of the PQ node i, j (i, j = 1,2,…,n) are the row and column in the

matrix; DQi ¼ Qis � fi
Pn
j¼1

Gijej � Bijfj
� �þ ei

Pn
j¼1

Gijfj þBijej
� �

, where the Qis is the

injected active power of the PQ node i, then calculate the Jacobi matrix elements
according to the voltage of each node and its corresponding admittance value, if i 6¼ j,
Hij ¼ @DPi

@Ddj
¼ �Gijfi þBijei;Nij ¼ �Gijei þBijfi; Jij ¼ �Gijei þBijfi ¼ �Nij, Lij ¼

�Gijfi þ Bijei ¼ Hij, Lij ¼ �Gijfi þBijei ¼ Hij, if i = j, Hii ¼ �bi þBiiei�
Giifi;Nii ¼ �ai � Giiei � Biifi, Jii ¼ �ai þGiiei þBiifi; Lii ¼ bi þBiiei � Giifi,

Fig. 9. The DC side power supply model
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where the ai ¼
Pn
j¼1

Gijej � Bijfj
� �

; bi ¼
Pn
j¼1

Gijfj þBijej
� �

, they are respectively the real

and imaginary part of the injected current Ii then create the Jacobi matrix
H N
J L

� �
.

Step3: Establish the Newton-Raphson equation
DP
DQ

� �
¼ H N

J L

� �
� Df

De

� �
, then

solve the voltage deviation vector Df ;De½ �T and modify it to adjust the power
deviation vector, where the f�gT is the vector transpose operation.
Step4: Judge whether the solved power deviation vector meets the convergent

condition: DPj j � e and DQj j � e, if it does not, adjust the calculation e kþ 1ð Þ

f kþ 1ð Þ

� �
¼

e kð Þ

f kð Þ

� �
� De kþ 1ð Þ

Df kþ 1ð Þ

� �
and return to the Step2 until it is convergent.

Step5: The system is convergent, calculate the voltage and branch load current of
each node as well as its active and reactive power.

Fig. 10. The AC side power supply model
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4 The Analysis on the Simulation Example

In order to evaluate the performance of the method in this paper, a large number of
experimental analyses on the power supply system power flow value calculation model
before and after the improvement were conducted, then the operating efficiency and
calculation error of the power flow was respectively calculated with different models
and different number of stations.

4.1 The Analysis on the Operating Efficiency

Define the time efficiency ratio u ¼ TD
Tmax

, where the Tmax is the maximum cycle of the
power flow calculation in the power supply system, the TD is the real-time cycle for the
power flow calculation and the u is smaller, the operating efficiency is higher.

Because the power flow of the MTPSS is real-time displaying and dynamically
calculated, the power dispatcher will control the power components according to the
power flow value to make the train operation safe and on time, which requires
high-performance of real-time. This paper took the 42 stations data to test the opera-
tional efficiency of the power supply model before and after the improvement, the
results are shown in Fig. 11.

The Fig. 11 shows the variation of PQ nodes with the time efficiency when the
power components equivalent model is changing. When the number of stations is less
than 9 (n < 9), the calculation error is in the allowable range, the operational efficiency
of the two models is almost the same, and the real-time performance is high. However,
with the increase of the number of stations, the operational efficiency of the power
supply calculation model before improved is gradually deteriorated. The improved
power supply calculation model is more suitable when the number of stations is more
than 9 (n > 9).

Fig. 11. The efficiency comparison of the power supply system models
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4.2 The Analysis on the Error of the Power Flow Value

Defy the mean square error MSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1

ðUðiÞ � ÛðiÞÞ2
s

, where the UðiÞ is the actual

train network voltage, ÛðiÞ is the calculated voltage of the train network according to
the built model, the N is the network voltage sequence length. When the value of MSE
is smaller, it indicates that the calculation of the train network voltage is more accurate.
The power flow value is the important message for the metro power dispatcher to
control the electric components, and its accuracy of the calculation directly affects the
safety of the train operation. So it is crucial to build the metro power supply model with
small calculation error. This paper took the 42 stations data to calculate the train
network voltage with the power supply models before and after the improvement, the
results are shown in Fig. 12.

The Fig. 12 shows the variation of PQ nodes with the MSE when the power
components equivalent model is changing. When the number of the stations is less than
or equal to 23 (n� 23), the square errors from the two calculation models is both less
than or equal to 0.1192 (MSE� 0:1192), and the value of the MSE of after improved
model is smaller than that of the original one. The mean square error of the train
network voltage is increasing gradually as the number of the stations (when it is more
than 23 (n > 23)) increases.

5 Conclusion

This paper focusing on the practical application of the power flow calculation in the
MPSS to build a new AC/DC side calculation model of the MPSS based on the existing
equivalent models of the traction transformers and the trains, combined with the
coupling relation between the MTPSS and train operation and also took advantage of

Fig. 12. The train network voltage comparison of the power supply system models

524 C. Huang et al.



the voltage and current ranges of the 12-pulse rectifier unit 6 section type characteristic
curve of the traction substation. Then this paper researched and designed AC/DC
power flow calculation method for the MPSS and finally analyzed and discussed the
calculation error of the operation efficiency and the power flow value with this method.
The simulation experiment shows that this method can effectively improve the calcu-
lation accuracy of the power flow value, with fast calculation speed and great con-
vergence, besides, the model can more accurately describe the coupling relations
between the metro train and the traction network.
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Abstract. Based on the characteristic that pitch system faults of wind turbines
will lead to the change of system parameters, the observer-based multi-
innovation stochastic gradient algorithm as a fault diagnosis method is proposed
in this paper. The multi-innovation identification algorithm can improve the
parameter estimation accuracy by extending the innovation length. According to
the observer canonical state space system model, the algorithm that combines
the multi-innovation stochastic gradient algorithm with the state observer can
obtain the interactive estimation between system states and system parameters.
Firstly, the pitch system model is transformed into an identification model by
converting into a canonical state space model. Then, the algorithm proposed is
adopted to estimate system states and system parameters. The fault diagnosis
problem is transformed into a parameter estimation issue. At the end, pitch
system faults could be diagnosed through the variation of system parameters.
The simulation results show that the proposed method is able to diagnose the
pitch system faults effectively.

Keywords: Wind turbine � Pitch system � Fault diagnosis � Multi-innovation
identification � State estimation � Parameter estimation

1 Introduction

Wind energy is the fastest growing and the most competitive renewable source [1]. With
the increase of demand for wind power, wind farms have been developed rapidly.
However, restricted by geographical conditions, wind farms are most likely to be built in
the desert or off-shore where the wind resource is rich but the natural environmental
conditions are severe [2]. Affected by their surroudings, wind turbines malfunction
easily and can’t get timely maintenance. The fault poses a threat to the safe operation of
wind turbines, affects the wind power system stability, and even results in system
downtime. Fault tolerant control methods are often adopted to maintain normal oper-
ation for wind turbines. So the fault diagnosis is the premise and necessary condition [3].

For wind power systems, fault diagnosis methods based on the model have
attracted more and more attention by researchers in recent years. In [4, 5], the observer
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and filter are designed respectively to generate redundant information for diagnosing
the blade root bending moment sensor faults and blade pitch actuator faults based on
the dynamical model of the wind turbine system. The adaptive parameter estimation
algorithm, which is based on the dynamic model of the pitch system, is used to detect
the fault of hydraulic pressure leakage in the pitch system [6]. In [7], an unknown input
observer is adopted to detect the rotor and generator speed sensor faults. Generator
sensor and pitch sensor faults in wind turbines can be diagnosed by a model based fault
detection and diagnosis scheme developed using fuzzy modeling and identification
methods [8]. In [9], the interval observer approach is applied to address the problem of
fault diagnosis in sensors and actuators of wind turbines.

The pitch system is an important component of wind turbines. When wind speed is
higher than the rated value and lower than the cut out value, wind turbines modulate the
power captured by the rotor through adjusting the pitch angle, so that the wind power
system can keep a constant power output [10]. When the pitch system is under the
faulty condition, the pitch system dynamic response speed is restricted by the fault, so
it makes the system output power unstable. Therefore, an accurate fault diagnosis is
necessary for wind turbine pitch systems.

In this paper, a fault diagnosis method based on the observer-based multi-
innovation stochastic gradient algorithm (O-MISG) is utilized to diagnose the pitch
system faults. In the system identification method, the system’s input and output data
are used to estimate parameters [11]. When the pitch system fails, the system states and
system parameters change accordingly. The system states and system parameters in the
state space model of the pitch system become unknown; thus they have the product of
nonlinear relationship. So the identification problem becomes a complicated issue. In
accordance with the observer canonical state space systems model of the pitch system,
the identification model can be achieved. After that, the method which combines the
multi-innovation stochastic gradient algorithm with the state observer is adopted to
accomplish the interactive estimation between the system states and the parameters
[12]. Finally, the estimated values are compared with theoretical values to detect faults
and identify the fault type.

The rest of this paper is organized as follows. Section 2 describes the model of
wind turbines and faults in pitch systems. In Sect. 3, the pitch system model is
transformed into the observer canonical state space systems model applying to the
parameter identification. Section 3 introduces the O-MISG algorithm and presents the
structure of the fault diagnosis system. Section 4 verifies the effectiveness of the
O-MISG algorithm with a simulation. Finally, a conclusion is given in Sect. 5.

2 Wind Turbine Model

Wind turbines will translate the wind power captured by the rotor into mechanical
power via the rotation of blades. And then the aerodynamic torque achieved by the
aerodynamic subsystem will be passed to the generator to produce electricity through
the drive train subsystem. The wind turbine system includes the aerodynamic sub-
system, the pitch subsystem, the drive train subsystem and the power subsystem. The
mutual connection relation between each subsystem is shown in Fig. 1.
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2.1 Aerodynamic Subsystem Model

Wind turbines convert wind energy into the rotor side through the blades and the wind
power captured by the rotor is dependent on the wind velocity, the air density, the blade
swept area and the power coefficient. The tip-speed ratio kðtÞ is the ratio of the blade tip
circumferential velocity and wind speed and it represent the running state of the rotor
when the wind speed changes. The tip-speed ratio is defined as

kðtÞ ¼ 2pRn
vrðtÞ ¼ xrðtÞR

vrðtÞ ð1Þ

where R is the radius of the blade, xrðtÞ is the rotor speed, vrðtÞ the wind speed.
The aerodynamic torque TaðtÞ applied to the rotor can be expressed as

TaðtÞ ¼ 1
2xrðtÞ qpR

2v3rCpðkðtÞ; bðtÞÞ ð2Þ

where q is the air density, CpðkðtÞ; bðtÞÞ is the power coefficient depending on the tip
speed ratio kðtÞ and the pitch angle bðtÞ.

2.2 Drive Train Subsystem Model

The drive train subsystem mainly includes the turbine rotors, low-speed shaft, gear box
and high-speed shaft. The rotor captures the kinetic energy in the wind to makes the
low-speed shaft rotation. Consequently, a corresponding mechanical torque is gener-
ated. Then the low-speed shaft is connected to the high-speed shaft via a gearbox, the
rotational speed of the rotor is improved to a higher speed required by the generator, the
mechanical torque will be transferred to the high-speed shaft and then accessed by the
generator. The drive train subsystem model is

Jr _xrðtÞ ¼ TaðtÞþ Bdt

Ng
xgðtÞ � KdthDðtÞ � ðBdt þBrÞxrðtÞ ð3Þ

Jg _xgðtÞ ¼ Kdt

Ng
hDðtÞþ Bdt

Ng
xrðtÞ � ðBdt

N2
g
þBgÞxgðtÞ � TgðtÞ ð4Þ

Fig. 1. Relationship between subsystems of the wind turbine system model
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_hDðtÞ ¼ xrðtÞ � 1
Ng

xgðtÞ ð5Þ

where hDðtÞ is the torsion angle, Jr is the moment of inertia of the low-speed shaft, Jg is
the moment of inertia of the high-speed shaft, Bdt is the torsion damping coefficient, Ng

is the gear ratio, Kdt is the torsion stiffness, Br is the viscous friction of the low-speed
shaft, Bg is the viscous friction of the high-speed shaft.

2.3 Power Subsystem Model

Power subsystem consists of the generator and converter. Electrical energy is produced
by the generator and accesses the grid through the converter. The generator torque TgðtÞ
is controlled by the reference to the generator torque Tg;refðtÞ. The converter is modeled
as

_TgðtÞ ¼ � 1
sg

TgðtÞþ 1
sg

Tg;refðtÞ ð6Þ

where sg is the time constant.
The electric power produced by the generator is described as

PgðtÞ ¼ ggxgðtÞTgðtÞ ð7Þ

where gg is the efficiency of the generator.

2.4 Pitch Subsystem Model Including Fault Model

The pitch system is composed of three selfsame pitch actuators. The pitch actuator
controls the blade pitch angle by rotating the blade. The pitch actuator can be modeled
as a transfer function between the blade pitch angle bðtÞ and the reference to the blade
pitch angle brefðtÞ. bðtÞ is the output of the pitch system and brefðtÞ is the set value
which is given by the wind turbine controller. The pitch actuator is modeled as a
second order transfer function

bðsÞ
brefðsÞ

¼ x2
n

s2 þ 2fxnsþx2
n

ð8Þ

where xn and f are the natural frequency and the damping coefficient of the pitch
actuator model.

The pitch actuator dynamic model is

€bðtÞ ¼ �2fxn
_bðtÞ � x2

nbðtÞþx2
nbrefðtÞ ð9Þ
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The considered faults of the pitch system in this paper are high air content in the
hydraulic oil, hydraulic leakage and pump wear. Faults make the pitch system dynamic
characteristics worse by changing the actuator natural frequency and damping coeffi-
cient. Under the influence of the fault, the natural frequency and the damping coeffi-
cient change from the nominal value xn;0 and f0 to three kinds of fault parameter
values, which are xn;ha, fha, xn;hl, fhl, xn;pw and fpw. Parameters for the faulty pitch
actuator are shown in Table 1.

The dynamic model of the pitch actuator with faults is

€bðtÞ ¼ �2fðtÞxnðtÞ _bðtÞ � x2
nðtÞbðtÞþx2

nðtÞbrefðtÞ ð10Þ

where xnðtÞ and fðtÞ have different values under different faults. The specific
expression is

xnðtÞ ¼ ð1� ghaðtÞÞxn;0 þ ghaðtÞxn;ha ð11Þ

fðtÞ ¼ ð1� ghaðtÞÞf0 þ ghaðtÞfha ð12Þ

xnðtÞ ¼ ð1� ghlðtÞÞxn;0 þ ghlðtÞxn;hl ð13Þ

fðtÞ ¼ ð1� ghlðtÞÞf0 þ ghlðtÞfhl ð14Þ

xnðtÞ ¼ ð1� gpwðtÞÞxn;0 þ gpwðtÞxn;pw ð15Þ

fðtÞ ¼ ð1� gpwðtÞÞf0 þ gpwðtÞfpw ð16Þ

where ghaðtÞ, ghlðtÞ and gpwðtÞ are the indicators of high air content in the hydraulic oil,
the hydraulic leakage and the pump wear, and 0� ghaðtÞ� 1, 0� ghlðtÞ� 1,
0� gpwðtÞ� 1. Obviously, when the value of the indicator is equal to zero, it means
that there is no fault in the pitch system. On the other hand, when the value of the
indicator equals one, the failure happens entirely. For high air content in the hydraulic
oil, ghaðtÞ ¼ 0 and ghaðtÞ ¼ 1 represent that the air content are 7 % and 15 % in the
hydraulic oil. With regard to the hydraulic leakage, the pressure for ghlðtÞ ¼ 1 corre-
sponds to 50 % of the nominal pressure. Pump wear is irreversible without replacing
the pump. The fault described by gpwðtÞ ¼ 1 corresponds to a pressure level of 75 %.

Table 1. Fault parameters’ value

Fault type Parameters’ value

No fault xn;0 ¼ 11:11 rad/s f0 ¼ 0:6
High air content in the hydraulic oil xn;ha ¼ 5:73 rad/s fha ¼ 0:45
Hydraulic leakage xn;hl ¼ 3:42 rad/s fhl ¼ 0:9
Pump wear xn;pw ¼ 7:27 rad/s fpw ¼ 0:75
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3 Description of the Fault Diagnosis Method

3.1 Identification Model of the Pitch System

For the dynamic model of the pitch actuator with faults in Eq. (10), _bðtÞ bðtÞ
� �T

is
chosen as the state variables. yðtÞ ¼ bðtÞ is chosen as the output. Considering the
running noise vðtÞ. So the continuous state space equation is

€bðtÞ
_bðtÞ

� �
¼ �2fðtÞxnðtÞ �x2

nðtÞ
1 0

� �
_bðtÞ
bðtÞ

� �
þ x2

nðtÞ
0

� �
brefðtÞ ð17Þ

yðtÞ ¼ 0 1½ � _bðtÞ
bðtÞ

� �
þ vðtÞ ð18Þ

Considering the sampling period as T0, the discrete model from Eqs. (17) and (18) is

_bðkþ 1Þ
bðkþ 1Þ

� �
¼ �AðkÞ _bðkÞ

bðkÞ
� �

þ �BðkÞbrefðkÞ ð19Þ

yðkÞ ¼ �C
_bðkÞ
bðkÞ

� �
þ vðkÞ ð20Þ

where �AðkÞ ¼ 1� 2fðkÞxnðkÞT0 �x2
nðkÞT0

T0 1

� �
, �BðkÞ ¼ x2

nðkÞT0
0

� �
, and

�C ¼ 0 1½ �.

The system observability matrix is Qo ¼
�C

�C�A

" #
¼ 1 0

T0 1

� �
, rankQo ¼ 2, the

observability matrix is full rank, so the system can be observed.

Define ~xðkÞ ¼ Q _bðkÞ bðkÞ
� �T

, have

~xðkþ 1Þ ¼ ~AðkÞ~xðkÞþ ~BðkÞbrefðkÞ ð21Þ

yðkÞ ¼ ~C~xðkÞþ vðkÞ ð22Þ

Where

~AðkÞ ¼ QðkÞ�AðkÞQ�1ðkÞ ¼ 0 �ð1� 2fðkÞxnðkÞT0 þx2
nðkÞT2

0 Þ
1 �ð2fðkÞxnðkÞT0 � 2Þ

� �

~BðkÞ ¼ QðkÞ�BðkÞ ¼ x2
nðkÞT2

0

0

� �
; ~C ¼ �CQ�1ðkÞ ¼ 0 1½ �;

QðkÞ ¼ 1 2fðkÞxnðkÞT0 � 2

0 1

� �
:
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xðkÞ ¼ x1ðkÞ; x2ðkÞ½ �T, x1ðkÞ ¼ bðkÞ, x2ðkÞ ¼ _bðkÞþ ð2fðkÞxnðkÞT0 � 2ÞbðkÞ
are defidend as the new state variables, defined input as uðkÞ ¼ brefðkÞ, output as yðkÞ,
the observer canonical state space system of the pitch actuator in wind turbines is

xðkþ 1Þ ¼ AðkÞxðkÞþBðkÞuðkÞ ð23Þ

yðkÞ ¼ CxðkÞþ vðkÞ ð24Þ

where AðkÞ ¼ �a1ðkÞ 1
�a2ðkÞ 0

� �
, BðkÞ ¼ 0

b2ðkÞ
� �

, and C ¼ 1 0½ �. And in AðkÞ and

BðkÞ, have

a1ðkÞ ¼ 2fðkÞxnðkÞT0 � 2 ð25Þ

a2ðkÞ ¼ 1� 2fðkÞxnðkÞT0 þx2
nðkÞT2

0 ð26Þ

b2ðkÞ ¼ x2
nðkÞT2

0 ð27Þ

Form Eqs. (23) to (24), have

x1ðkþ 1Þ ¼ �a1ðkÞx1ðkÞþ x2ðkÞþ b1ðkÞuðkÞ ð28Þ

x2ðkþ 1Þ ¼ �a2ðkÞx1ðkÞþ b2ðkÞuðkÞ ð29Þ

yðkÞ ¼ x1ðkÞþ vðkÞ ð30Þ

Referring to the method in [13], have

x1ðkÞ ¼ �
X2
i¼1

aiðkÞx1ðk � iÞþ b2ðkÞuðk � 2Þ ð31Þ

Define the parameter vector hðkÞ and the information vector uðkÞ as

hðkÞ ¼ a1ðkÞ; a2ðkÞ; b2ðkÞ½ �T; uðkÞ ¼ �x1ðk � 1Þ;�x1ðk � 2Þ; uðk � 2Þ½ �T

The identification model of the system in Eqs. (23) and (24) is

yðkÞ ¼ x1ðkÞþ vðkÞ ¼ uTðkÞhðkÞþ vðkÞ ð32Þ

3.2 The Observer-Based Multi-innovation Stochastic Gradient
Algorithm

Based on the identification model in Eq. (32), the stochastic gradient identification
algorithm is
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ĥðkÞ ¼ ĥðk � 1Þþ uðkÞ
rðkÞ eðkÞ ð33Þ

eðkÞ ¼ yðkÞ � uTðkÞĥðk � 1Þ ð34Þ

rðkÞ ¼ rðk � 1Þþ uðkÞk k2; rð0Þ ¼ 1 ð35Þ

where ĥðkÞ is the estimate of hðkÞ, eðkÞ is the innovation. The state variables x1ðk � iÞ
of the information vector uðkÞ are replaced by their estimated states x̂1ðk � iÞ, the
estimate of uðkÞ is

ûðkÞ ¼ �x̂1ðk � 1Þ;�x̂1ðk � 2Þ; uðk � 2Þ½ �T:

Define the stacked output vector Yðp; kÞ and the information matrix Ûðp; kÞ as

Yðp; kÞ ¼ yðkÞ; yðk � 1Þ; � � � ; yðk � pþ 1Þ½ �T;
Ûðp; kÞ ¼ ûðkÞ; ûðk � 1Þ; � � � ; ûðk � pþ 1Þ½ �:

In the stochastic gradient identification algorithm, eðkÞ in Eq. (33) is the single
innovation. By introducing the innovation length p, the innovation vector Eðp; kÞ can
be obtained as

Eðp; kÞ ¼

yðkÞ � ûTðkÞĥðk � 1Þ
yðk � 1Þ � ûTðk � 1Þĥðk � 1Þ

..

.

yðk � pþ 1Þ � ûTðk � pþ 1Þĥðk � 1Þ

2
666664

3
777775

¼ Yðp; kÞ � ÛTðp; kÞĥðk � 1Þ

The states of the observer take the place of the states x1ðk � iÞ in the information
vector, and the observer’s states are calculated by utilizing the previous parameter
estimates; so the O-MISG algorithm is obtained as [14]

ĥðkÞ ¼ ĥðk � 1Þþ Ûðp; kÞ
rðkÞ Eðp; kÞ ð36Þ

Eðp; kÞ ¼ Yðp; kÞ � ÛTðp; kÞĥðk � 1Þ ð37Þ

rðkÞ ¼ rðk � 1Þþ Ûðp; kÞ�� ��2; rð0Þ ¼ 1 ð38Þ

Yðp; kÞ ¼ yðkÞ; yðk � 1Þ; � � � ; yðk � pþ 1Þ½ �T ð39Þ
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Ûðp; kÞ ¼ ûðkÞ; ûðk � 1Þ; � � � ; ûðk � pþ 1Þ½ � ð40Þ

ûðkÞ ¼ �x̂1ðk � 1Þ;�x̂1ðk � 2Þ; uðk � 2Þ½ �T ð41Þ

x̂ðkþ 1Þ ¼ ÂðkÞx̂ðkÞþ B̂ðkÞuðkÞ ð42Þ

ÂðkÞ ¼ �â1ðkÞ 1
�â2ðkÞ 0

� �
ð43Þ

B̂ðkÞ ¼ 0; b̂2ðkÞ
� �T ð44Þ

ĥðkÞ ¼ â1ðkÞ; â2ðkÞ; b̂2ðkÞ
� �T ð45Þ

3.3 Structure of the Fault Diagnosis Method

Based on the observer canonical state space system of the pitch actuator, the input for
the fault diagnosis method proposed is the reference to the blade pitch angle brefðtÞ and
the output is blade pitch angle bðtÞ. When the pitch actuator fails, the natural frequency
xn and the damping coefficient f change. Form Eqs. (25) to (27), a1, a2 and b2 will
change accordingly. Therefore, a1, a2 and b2 can be estimated by the O-MISG algo-
rithm. And the occurrence and type of the pitch system faults can be judged through the
parameter variation. The structure of the fault diagnosis method is illustrated in Fig. 2.

4 Simulation and Analysis

The simulation is based on the 4.8 MW wind turbine benchmark model which is
described in detail in Sect. 2 [15], the fault diagnosis system shown in Fig. 2, and the
O-MISG algorithm described in Sect. 3.2. Wind turbine simulation parameters are
shown in Table 2.

Form (11)–(16), under the faults which are high air content in the hydraulic oil,
hydraulic leakage and pump wear, the expressions of the natural frequency xnðtÞ and
the damping coefficient fðtÞ possess the same structure. Therefore, in the simulation,

Fig. 2. Structure of the fault diagnosis method
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the fault of high air content in the hydraulic oil is chosen to validate the proposed fault
diagnosis method only. When the fault of high air content in the hydraulic oil occurs,
the natural frequency xnðtÞ is reduced to 5.73 rad/s from the nominal value
11.11 rad/s. And the damping coefficient fðtÞ is decreased to 0.45 from nominal value
0.6. The parameter variations result in worse dynamic characteristics for the pitch
system. a1, a2 and b2 will alter in line with the changes of the natural frequency and the
damping coefficient. The sampling period T0 is 0.01 s. a1, a2 and b2 with no fault and
high air content in the hydraulic oil are shown in Table 3.

In simulation, the fault is supposed to happen between 100 s and 200 s, the fault
indicators signal are

ghaðtÞ ¼
0; 0\t� 100 s; 200 s\t� 250 s

1; 100 s\t� 200 s

(
ð46Þ

The parameter estimation results are shown in Figs. 3, 4 and 5. When the wind
turbine is in normal operation in from 0 s to 100 s, the natural frequency xnðtÞ and the
damping coefficient fðtÞ are the normal value 11.11 rad/s and 0.6. So a1, a2 and b2 are
−1.86668, 0.87902 and 0.01234 respectively. When the fault of high air content in the
hydraulic oil comes up in 100 s, the natural frequency xnðtÞ and the damping coeffi-
cient fðtÞ are changed to 5.73 rad/s and 0.45. a1, a2 and b2 turn into −1.94843, 0.95171
and 0.00328 respectively. If the fault disappears after 200 s, the parameter value will
become the nominal value. So it is apparent that the changes in a1, a2 and b2 are able to
indicate the fault in the pitch system.

Because the changes in a1, a2 and b2 are caused by the variations of xnðtÞ and fðtÞ.
In order to prove the reliability of the diagnosis result, the estimated values of xnðtÞ and
fðtÞ obtained from Eqs. (25) to (27) are shown in Figs. 6 and 7. From the simulation
results we can draw a conclusion that the O-MISG algorithm can achieve the fault
diagnosis of the pitch system by estimating a1, a2 and b2.

Table 2. The simulation parameters of wind turbines

Parameters Value Parameters Value

R 57.5 m q 1.225 kg/m3

Jr 55 � 106 kg�m2 Jg 390 kg�m2

Br 27.8 kNm/rad�s−1 Bg 3.034 Nm/rad�s−1
Bdt 945 kNm/rad�s−1 Kdt 2.7 GNm/rad
Ng 95 gg 0.92

Table 3. Parameter values of a1, a2 and b2

Parameters No fault High air content in the hydraulic oil

a1 −1.86668 −1.94843
a2 0.87902 0.95171
b2 0.01234 0.00328
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5 Conclusion

Faults in the pitch system of wind turbines will slow down their dynamic response and
give rise to changes in system parameters simultaneously. According to the charac-
teristics of the pitch system faults, the system identification method is applied to fault
diagnosis of the pitch system, which transmits the problem into a system identification
issue. The O-MISG algorithm which can achieve the interactive estimation between the
system states and the parameters is adopted to diagnose the pitch system faults in light
of the identification model transformed from the observer canonical state space system
of the pitch actuator. And then on the basis of the change of estimated parameters, the
pitch system faults can be diagnosed effectively. Simulation results verify the feasibility
and effectiveness of the O-MISG algorithm based fault diagnosis method.
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Abstract. The purpose of this paper is to select the optimal operating frequency
for wireless through-the-earth communication fitted for the subway condition.
Based on theory of the electromagnetic plane wave and Fresnel formulas,
propagation channel model for wireless through-the-earth communication fitted
for the subway condition is established, and the propagation attenuation,
interface reflection and transmission characteristics of electromagnetic wave
penetrating media are analyzed. Then, the relationship between the amplitude
ratio of electric field and frequency is discussed when signals transfer in the wet
soil, the concrete and the dry soil respectively. The simulative calculation results
show that the optimal operating frequency for wireless through-the-earth com-
munication fitted for the subway condition should be lower than 10 kHz.

Keywords: Through-the-earth communication � Subway condition � Radio
channel

1 Introduction

Because the influence of communication signal is vulnerable to transmission medium
blocking and multipath propagation factors, it is particularly important to study the
radio channel of through-the-earth communication fitted for the subway condition even
warehouses, supermarkets, libraries, the airport hall, exhibition hall, underground
parking, subway and other complex environment [1]. Almost all of the wireless
through-the-earth communication systems are used in the mine, but it is seldom used in
the subway environment. In this paper, propagation channel model for wireless
through-the-earth communication fitted for the subway condition is established and
analyzed, and eventually, the optimal operating frequency for wireless
through-the-earth communication fitted for the subway condition is selected, providing
a prerequisite for the next step of research and development of underground wireless
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communication system. The results has a certain reference value for the similar urban
complex environment in the wireless communication.

2 Simulation Models

2.1 Electromagnetic Characteristics of Lossy Medium

Parameters of dielectric and electrical properties refer to e which means permittivity, l
meaning permeability and r which means electrical conductivity. In general, er means
the relative dielectric constant of the transmission medium and er ¼ e=e0. When the
channel is ideal transmission medium, the energy storage and discharge in a cycle is
equal without energy loss, meanwhile, both e and l are real numbers. However, the
actual medium is a loss medium, and it is divided into conductive loss media, polar-
ization loss medium and magnetic loss medium, or both [2]. Common media are
usually non- magnetic media with l � l0 ¼ 4p� 10�7H=m, where l0 means per-
meability of free space, and lr ¼ l=l0 � 1 [2]. Considering polarization loss medium
and a conductive dielectric loss medium, and now the dielectric constant is expressed in
a complex number,

~e ¼ e0 � je00 ð1Þ

When the media is conductive loss one,

e0 ¼ e ð2Þ

e00 ¼ r=x ð3Þ

Where r means the conductive properties of the medium. When r ¼ 0, the media is
ideal medium; and when r ¼ 1, the media is ideal conductor; and the media is
conductive medium as r is value between 0 and 1.

2.2 Transmission Channel Modeling and Analysis

The three layer plane layered propagation channel model is the most basic one of
through-the-earth communication fitting for the subway condition. For conve-
nience’s sake, the channel is considered as an ideal homogeneous medium for isotropic
media in this paper, and the ground and underground space can be idealized as free
space, and the interface between different media is abstracted as a smooth surface, and
we only consider simplex radio communication from underground to ground. The
channel model used in this paper is shown in Fig. 1.

The stratum media is ideal homogeneous medium and its thickness is h, where
h ¼ h2 � h1, and its refractive index is n2. The ground ðy[ h2Þ and underground
ð0\y\h1Þ can be idealized as free space, which refractive index is n1. Thus, a wireless
channel of through-the-earth communication fitted for the Subway condition is
constructed.
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Only simplex communication is considered in this study, that is, when the elec-
tromagnetic wave enters the plane of y ¼ h1 with the angle of h1, the reflection can
lead to partial power loss; and another part enters the stratum media with the angle of
h2, the electromagnetic wave is reflected and transmitted through many times in the
stratum media ðh1\y\h2Þ, resulting in a larger interference signal, and then entering
the ground space to form a transmission wave.

As shown in the above figure, E1 is incident wave and E0
1 is reflected wave when

the electromagnetic wave enters stratum media, and E2 is incident wave, E0
2 is

reflected wave and E3 is transmitted wave when the electromagnetic wave enters the
ground space. It can be obtained by Snell’s law [3],

Ei ¼ exEie
jðkix�xtÞ ð4Þ

E0
i ¼ exEie

jðk0i x�xtÞ ð5Þ

Where ex is the positive unit vector of x axis, and ki ¼ nix=c. When the electro-
magnetic wave penetrates through the different media, the reflection and refraction
phenomena occurs. The uniform plane wave can be took into account, and supposing
that the medium interface is smooth. Reflection and refraction waves are also vertically
polarized wave because of the continuity of electromagnetic wave at the interface when
the incident wave is the vertical polarized wave. And reflection and refraction waves
are parallel polarized wave when the incident wave is the parallel polarized wave [4].

It can be seen from Eqs. (4) and (5): if the incident wave is the vertical polarized
wave, the amplitude of electric field strength of reflected wave and incident wave when
electromagnetic wave penetrates through from underground to stratum media, and the
amplitude of electric field strength of transmitted wave and incident wave when
electromagnetic wave penetrates through from stratum media to ground are as follows:

E0
1

E1

� �
?
¼ A1cosu� iB1sinu

A2cosu� iB2sinu
ð6Þ

Fig. 1. Simplified wireless channel model of through-the-earth communication fitted for the
Subway condition
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E3

E1

� �
?
¼ Qejk3hcosh3

A2cosu� iB2sinu
ð7Þ

Reflection ðR?Þ and transmission coefficients ðT?Þ can be seen from Eqs. (6)
and (7),

R? ¼ A2
1cos

2uþB2
1sin

2u

A2
2cos2uþB2

2sin
2u

ð8Þ

T? ¼ 4n21n
2
2n3cosh1cos

2h2cosh3
A2
2cos2uþB2

2sin
2u

ð9Þ

If the incident wave is parallel polarized wave, its corresponding reflection R==

and transmission coefficients T== are as follows:

R== ¼
C2
1cos

2uþD2
1sin

2u

C2
2cos

2uþD2
2sin

2u
ð10Þ

T== ¼ 4n21n
2
2n3cosh1cos

2h2cosh3
C2
2cos2uþD2

2sin
2u

ð11Þ

It can be seen from Eqs. (8) to (11): If h1 ¼ 0;R? ¼ R==; T? ¼ T==; if h1 ! 0, the
transmission coefficient basically remains unchanged; if h1 �C (C is certain a con-
stant), the transmission coefficient attenuates rapidly; if total transmission phe-
nomenon occurs, the transmission coefficient is proportional to the refractive index of
the medium and the oscillation changes with the increase of the transmission depth.

3 Simulation and Discussion

According to the analysis of the 2.1 and 2.2 section, the main effects of electromagnetic
wave propagation in the medium include: Permittivity, permeability and electrical
conductivity [5, 6]. The radio channel of through-the-earth communication fitting for
the Subway condition can be considered as a good conductor, so ~e � je00, and
l � l0 ¼ 4p� 10�7H=m. It can be seen from Eqs. (4) and (5): When the electro-
magnetic wave pass through in the medium, its electric field intensity or magnetic field
intensity presents exponential decay. Taking the strength of electric field as an
example, the amplitude of electromagnetic wave after penetrating through a certain
distance in the subway condition can be expressed as:

E ¼ E0e
�bd ð12Þ
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Where E means the amplitude of the electric field intensity at the receiving point,
and E0 is the amplitude of the electric field intensity at the source, and d is distance
from source to receiver, and b is attenuation constant [7] and satisfies Eq. (13):

b ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ue
2
½

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðe00=e0Þ2

q
� 1�

r
ð13Þ

After the transmission medium is determined, its electromagnetic parameters are
also determined. If the electrical conductivity is known, the intensity of the electric field
is determined by the frequency. To describe the attenuation rules, the amplitude ratio of
electric field j is defined as j ¼ E=E0 ¼ e�bd . It can be seen that Fig. 2(a), (b) and
(c) describe the relationship between j and frequency when signals penetrate through
the wet soil, the concrete and the dry soil respectively. The corresponding electro-
magnetic parameters of wet soil are: er ¼ 20, r ¼ 0:01s=m; the electromagnetic
parameters of concrete are: er ¼ 6:5, r ¼ 0:001s=m; the electromagnetic parameters of
dry soil: er ¼ 2, r ¼ 0:0001s=m [8, 9].

By comparing Fig. 2(a), (b) and (c), we can see the fact that jwet soil is less than
jconcrete, and jconcrete is less than jdry soil when the transmission distance and the com-
munication frequency are constant. It shows that the attenuation after electromagnetic
wave signal passing through wet soil is the largest and the attenuation after passing
through dry soil is the minimal. It can be separately analyzed from these three figures:
In the same medium, the amplitude ratio of electric field j decreases with the increase of
frequency. It means the attenuation of electromagnetic wave signal is increased with the
increase of frequency. At the same frequency, the amplitude ratio of electric field j
decreases with the increase of the propagation distance. It means that the more the
propagation distance, the greater the attenuation of the electromagnetic wave signal.

It is generally accepted that it has a higher transmitting rate when the amplitude
ratio of electric field j is higher than 36.8 %. Now suppose the depth of communi-
cation in urban subway environment is 50 m, and it can be seen from Fig. 2(a): If
j� 36:8% and the depth of communication reaching 500 meters are to be meet, the
operating frequency should be no more than 10 kHz when signals penetrate through the
wet soil. It can be seen from Fig. 2(b): In the case of ensuring higher transmission rate,

 (a) Wet soil                             (b) Concrete                          (c) Dry soil 
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Fig. 2. The relationship between amplitude ratio of electric field and frequencies when signals
penetrate through different medium
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the depth of communication can reach 100 meters if the frequency is 10 kHz when
signals penetrate through the concrete. Figure 2(c) shows that In the case of ensuring
higher transmission rate, the depth of communication can reach 500 meters if the
frequency is 10 kHz when signals penetrate through the dry soil. According to Fig. 2
(a), (b) and (c), if j is more than 36.8 % and the depth of communication reaching 50
meters are to be meet, the operating frequency should be no more than 10 kHz when
signals penetrate through these three media mentioned above.

Below is researched from the angle of penetration depth, its simulation result is
displayed as Fig. 3, it describes the relationship between the depth of penetration and
frequencies when signals pass through the wet soil, the concrete and the dry soil
respectively. It is obvious that the operating frequency should be no more than 10 kHz
under the premise of reaching 50 meters and achieving a better transmission rate in
these three media.

In summary, the selection of the optimum frequency band for wireless
through-the-earth communication fitted for the subway condition is considered from
two aspects of attenuation and penetration depth respectively, and the operating fre-
quency should be less than 10 kHz if electromagnetic signals have certain penetration
ability for wireless through-the-earth communication fitted for the subway condition.

4 Conclusion and Future Work

In this paper, propagation channel model for wireless through-the-earth communica-
tion in the subway is established, and the propagation attenuation, interface reflection
and transmission characteristics of electromagnetic wave penetrating media are ana-
lyzed. The relationship between the amplitude ratio of electric field and frequency is
discussed when signals transfer in the wet soil, the concrete and the dry soil respec-
tively. The simulative calculation results show that the optimal operating frequency for
wireless through-the-earth communication in the subway should be lower than 10 kHz.
In the following study, wireless communication system will be built for through-the-
earth communication fitted for the subway condition.
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Abstract. For Low-cost MSINS/GPS vehicle integrated navigation system, a
real-time error correction algorithm is proposed in the paper, aiming at the
problem that MSINS cannot meet the accuracy of the problem for a long time
when GPS reduces location precision or even invalid. In the proposed algorithm,
vehicle constraint information is introduced according to the incomplete con-
straint method of the carrier motion characteristics. The velocity errors are set to
be observed quantity and is used to correct position errors. To verify the method,
a simulation of the estimation of misalignment angles and position error is
de-signed. And the results prove that this method can largely improve the
accuracy of misalignment angles and position and ensure the continuity of
vehicle navigation information.

Keywords: Vehicle integrated navigation � MIMU � GPS � Error correction

1 Introduction

Vehicle navigation and locating system is an important part of intelligent transportation
system. (ITS). It can provide a safe efficient and comfortable transportation service for
people, improve traffic efficiency, reduce the accident and save energy and reduce
pollution. So it has gradually become an indispensable auxiliary tool in people’s life [1].

At present, most of vehicle navigation systems are based on GPS. However,
positioning systems using GPS alone can temporary loss the satellite connection and
signal error under the shelter of buildings, tunnels or overpass. They cannot provide
continuous and accurate position data. The inertial navigation system is a fully inde-
pendent navigation system and has several advantages: such as good concealment,
anti-interference, not influenced by geographical environment and meteorological
conditions. The traditional INS is, nevertheless, restricted in the application of vehicle
navigation due to expensive price and large volume. With the development of Micro
Electrical-Mechanical System (MEMS), micro inertial sensors are beginning to appear
and widely used. Because of the advantages of small in volume, light in weight, low in
cost, low in power and easy mounting, MSINS is more and more popular in the field of
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vehicle navigation. The combination of MSINS and GPS can combine strong points to
each other and can make navigation precision and dependability better, which has
become a hot spot in the vehicle navigation [2–4].

Due to the limitation of the manufacturing technology of MEMS gyroscope,
MEMS gyroscope random drift is relatively large, generally ranging from 10�=h to
1000�=h [5]. Some MEM accelerometer zero bias stability can reach below 1 mg.
Consequently, the combination of low precision MIMU and GPS cannot work alone to
provide to meet the navigation accuracy continuously. According to this problem, the
car body constraint conditions is designed as state variables to correct position and
attitude error, improving the location precision of vehicle.

2 Simulation Model

Some of the symbols in the paper are as follows:

n — Navigation coordinate system
p— Platform coordinate system
b — Body coordinate system
/ — Attitude angle errors
v — Velocity
r — Position, including L, k, H
L — Latitude
k — Longitude
H — Height
R — Earth radius
X — Angular rate of earth rotation
x — Angular velocity
f — Specific force
e — Gyro drift
$ — Acceleration bias

2.1 Error Correction Principle

2.1.1 Algorithm Frame
The proposed algorithm mainly includes three parts: the strap-down inertial navigation
solution, the velocity restriction of vehicle, the design of Kalman filter. The algorithm
working principle is shown in Fig. 1.

When GPS fails, based on the characteristics of the vehicle, the vehicle horizontal
and vertical velocity errors are set as the observed quantity, and Kalman filter is utilized
to compute positioning errors and to make compensation in real time.

2.1.2 Vehicle Velocity Restriction
The body frame is defined as following in the Fig. 2.
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The velocity conversion formula from navigation frame to body frame:

vb ¼ Cb
nv

n ð1Þ

Where

Cb
n ¼

c11 c12 c13
c21 c22 c23
c31 c32 c33

2
64

3
75

¼
sinwsinhsincþ coswcosc coswsinhsinc� sinwcosc �coshsinc

sinwcosh coswcosh sinh

�sinwsinhcoscþ coswsinc �coswsinhcosc� sinwsinc coshcosc

2
64

3
75

where w is to indicate the head angle, h is to indicate the pitch angle and c is to indicate
the roll angle.

The differential equation of (1) is

dvb ¼ Cb
ndv

n þ dCb
nv

n ð2Þ

Where dCb
n is caused by the deviation of math platform (p) to ideal navigation

system (n). Assuming that platform misalignment angle is / ¼ /E;/N ;/U½ �T , we have

Fig. 1. Algorithm frame

Fig. 2. The body frame
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Cb
n ¼ Cp

nC
b
p ¼ I � /�½ �ð ÞCb

p ð3Þ

Where

/�½ � ¼
0 �/U /N
/U 0 �/E
�/N /E 0

2
4

3
5 ð4Þ

We substitute Eqs. (3) and (4) into Eq. (2).

dvb ¼ Cb
ndv

n � /�½ �vb ¼ Cb
ndv

n � vb�� �
/ ð5Þ

That is

dvb ¼ Cb
n

dvE
dvN
dvU

2
4

3
5þ

0 vbz �vby
�vbz 0 vbx
vby �vbx 0

2
4

3
5 /E

/N
/U

2
4

3
5 ð6Þ

Assuming that vehicle runs smoothly without sideslip and jolt, the velocity theo-
retical values of vehicle in the horizontal and vertical directions are zero. Namely,

vbx ¼ 0;vbz ¼ 0 ð7Þ

In the view of Eq. (6), we have

dvb ¼ Cb
n

dvE
dvN
dvU

2
4

3
5þ

0 0 �vby
0 0 0
vby 0 0

2
4

3
5 /E

/N
/U

2
4

3
5 ð8Þ

2.2 SINS Error Equation

The SINS error equation is the foundation of constructing system error model. The
navigation system (n coordinate system) is defined as the local lever North-East-Down
frame. SINS error equation is based on n coordinate system. Referred to [6], the
equations of misalignments / are

/E ¼ XsinLþ vEtanL=Rð Þ/N � XcosLþ vE=Rð Þ/U � dvN=Rþ eE
/N ¼ � XsinLþ vEtanL=Rð Þ/E � /UvE=Rþ dvE=R� XsinLdLþ eN

/U ¼ � XcosLþ vE=Rð Þ/E þ/UvN=Rþ dvEtanL=Rþ XcosLþ vEsec2L
�
R

� �
dLþ eU

ð9Þ
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The velocity error equation is representative with dv:

dvE ¼� fU/E � fN/U þ vN tanL=R� vU=Rð ÞdvE þ 2XsinLþ vE tan L=Rð ÞdvN
� 2XcosLþ vE=Rð ÞdvU þrE

dvN ¼fU/E � fE/U � 2XsinLþ vEtanL=Rð ÞdvE � dvNvE=R� dvUvU=RþrN

dvU ¼fN/E � fE/U � 2XcosLþ vE=Rð ÞdvE þ 2dvNvE=RþrU

ð10Þ

The position error equation is representative with dr:

dL ¼ dvN=R

dk ¼ dvEsecL=R

dH ¼ dvU

ð11Þ

Where

eE
eN
eU

2
4

3
5 ¼ Cn

b

ebx
eby
ebz

2
4

3
5 ;

rE

rN

rU

2
4

3
5 ¼ Cn

b

rb
x

rb
y

rb
z

2
4

3
5 ;

fE
fN
fU

2
4

3
5 ¼ Cn

b

f bx
f by
f bz

2
4

3
5 ð12Þ

2.3 The Design of Kalman Filter

2.3.1 State Equation
The misalignment angles, position errors, the gyro drifts and accelerometer zero bias
are selected as state variables.

X ¼ /E;/N ;/U ; dvE; dvN ; dvU ; dL; dk; dH; ebx ; e
b
y ; e

b
z ;rb

x ;rb
y ;rb

z

h i
ð13Þ

The models of gyro and accelerometer are

_e ¼ 0; e¼ec þwe ð14Þ

And

_$¼ 0;$¼$c þw$ ð15Þ

Where ec and rc are constant drift, we and wr are white noises. Their means are
zero and their variance is Q.

According to the error equation in the 2.2 section, the equation of state of Kalman
filter is obtained:

_X tð Þ ¼ F tð ÞX tð ÞþC tð ÞW tð Þ ð16Þ
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W tð Þ, system state noise, is:

W tð Þ ¼ wT
e ;w

T
r

� �T¼ wex;wey;wez;wrx;wry;wrz
� �T ð17Þ

The state matrix F tð Þ is

F tð Þ ¼
F11 F12 F13 F14 03�3

F21 F22 03�3 03�3 F25

03�3 F32 F33 03�3 03�3

06�3 06�3 06�3 06�3 06�3

2
664

3
775 ð18Þ

in which the following definitions apply:

F11 ¼

0 Xþ _k
� �

sinL � Xþ _k
� �

cosL

� Xþ _k
� �

sinL 0 � _L

Xþ _k
� �

sinL _L 0

2
66664

3
77775 ; F12 ¼

0 �1=R 0

1=R 0 0

tanL=R 0 0

2
64

3
75

F13 ¼
0 0 0

�XsinL 0 0
XsinLþ _k

.
cosL 0 0

2
4

3
5 ; F14 ¼ �Cn

b ; F21 ¼ Cn
b

0 �f b
z

f b
y

f b
z

0 �f bx
�f b

y
�f bx 0

2
64

3
75

F22 ¼
_ksinL� _L 2Xþ _k

� �
sinL � 2Xþ _k

� �
cosL

� 2Xþ _k
� �

sinL � _L � _L

2Xþ _k
� �

sinL 2 _L 0

2
6664

3
7775 ; F25 ¼ Cn

b

F32 ¼
0 1=R 0

secL=R 0 0
0 0 1

2
4

3
5 ; F33 ¼

0 0 0
_ktanL 0 0
0 0 0

2
4

3
5:

The state noise input matrix C tð Þ is

C tð Þ ¼
Cn
b 03�3

03�3 Cn
b

09�3 09�3

2
4

3
5 ð19Þ
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2.3.2 Measurement Equation
According to the algorithm description in the section of 2.1, we select the horizontal
and vertical velocity errors as the measurements.

Z ¼ dvbx ; dv
b
z

� �T ð20Þ

In view of Eq. (8), we obtain

Z tð Þ ¼ H tð ÞX tð ÞþV tð Þ ð21Þ

The measurement matrix H tð Þ is

H tð Þ ¼ 0 0 �vby c11 c12 c13 0 0 0 0 0 0 0 0 0
vby 0 0 c31 c32 c33 0 0 0 0 0 0 0 0 0

" #
ð22Þ

Actually, the sideslip and jolt phenomenon is inevitable in the movement of the
vehicle. Therefore, the measurement noises V tð Þ ¼ ½vvx ; vvz �T are considered. Their

means are zero and their variance is R ¼ r2vx 0
0 r2vz

	 

, respectively.

3 Simulation and Analysis

To verify the algorithm with practicability and effectiveness, the simulation on initial
navigation error equation is made and the characteristic of error estimation before and
after the addition of vehicle constraint condition is analyzed.

The simulation conditions are as follows:

Initial latitude is 40° and initial longitude is 116°;
Initial misalignments /x ¼ 0:1�; /y ¼ 0:1�; /z ¼ 0:3�;
The constant gyro drifts ex ¼ 0:1�=h; ey ¼ 0:1�=h; ez ¼ 0:1�=h;
The random gyro noises wex ¼ 0:1�=h;wey ¼ 0:1�=h;wez ¼ 0:1�=h;
The accelerator bias rx ¼ 0:1mg; ry ¼ 0:1mg; rz ¼ 0:1mg;

The accelerator noises wrx ¼ 0:1mg; wry ¼ 0:1mg; wrz ¼ 0:1mg.
We compare the performances between the methods without and with the constraint

conditions. The estimations of attitude and position error with and without the con-
straint conditions are shown in the Figs. 3 and 4, respectively.

According to Fig. 3, the attitude and position errors of pure INS composed of low
precision MIMU rapidly diverge. During two hours of simulation time, the three
attitude angle errors reached 1500 arc seconds, 1900 arc seconds and 3000 arc seconds
respectively; North position error is up to 6�104 m and the east is 5�104 m. By an
amplification, we can see the North position error is 100 m and the east is 200 m in
100 s. And usually, the positioning accuracy is at least within 50 m to predict a block
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or a road traffic conditions. So it is difficult for the INS to demand for the precision of
vehicle navigation.

As shown in Fig. 4, the simulation errors of proposed algorithm are reduced by
three orders of magnitude and converge very fast within two hours. Of those, longitude

(a). Misalignment angle error (b). Position error

Fig. 3. The characteristic of error without the constraint conditions

(a). Misalignment angle error (b). Position error

Fig. 4. The characteristic of error with the constraint conditions

Fig. 5. Longitude error in simulation time of 4 h

Research on Low-Cost MSINS/GPS Vehicle 553



error is damped oscillation and to asymptotically approach zero from Fig. 5 of four
hours simulation.

From the two groups of simulation curve, the general inertial navigation system
will lead to the carrier’s attitude and position errors diverge with time increasing. While
the inertial navigation system with proposed algorithm can greatly increase precision.

4 Conclusion

In the paper, we present a method using auxiliary constraint information to solve the
problem that GPS cannot supply continuous navigation information. The results of
simulation show that the position and attitude errors of vehicle inertial navigation can
be effectively suppressed by the proposed method. This algorithm can improve the
accuracy of position error estimation, and the accuracy and rapidity of the horizontal
misalignment angle estimation are very high. The simulation results show that the
algorithm is correct and effective, and it has a certain practical value.
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Abstract. Logistics industry has grown rapidly in China. The amount of
logistics industry has doubled in last 6 years. Along with the logistic reengi-
neering process of railway corporations, railway logistics centers play an
important role in railway freight network. Simulation is an effective method on
study of logistics capability. In this paper, operation processes of logistic center
were analyzed. A simulation model of railway logistics center was built with the
theory of discrete event dynamics systems and Petri-net. Train route scheduling
simulation was created to improve the accuracy of simulation. A simulation tool
named SIMRLC was developed using C# based on this module. The effec-
tiveness of this module has been verified by case study of the Qianchang railway
logistics center in Xiamen.

Keywords: Simulation � Capability � Railway logistics center � Discrete event
dynamics system � Petri-net

1 Introduction

Modern railway logistics centers are going to become important components in Chi-
nese railway freight network with the rapid development of logistics industry. The
amount of logistics industry has doubled in last 6 years (from 96.6 trillion RMB in
2009 to 220 trillion RMB in 2015). There are some differences between Chinese
railway logistics centers and Western railway logistics centers. Railway logistics
centers in Europe and America mainly deal with container cargo and express cargo
businesses. However, Chinese railway logistics centers contain more types of cargo
operations, such as bulk cargo (e.g. coal and ore), special cargo, container cargo, etc.,
which makes the system more complicated.

Railway logistics center is a kind of discrete event dynamic system (DEDS), which
means the state of system only get changed at discrete points in time as a result of
stochastic events. This kind of system is difficult to use mathematical equation to
describe. However, discrete event simulation is an effective method on study of DEDS.
It provides a structured approach to determine optimal input parameter values where
optimal result is measured by a function of output variables associated with a simu-
lation model. There are many good literatures in this field. Andrea E. Rizzoli [1] built a
simulation model of the flow of intermodal terminal units (ITUs) among and within
inland intermodal terminals using MODSIMIII as development tool. During the sim-
ulation, various statistics are gathered to assess the performance of the terminal
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equipment. Sönke [2] gave an approach for generating scenarios of sea port container
terminals which can support solving optimization problems in container terminal.
Swisher et al. [3] presented a brief survey of the literature on discrete-event simulation
optimization since 1988. Zhou et al. [4] proposed an approach to model and analyze
production logistics system with eM-Plant. The application of simulating technology in
logistics distribution, facility layout and supply chain management refers to Wu et al.
[5], Huang et al. [6] and Griffis et al. [7]. Q He [8] used eM-plant simulation platform
to establish the layout model of the unloading lines. Marinov M [9] provided a yard
simulation modelling methodology for analyzing and evaluating flat-shunted yard
operations using SIMUL8. Fugihara M K [10] gave a way of simulation technology
which can generate several benefits in distribution centers projects. Vidalakis C et al.
[11] presented a logistical analysis of construction supply chains by assessing the
impact of varying demand on the performance of builders ‘merchants’ logistics.
Chen K et al. [12] gave a method to construct logistics simulation system by using
agent and swarm platform. Hou S [13] developed a simulation model with Flexsim
software and tested it with different scenarios.

Logistics capability is an important ability logistics firms to deliver the value and
services to the customers. The method of measuring logistics capability has been a vital
problem. Swartz S M et al. [14] gave a method of assessing the capability in airfield.
Zhang L et al. [15] presented a logistics system model based on TPN (Timed Petri Net)
and achieved it with Arena. Li H [16] developed an evaluation index system of
logistics capability by a combination of the key performance indicator (KPI) method
and the performance prism method. Wang M et al. [17] examined the relationship
between logistics capability and supply chain uncertainty and risk basing on the factor
analysis. Shang K C et al. [18] examined the relationships among logistics capabilities,
performance, and financial performance based on a survey of 1200 manufacturing firms
in Taiwan using structural equation modelling.

Previous findings have shown that the simulation method is very heartening and
widely used in measuring capability of logistics system. This paper is organized as
follows: after the introductory considerations and literature analysis, Sect. 2 presents
the operation process analysis of railway logistics center. Section 3 contains a simu-
lation module of railway logistics center using the theory of discrete event dynamics
systems and Petri-net, based on this module, a simulation tool named SIMRLC was
programed. And a case study using SIMRLC is presented in Sect. 4.The final Sect. 5
presents the concluding remarks and directions for future research.

2 Operation Process Analysis

Railway logistics center is a very complex discrete event system which contains large
scale of events and elements. A layout of typical railway logistics center is shown in
Fig. 1a. Operation process analysis aims at providing a clear logical network of all
logistics elements and is the basis of building simulation module. Operation process in
different freight yards has strong connection and certain similarities. Considering the
similarities among all freight yards and in order to avoid redundancy, an operation
process analysis of container cargo yard is given in the following.

556 X. Chen and S. He



A typical container cargo yard (as shown in Fig. 1b) consists of tracks, containers,
storage area, etc. Containers are the key elements of container yard system. According
to the types of containers, operation process can be divided into 4 parts: the arrival
process of loaded containers, the departure process of loaded containers, the process of
transfer containers, and the process of empty containers.

2.1 The Arrival Process of Loaded Containers

The arrival process of loaded containers (as shown in Fig. 2a) can be divided into 3
cases.

i. If the time when external trucks arrive is close to the time when inbound trains
arrive, containers will be transferred from trains to trucks by gantry cranes
directly.

ii. If container train arrives much earlier than external trucks, loaded containers will
be unloaded in the arrival storage area first, and then be loaded in external trucks
when they arrive.

iii. Some special containers (e.g. refrigerated containers) will be moved to auxiliary
storage area first by internal trucks for relevant operations or inspection and then
be picked up by external trucks.

(a)Railway logistics center             (b) Container yard

Fig. 1. Layout of railway logistics center and container yard
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Fig. 2. The operation process of loaded containers
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2.2 The Departure Process of Loaded Containers

The departure process (as shown in Fig. 2b) of loaded containers can also be divided
into 3 cases.

i. If the time when external trucks arrive is closed to the time outbound trains depart,
loaded containers will be loaded in outbound trains by gantry crane directly.

ii. If the time when external trucks arrive is much earlier than departure time of
outbound trains, loaded containers will be unloaded in the storage area first and
then be loaded in the outbound trains.

iii. Special containers will be unloaded in auxiliary storage area first. After certain
operations, they will be delivered to container storage area by internal trucks and
then be loaded in outbound trains.

2.3 The Process of Transfer Containers

The process of transfer containers (as shown in Fig. 3a) can be divided into 2 cases.

i. If the arrival time of inbound trains is close to the departure time of outbound
trains, the transfer containers will be loaded in outbound trains directly.

ii. If the arrival time of inbound trains is much earlier than departure time of outbound
trains, transfer containers will be loaded in transfer storage area first, and then be
loaded in outbound trains.

2.4 The Process of Empty Containers

The process of empty containers (as shown in Fig. 3b) can be divided into 2 cases.

i. If the empty container is not damaged, it will be delivered to empty containers
storage area.

ii. If the empty container is damaged, it will be unloaded in the auxiliary storage area
to get repaired, and then be delivered to empty containers storage area.

Container Trains Loading

Transfer Containers

Unloading

Transfer Storage Area

Transship Trains

Outbound Trains

Container Trains

Outbound 
Trains

Em
pty Containers

Unloading

O
uter Container Trucks
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(a) Transfer containers (b) Empty containers 

Fig. 3. The process of transfer and empty containers
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3 Simulation Module of Railway Logistics Center Basing
on Petri Net

Petri net is a kind of module using graphic elements as representation. Petri net can be
effective method to describe the processes of entities in complex system. Based on the
operation process analysis, the simulation module is divided into 3 parts: the Petri net
module of train arrival and departure process, truck arrival and departure process, and
the loading and unloading process.

3.1 Petri Net Module of Train Arrival and Departure Process

Petri net module of train arrival and departure process is proposed in which places
represent the states of trains, train lines and train route scheduling system.

For each train, 8 places (P0-P7 as shown in Table 1) are added to the net, indicating
the different states of trains after finishing a series of transitions. For each line, 2 places
are added, indicating the line is occupied or is idle. Train route scheduling system is
created to realize the simulation of train route selection, which is the key factor to
ensure simulation quality. The detail of train route selection will be introduced in
Sect. 3.4. Graphically, the Petri net module is presented in Fig. 4. All places and
transitions are shown in Table 1.

3.2 Petri Net Module of Truck Arrival and Departure Process

In the Petri net module of truck arrival and departure process (as shown in Fig. 4),
places represent the states of trucks, handling machineries or truck channels. For each
handling machinery and truck channel, 2 places are added. All definitions of places and
transitions are presented in Table 2.

3.3 Petri Net Module of Loading and Unloading Process in Container
Cargo Yard

In the Petri net module of loading and unloading process (as shown in Fig. 4), places
represent the states of trains, containers and gantry cranes. Trains are divided into 2
categories, the empty trains and the loaded trains. The definitions of all places and
transitions are shown in Table 3.

3.4 Train Routes Scheduling Simulation

There are 2 types of relationships between train routes: the conflicting routes and the
parallel routes. As shown in Fig. 5a, train route R1 (the gold line) has a common track
(marked by the red circle) with train route R2 (the blue line), which means if one train
takes up R1 then R2 was locked too for there is no possibility that two trains occupy the
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common track at the same time. Contrary to the conflicting train routes, there is no
space conflicts among parallel routes, as shown in Fig. 5b.

Based on the analysis of train routes, a train route scheduling simulation method
was designed in which train routes are regarded as a kind of resource. The process of
train route scheduling simulation is shown in Table 4.

Fig. 4. The Petri net module of container cargo yard

Table 1. Showing the places and transitions of Petri-net module of train arrival and departure
process

Places

P0 Train that arrives at logistics center P-A Receiving tracks that are
occupied

P1 Train that is assigned to arriving line P-A′ Receiving tracks that are idle
P2 Train that enters arriving line P-L Loading-unloading lines that are

occupied
P3 Train that is assigned to loading-unloading line P-L′ Loading-unloading lines that are

idle
P4 Train that enters loading-unloading line P-D Departure tracks that are

occupied
P5 Train that finishes loading or unloading task P-D′ Departure tracks that are idle
P6 Train that is assigned to departure line P-TR Train routes scheduling system
P7 Train that enters the departure line
Transitions
T0 Trains arrive at logistics center basing on

certain distribution
T11/12 Trains get loaded or unloaded

T1 Trains are assigned to arriving lines T5 Trains are assigned to departure
lines

T2 Trains enter arriving lines T6 Trains enter departure lines
T3 Trains are assigned to loading-unloading lines T7 Trains leave railway logistics

center
T4 Trains enter loading-unloading lines
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4 Case Study: Simulation of Qianchang Railway Logistics
Center

Based on the simulation module, a simulation tool named SIMRLC was programed
using C#. The interface of SIMRLC is shown in Fig. 6a. Based on SIMRLC, a case
study of Qianchang railway logistics center is presented in this chapter.

Qianchang railway logistics center locates in Xiamen, the southeast of Fujian
Province, and is one of the most important railway freight hubs in China. There are 6
arrival-departure lines and 7 types of freight yards in the Qianchang railway logistics
center. The layout of Qianchang railway logistics center edited by SIMRLC software is

Table 2. Definations of places and transitions in Petri-net module of truck arrival and departure
process

Places

P30 Arrival truck that arrives at railway
logistics center

P38 Loaded truck that has been assigned to
checking channel

P31 Truck that enters the arrival checking
channel

P39 Loaded truck that finishes the checking
task

P32 Truck that finishes the checking P-A Arrival checking channels that are
occupied

P33 Truck that enters the freight yard P-A
′

Arrival checking channels that are idle

P34 Truck that has been assigned to a certain
truck space

P-M Truck spaces that are occupied

P35 Truck that finishes the loading or
unloading task

P-M
′

Truck spaces that are idle

P36 Departure truck that arrives at railway
logistics center

P-D Departure checking channels that are
occupied

P45 Empty truck P-D
′

Departure checking channels that are
idle

P37 Loaded truck
Transitions
T17 Trucks arrive at logistics center basing on

certain distribution
T23 Trucks leave the freight yard

T19 Trucks are assigned to arrival checking
channels

T24 Trucks are classified according to
loading condition

T18 Trucks get checked for entering railway
logistics center

T28 Empty trucks railway logistics center

T20 Trucks enter the freight yard T25 Loaded trucks are assigned to
departure checking channel

T21 Trucks are assigned to a certain truck
space

T26 Trucks get checked for leaving railway
logistics center

T22 Trucks get loaded or unloaded T27 Loaded trucks leave railway logistics
center
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presented in Fig. 7. All parameters used in simulation are derived from the feasibility
study report of Qianchang railway logistics center.

The simulation time was set to 30 days, after inputting the data into SIMRLC, and
running it with 20 replications the following information was obtained. The interface
during simulation process is shown in Fig. 6b. Table 5 illustrates the simulation results
of freight volumes in railway logistics center. The total freight volume in 30 days is
1.06 million tons, and the freight volume of fragmented yard is the largest which has
reached 26 % of the total volume. The blue line representing the freight volume by

Table 3. Definations of places and transitions in Petri net module of loading and unloading
process

Places

P4 Train that arrives at container cargo
yard

P28 Container that is picked up by local
trucks

P18 Loaded trains P17 Empty trains
P20 Loaded Train that has been assigned to

certain crane
P19 Empty Train that has been assigned to

certain crane
P25 Container that has been unloaded P5 Empty Train that finishes the loading

task
P46 Container that is unloaded to storage

area
P-M1 Gantry crane that is occupied

P27 Container that is unloaded on trucks P-M2 Gantry crane that is occupied
P48 Container that is picked up by outer

trucks
P-M′ Gantry crane that is idle

Transitions
T4 Trains arrive at container cargo yard T29 Containers are classified according to

unloading target
T8 Trains are classified to loaded and

empty trains
T30 Containers are piled up in storage area

T9 Empty trains are assigned to gantry
cranes

T14 Container are classified according to
types of trucks

T11 Empty trains get loaded T22 Containers are picked up by external
trucks

T10 Loaded trains are assigned to gantry
cranes

T15 Containers are picked up by local trucks

T12 Loaded trains get unloaded

(a) Conflicting routes   (b) Parallel routes

Fig. 5. The typical sample of conflicting routes and parallel routes (Color figure online)
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trains dose not overlap the red line representing the freight volume by trucks, which
means that the arrival and departure freight volumes are not balanced (as shown in
Figs. 8 and 9).

There are 534 trains arrives at center during 30 days. The loading time varies in
different freight yards, ranging from 2 h to 7.9 h, and the average loading time is 4 h
(as shown in Table 6). Average waiting time for loading is 1.4 h, which means there is
a common queuing phenomenon for lack of idle handling machineries. The total
number of external trucks is 16770, and nearly 1/3 of trucks are headed to automobile
cargo yard. This is caused by the large number of automobile cars carried by trains. The

Table 4. Showing the process of train route scheduling simulation method

(a) Initial interface                           (b) Operation interface

Fig. 6. The interface of SIMRLC

Fig. 7. The layout of Qianchang railway logistics center
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average staying time of each truck is 35.7 min, including the loading time which is
18.3 min and the waiting time for loading which is 5.3 min (as shown in Table 7).

The simulation results of the fixed equipment in railway logistics center is pre-
sented in Table 8. There are some abnormal figures in this table, the utilization rate of
storage area in grain and special cargo yard has exceeded 100 %, which means the
storage capacity cannot meet the storage requirement. This is caused by the unbalance
of the freight volume between departure and arrival cargo. Handling machineries in

Table 5. Showing the simulation results of freight volume (104 � tons)

Yard type Freight
volume (Fv)

Fv carried by
arrival trains

Fv carried by
departure trains

Fv carried by
arrival trucks

Fv carried by
departure
trucks

Container
yard

10321 (TEU) 6213 (TEU) 4108 (TEU) 1153 (TEU) 1796 (TEU)

Iron cargo
yard

13.94 12.35 1.59 0.64 8.05

Grain cargo
yard

13.36 13.36 0 0 5.89

Automobile
cargo yard

11056 (Cars) 6224 (Cars) 4832 (Cars) 4000 (Cars) 3896 (Cars)

Special
cargo yard

8.81 5.5 3.31 3.25 2.6

Fragmented
cargo yard

22.9 18 4.9 3.02 11.49

High
volume
cargo yard

6.99 4.23 2.76 1.68 1.26

Total 106.97 77.91 29.06 13.5 35.97

Fig. 8. Freight volume relationship between arrival trains and departure trucks (Color figure
online)

Fig. 9. Freight volume relationship between departure trains and arrival trucks (Color figure
online)
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fragmented cargo yard is the busiest among all yards, of which the average working
time is 8.14 h per day and the utilization rate has reached 50.9 %.

In general, Qianchang railway logistics center is able to meet the requirement of
large scale of cargo operations, but the freight volumes of departure cargo and arrival
cargo is unbalanced. The freight volume carried by trains is much higher than that of
trucks. This indicates that the capability of trucks is not enough compared with the
capability of trains. And because of the imbalance, some cargo piles up in storage area
and exceeds the capacity limit. This phenomenon should be avoided in practice and can
be solved by further simulation analysis. The simulation result of the Qianchang

Table 6. Showing the simulation results of trains in each freight yard

Train type Train
number

Average loading
time (h)

Average waiting time for
loading (h)

Average staying
time (h)

Container trains 129 2 1.4 3.5
Iron cargo trains 79 4.4 0.9 5.5
Grain cargo
trains

77 4.4 1.4 5.9

Automobile
cargo trains

28 7.9 2.2 10.2

Special cargo
trains

50 4.4 1.6 6.2

Fragmented
cargo trains

131 4.4 1.2 5.7

High volume
cargo trains

40 4.4 1.7 6.2

Total 534 4 1.4 6.4

Table 7. Showing the simulation results of external trucks in each freight yard

Truck type Truck
number

Average loading
time (min)

Average waiting time for
loading (min)

Average staying
time (min)

Container trucks 2946 22.1 0.2 22.5
Iron cargo trucks 1990 22.2 0.2 22.5
Grain cargo
trucks

2949 6 6.6 12.8

Automobile
cargo trucks

4923 22.1 13.9 36.2

Special cargo
trucks

997 22.1 0.2 22.5

Fragmented
cargo trucks

987 6 0.2 6.3

High volume
cargo trucks

1978 22.2 0.2 22.5

Total 16770 18.3 5.3 35.7
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railway logistics center is reasonable in logic and is able to prove the validity of the
simulation module.

5 Conclusion and Future Work

Based on the characteristics of railway logistics centers in China, the operation pro-
cesses of railway logistics center were analyzed. With the theory of discrete event
dynamics, a simulation module of railway logistics center based on Petri net was
developed. To improve the accuracy of simulation module, train route scheduling
simulation method was created. And a simulation tool named SIMRLC was programed
based on this module using C#.

Based on SIMRLC software, a case study of Qianchang railway logistics center
was given. The simulation results showed that there is an imbalance of the arrival and
departure cargo. The freight volume of arrival cargo is 19.6 % more than the volume of
departure cargo, which indicates there are some problems in the storage systems. The
capability of picking up cargo needs to be enhanced by increasing check channels or by
improving the operation efficiency of handling machineries. With the case study of
Qianchang railway logistics center, the validity of simulation module has been proved.

Optimization of the logistics system of railway logistics center by using simulation
method could be valuable future research direction. It would also be beneficial to
search for the balanced point of arrival and departure capability of railway logistics
center using simulation method.

Table 8. Showing the simulation results of fixed equipment in each yard

Yard type Utilization rate
of railway lines

Utilization rate
of storage area

Average working
time of machinery

Utilization
rate of
machinery

Volume
of work

Container
cargo yard

29.96 % 76.45 % 5.35 33.44 % 10321
(TEU)

Iron cargo
yard

29.05 % 72.02 % 4.94 30.89 % 22.63

Grain cargo
yard

20.32 % 299.15 % 3.31 20.70 % 19.24

Automobile
cargo yard

35.87 % 15.93 % 2.59 16.19 % 11056
(Cars)

Special
cargo yard

20.83 % 200.24 % 3.16 19.76 % 14.66

Fragmented
cargo yard

33.36 % 151.85 % 8.14 50.90 % 37.41

High
volume
cargo yard

16.66 % 89.42 % 2.29 14.30 % 9.94
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Abstract. Customer churn prediction is a key problem to customer relationship
management systems of telecom operators. Efficient feature extraction method is
crucial to telecom customer churn prediction. In this paper, stacked auto-encoder
is introduced as a nonlinear feature extraction method, and a new hybrid feature
extraction framework is proposed based on stacked auto-encoder and Fisher’s
ratio analysis. The proposed method is evaluated on datasets provided by Orange,
and experimental results verify that it is authentically able to enhance the perform‐
ance of prediction models both on AUC and computing efficiency.

Keywords: Churn prediction · Feature extraction · Stacked auto-encoder

1 Introduction

Telecommunication industry depends heavily on customer base to maintain stable
profits. Service providers nearly have no choice but paying more attention to retain
customers. Therefore, an efficient customer relationship management system, especially
a churner prediction model, is badly needed by telecommunication industry.

Many factors influence the accuracy of churn prediction models. In general, a predic‐
tion model performs better if the original dataset contains more characteristic variables,
which are also called features. However, too many characteristic variables usually bring
about some other troubles e.g. over-fitting, or frequently require too large memory etc.
In consequence, rebuilding characteristic variables in data preprocessing stage plays a
significant role in the whole modeling process, which is named as feature extraction
professionally.

Several data mining technologies have been applied in churner prediction success‐
fully, including artificial neural networks [1] (ANNs), decision trees [2], Bayesian
networks [3], logistic regression [4], Ada-Boosting [5], random forest [4], proportional
hazard model [6] and SVMs. What’s more, abundant research achievements have been
provided recently. Utku Yabas et al. [7] built an ensemble classifier consisting of a group
of well performing meta-classifiers, demonstrating that the performance of churn predic‐
tion can be significantly improved. Bashar Al-Shboul et al. [8] investigated the appli‐
cation of a churn prediction approach by combining Fast Fuzzy C-Means (FFCM) and
Genetic Programming (GP) for predicting possible churners, and proved promising
capability in the field. However, studies that focus on feature extraction methods are
relatively less. E.g. Yin Wu et al. [9] proposed a framework which was adaptable to
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different data types and carried experiments out on a structured module to demonstrate
the validity of the two-phase feature selection method. Wei-Chao Lin et al. [10]
concluded that feature selection and data reduction in data preprocessing could produce
better datasets to structure an optimal model, while the cost of training was observably
decreased.

Considering all the views above, we attempt to introduce the stacked auto-encoder
(SAE), based on the deep learning theory, as a nonlinear feature extraction method for
churn prediction, which is inspired by its successful application in computer vision.
Furthermore, we propose another feature extraction framework named Hybrid Stacked
Auto-Encoder (HSAE), which combines the SAE with Fisher’s ratio analysis. The
proposed framework aims to extract intrinsic features of an original dataset and improve
the performance of the telecom churn prediction model both on AUC and computing
efficiency.

We organize this paper into three main sections. In Sect. 2, we introduce two
conventional feature extraction methods and the proposed method sequentially. In
Sect. 3, experiments and tabulated results that demonstrate our contributions are
exhibited. The paper is concluded in the final section in order to direct future studies.

2 Feature Extraction Methods and Criterions

In general, feature extraction methods are recognized as two types. One is to select the
most effective part of features from the original high-dimensional features directly. The
generated dataset is a subset of the original dataset practically. Suppose that the original
dataset X contains N features, and a new datasets Y contains n features, then the expres‐
sion is:

X:{x1, x2,⋯ , xN} → Y:{y1, y2,⋯ , yn}

yi ∈ N, i = 1, 2,⋯ , n;n < N
(1)

The other one is to project the original features from high-dimensional space to low-
dimensional space. The generated dataset is a map of original dataset. Suppose that the
original dataset X contains N features, and a new dataset Y contains M features, then
the expression is:

X:{x1, x2,⋯ , xN} → Y:{y1, y2,⋯ , yM}

(y1, y2,⋯ , yM) = f (x1, x2,⋯ , xN)
(2)

Among various feature extraction methods, Fisher’s ratio analysis is a representative
method belongs to the first type, and principal component analysis (PCA) is a repre‐
sentative method belongs to the second type. What’s more, the introduced SAE belongs
to the second type as well and the proposed hybrid framework aims to combine both
advantages of the two types.
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2.1 Fisher’s Ratio Analysis

Fisher’s ratio analysis [11], which is also called Fisher linear discriminant, is an efficient
approach for feature extraction in statistical pattern recognition. Suppose that there exist
two types of label points in a k-dimension data space, and each dimension denotes a
feature component. For a certain feature, once the square of the difference between
means of each class is bigger and the sum of variances of each class is smaller, then the
feature has better discriminability. Formally, it can be formulated as follow:

J(Fk) =
(𝜇1 − 𝜇2)

2

𝜎
2
1 + 𝜎

2
2

, (3)

in which 𝜇i, 𝜎2
i
(i = 1, 2) are respectively the mean and variance of the ith class.

The above idea is to estimate Fisher’s ratio for every feature in the original dataset,
and select the ones with top scores in feature selection phase.

2.2 Principal Component Analysis

PCA [12] is a linear feature extraction method, which performs by transforming the data
into a low-dimensional linear subspace. Mathematically, a workflow for the PCA
includes following steps.

• Step 1: Figure out the sample mean of the original dataset 𝜒=1
o

∑o

i=1 xi

• Step 2: Compute the covariance matrix C =
1
o

∑o

i=1 (xi − 𝜒) ⋅ (xi − 𝜒)T

• Step 3: Calculate the eigenvalues 𝜆1,⋯ , 𝜆l with the corresponding eigenvector
h1,⋯ , hl of the matrix C, and arrange the eigenvalues in descending order.

• Step 4: Record the transformation matrix as HT = [h1, h2,⋯ , hl]
T, and the projected

matrix is S = [s1, s2,⋯ , so]
T = XHT.

Only the first several eigenvectors ranked in descending order of the eigenvalues are
used, so that the number of selected principal components is decreased, and features are
extracted simultaneously.

2.3 Stacked Auto-Encoder

To avoid the potential (nonlinear) information loss caused by Fisher’s ratio analysis and
PCA, we introduce SAE [13] as a new technique to be applied in telecom churn predic‐
tion field, which can be treated as a nonlinear feature extraction method based on the
deep learning theory.

Generally, SAE is a feedforward neural network with an odd number of hidden
layers, which is shown schematically in Fig. 1. The whole neural network is designed
to minimize the mean squared error between the output and the input layer. Conceptu‐
ally, it is trained to recreate the input and to compress the original data in the hidden
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layer, while preserve as much intrinsic features as possible. When data point xi is used
as input, the new representation yi, which is usually projected to a space of lower dimen‐
sionality, can be acquired by extracting node values in the middle hidden layer. Math‐
ematically, details for pre-training the SAE module are described as follows.

Encoder

Decoder

Low-dimensional
Representation Y

Input Data X
Output Data X

Fig. 1. Schematic structure of a SAE

SAE [14] is a deep network constituted with autoencoding neural networks in each
layer. In the single-layer case, corresponding to an input vector x ∈ ℝ

n, the activation
of each neuron, hi, i = 1,⋯ , m is computed by

h(x) = f (W1x + b1), (4)

where h(x) ∈ ℝ
m is the pattern of neuron activations, W1 ∈ ℝ

m×n is the weight matrix,
b1 ∈ ℝ

m is the bias vector, and sigmoid activation function is generally used to allow
the auto-encoder learning a nonlinear mapping between the low-dimensional and high-
dimensional data representation. Output of the network is formulated by

x̂ = f (W2h(x) + b2), (5)

where x̂ ∈ ℝ
n is the pattern of output values, W2 ∈ ℝ

n×m is a weight matrix, and b2 ∈ ℝ
n

is a bias vector. Once a set of p input vectors x(i), i = 1,⋯ , p is given, the weight matrices
W1 and W2 are calculated by back-propagation and gradient descent methods to minimize
the reconstruction error

e(𝐱) =
∑p

i=1
||x(i) − x̂(i)||2. (6)

In the multi-layer case, we train up the network layers in a greedy layer-wise
approach successively. The first layer receives training samples with original features
as input. After its reconstruction error achieves acceptable levels, a second layer is added,
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then a third layer, etc. Furthermore, fine-tuning can be executed once we obtain the train
labels 𝐲 ∈ ℝ for supervised learning.

2.4 Hybrid Stacked Auto-Encoder

In order to take both advantages of the two feature extraction types, we propose a new
feature extraction framework named hybrid stacked auto-encoder. The framework is
described in Table 1.

Table 1. HSAE algorithm for feature extraction

2.5 Classification and Criterions

Criterions can hardly be carried out directly on the extracted features. It is common to
set a criterion function to combine feature extraction methods with subsequent classi‐
fication algorithms.

The classifier employed in the experiment is Logistic Regression. Mathematically,
it can be formulated as a task of finding a minimizer of a convex function

f (𝐰) =
𝜆

2
||𝐰||22 +

1
n

∑n

i=1
log(1 + e−y𝐰T

𝐱), (7)

the vectors xi ∈ ℝ
d are the training data examples, and yi ∈ ℝ are their corresponding

labels. The fixed parameter 𝜆 ≥ 0 for L2-regularization defines the trade-off between the
two goals of minimizing the loss and the model complexity.
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For telecom churn prediction, the algorithm outputs a binary logistic regression
model eventually. Given a new data point, denoted by x, the model makes prediction by
applying the logistic (sigmoid) function

f (𝐰T
𝐱) =

1
1 + e−𝐰

T𝐱
, (8)

and outputs a probability value for each class. Therefore, there is a prediction threshold,
e.g. t, which determines what the predicted class will be. If f (𝐰T

𝐱) > t, the outcome is
positive, or negative otherwise.

Tuning the prediction threshold will change the precision and recall of the model.
So we use the receiver operating characteristics [15] (ROC) graph as the criterion. The
area under the ROC curve, abbreviated as AUC, has an important property in statistics:
the AUC of a classifier equals to the probability that the classifier ranks a randomly
chosen positive instance higher than a randomly chosen negative instance. As a result,
we regard the classifier with higher AUC as the better choice, and the embedded feature
extraction method as the better choice as well.

3 Experiments and Discussions

The raw dataset for our experiments is gathered from KDD website based on marketing
databases from the French telecom company Orange. The standard desktop computing
platform is equipped with dual core 3.20 GHz processor and a RAM of 8 Gb. The
experiment is conducted with Scala based on Spark machine learning library and Matlab
toolbox for dimensionality reduction.

3.1 Dataset and Initial Preprocessing

The raw dataset has 50,000 examples with 230 original features, including 190 numeric
features and 40 categorical features. It’s impossible to use domain expertise because the
data were encrypted and feature names were hidden [7]. Variables are polluted by large
numbers of missing values. Worse still, most of the variables are in different dynamic
ranges. Therefore, initial preprocessing and feature extraction play crucial roles.

The initial preprocessing includes handing of missing values, discretization of the
numeric features, aggregating of the categorical values, encoding prepared variables and
removal of redundant features. First, we remove the features with more than 95 %
missing values. Then, missing values in numeric features are replaced with the mean,
while add additional features coding for the presence of each missing value correspond‐
ingly. Missing values in categorical features are tagged as “missing”, which are treated
as new values. After that, numeric features are discretized into 6 new categorical features
equably, which will be encoded together with other categorical features through one-
hot encoders. If a categorical feature has more than 10 distinct values, then we keep the
9 most frequent categories and group the rest in a category called “Others”. After
removing the original numeric features and other redundant features, we finally obtain
496 features with binary value “0” or “1” simply.
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Furthermore, if we regard each feature as a pixel, which is a basic conception in
computer vision field, then every data sample can be treated as a 31*16 grayscale image,
which is shown in Fig. 2. We denominate the image as “customer’s information-
portrayal” tentatively. The 50,000 examples with 496 features are then used as the
material for feature extraction stage.

(a) A positive sample            (b) A negative sample

Fig. 2. Customer’s information-portrayals

3.2 Feature Extraction

A series of experiments are designed to compare conventional feature extraction
methods with the new proposed method. They are principally divided into 4 groups as
follows:

• Group 1: Extract features with PCA
• Group 2: Extract features with Fisher’s ratio
• Group 3: Extract features with SAE
• Group 4: Extract features with HSAE

50, 40, 30 and 20 features are extracted respectively for classification in each group.
In details, the SAEs in group 3 and group 4 are designed with 7 layers without the output
and input layer. To be highlighted, the first hidden layer is designed to be expanded to
compensate for the representational capacity of sigmoid functions used in each layer,
on the fact that neuron activations which transformed through the sigmoid function can’t
represent as much information and variance as real-valued data.

3.3 Results and Discussions

There still exists another two steps before classification. One is over-sampling. Copy
the whole positive instances 13 times as the simplest over-sampling approach. The ratio
of the positive and negative instances then equals to 1:1 approximately. The other step
is data partition for cross-validation. The dataset is split into 2 subsets and the ratio of
the training and testing sets equals to 7:3.
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The AUC values of each experimental group are arranged and tabulated as follows.
From Table 2 we conclude that a single SAE performs better than PCA, and it is

approximately the same as Fisher’s ratio analysis. Moreover, the average runtime of
SAE is about 2 h while the average runtime of Fisher’s ratio analysis is over 7 h.
Furthermore, the proposed method in group 4 is verified to be better both in AUC
and computing efficiency, which shortens the average runtime by 3.5 h comparing
to group 2.

Table 2. AUC of each experimental group

50 Features 40 Features 30 Features 20 Features
PCA 0.6871 0.6839 0.6696 0.6656
Fisher’s Ratio 0.6972 0.6914 0.6914 0.6848
SAE 0.6964 0.6937 0.6909 0.6893
HSAE 0.6989 0.6942 0.6925 0.6903

4 Conclusion and Future Works

In this paper, we introduce SAE to extract features in telecom churn prediction, which
is compared with two types of conventional feature extraction methods. A new HSAE
framework to accomplish the same task is also proposed. The experimental results
demonstrate the efficiency of the proposed method.

As the new conception of “customer’s information-portrayal” is proposed above, we
will attempt to employ other deep learning algorithms, such as deep belief networks,
convolutional neural networks etc., to deal with the telecom churn prediction problems,
or even employ these algorithms to deal with other binary classification problems in the
future.
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Abstract. Accuracy is one of the most important requirements for land vehicle
navigation. Since the accuracy of SINS degrades rapidly with time while that of
odometer degrades with distance, a SINS/OD integrated navigation system based
on Kalman filter is adopted to improve positioning precision by making full use
of the advantages of both methods. The measurement result of the odometer is
greatly influenced by the road condition, and sometimes the output value is even
wrong. Therefore, a novel adaptive fuzzy control algorithm is put forward to
improve the robustness and accuracy of the navigation system. The in-out subjec‐
tion factor functions are set up based on the innovation information of the filter
and the velocity ratio between the values measured by SINS and the odometer;
the velocity gain of the odometer can be adaptively changed based on the selected
fuzzy control rules. Simulation results show that the proposed algorithm can
increase the navigation precision by adaptively correcting the measurement error
of the odometer.

Keywords: SINS · Odometer · Integrated navigation system · Adaptive fuzzy
control algorithm

1 Introduction

Odometer [1] is always used to measure the vehicle’s velocity and distance, but it cannot
be used alone. Based on the orientation and position acquired by the SINS, odometer
can be used to set up the dead reckoning system. The SINS and the odometer don’t
receive signals from the environment or transmit signals to the environment, so the
SINS/OD integrated navigation system [2] has the advantages of high accuracy, good
independence and strong anti-interference ability, showing good engineering applica‐
tion outlook in the military vehicle positioning and orientation areas. For example,
without GPS data, the France SIGMA-30 navigation system based on the integration of
SINS and odometer has the accuracy of 5 m + 0.1 % mileage (Fig. 1).

SINS and odometer [3] are both installed in the vehicle. As is known to all, the
vehicle’s back wheels are generally the driving wheels, and the front wheels are driven
wheels. The back wheels are prone to skid or slide which may cause big errors of the
odometer, so the odometer is installed on the axes of the front wheels.

The accuracy of the odometer is one of the most important factors that influence the
accuracy of the SINS/OD integrated navigation system. The odometer’s performance is
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greatly affected by the road conditions and sometimes it may even output wrong data
due to harsh working environments. To improve the robustness of the integrated navi‐
gation system, the failure types of odometer are analyzed, and a novel adaptive fuzzy
control algorithm [4, 5] is proposed based on the system’s working state and the inno‐
vation of Kalman filter. In the proposed algorithm, the velocity gain of the odometer is
adaptively modified by the fuzzy controller to keep the mean of the filter innovation
zero, the variance matrix of the observation noise is calculated using the modified inno‐
vation, and the gain of the Kalman filter is adjusted to accelerate the filtering process
and to decrease the navigation deviation.

2 The Fault Handling of the Odometer

The outputs of the odometer sometimes may be wrong because of the bad road conditions
or the vehicle’s abnormal working states. The failure types include skid, slide and side‐
slip. The skid occurs when the ground’s friction is not big enough to support the vehicle’s
preceding driving, in which case the wheels will be idling, resulting in the distance
measured by the odometer longer than the actual one that the vehicle moves. The slide,
contrary to the skid, occurs when the vehicle is braked or decelerated urgently, making
the distance measured by the odometer shorter than the vehicle’s actual moving distance.
When the vehicle runs normally, it does not have the transverse velocity. Sideslip occurs
when the vehicle produces a transverse velocity due to the slippery road.

The measurement data must be eliminated or modified when the vehicle’s odometer
is at fault. The most regular method is the biggest threshold method, namely when
velocity measurement difference between the odometer and the SINS is bigger than a
given threshold, the odometer’s measurement is supposed not useful and will be elim‐
inated. Since the value measured by the SINS is considered to be accurate, the vehicle’s
position and orientation is calculated using the SINS outputs alone. When the odometer
becomes normal, the integration system starts to work again.

The threshold mentioned above must be set properly. If it is too big, the fault signals
will be omitted, and the position error will increase gradually; if it is too small, the SINS/
OD system will use the SINS navigation mode solely in a long time, making the odom‐
eter output not fully used and the navigation errors increase greatly with time. Besides,

Odometer

SINS

Dead Reckoning 
System Kalman filterAttitude

velocity

Scale factor error modified

Attitude, Velocity and position modified

adaptive fuzzy 
control algorithm

Velocity and 
position

Attitude, Velocity and position

Attitude, Velocity 
and position

Fig. 1. SINS/OD integration navigation system
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the deviations of the system observation values are related to the vehicle’s velocity,
that’s to say the deviations in the high speed are often bigger than that in the low speed,
so the threshold should also varies with the speed. Furthermore, if the vehicle both skids
and slides, the distance difference measured by the odometer and the SINS may be not
big enough to exceed the threshold, and the Kalman filter [6–9] is used to estimate the
errors; if the vehicle runs in that road condition for a long time, it will cause a big error
in the Kalman filter due to bad observation values.

To solve these problems, an adaptive fuzzy control algorithm is adopted to eliminate
the odometer’s faults and keep the observation value small.

3 Design of the Adaptive Fuzzy Controller

Fuzzy control is a theory set in the fuzzy class based on the language rule and fuzzy
logic. Fuzzy logic imitates human’s thinking modes to express and analyze uncertain
and inaccurate information. Different from classical logic, fuzzy logic does not have
definite boundary between true and false. Instead, the change from true to false is a
gradual process, which is described with the subjection factor function. The subjection
factor function is often described in functions, among which the most popular ones are
the trigonometric function and the exponential function. The analytic expression of the
exponential function is given as

𝜇
A
(x) = e

(
x − x0

)2

2𝜎2
(1)

Where x0 is the central value of the subjection factor function, and σ2 is the variance.
The fuzzy controller of the system is mainly set up based on the following rules.

(1) Skid and slid in a short time: The velocity values measured by the odometer and
SINS are different evidently. So the biggest threshold method can be used, when
the difference between the values of the two groups reach some value, the odometer
is supposed to break down and the navigation is done based on the output of the
SINS. The time in this condition will not be long, when the odometer becomes
normal, the integrated navigation can be used again.

(2) Sideslip: The sideslip is related with the vehicle’s yaw. When the yaw changes
greatly, the transverse velocity becomes biased, the sideslip is supposed to occur;
and the odometer breaks down, the system will choose the SINS to navigate.

(3) Running and sliding: In this situation, the velocity values measured by the odometer
and SINS are different, but are not large, so the fault cannot be eliminated by setting
threshold method. If the fuzzy rules are designed only by the innovation, the fault
cannot be diagnosed when it is very small, but will affect the state xk, and make the
state xk follow the fault; so the innovation values will be decreased, and the effect
of the fault diagnose will be worse. So the adaptive fuzzy control algorithm is
proposed based on system’s working state and the innovation of Kalman filter. This
paper mainly focuses on this kind of vehicle fault to eliminate and modify the
velocity error.

Adaptive Fuzzy Control Algorithm 579



According to the definition, the innovation of the integrated navigation filter is given
by

r
k
= Z

k
− H

k
̂X

k∕k−1 = ṽ
SINS

− 𝛼1 ⋅ ṽ
OD

− H
k
̂X

k∕k−1 (2)

The innovation represents the difference between the observation values and the one-
step prediction values, when the system works normally, 95 % of the innovation
sequence will stay within the 2𝜎 range of the mean zero. When the odometer skids or
slides, the innovation will evidently exceed this area. So the adaptive fuzzy control
algorithm is adopted to eliminate the odometer’s faults and keep the innovation near
mean zero.

In the adaptive fuzzy control algorithm [10], firstly a fuzzy controller (as shown in
Fig. 2) is sets up, then the input value and output value are determined; thirdly the
subjection factor function is set up. The fuzzy rules used by the fuzzy controller are
determined by the prior information. According to the compound rules for fuzzy relation,
fuzzy logic consequences can deal with several fuzzy rules working in relevant modes
simultaneously, and produce fuzzy subclasses for corresponding input values. The
process of solving the fuzzy logic is to transform the output fuzzy subclass to the unfussy
digital value. According to the rules, the in-out values are determined to restrain the
noises’ interference and the filter’s volatilization.

Fuzzy rule 1

Fuzzy rule 2

Fuzzy rule n

Fuzzy logic unfuzzingfuzzing

Precise input 
value
X

Precise output 
value
Y

Fuzzy logic 
consequence

Fig. 2. The fuzzy controller

The state estimation equation is given by

̂X
k
= ̂X

k∕k−1 + K
k
r

k (3)

Where r
k
 is the innovation, Z

k
 is the measurement vector, H

k
 is the measurement

matrix that relates the measurements with the states when there is no noise, ṽ
SINS

 is the
velocity value measured by the SINS, and ṽ

OD
 is the velocity value measured by the

odometer. 𝛼1 is the odometer velocity gain adjusting factor, and if 𝛼1 = 1, the odometer
works normally. Matching factor dm1 is given by

dm1 = ṽ
SINS

∕ṽ
OD (4)

There are three fuzzy input quantities including the matching factor dm1, the yaw
variation H and the average value of the innovation r, the fuzzy output is the odometer
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velocity gain adjusting factor 𝛼1. According to the analysis, dm1 has five fuzzy aggre‐
gations, T is much small, S is small, Z is normal, B is big, L is much big, and the
subjection factor function is shown in Fig. 3; H has three fuzzy aggregations: S is small,
M is middle, B is big, and the subjection factor function is shown in Fig. 4; the average
value of the innovation r has three fuzzy aggregations: S is small, M is middle, B is big,
and the subjection factor function is shown in Fig. 5; the odometer velocity gain adjusting
factor 𝛼1 has five fuzzy aggregations, T is much small, S is small, Z is normal, B is big,
L is much big, and the subjection factor function is shown in Fig. 6.

Fig. 3. The dm1subjection factor Fig. 4. The yaw subjection factor

T S Z B L

Su
bj

ec
tio

n 
fa

ct
or

Matching factor dm

Fig. 5. The innovation mean subjection factor Fig. 6. The output factor 𝛼1 subjection factor

When the velocity ratio of SINS and the odometer reaches extremum bias, if the
innovation is small, the vehicle runs slowly, and the innovation can be decreased by
adjusting the output of the odometer. While the innovation is big, the vehicle runs
quickly, then the velocity of the odometer is supposed to be equal to the velocity of
SINS, the navigation uses the single SINS like the biggest threshold method. When the
system state and the innovation are in other conditions, the odometer gain will be modi‐
fied according to the measurement of the system state and the innovation, then the inno‐
vation is modified to keep it close to the average zero all the time; meanwhile the system
measurement noise variance will be updated by the modified innovation; so the conver‐
gence of the filter is guaranteed, and the system state will not be biased greatly. In this
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way, the shortcoming of the biggest threshold is overcome, and the navigation accuracy
is improved.

The rules of the fuzzy control are as follows. If <dm1 is fairly large and the yaw
variable quantity ΔH is large>, then the vehicle sideslips, the odometer cannot be used;
If <dm1 is very small, and the innovation is very small>, then the output of the odometer
(v

OD
) is not accurate, the value of 𝛼1 will be small; If <dm1 is very small, and the inno‐

vation is moderate>, then the output of the odometer (v
OD

) cannot be used, the value of
𝛼1 will be very small; If <dm1 is very large, and the innovation is small>, then the output
of the odometer (v

OD
) is not accurate, the value of 𝛼1 will be fairly large; If <dm1 is very

large, and the innovation is moderate>, then the output of the odometer (v
OD

) cannot be
used, the value of 𝛼1 will be fairly large; If <dm1 is normal, and the innovation is small>,
then the output of the odometer (v

OD
) is accurate, the value of 𝛼1 will be normal; If <dm1

is normal, and the innovation is moderate>, then the output of the odometer (v
OD

) is not
accurate, the value of 𝛼1 will be small; If <dm1 is fairly small, and the innovation is
small>, then the output of the odometer (v

OD
) is not accurate, the value of 𝛼1 will be

small; If <dm1 is fairly large, and the innovation is small>, then the output of the odom‐
eter (v

OD
) is not accurate, the value of 𝛼1 will be large.

The velocity gain 𝛼1 of the odometer is got by the adaptive fuzzy control algorithm,
then the current innovation is modified through the Eq. (2), meanwhile the system noise
variance is updated by the modified innovation as follows.

̂C
rk
=

1
N

k∑

j=j0

r
j
r

T
j

(5)

R
k
= ̂C

rk
− H

k
P

k∕k−1H
𝐓

k
(6)

4 Simulation and Analysis

Simulation is carried out to validate the adaptive fuzzy control algorithm. The initial
east-north-up attitude angles are 0°, 0° and −90°. The normal running trajectory is set
as follows: firstly the vehicle runs east for 500 s, then it turns left to the north and runs
for 700 s, thirdly it turns right for 45° to the northeast and runs for 700 s, after that it
turns right for 90° to the southeast and runs for 1000 s, finally it turns left for 45° to the
east and runs for 700 s; the total time is one hour. The initial velocity is 0 m/s, and after
the initial alignment, the vehicle accelerates for 10 s at the acceleration of 2 m/s2, then
the vehicle runs at the speed of 20 m/s2. The radius of the vehicle’s turning is 10 m; the
vehicle will slow down before the turning at the acceleration of −2 m/s2 for 8 s, after
the turning, the vehicle will accelerate to the speed of 20 m/s2. The skid fault is set on
600 s in the running, and the fault lasts for 3 s; then the slid fault is set on 1600 s in the
running, and the fault also lasts for 3 s; between the time of 2000 s and 2100 s, the vehicle
is set in the state of running and skidding in a slippery upgrade road, and the velocity
measured by the odometer is 1–1.3 times the actual velocity. The results of the simulation
are shown in the Figs. 7 and 8.
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Fig. 7. The navigation error when the odometer’s faults are not modified
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Fig. 8. The navigation error with the faults modified by the adaptive fuzzy algorithm

According to the analysis of the simulation results, it can be concluded that the
latitude of the vehicle’s position on 600 s was large biased without the modifying of the
adaptive fuzzy algorithm shown in Fig. 7, increasing about 20 m, whereas the latitude
is small biased. This was because the velocity measured by the odometer was much
larger than the velocity measured by SINS, the integrated navigation used the velocity
measured by the odometer to modify the velocity of SINS, and so the reckoning velocity
of SINS was larger than the vehicle’s actual velocity. And during this time the vehicle
was running north straightly, so the latitude was affected evidently by the velocity bias
of the odometer, and the latitude error was big; whereas the longitude bias was mainly
up to the yaw misalignment, so its error was not changed. On the fault time of 1600 s,
the vehicle was running northeast, then the longitude error and the latitude error were
all affected by the velocity biases caused by the odometer, the positioning errors both
all little changed. But the navigation results were little affected because the times of the
two faults were both short. During the time of 2000 s and 2100 s, the vehicle was running
southeast; the velocity measured by the odometer was larger than the vehicle’s actual
velocity. And the integrated navigation used the velocity measured by the odometer to
modify the velocity of SINS, so the velocity error of SINS was becoming larger grad‐
ually, the longitude error and the latitude error was becoming larger gradually.

Adaptive Fuzzy Control Algorithm 583



The navigation accuracy is improved evidently after the odometer’s velocity gain
modified by the adaptive fuzzy control algorithm. The navigation results are shown in
Fig. 8. The two positioning bias breaks on the time of 600 s and 1600 s are both effectively
restrained. Meanwhile longitude errors and latitude errors are well modified between
the time of 2000 s and 2100 s. The simulation results well prove that the adaptive fuzzy
control algorithm is efficient in the integrated navigation.

5 Conclusion

The integrated navigation of SINS and the odometer is adopted in this paper to realize
the autonomous positioning and orientation of the vehicle. The regular faults of the
odometer when the vehicle is in motion are analyzed. Then one adaptive fuzzy control
algorithm is proposed based on system’s working state and the innovation of Kalman
filter. In the proposed algorithm, the velocity gain of the odometer is adaptively modified
by the fuzzy controller to keep the mean of the filter innovation zero, the variance matrix
of the observation noise is calculated using the modified innovation, and the gain of the
Kalman filter is adjusted to accelerate the filtering process and to decrease the navigation
deviation. The regular faults are set in the simulation tests, and the adaptive fuzzy control
algorithm is validated. The simulation results show that the positioning and orientation
accuracy is greatly improved compared with the traditional method.
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Abstract. With the advent of parallel computing, CS departments must face the
question of how to integrate the parallel computing knowledge into the cur-
ricula. In this paper, we introduced our practice in the parallel computing
education which used simulation methodology. In our course, students learned
the basics of GPU architectures, parallel computing along with optimization
techniques to tuning the performance. Furthermore, we elaborated the work
which combined simulation-based architecture research and parallel computing
– a cache simulator based on GPU. In this part, the common architecture
research methodology with tool, such as simulation methodology and Pin tool
were introduced. This study case has shown as an effective supplement to our
teaching philosophy: balance design based on quantitative characterization.

Keywords: Parallel computing education � Architecture and organization
course � Curriculum design � Practice

1 Introduction

The rapid advances in parallel system have led to an increased demand for trained
professionals with parallel computing skills to solve challenging scientific problems. CS
Curriculum 2013 [1] has shifted parallel computing from elective status into the core.

Computer Architecture and Organization (AR) course usually includes the contents
as follows: basic principles of computer design, performance evaluation, trends and
new enabling technologies [2]. Introducing parallelism concepts into the curriculum
using GPU became an effective method.

1.1 Course Orientation and Improvement

University of Illinois [3] opened the summer school -“accelerators for science and
engineering applications: GPUs and multicores”. This summer school helped the
participants to understand algorithm styles that are suitable for accelerators. Further-
more, the most important architectural performance considerations to developing
applications were elaborated.
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Stanford University [4] considered the modern application of large-scale computing
problems, the main course used CUDA parallel programming environment based on
NVIDIA processors for the programming and optimization.

CS525 GPU Programming [5] described how to use GPUs for graphics processing
and general parallel computation through a series of lectures and projects.

University of Wisconsin, Madison [6] opened “ME964: High-Performance Com-
puting for Applications in Engineering”. This course introduced the GPU computing
with CUDA, and presented case studies such as parallel prefix scan and reduction. It
also elaborated parallel computing via OpenMP and MPI.

Caltech [7] introduced CUDA programming model and syntax together with the
GPU architecture, parallel algorithms, CUDA libraries and applications of GPU
computing.

Parallel knowledge had been introduced based on the CUDA environment by many
other universities [8, 9]. In this paper, we outline the changes made to the Computer
Architecture course at Beihang University. The main portion of the course expansion
focused on general purpose computing on graphic processing unit (GPU) using
CUDA C [10]. In Spring 2014, we referenced Illinois ECE 408 [11, 12], and combined
with our own experience and teaching philosophy. Through examples and projects,
students learned the basics of GPU architectures, along with optimization the execution
of their programs using the GPU’s global and shared memories, and they gained the
familiarity with thread synchronization and experience in using atomic operations.

To inject the parallel computing into architecture research, we elaborated the course
with a parallel cache simulator [13], which was speeded up using CUDA C. This work
introduced how to do the architecture research, using simulator together with Pin tool
[14], in order to characterize cache performance. Furthermore, we analyzed how to
utilize the computation ability of GPU to parallel the simulation of multi-level cache in
coarse and fine granularities.

Our practices shown that the necessary structural knowledge helped students in
understanding the basic parallel GPU system composition, in conjunction with the
simulation methodology helped students to further explore the course topics.

1.2 Simulation Methodology in Computer Architecture Research

In AR course, it is important for student to learn how to do the architecture research, as
well as learn how to evaluate the system performance under the benchmark. The
simulation methodology usually has been used to do the architecture research, espe-
cially used in the evaluation of different architecture designs.

We focused on the Cache design, and first introduced the traditional trace-driven
simulation [15]. After discussed the parallelism in the Cache simulation, we shown
how to mapping the parallel simulation onto GPU. Then analyzed trace-driven simu-
lation’s backward compared to the binary instrumentation tool Pin.

Our course practices indicated that participants could understand the most impor-
tant architectural performance considerations to developing GPGPU applications, as
well as do the architecture research using simulation methodology.
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2 Architecture Simulation Based on GPU

In our AR course, how to use detailed memory characteristics of workload in evalu-
ating Cache system is elaborated. We introduced how to parallel Cache simulation on
GPU, including decompose the task, implement parallelism using CUDA and the
performance tuning.

On the other hand, due to expansion of the design space, the length of cache traces
may run to hundreds of millions of references in traditional trace-driven simulation. We
illustrated Pin [16] as the trace generator to characterize memory system behavior of
application during the running time.

2.1 Analysis the Parallelism in Cache Simulation

The Cache simulation process is shown in Fig. 1: first fetch the memory reference from
the trace file, and then compute the set number, tag information, block number and
block offset according to the Cache configuration. Finally, update the set status and
metrics after search in the corresponding set under certain replacement policy.

For trace belongs to different Cache sets, they are independent in the following
process. In addition to set-parallelism, searching process in each Cache set can also
work in parallel.

2.2 Mapping the Cache Simulation into GPU Architecture

As shown in Fig. 2, memories on GPU vary greatly, according to the size and access
speed requirement, the memory model mapping in Cache simulation is as follows: the
trace data stored in the global memory due to the size requirement; the Cache set
information that should be accessed frequently stored in shared memory.

Figure 3 shows how to parallel single-level Cache simulation on GPU. Since dif-
ferent Cache set simulation process are independent, their work mapped to different
thread blocks. In the same thread block, each thread can be responsible for simulate
different cache configurations in parallel.

Fig. 1. Parallelism analysis in Cache simulation
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The simulation process of two-level Cache can be divided into two parts: do the L1
Cache simulation in the first kernel and generate the memory references for L2 Cache
access, and then the second kernel finish the L2 level simulation.

Fig. 2. Data storage in Cache simulator based on GTX480

Fig. 3. Parallel single-level Cache simulator based on GPU
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2.3 Using Pin-Tool in the Architecture Research

The memory traces may occupy several gigabytes of disk space, and may vary from
different compilers. In the course, we introduced Pin as the functional model that
provides the Cache simulator with memory traces [17].

Here the client process fills the shared memory with traces produced by the
Pin-tool, and then sends the readable signal to the simulation server process when the
buffer is full. Then the trace-producer is blocked, and waiting for the writeable signal
from the trace-consumer. It will fill the other buffer with traces and go on circularly
until the application that running on the Pin is finished.

2.4 More on the Simulation Work

To improve the simulator’s performance, the process of trace generates and consume
processes can be executed in pipeline. This parallelism focuses on the task.

On the other hand, the simulation can use another timing partitioning parallel
algorithm as mentioned in [18]. This work delighted that sometimes we need other
directions to look at the problem: maybe we need to change a lot, but it deserved to do
the improvement. We also helped the students to analysis the parallelism in the
multi-core Cache simulation as described in [13].

3 Assessment and Conclusions

The great principles of computing in [19] can be grouped into seven categories:
computation, communication, coordination, recollection, automation, evaluation and
design. For our parallel computing topic, we determined the principles that must be
brought out in our course:

• The basic architecture of GPU - the parallel computing systems are built from
processing core, with the memory hierarchy to store the information (computation,
recollection).

• The communication in the GPU - how thread exchange information and coordi-
nation between CPU and GPU (communication).

• Predict the performance of the system based on the hardware resources’ usage
(evaluation).

• Decompose systems into sequential and parallel parts (design).

From the teaching practices, we found the following teaching philosophy do help
students’ comprehension.

3.1 Historical Perspective to Study the Evolution

In the AR course, we first elaborated the architecture about CPU and GPU’s evolution.
When we introduced the GPU architecture, students need to know the control logic and
memory model differences between CPU and GPU. This helped them in understanding
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the reason about the huge gap in the throughput of peak floating computation between
CPU and GPU.

The introduction about the GPU’s evolution from fixed function graphics pipeline
was also necessary. When they can understand the graphics processor inheritance, the
advantages and disadvantages of the current major computing model can be under-
stood, especially help them to comprehend the modern GPU design philosophy –

“massive parallel threads, a relatively small cache, and increased memory bandwidth”.
This also helped to grasp the future GPU development trend.

3.2 Balance Design Based on Quantitative Characterization

The influence of different resources allocation on the performance are introduced using
quantitative characterization.

For example, the increase usage of the register for each thread may results in
performance cliff, that decreases number of thread block parallel execution. When
tuning the performance of Matrix multiplication, each thread can compute two ele-
ments in the result matrix instead of just compute one element. This programming
improvement may decrease the access number to the global memory and increase the
independent instructions in the prefetching ploy. But on the other hand, this
improvement may use more registers and shared memory, which may all lead to
performance cliff.

In the Cache simulator case study, students also need to do balance design from the
system-investigated view using quantitative characterization.

3.3 Students’ Feedback

We done the course survey at the end of the Spring 2014’ and Spring 2015. The first
part questions related to the course structure, nearly 77% students clearly recognized
the structure and found it helpful to approach the subject.

The second part questions focus on the lab sections. Most students gave positive
feedback about the practical work done in the lab sessions. They like the lab difficulty
from the easier to the more advanced. And they announced that the hands-on pro-
gramming based on the skeleton programs is welcomed. The lab sessions can help most
students to learn and understand the content presented in class.

The third part questions are about the architecture research session. Most students
denoted that this session helped them lots in knowing the common architecture research
methodology with tool, such as simulation methodology and Pin tool.

The overall valuation of the course turned out positive, but the flood of information
still overwhelmed less than 20% students. Based on our students’ assignments, labs and
comments, we thought that our injection of parallel computing into AR with simulation
methodology was successful.

Acknowledgments. This work is funded by China Scholarship Council (No. 201406025114)
and the National High Technology Research and Development Program (2007AA01Z183).
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Abstract. Funnel effect will cause the network energy cavity and the imbalance
of node load in wireless sensor and actuator network. To improve this situation,
an adaptive data acquisition algorithm of mobile nodes is presented in this
paper. Firstly, dynamically changing residing position of the collection node is
one effective way to balance the energy in the network. Here, we use Artificial
Bee Colony (ABC) algorithm to find the best residing positions of collection
nodes according to the energy consumption. The mobile collection nodes will
then move to their corresponding best positions dynamically with assigned
directions. Then, an adaptive transmission strategy based on SINK proxy
mechanism and dynamic data acquisition rate is studied to balance the load
during the collection nodes moving. Experiments show that the proposed
algorithm can improve the situation of energy cavity for data acquisition in
WSAN. Transmission reliability and network resource utilization at the MAC
layer are also improved.

Keywords: Wireless sensor and actor network � Energy cavity �Mobile node �
Collection rate

1 Introduction

Wireless sensor and actor network is widely used in the fields of environmental
monitoring, smart home, military surveillance, and so on. The process of monitoring
data collection is more flexibility and extensibility due to the mobility of actuator
nodes. Besides, more sufficient energy of actuator nodes makes it possible to become
cluster heads for data transmission and avoid energy consumption for changing cluster
head frequently. However, since the sensor nodes are static, the closer the distance
between actuator nodes and sensor nodes, the more tasks of data forwarding for sensor
nodes. It leads to faster energy consumption of nodes and early death because of the
energy cavity [1]. So, prolonging the lifecycle of WSAN and improving the network
resource utilization in the MAC layer become very important. Recently, some WSAN
dynamic data acquisition algorithms [2–4] have been put forward for the purpose of
energy consumption balance and network lifecycle extension.

A dynamic load balancing data acquisition algorithm based on ACO is proposed in
literature [2]. It takes node load information as stimulating factor to adaptively adjust
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the direction of data transmission and balance load of nodes. However, the method
ignores the energy cavity problem near the actuator node area caused by the fixed
position of actuators. A mobile sink proxy mechanism and network quality evaluation
strategy is studied in literature [3]. The moving path of sink depends on the network
quality. But, the exact location of sink nodes and data transmission of nodes during the
node moving are not taken into consider. The sink node location update strategy
proposed in literature [4] aims to solve the imbalance between energy consumption of
network and transmission delay.

In this paper, an adaptive energy-efficient data acquisition approach based on
Artificial Bee Colony (ABC) algorithm is proposed to improve energy cavity and
imbalance. First, the WSAN model and funnel effect are described. Second, based on
the model, a moving strategy of actuator node is put forward based on ABC algorithm.
It decides whether the actuator nodes should change their data acquisition residing
positions, also gives the best residing positions and moving directions. Third, an
adaptive strategy of node data acquisition frequency is presented to balance the node
load during the data acquisition process with the proxy mechanism. Finally, some
numerical examples are given to show the effectiveness of the proposed algorithm.

2 Network Model

2.1 Partition in the Cluster

Here, the actuator node is seen as a cluster head and the sensor nodes as the slave
nodes, as shown in Fig. 1. This circular cluster with the actuator node as center of
radius Rcluster is divided into n annular regions. Sensor nodes are distributed in different
annular regions. Define the closest annular region to the center as zone 1, nearly is zone
2 and so on. At the beginning of cluster partition, The actuator node sends data with the
communication distance R, 2R, 3R, … Rcluster

R

� �
R, respectively. Then, each sensor will

take the minimum data it receives as its zone number.
In order to describe the connection between network nodes, node degree index is

introduced. For one node, it’s degree index is the number of it’s neighbor nodes with
communication distance less than R. We define the node degree index as kj. Further-
more, clustering coefficient cj [6] is introduced to describe the compactness and link
condition between the node j and its neighbor nodes. Clustering coefficient cj can be
defined as the following formula.

actuator node
sensor node

R
cluster

R
R

sensor communication radius
clusterR

 radius of the clusters

Fig. 1. N area evenly divided within clusters
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cj ¼ 2ej
kj kj � 1
� � ð1Þ

Where, ej is the number of the neighbor nodes which can form triangle with node j.

2.2 Funneling Effect

In WSAN, funnel effect [7] is an inherent characteristic during the data collection
process. Energy of the nodes in low areas will consume much faster than that of nodes
in high areas. For the whole network, the problems of energy cavity, congestion, and
node life exhausting appear since the imbalance of energy consumption. To improve
these problems in WSAN, the actuator node as the collector node should adjust their
residing positions and transmission rate adaptively according to the network situation.

3 ABC Algorithm Based Moving Strategy of Actuator Node

3.1 Mechanism of Bee Colony

In natural, bees will extend outward when they reproduce too many. After Yukon
worm stage, the population of bees sharply rises and nest will become very crowded.
Therefore, worker bees will foster a new batch of queen bees and periodically scout in
all directions to find new nests. Worker bees will fly back to the old nest and declare
others about the finding of new nest by the way of dancing. Different dancing activity
levels reflect different qualities of the new nests. Sometimes, the worker bees will find
several new nests at the same time. The other bees will play as supporters and pro-
pagandist of the new nests they like. Consequently, the nests with good condition will
get increasing supporters and those received less support are excluded gradually. If the
supporters’ number of a new nest reaches the quorum, all the bees will fly to their new
home.

3.2 Moving Decision Based on Bee Colony Mechanism

Similar in WSAN, the average rest energy of nodes in zone 1 is used to decide whether
to move based on the mechanism of bee colony. The analogy between bee colony and
WSAN network is in the following figure (Table 1).

Actuator node calculates the average energy of nodes in zone 1 and rest energy of
nodes in the whole network according to the node information carried by the data
packet.

EA ¼
PNhm¼1

i¼1
Eresi

Nhm¼1
ð2Þ
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In this formula, Nhm¼1 is the nodes of zone 1.

Ew ¼
Pn
i¼1

Eresi

n
ð3Þ

Where, n is the total number of sensor nodes in the cluster. Actuator node will
decide whether to move every period T, Current state of the actuator node is indicated
by X. X = 1, actuator is performing tasks; X = 0, actuator is idle. In order to avoid the
situation that actuator node cannot change motion state when performing tasks, the
moving strategy rules are designed as follows.

(a) When a period begins, detect the state of actuator X at this time firstly. If X = 1,
then skip the actuator moving operations; Otherwise proceed to next step.

(b) Compare EA and Ew. If EA smaller than Ew, actuator node will move; Otherwise
not move.

(c) When the actuator node decides to move, the next problem is to determine the
move position.

3.3 Best Residing Position and Moving Direction

In this section, we presented a moving algorithm to decide the best residing position
and moving direction for the moving actuator. The actuator node and its corresponding
degree nodes are seen as a node unit. Influencing factor Bj is used to determine the
moving direction of the actuator node, which consists of three parts: the average rest
energy of node unit Ej�cluster, the concentration coefficient of node unit cj, the number
of source nodes in the node unit fj.

A node unit with more source nodes has greater probability to be the hot pot
monitoring area in one period. If the actuator node moves to this unit, the real-time
performance and energy consumption will be improved since the less transmission
distance. Therefore, the influencing factor of moving direction for actuator node can be
expressed as follows:

Bj ¼ acj þ bfj þ hEj�cluster ð4Þ

Table 1. Analogy between bee colony and WSAN network

Bee colony WSAN network

Nesting Actuator node resident location
Bee Sensor node
Beehive Actuator node
Activity degree of bee dancing Rest energy of nodes
Quorum of supporters Threshold of actuator mobility
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Where, a; b; h are weight coefficients, and aþ bþ h¼ 1. After one moving period,
the actuator node will calculate influencing factor of every unit in its cluster. Then, it
selects the unit with the largest influencing factor as the moving target area.

After the node unit A is selected as the target region, the final position should be
determined to satisfy the condition that all the nodes in the unit are included in the zone
1 of actuator node. Also, the total transmission power of sensor nodes should be
minimized.

As shown in Fig. 2, A is the target node and B, C, D, E are its neighbor nodes.
According to TWORAYGROUND model [9], the transmitted power of a sensor node
can be written as:

Pt ¼ Pr � d4 � L
Gt � Gr � h2t � h2r

ð5Þ

Where, Pr is the threshold of receiving power, d is transmission distance, L is
antenna length, ht is transmitted antenna height, hr is receiving antenna height; Gr is
receiving antenna gain. Pr, L, ht, hr, Gr are constant. So, final transmitted power of a
sensor node is related to the distance between sensor node and actuator node. Take the
total transmission power of all the sensor nodes in zone 1 of actuator node Pall as the
objective function.

The object of the moving strategy is to find xa; yað Þ, which minimizes the following
performance index:

Pall ¼
Xnj þ 1

i¼1

pi ¼
Xnj þ 1

i¼0

Pr � d4a�si � L
Gt � Gr � h2t � h2r

ð6Þ

where,da�si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xa � xsið Þ2 þ ya � ysið Þ2

q
is the Euclidean distance between actuator

node and sensor node si after movement.
Constraint condition:

max da�sif g�R

A

B C

D

E

R
Actuator node

Sensor node

R

Fig. 2. Residing place of actuator node
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Where, 1� i� nj þ 1. Considering ABC algorithm has strong robustness, it is used
to find the optimal position of actuator node in this paper.

The steps of using ABC algorithm to find the best position of the actuator node can
be described as the follows.

(1) Generating SN feasible solution as the initial source position
Xi; Yið Þ i ¼ 1; 2; . . .; SNð Þ. The worker bees and scout bees are assumed to be the
same number of SN.

(2) Calculating the fitness function for each source position

f x; yð Þ ¼ 1
Pall

;

where, x; yð Þ ¼ Xi; Yið Þ.
(3) Computing the new solution X

0
i ; Y

0
i

� �
according to the following iteration

formulas:

X
0
i ¼ Xi þ/i Xi � Xkð Þ

Y
0
i ¼ Yi þ/i Yi � Ykð Þ

�

Where, k ¼ 1; 2; � � � ; SN; k 6¼ ið Þ, /i is a random number in the interval 0; 1½ �.
Then, comparing the new solution X

0
i ; Y

0
i

� �
with the original solution Xi; Yið Þ, the

better one will be chosen by greedy strategy. Each scout bee chooses the source
according to the probability pi,

pi ¼ f Xi; Yið ÞPSN
i¼1

f Xi; Yið Þ
ð7Þ

(4) For the chosen source position, scout bees search the new feasible solutions by the
formula (7). After all the worker bees and scout bees finished the solution
searching, the source position will be given up if its fitness had not improved
during the expected steps. Also, the worker bees will change their roles to be scout
bees and continue to search the new solution by the following formulas. Then,
turn to step 2.

Xid � Xmin þ r Xmax � Xmin
� �

Yid � Ymin þ r Ymax � Ymin
� ��

ð8Þ

Where, r is a random number in the interval of [0, 1], Xmin, Xmax, Ymin, Ymax, are
the upper and lower bounds of x, y.
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4 Adaptive Strategy of Data Acquisition Frequency

In order to ensure the data transmission continuity of sensor nodes during the actuator
node moving, it is necessary to select a proxy node from the nodes in zone 1 as the
temporary terminal.

The actuator node will choose the node with great residual energy and free queue as
the proxy node. The proxy node probability selection formula is as follows:

W ið Þ ¼ ke
ei
Ei

� kq
qi
Qi

ð9Þ

Where, ei is the residual energy of senor node i, Ei is the initial energy of node i, qi
is occupied queue length, Qi is the total queue length, ke and kq are weight parameters
of energy and queue length, respectively. ke þ kq ¼ 1. When the proxy node is selected
by the actuator node, it will send a notification signal to the sensor nodes in cluster with
transmitting distance Rcluster

R

� �
R. This signal includes the proxy node ID, moving target

position, and moving time tm. The moving time is determined by

tm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xa0 � xað Þ2 þ ya0 � yað Þ2

q
v

Where, xa0 ; ya0
� �

is the initial position of actuator node, v is moving speed of the
actuator node.

The receiving data rate of the proxy node can be calculated by the following
formula.

Mi receive ¼ Qi � qi
tm

ð10Þ

To reduce the energy consumption and data queue length of the proxy node during
data reception, an adaptive strategy of data acquisition frequency is proposed as the
follows.

(1) The proxy node detects the current data transmission state of sub-layer neighbor
nodes. If some nodes are transmitting data, then the proxy node will send a data
transmitting speed control signal to each neighbor nodes in sub-layer. When these
nodes receive speed control signal, they adjust their transmitting speed by the following
formula (9) and go to step (2).

Mi�1 send ¼ Mi receive

ni
ð11Þ

Where, ns is the number of neighbor nodes in sub-layer which are transmitting data.
If there is none node which is transmitting data, then the proxy node will be in waiting
for reception state and go to step (4).
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(2) The nodes in second layer detect the data transmission state of its sub-layer
neighbor nodes sequentially. If there is data transmission node, then send data rate
control signal. Data sending rate of the sub-layer neighbor nodes of the second layer is
related to free queue length of the second layer’s nodes, number of sub-layer neighbor
nodes that transmitting data currently and self-rate for transmitting data. Namely,

Qi�1 � qi�1ð Þ � ni�1 �Mi�1�1 send �Mi�1 sendð Þ � T½ � ¼ 0

So,

Mi�1�1 send ¼
Qi�1�qi�1

T þMi�1 send

ni�1
ð12Þ

Where, T is the sampling period of sensor node. By this analogy, data transmitting
rate of the last layer could be calculated.

(3) If a node’s parent node do not distribute data transmitting rate quota to it, and its
sub-layer neighbor nodes need to send monitoring data to it in period T, then the data
transmitting rate it feed back to its sub-layer neighbor node is:

Mi�k�1 send ¼ Qi�k � qi�k

ni�k T � T1ð Þ ð13Þ

Where, Tl is the time that this node keeps wait state of data reception in T.
(4) After a period T, agent node will allot transmitting rate quota layer by layer.
(5) After time tm, namely after actuator node move to target location, take actuator

node as cluster head and perform the annular partition operation.

5 Case Study

Suppose a 100 m � 100 m square monitoring area with 100 random deployed sensor
nodes and an actuator node. Sensor nodes are used to detect emergency. Actuator node
is responsible for collecting monitoring data and performing special feedback action
according to the event. Experimental parameters are shown in the following table.

Table 2 simulation results are shown in Fig. 3, where rhombus solid point means
sensor node and triangle means actuator node. In Fig. 3, the initial locations of actuator
nodes are random. At this time, node 20, node 10, node 33 and node 72 were chosen as
the inner nodes of actuator node. Source node collects event information, and sends it
to actuator node through relay node. Figure 4 shows the trajectory of actuator node in a
certain time. Take the second location of actuator node as an example, it moved to the
node unit area which includes node 62, node 85, node 14 and node 57. Location
selection is related to average rest energy of node unit, frequency that nodes in node
unit being resource node and number of nodes in node unit. Node unit is selected by
actuator node as location section combined with these three factors. Then, the final
location is determined according to optimal selection algorithm based on ABC. This
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method keeps actuator moving to the optimal location to ensure the whole energy
balance of nodes.

In order to analysis proposed algorithm more comprehensively, SLM algorithm [8]
and LDG-MS algorithm [9] are compared to this method. In Fig. 5, death rate of nodes
in the algorithm proposed in this paper is significantly slower than other two algo-
rithms, which demonstrates this algorithm has good effect on the improvement of node
energy consumption balance. In this method, location of actuator is decided by average
rest energy periodically. Therefore, rest energy of nodes in network is balanced and
lifetime is also prolonged. In SLM algorithm, SLM node is defined to find actuator
node and send information to sensors when they transmit monitoring data package. It
causes excessive energy consumption of SLM node and its neighbor nodes, and also
reduces the life of the network. In LDG-MS algorithm, outer nodes find the location of
actuator node indirectly according to data transmission behavior of inner nodes. This
method also consumes extra energy for detection, and add information transmission
load of nodes. Besides, as shown in Fig. 6, resource utilization of MAC layer in the
proposed algorithm is significantly higher than other two algorithms when actuator
node is moving. Algorithm proposed in this paper adjust the data transmission rate of
nodes in each layer adaptively according to load of transmission nodes and data
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Fig. 3. Initial position of network nodes

Table 2. Experimental Parameters

Parameter name Value

Communication radius of node 5 m
a 0.3
b 0.1
h 0.6
Detect period of node energy 10 min
l 0.4
x 0.6
Sampling period of nodes 30 s
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transmission performance. It further improves resource utilization of MAC layer,
avoids data overrun of agent node, and reduces the energy consumption of nodes
redundancy transmission.

6 Conclusion

This paper focuses on network energy cavity and node load imbalance during data
collection of actuator node. Hence, adaptive strategy to change collection node location
is presented on the foundation of ABC. Besides, method combined with SINK agent
mechanism and adaptive frequency change for node data collection is used to solve the
data transmission problem during the moving process of actuator node. Experiment
shows that the proposed algorithm could improve energy cavity on the basis of
real-time data transmission, enhance reliability of node data transmission and resource
utilization of MAC layer. It also improves the comprehensive performance of network.
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Solving Flexible Job Shop Scheduling Problem
Using a Discrete Particle Swarm Optimization

with Iterated Local Search
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Abstract. Considering tri-objective flexible job shop scheduling problem
(FJSP), multi-objective-based discrete particle swarm optimizer (MOPSO)
integrating iterated local search is presented to search the optimal scheduling.
First of all, three discrete operators are embedded in MOPSO to produce new
particles with a probability. Then global-best set and self-best sets are defined to
obtain global-best position and self-best positions. Thirdly, iterated local search
integrating two neighborhoods is introduced to search the neighborhoods of the
global-best set. Evaluated on Kacem instances, MOPSO show its validity for
solving FJSP.

Keywords: Multi-objective problem � Discrete particle swarm optimization �
Iterated local search � Flexible job shop scheduling

1 Introduction

FJSP is a well-known scheduling problem in workshop manufacture field, which
should determine processing machines and sequence of operations. Particle Swarm
Optimizer (PSO) [1], Taboo Search (TS) [2] and Genetic Algorithm(GA) [3, 4], firefly
algorithm (FA) [5], which are proved to be more efficient methods to solve NP-hard
problem, are presented to address the FJSP. Shao et al. developed a combinative
algorithm, which used a global search process of discrete particle swarm optimizer
(DPSO) and a local search process of Simulated Annealing, and then a hybrid of
crowding distance and Pareto ranking is incorporated into the proposed algorithm [1].
However, it’s also hard for these algorithms to solve FJSP completely.

In our paper, MOPSO is proposed to solve FJSP with three objectives. Special
discrete operators f1; f2; f3ð Þ are embedded in position update formula to guide the
population. Then, self-best sets and one global-best set are defined to determine the
self-best position and the global-best position, and non-dominated set update strategy is
developed to renew the self-best sets and global-best set. To enhance the exploitation,
iterated local search is implemented on the global-best set for a further search.

© Springer Science+Business Media Singapore 2016
L. Zhang et al. (Eds.): AsiaSim 2016/SCS AutumnSim 2016, Part I, CCIS 643, pp. 603–612, 2016.
DOI: 10.1007/978-981-10-2663-8_62



2 The FJSP Model

2.1 Problem Description

Consider a n jobs � m machines system. We denote job set and machine set as
J ¼ fJi i ¼ 1; 2; . . .; nj g and M ¼ fMk k ¼ 1; 2; . . .;mj g, respectively. Job Ji has ni
operations, which is denoted as Oi ¼ fOij j ¼ 1; 2; . . .; nij g and each operation can be
assigned to partial or all machines, which is denoted as Ms. FJSP is classified as two
types, partial flexibility Ms 2 Mð Þ and total flexibility Ms ¼ Mð Þ. The decision variable
is denoted as vijk and its process time is denoted as pijk. Three general objectives are
given to optimize: (1) The makespan CM ; (2) The total workload WT ; (3) The maximal
workload WM .

CM ¼ max
1� k�m

fCkg

WT ¼
Xn

i¼1

Xni

j¼1

Xm

k¼1

pijkvijk

WM ¼ max
1� k�m

Xn

i¼1

Xni

j¼1

pijkvijk

2.2 Encoding and Decoding

For FJSP, operation-based representation is introduced to encode operation sequence
vector, and machine assignment vector is encoded by machine numbers with the
ascending order of job number. For example, the vector [2 1 3 2 3 1] in Fig. 1(a)
represents the order of operations ½O21;O11;O31;O22;O32;O12�, and the vector [3 1 2 1
2 3] in Fig. 1(b) represents the machine assignment ðO11;M3Þ, ðO12;M2Þ, ðO21;M1Þ,
ðO22;M2Þ, ðO31;M1Þ, ðO32;M3Þ. Decoding the representation to a semi-active schedule
will lead a rise in makespan. Therefore, a left-shift function [6] is adopted to decode the
representation of the FJSP.

2

Job2

Operation sequence vector

1 3 2 3 1

Job1 Job3 Job2 Job3 Job1

O21 O11 O31 O22 O32 O12

3

Machine assignment vector

2 1 2 1 3

M3 M2 M1 M2 M1 M3

Job1 Job2 Job3

Fig. 1. Two-vector representation
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3 The MOPSO for FJSP

3.1 Initialization

In this paper, operation sequence vector is initialized randomly. The assignment rules
(AL) are valid dispatching rules for machine assignment vector [7]. To acquire
high-quality assignment, three AL rules, which are proposed by Kacem et al. [7]., are
used to dispatch the initial machines. 60 % of machine assignment vector are produced
randomly, 20 % are produced by GPT, and 20 % are produced by LPT.

3.2 Theory of PSO

Particle swarm optimizer is a bio-inspired approach, which is developed by Kennedy
and Eberhart [8], and attracts much attention for solving NP-hard problems due to its
simplicity and efficiency. It has N particles and each particle has three attributes:
velocity, position and self-best position. The population has a global-best position.
Suppose the four attributes of particle i are denoted as vi, xi, pi and gbest, then the
velocity vtþ 1

i and position xtþ 1
i can be calculated according to the followings:

vtþ 1
i ¼ xvti þ c1r1ðpti � xtiÞþ c2r2ðgtbest � xtiÞ ð1Þ

xtþ 1
i ¼ xti þ vtþ 1

i ð2Þ

where c1, c2 are two coefficients. x is inertia weight. Two random number, r1 and r2,
are in the range of (0, 1). t is present iteration.

3.3 The Detail of MOPSO

In our proposed algorithm, special discrete operators are embedded in PSO and the
position xtþ 1

i of MOPSO can be manipulated according to the followings:

xtþ 1
i ¼ x� f1ðxtiÞþ c1 � f2ðxti; ptiÞþ c2 � f2ðxti; gtbestÞ ð3Þ

where � is defined as probability operation, which means that the following operator
will carry on with the corresponding probability. þ means that the following operator
will be implemented. x, c1 and c2 are the probabilities. In detail, c2 equals to 1� c1 in
our algorithm. f1 and f2 are two discrete operators. The details of these operators are
introduced in Sect. 3.4.

3.4 The Discrete Operators

f1 is applied to keeping the current particles unchanged and f2 is to cross these particles
with global-best position and self-best positions. f3 is applied to the particle for
exploring more other area. Two parents are PA1 and PA2; and two children are C1 and
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C2. Two phases of f2 is implemented and the phases are operation sequence phase and
machine assignment phase. The first phase of f2 works as follows:

Step 1. The length of machine assignment vector is l, and then randomly produce a
vector R including l elements of integer 0 and 1.

Step 2. Find these places with the number ‘1’ in R, and then copy the elements of
PA1 and PA2 in the same places to C1 and C2, respectively.

Step 3. Remove the same operations of PA2 that are included in C1 and of PA1 that
are included in C2, and then copy the rest elements of PA2 and PA1 to C1 and C2 in the
same order, respectively.

The second phase of f2 is multipoint preservative crossover (MPX) [9] and it works
as follows:

Step 1. Find machine assignment vectors of PA1 and PA2.
Step 2. Use the same vector R, and find the locations equaling to 1 in R. And then

exchange the machine of these locations in PA1 and PA2.
Step 3. Copy the rest machine in PA1 and PA2 to C1 and C2. Two phases of f2 work

as Fig. 2(a–b).

The discrete operator f3: Earliest completion machine (ECM) is more effective
dispatching approach to reduce the makespan [10]. Therefore, with the probability c3,
we use the ECM rule to reduce the makespan. The ECM rule (f3) proceeds as follows:
According to the order in operation sequence vector, calculate completion time of each
operation for all machines, and then selected the machine with minimal completion
time for each operation.

3.5 Iterated Local Search (ILS)

ILS has strong exploiting ability and it can significantly improve the performance of
algorithm [11]. Consequently, ILS is applied to exploit the neighborhoods of the
global-best set. The procedure of ILS is illustrated in Algorithm 1.

2PA1 2 1 2 4 1 1 3 3 4 3

2 3 1 2 4 1 1 4 3 3 2

2 1 3 4 3 4 3 2 1 2 1

C1

PA2

1 0 1 1 0 1 1 0 1 0 0CH

1 3 4 1 4 5 3 2 2 2 3PA1

2 3 1 3 4 3 2 2 4 2 3C1

2 5 1 3 5 3 2 1 4 3 3PA2

1 0 1 1 0 1 1 0 1 0 0CH

(a)                                        (b)

Fig. 2. Detail of f2
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Algorithm 1. Iterated Local Search
01: For every particle s in global-best set
02:  ' ←s LocalSearch( s );
03:     While ( maxr R≤ ) 

04: '' ←s Produce a neighborhood #k of 's . 
05:       ''' ←s LocalSearch( ''s ).
06:   If ''' '

' '''←s s ; 1r ← ; 
Else

1r r← + . 
End

07:   End
08:    '←s s ; 
09: End

Where s000 � s0 represents s000 dominate s0. Rmax is neighborhood type number and
Rmax equals to 2. In Algorithm 1, the neighborhoods are required to be defined and
local search needs to implement. Unchanging critical paths cannot reduce the make-
span. Therefore, two neighborhoods on critical operations and public critical block are
defined as follows:

Neighborhood 1#: Randomly choose a public critical operation Oij of s with
multi-optional machines and then randomly select another particle s0 in global-best set.
Find the assigned machine M0

k on the operation Oij of s0, then assign the machine M0
k to

the operation Oij of s.
Neighborhood 2#: Randomly select a public critical block p with more than three

operations, and then select an random operation Op
i different from the first operation or

the last operation in p. And then insert the first operation or the last operation of the
block p into a random selected position in p. Neighborhood 2# is illustrated in Fig. 3.

After the neighborhoods are defined, local search is implemented in Algorithm 2.

Public critical block
Size>3

First operation Last operation
(a)

First operation Last operation

Selected position Selected position

(b)

Fig. 3. Neighborhood 2#
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Algorithm 2.  LocalSearch 
01:For 1k = to SN
02: '' ←s Produce a neighborhood #k of 's . 
03:  If

' ''=s s . 
End

04:End

Where NS is the neighborhoods number and NS equals to 10.

3.6 Global-Best Position and Self-best Positions

In this paper, each particle has a self-best set and the population has one global-best set.
The limited size of each self-best set is Np, and the limited size of global-best set is Na.
To restore the non-dominated solutions obtained by particle i, the self-best set Xtþ 1

i is
selected from the last self-best set Xt

i and particle i by non-dominated set update
strategy. To restore the non-dominated solutions obtained by the population, the
global-best set Xtþ 1

a is selected from the last global-best set Xt
a and the non-dominated

solutions Xt
x of the current population by non-dominated set update strategy. Here

Np¼5, and Na¼15. Suppose the limited size of the set X is N 0. The non-dominated set
update strategy of X is as follows:

[ ]

1

1

Begin
Select individual  with different solution in .

       Number of individual in .
       If   '
            Generates three random weights in 0 1 , and mehttros in descending order.

s
Count s

Count N

Ω ← Ω
Ω←

>

1 2 3

1 1 1 2 2 3 3

1

1

     Assign , ,  by these weights
Calculate   for each individuals in : .

.

in ascending o     Sort individuals in by
Select  individual in 

rder
with lower ra

.
nk.

End
End

a

f f f

N s

ω ω ω
ω ω ωΩ = + +

Ω
Ω ← Ω

FF
F

After updating self-best sets and global-best set, randomly select one position from
its self-best set as its self-best position and randomly select one position from the
global-best set as the global-best position. Base on the description, we give the
MOPSO flowchart as shown in Fig. 4.
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4 Experiments and Results

Kacem instances [12] are considered to evaluate the performance of MOPSO. MOPSO
is implemented on Lenovo PC with 4G RAM and 2.4G CPU. The software is Matlab
2011a. In order to obtain reliable results, each instance is tested ten times indepen-
dently. The parameters are fixed experimentally: N¼100, itermax¼300, x¼0:98,
c1¼0:6, c2¼0:4, c3¼0:02. The compared algorithms are MOGA [13], hPSO [14], hGA
[15], OO approach [16] and their results are from the literature [16].

Tables 1, 2 and 3 lists the obtained solutions by five compared algorithms for 8� 8
instance, 10� 10 instance, 15� 10 instance. For 15� 10 instance, the best Gantt chart
obtained by MOPSO is illustrated in Fig. 5. For 8� 8 instance and 10� 10 instance,
MOPSO obtains more non-dominated solutions than that obtained by MOGA, hGA
and OO approach, and obtains the same solutions as hPSO. For 15� 10 instance, the
solutions obtained by MOPSO dominates some solutions obtained by MOGA, hPSO
and OO approach and obtains more non-dominated solutions than that obtained by

Using heuristic rules to initialize population 

Iterated local search on the global-
best set

END

Update global-best set and self-best sets by non-
dominated set update strategy

1t t= +

1t =

Produce the new position as follows:

1
1 1 2 2 2( ) ( , ) ( , )t t t t t t

bestf c f c fω+ = ⊗ + ⊗ + ⊗x x x p x g

3Execute decrete operator   f

3rand c<

Select self-best positions        and global-best 
position

tp
t
bestg

maxt iter≤

Fig. 4. Flowchart of MOPSO algorithm

Table 1. Results for 8 jobs × 8 machines (8� 8 instance)

MOGA hPSO hGA OO approach MOPSO
(proposed)

CM WT WM CM WT WM CM WT WM CM WT WM CM WT WM

16 75 13 14 77 12 15 75 12 16 73 13 14 77 12
15 75 12 15 75 12 15 75 12
16 77 11 16 77 11
16 73 13 16 73 13
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hGA. The comparisons show that the performance of MOPSO is superior to the other
four algorithms.

5 Conclusions and Future Work

Multi-objective FJSP is hard to solve and we developed a discrete PSO with iterated
local search to strengthen exploitation ability for solving FJSP. Discrete operators are
used in MOPSO to deal with discrete variables, then the self-best sets and global-best

Table 2. Results for 10 jobs × 10 machines (10� 10 instance)

MOGA hPSO hGA OO approach MOPSO
(proposed)

CM WT WM CM WT WM CM WT WM CM WT WM CM WT WM

7 44 5 7 43 5 7 43 5 8 41 7 7 43 5
7 42 6 8 42 5 7 42 6
8 42 5 7 43 7 8 42 5
8 41 7 8 41 7

Table 3. Results for 15 jobs × 10 machines instance(15� 10 instance)

MOGA hPSO hGA OO approach MOPSO
(proposed)

CM WT WM CM WT WM CM WT WM CM WT WM CM WT WM

23 99 11 11 91 11 11 91 11 13 91 13 11 91 11
12 93 10 14 91 12 11 93 10
11 95 10

(a) Solution of (11,91,11) (b) Solution of (11,93,10)
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set are defined to restore non-dominated solutions. ILS integrating two neighborhoods
is applied to improve the local search capability of the proposed MOSPO. The results
implemented on Matlab show the improved performance of MOPSO for FJSP. The
future work will concentrate attention upon more robust algorithm for addressing real
job shop problems.
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Abstract. Series capacitors are usually used in transmission networks to
improve voltage quality. Practice has proved that distribution-fixed series
capacitors (D-FSC) also play an important role in improving voltage quality and
reducing power loss. How D-FSC impacts the voltage profile and power loss in
a radical circuit with distributed loads is discussed. The method to determine the
configuration of D-FSC considering power loss and voltage deviation through
Matlab-based load flow calculation and GA optimization is discussed at the end
of the paper.

Keywords: D-FSC � Voltage quality � Power loss � Radical distribution
network

1 Introduction

Voltage is an important index of power quality, and power loss has a great impact on
network economy. It is proved that the irrationality of reactive configuration usually
causes low voltage along radical distribution network. Constant power loads draw more
current under low voltage condition, which increases the power loss. In some cases
where the distribution line is long and power facilities are relatively aged, the power
loss is usually relatively high and under voltage occurs at the end of the network [1].
High voltage deviation sometimes can be dangerous, especially for voltage-sensitive
loads, causing damage proportional to the square of the voltage deviation [2].

Series capacitors are generally installed in transmission networks. It enhances
power system stability and transmission capacity [3, 4]. Practice has proved that it is
also effective in distribution networks [2, 5–8]. Distribution-fixed series capacitors
(D-FSC) reduce the inductive reactance, raise voltage and have advantages such as
self-adaption and real-time response comparing with shunt capacitors. Therefore,
D-FSC is an important facility to improve voltage quality and reduce power loss.
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Nowadays, D-FSC is widely researched around the world. Paper [5, 6] analyze and
model the D-FSC in detail and discuss the theory, application, advantages and dis-
advantages compared with other compensation facilities. Paper [5] points out the rough
location of D-FSC, but the exact location is not discussed. GA and other optimization
methods are used in paper [2, 7] to minimize the power loss or voltage deviation, but
the way to minimize both of them and provide specific capacitor location needs more
study. Former studies usually only focus on distribution network with single lump load
at the end of the circuit, and the distributed loads are not considered [8, 9]. Paper [10]
discusses the optimal location of series capacitors in high-voltage transmission net-
works. Whether its conclusion applicable in distribution network remains to be studied.
Therefore, how the exact location and capacitive reactance of D-FSC in one radical
distribution network impacts power loss and voltage profile requires more research, and
the method minimizing both power loss and voltage deviation should be discussed,
which can reduce damage to load and improve network economy.

This paper puts forward a method to determine the location and capacitive reac-
tance of D-FSC in one radical network using Matlab-based load flow calculation and
GA optimization algorithm. The goal of the method is to install capacitors of appro-
priate capacitive reactance at the proper location, minimizing the power loss and
voltage deviation. GA algorithm is widely used in optimization problems, for example
paper [7, 8, 11], but this algorithm hasn’t been used in this problem. This paper applies
GA algorithm to solve a multi-objective optimization problem. How the exact location
and capacitive reactance of D-FSC in one radical distribution network impacts power
loss and voltage profile is also studied in this paper.

2 Calculation Method

2.1 Power Flow Calculation and GA Algorithm

Apply Backward/Forward Sweep Power Flow Algorithms in Matlab. This algorithm is
useful in radical networks and has good convergence property.

The power flow calculation is separated into two parts. The first program imports
the load and network structure information into the workspace, and the second program
calculates the power flow along the network and exports voltages of each node and the
total power loss. When analyzing a network with series capacitors, change the first
program to update the network structure, and then execute power flow calculation. This
paper focuses on the location and capacitive reactance of D-FSC, so the first program
has 2 inputs: (1) the length from the load upstream to the capacitor (km); (2) the
capacitive reactance of capacitors (ohm).

To apply GA algorithm, gatool in Matlab is used. GA algorithm searches for the
global minimum of the fitness function and avoids local minimums, which makes this
algorithm a good way to solve optimization problems. Specify the fitness function and
nonlinear constraints in gatool, and the solver will give results. Notice that gatool
doesn’t need a starting point for iteration, thus the optimization results may be slightly
different when the calculation is carried out for several times repeatedly.
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2.2 Optimization Problem

The total power loss DP is calculated by power flow program. Therefore, the power
flow calculation is integrated into the objective function. The power flow program
outputs DP to workspace, and then the objective function invokes DP.

In order to quantify the voltage deviation, we define [2]:

; ¼
Xm

i¼1
ðUi � UN

UN
Þ2

Where: m is the amount of loads in the radical distribution network; Ui is the
voltage of the i-th load (kV); UN is the rated voltage of the network (kV). Smaller ;
means smaller voltage deviation.

It is obvious that DP and ; are in different order of magnitude and have different
dimensions, so it is necessary to normalize them before analysis. Normalization method
is shown as follows.

~f ¼ f � fmin
fmax � fmin

Where: f is the function before normalization; ~f is the function after normalization;
fmax and fmin are the maximum and minimum of the original function. This optimization
problem has 2 objectives, so consider integrating them with weight factor x after
normalization. The objective function is shown as follows [11].

minF x1; x2;ð Þ ¼ x � ~f1 þ 1� xð Þ � ~f2

Where: x is the weight factor ranging from 0 to 1.
The objective function is calculated under constraints (including but not

confined to):

0� l� lmax
0�Xc

abs U � UNð Þ�UN � 7%

Other constraints can be included if necessary.

3 Voltage Profile and Power Loss After Applying D-FSC

To illustrate clearly how D-FSC configuration influences voltage profile and power loss
along a distribution network, we analyze the 2 parameters separately before conclusion.

Firstly, fix the location of capacitors and change the capacitive reactance, and the
voltage along the circuit is shown as follow.
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In Fig. 1, vertical lines indicate the locations of loads. Curve A shows the voltage
before applying D-FSC. Capacitive reactance (Xc) of curve B, C and D are 6 O, 8 O
and 10 O respectively (assuming no over-compensation).

As is shown in Fig. 1, the circuit experiences a voltage boost at the location of
D-FSC. With the increase of Xc, the voltage boost becomes stronger. Notice that
voltage of nodes upstream the capacitors also rises. This is because loads downstream
draw less current from the network and thus reduces the power loss. Therefore, it is
obvious that with the increase of Xc, all load nodes voltage will rise, and the power loss
will decrease.

Then we fix Xc and change the location of capacitors. This situation is trickier and
requires more discussion. The voltage profile is shown as follow.

In Fig. 2, vertical lines indicate the location of loads. Curve A shows the voltage
profile before applying D-FSC. Curve B, C and D fix Xc as 15.6 O (assuming no
over-compensation) and install D-FSC at different locations. In case C, the capacitors
are installed upstream the load at 20 km.

If we move the capacitors between 2 neighbor nodes, i.e. C and D, then all voltages
of nodes will not change. Therefore, the current drown by loads stays constant, and
power loss also stays constant.

If we move the capacitors across nodes, i.e. B and D, the situation will be different.
In case B, only 4 loads are downstream the D-FSC, so the current via capacitors is
relatively smaller. Therefore, the voltage boost is also smaller, causing all node volt-
ages lower than case D and power loss higher than case D. In order to get the same
voltage as case D, we have to increase Xc in case B, which may not be economy.

Above all, capacitors should be installed upstream the node from which voltage is
lower than limit. Then calculate power loss separately when capacitors are put between
different load nodes. For example, node 4 is under voltage originally, so the capacitors
can be put between node 1 and 2, node 2 and 3, node 3 and 4. For each case, in order to
minimize the power loss, capacitors should be installed at the downstream node, and

Fig. 1. Voltage profile after applying D-FSC
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adjust the Xc until the voltage of this node reaches limit. This configuration ensures
minimum power loss. Finally, compare the power loss of each case and find the
minimum power loss.

Notice that capacitor configuration calculated to minimize power loss may cause
relatively high voltage deviation from rated value. This is the reason why this paper
introduces voltage deviation as a consideration in capacitor configuration.

4 Study Case

We consider a radical distribution network with several distributed load. The network is
shown as Fig. 3.

The rated voltage is 10 kV. All lines are overhead wire, and capacitance of lines are
ignored. Load P and Q are shown in Fig. 3, and we assume all loads are constant P
loads. Line impedance are shown in Table 1.

All node voltages may deviate from rated value at most 7 %.
Run power flow calculation on Matlab, and the voltage profile before applying

D-FSC is shown in Table 2. The total power loss is 207.45 kW.
It can be seen in Table 2 that from node 5 the voltage is below the lower limit, and

capacitors should be installed before node 5.

Fig. 3. Study case

Fig. 2. Voltage profile after applying D-FSC
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Since the voltage of node 4 is quite close to the lower limit, we put the capacitor
between node 3 and node 4. Determine the objective function first to apply GA
algorithm. Because series capacitors increase every node’s voltage, the maximum DP is
the original power loss (i.e. Without capacitors, 207.45 kW). Then put the capacitor
right before node 4, adjust capacitive reactance and run power flow until the voltage of
node 4 reaches upper limit, and now DP reaches its minimum 157.88 kW. Therefore,
the normalized expression of DP is:

DP gðl;XcÞ ¼ DPðl;XcÞ � 157:88
207:45� 157:88

¼ DPðl;XcÞ � 157:88
49:57

The maximum and minimum of U is calculated by GA algorithm. The objective
function is U, and constraints are illustrated in Sect. 2.2. The results are as follows:

;min ¼ 0:009030592; ;max ¼ 0:071675551

Therefore, the normalized expression of U is:

Table 1. Line impedance of study case

From (node) To (node) Length (km) R (ohm) X (ohm)

1 2 10 0.754 0.890
2 3 3 0.226 0.267
3 4 7 0.528 0.623
4 5 16 1.206 1.424
5 6 4 0.302 0.356
6 7 5 0.496 0.465
7 8 7 0.868 0.672

Table 2. Original voltage profile

Node Voltage (kV)

1 10.000
2 9.619
3 9.519
4 9.326
5 8.932
6 8.859
7 8.796
8 8.735
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; gðl;XcÞ ¼ ;ðl;XcÞ � 0:009030592
0:062644959

The objective function is as follows:

minF l;Xc;xð Þ ¼ x � DPðl;XcÞ � 157:88
49:57

þ 1� xð Þ � ;ðl;XcÞ � 0:009030592
0:062644959

The constraints are:

0� l� 7;

0�Xc;

abs U � UNð Þ� 0:7

Weight factor x represents the emphasis on power loss and voltage deviation. Now
we change x from 0 to 1 with step 0.1, run GA algorithm, and results are as follows
(Table 3).

According to the study case, L should be between 0 km and 7 km, and all node
voltages should not be lower than 9.3 kV nor higher than 10.7 kV. Because of these
constraints, case 7*11 have the same optimization result.

It can be implied that the more attention paid to power loss (i.e. higher x), the
optimization results become closer to the conclusion stated in Sect. 3. Especially in
case 11, when we completely ignore the voltage deviation, the optimization result
shows that we should put the capacitor before node 4, and the Xc renders that voltage of
node 4 reaches upper limit, which is exactly what has been discussed in Sect. 3.

Table 3. GA optimization results

Case x 1� x L (km) Xc (ohm)

1 0 1.0 1.82 8.12
2 0.1 0.9 3.14 8.58
3 0.2 0.8 4.98 9.18
4 0.3 0.7 7 9.96
5 0.4 0.6 7 10.85
6 0.5 0.5 7 12.31
7 0.6 0.4 7 13.06
8 0.7 0.3 7 13.06
9 0.8 0.2 7 13.06
10 0.9 0.1 7 13.06
11 1.0 0 7 13.06
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On the other hand, the more attention we pay to voltage profile (i.e. lower x), the
capacitor should be installed closer to node 3, and Xc is also smaller, which guarantees
smaller U.

As is analyzed above, the configuration that minimize U and the configuration that
minimize DP are opposite. In order to determine the final configuration, we need to
specify x first according to realities, economy and so on. Then run the GA algorithm
and get results.

5 Conclusion and Future Work

This paper analyzes how the location and capacitive reactance of D-FSC in a radical
distribution network influence the voltage profile and power loss. A new method
considering minimization of voltage deviation and power loss using Matlab power flow
and GA algorithm is presented. This paper studied how D-FSC influence both line loss
and voltage deviation in distributed load network, which lacks research previously. The
presented method normalizes power loss and voltage deviation, integrates them with
weight factor x, and then solve the optimization problem by GA algorithm. The results
of the study case correspond with former studies and provide a reference for practical
projects.

There are still a few questions need further discussion.

– Voltage constraints. In this paper, one of the nonlinear constraints is that all node
voltages should not deviate from rated value at most 7 %. In reality, there can be
some loads which require more accurate voltage, and different nodes may have
different voltage requirements. If so, these requirements should be specified in
nonlinear constraints, and other nodes with low requirement of voltage may not be
included in the constraints to improve the convergence of the algorithm.

– Complex load model. This paper assumes that all loads are constant power loads. In
fact, some constant Z loads are integrated with constant power loads. Furthermore,
P and Q of some loads are function of frequency and node voltage. Considering the
periodic load change during a day or a year, the load model can be more complex.
For purpose of more accurate and comprehensive calculation, these complex load
models can be integrated into Matlab power flow procedure.

– Weight factor x. As is illustrated in Sect. 4, x has a great impact on the final result
of optimization. Therefore the way to determine x needs more studied. x should be
related to the property of loads, the structure of network, the operation of the power
grid and so on. For example, if all loads are civil and have no voltage-sensitive
loads, x can be relatively higher. If there are some loads which require less voltage
deviation, we should evaluate x in a proper way before optimization.

– Percent of compensation k. k is defined as follows:

k ¼ Xc

XE
� 100%

Where: XE is the total inductive reactance from the source to the location of
capacitors. The value of k ranges from 0 to1. So it is a constraint for Xc. Notice that
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external grid feeding the distribution network can be equivalent to a power source
and a reactive resistance. The reactive resistance is included in XE, but its value is
usually unknown. In order to avoid over-compensation, it is advised to determine
XE first.
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Abstract. Horizontal collaboration allows the competitors in the market to
cooperate in logistics processes. This research proposes the development of a
dynamic model for resource planning of a logistics operator in distribution centers
processes, in which strategies of collaboration and non-collaboration are
contrasted considering performance measures of demand growth and the use of
resources. The model is developed using system dynamics approach, considering
representative information of a logistics operator in the Colombian market as a
case of study. Results indicate that horizontal collaborative planning affects the
demand’s growth and the level of resources used for the logistics operator,
improving system performance and impacting positively the competitiveness of
the companies involved.

Keywords: Horizontal collaboration · Logistics capacities · Distribution center ·
System dynamics

1 Introduction

The national government in Colombia has defined logistics as one of the key factors in
achieving the goal of being one of the three most competitive countries in Latin America
by 2032 [1]. This goal was defined under the National System for Competitiveness and
Innovation, based on achieving an export economy of goods and services with high
benefits and innovation.

However, according to the World Economic Forum and the Global Competitiveness
Report (2014–2015) [2]. Colombia is ranked 66 in the world, surpassed in Latin America
by Chile, Panama, Costa Rica, Brazil, Mexico and Peru, ranked 33, 48, 51, 57, 61, 65
respectively, exhibiting that one of the most backward factors is the inadequate infra‐
structure and logistics networks. Also, the Logistic Performance Index LPI developed
by the World Bank [3], places the country in 97th out of 160 countries evaluated,
showing deficiencies in logistics competences, which can be reflected in the behavior
of logistics costs, which in Colombia reached 18 % of the total cost [4], exceeding all
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regions, including the overall average for Latin America. Even in winter, logistics costs
in Colombia can reach up to 22 %.

According to Guasch [5], distribution of logistics costs in Latin America and the
Caribbean focuses on storage processes and inventory management (reaching 38 %),
making distribution centers strategic nodes to encourage strategies towards more effi‐
cient logistics.

Additionally, after evaluating the implementation of collaborative processes in
distribution centers, mainly in logistics operators (85 %), there is evidence that load
generators are still delimiting requirements to their own needs under models of exclu‐
sivity, this being a common practice at the time of outsource logistics operation storage
and inventory management [6].

This reveals the need to develop strategies to increase productivity and competi‐
tiveness for more efficient logistics operations, with responsibility for logistics opera‐
tors, providing solutions which integrate the diverse needs of companies that have the
ability to be agglomerated and form close collaborative processes to improve their
performance. Hence, regarding the importance of the implementation of the collabora‐
tive capacities model in distribution centers, specifically for logistics operators in the
Colombian context, it’s important to take into account the complexity in managing
supply chains, the allocation capacity against fluctuations in demand, the uncertainty in
the availability of resources, and the generation of satisfactory financial results for all
stakeholders, being necessary to address the problem from a dynamic perspective.

Within the system dynamics models for capacity planning, there are [7–10]. Some
are applied in manufacturing [11, 12]. In the field of telecommunications are [13–20].
In the case of project planning are [21, 22]. In public, medical, recruitment, and financial
services it highlights [23–28].

According to the literature review, collaborative logistics subject has been addressed
as the vertical integration of the various links of the supply chain, developing strategies
such as demand planning or synergies along the logistics network, but not with a collab‐
orative perspective among companies within the same sector. Horizontal integration
could generate synergy due to the similarity of characteristics and homogeneity of target
markets. This could lead companies to be integrated through a key player as it’s the
logistics operator, specialist in the efficiencies generation, with plenty opportunity to
collaborative planning capacities resulting from sectorial integration, which can impact
its efficiency, obtaining better financial results and business’s growth, reflecting the
motivation generated in the market and whose benefits can be shared to customers,
depending on the quality of processes and competitive logistics costs.

The development of the model, seeks to test the dynamic hypothesis, which considers
that in order for a logistics operator to plan collaboratively the resources from the aggre‐
gate demand of its customers in distribution centers, logistics performance measures are
improved, increasing demand and resource use.

2 Simulation Model

The implemented methodology begins with the formulation of the research problem, so
that it can establish the hypothesis under study and then design model to represent
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adequately the system, identifying the necessary elements for its operationalization and
subsequent measurement (see Fig. 1).

• Running the 
model

• Performance 
and hypothesis 
tes ng

• Iden fying 
elements

• Representa on 
of the system

• Hypothesis

Problem 
formula on

(1)

Model design
(2)

Opera onali-
za on

(3)

Measurement 
and results

(4)

Fig. 1. Methodology

The model developed in this research was conducted using simulation software
iThink, supported by other software such as SPSS, Microsoft Excel and StatFit, with
information provided by a Colombian logistics operator.

2.1 Causal Loops Diagram (CLD)

Relationships between the model variables can be seen through the causal loop diagram,
which represents the ratio of demand behavior associated with capacity and its effect on
financial behavior, as shown in the Fig. 2.

The dynamic behavior of the system and its effects are analyzed through the feedback
loops as discussed below.
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Fig. 2. Causal diagram loop
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Effect on Demand and System Capacity. The demand for logistics positions in the
distribution center is affected by the ability of collaborative system, determined by the
allocation of resources, space, labor and equipment mobilization, that from an aggregate
demand planning, allows a better use of resources. The feedback connection to demand
is evident on the balancing loop B1, acting as a target to meet and the balancing loop
B2 seeks stabilization in the use of available resources, generating an oscillatory effect
on the demand due to the delay in the allocation of resources.

Financial Effect. Served and aggregate demand, and the capacity allocated to address
it, generates effects at the cost level. Price and total income received influences the gross
margin of the logistics operation. The effects are reflected in the loops described below.

• Cost. The collaborative system capacity depends on the availability of monetary
resources, i.e. it affects the allocation of resources for policy compliance profitability
of the operation. This allocation of resources, generates operating costs which in turn
affects the gross margin. The feedback connection is evident in the balancing loop
B3, seeking the stabilization of the logistics cost by the effect of oscillation.

• Price. The result of the logistics operation, generates a price storage position in the
distribution center, which when contrasted with the market price, calculates a
discrepancy that encourages positive or negative demand, affecting costs by resource
allocation and income earned, focusing on gross margin. The feedback connection
is evident in the balancing loop B4, seeking the stabilization of price and logistics
oscillation effect.

• Income. Aggregate served demand, can be affected by an income effect of executed
sales, affecting the gross margin, which in order to meet expected margin policies
enables the allocation of resources to demand attention. A positive feedback loop is
evident in R1, seeking growth but exhibiting oscillations effects for the delay in the
capacity allocation.

2.2 Capacities Model

The model focuses on behavioral analysis of capabilities for the provision of logistics
services in distribution centers, so that growth must be determined following the finan‐
cial policies and techniques [29].

Aggregate Demand for the Logistics Positions (Dilk). Defined as the amount of logis‐
tical positions projected in the month i according to the height l and lease time k.

Required Capacity of Logistics Positions (Cnilk). Defined as the amount of logistics
positions required depending on the discrepancy in demand to serve and existing
capacity in the system, in the month i according to the height l, and lease time k.

Installed Capacity of Logistics Positions (CIilk). Defined as the total number of logis‐
tical positions usable in the available space in the month i according to the height l and
lease time k.
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Capacity Utilization of Logistics Positions (CUilk). Total logistics positions used in
accordance with the demand to meet and the system’s capacity in the month i according
to the height l and lease time k.

Equipment Required Capacity (CEilk). Defined as the amount of mobilization equip‐
ment in the month i according to the height l and lease time k.

Equipment Installed Capacity (CIEilk). Defined as the number of logistics positions to
deal with mobilization equipment allocated in the month i according to the height l and
lease time k.

Equipment Capacity Utilization (CUEilk). Equivalence between the positions used and
equipment allocated according to demand to meet and the system’s capacity in the month
i according to the height l and lease time k.

Necessary Workforce Capacity (CFilk). Defined as the necessary labor force in the
month i according to the height l and lease time k.

Installed Capacity by the Workforce (CIFji). Defined as the number of logistics posi‐
tions to meet according to the available labor force j in the month i.

Capacity Utilization Equipment (CUFilk). Logistics positions used equivalent to the
workforce allocated according to demand to meet and the system’s capacity in the month
i according to the height l and lease time k.

System Capacity (CSilk). Number of logistics positions able to serve in the month i
according to the height l and lease time k.

CSilk = Min
{

CIEilk;CIFilk;CIilk

}
(1)

Discrepancy Capacity (DSilk). Defined as the difference between the capacity of the
system (CSilk) and the logistics positions aggregated demand (Dilk).

Discrepancy Margin (DSFi). Defined as the difference between the achieved margin
and expected margin in the month i.

Price Discrepancy (DSPi). Defined as the difference between the price for logistics posi‐
tion offered for the company and the market price for logistics position in the month i.

Idle Capacity (COilk). Defined as the difference of installed capacity minus used
capacity.

Coilk = CIilk − CUilk (2)

Capacity Allocation. Allocation of the volumetric space capacity, equipment and labor
are subject to the discrepancy of the desired range versus the achieved margin.

• Assigning volumetric capacity. This must comply with a maximum allowable
discrepancy of the expected margin and a constant need for the last 6 months, greater
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than or equal to 3500 m2 for warehouse between 8 and 12 meters height and
2500 m2 for warehouse 16 meters height.

Warehouse 8−12 m: DSFilk < 0, 5 ∧

∑6
i=1 DSilk

6
≥ 3500 (3)

Warehouse 16 m: DSFilk < 0, 5 ∧

∑6
i=1 DSilk

6
≥ 2500 (4)

Capacity Allocation in Equipment and Workforce. This must meet a maximum
permitted discrepancy less than the expected margin.

DSFilk < 0, 5 (5)

2.3 System Dynamics Model

Sectors Definition. The logistics distribution center requires various components, which
are structured to provide the service and are represented through the sectors that char‐
acterize the system.

• Demand and volumetric capacity of the system. Generates demand to be served and
logistics positions capacity.

• Equipment mobilization. Resource which is assigned as part of the total system
capacity.

• Workforce (employees). Resource which is assigned as part of the total system
capacity.

• Financial performance. Associated with the behavior of costs by the allocation of
resources, income and price offered to the market, which determines the viability and
business continuity.

The stock and flow diagram for the system dynamics model is shown in the Fig. 3.

Fig. 3. Stock and flow diagram

Collaborative Planning Capacities in Distribution Centers 627



3 Simulation and Discussion

After modeling the system, the following results by contrasting the collaborative strategy
versus non-collaborative were obtained

• Strategy 1. Non-collaborative model based on the performance of capacity planning
independently by each customer.

• Strategy 2. Collaborative model based on the performance of resource planning,
through the planning aggregate demand.

The best result is 12 meters height for the warehouse with the lease time in 120
months.

3.1 Demand Behavior

The expected demand is the result of the involvement of the projections by the behavior
of the system (see Fig. 4).

Fig. 4. Contrast estimated demand (collaborative and non-collaborative)

Demand in the collaborative scenario is increased regarding to the initial projec‐
tion, contrary to the behavior of the expected demand in the non-collaborative initial
projection.

3.2 Resources Utilization

The utilization rate of resources affects the service cost and therefore its financial results,
i.e. it determines the operational efficiency to encourage business growth (see Fig. 5).

After analyzing the two strategies and behavior in the use of resources in the system
for the collaborative case it is obtained, an average utilization rate of 90.5 % versus
84.5 % for non-collaborative strategy, showing the synergy developed when conducting
a collaborative planning capabilities with a fluctuating demand.
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3.3 Hypothesis Testing

Planning Model (Collaborative and Non-collaborative) and Affectation on Served
Demand.

• H0: The planning model (collaborative or non-collaborative) does not influence the
served demand.

• H1: The planning model (collaborative or non-collaborative) influences the served
demand.

• With a significance level α 0.05

F∼F0.05;2;116 = 3.07 < Fc = 3294 (6)

• Decision: Reject the null hypothesis.
• Conclusions: There is not enough evidence to affirm that the model used for resource

planning (either collaborative or non-collaborative) does not influence the resulting
in served demand for logistics operation in the distribution center.

Planning Model (Collaborative and Non-collaborative) and Affectation on
Resources Utilization.

• H0: The planning model (collaborative or non-collaborative) does not influence the
resources utilization.

• H1: The planning model (collaborative or non-collaborative) influences the resources
utilization.

• With a significance level α 0.05

F∼F0.05;2;116 = 3.07 < Fc = 9091 (7)

• Decision: Reject the null hypothesis.
• Conclusions: There is not enough evidence to affirm that the model used for resource

planning (either collaborative or non-collaborative) does not influence the resulting
in resources utilization for logistics operation in the distribution center.

Fig. 5. Resources utilization
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4 Conclusions and Future Works

By analyzing the logistics sector at both national and international context, its impor‐
tance is highlighted, to a high correlation (0.9) between competitiveness and logistics
performance of nations, according to data from the World Economic Forum and the
World Bank, being essential to develop strategies to increase competitiveness indexes,
through more efficient processes and logistics networks that benefit the different actors
in the supply chain.

It is there that where alliances and cooperation processes, take greater importance,
the effect of the potential benefits to generate synergies between them, which for this
case study is denoted in distribution centers as infrastructure generating value for
customers and consumers.

Despite this, generating collaborative processes is an arduous task requiring to meet
several conditions for synchronization and simultaneous coordination of requirements,
such as, product characteristics, target markets, information, real intention of coopera‐
tion between companies, but above all, it’s required to have a central actor with the
integrated ability to manage the diverse needs of supply chains, as the logistics operator.

In addressing this situation from the perspective of system dynamics, it is possible
to analyze the causal links between elements of the system and its feedback, identifying
the effect of typical situations in real systems, but not always considered in decision-
making, as delays in the allocation of resources or failure of corporate policies that affect
business performance.

In this research, through the development and use of a system dynamics model, it is
possible to plan capacities in distribution centers, considering the variability of the
demand for a logistics operator, to a system that depends on environmental conditions,
such as availability of resources, market prices or development of infrastructure of
distribution centers with different heights and times of contract, among other things, that
being modeled by planning strategies resources collaboratively and not collaborative,
facilitates decision making, and also allows to develop performance measures resulting
from the simulation which seek to increase the competitiveness of logistics networks,
conditioning its growth and facilitating the evaluation of strategies to achieve the objec‐
tives of stakeholders.

Future research suggests that an extended model should be developed in order to
consider other relevant variables when designing and selecting distribution centers, such
as the height of the warehouse, which not only defines the availability of volumetric
space, but also defines the investment and equipment needed to operate, variables
directly affecting the definition of processes and logistics performance. It is also impor‐
tant to expand the performance measures involved, so one can determine the impact of
horizontal collaboration on logistics costs by the interested parties in the development
of the processes analyzed.
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the Dynamic Location Problem
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Abstract. Customized bus is one of the new public transit services by applying
GPS, Internet+ and other new technologies which involves in the bus stops
location and bus routing problem. In the Customized Bus Stops Location
Problem (CBSLP), passengers specify transportation requests with their origins,
destinations, and desired pickup or delivery times through internet in real time.
The Customized bus operator or transit company will determine dynamically the
bus stops from their candidate stops to best accommodate the demand and try to
minimize the walking distance of passengers from their homes (or offices) to the
bus pickup stops. This paper addresses the dynamic location problem of cus-
tomized bus stops with maximum walking distance constraints. The
micro-evolution algorithm (MEA) is designed based on gene structure evolution
method for the solution of the problem. The traditional Primal-Dual Mapping
Operator is improved by MEA to capture the changed environment information.
Simulation tests show that the MEA performs better than conventional GA both
in quality and efficiency in dynamic environment. Thus, an improving tool for
better decision of customized bus system is provided.

Keywords: Intelligent and optimization algorithms � Micro-evolution
algorithm � Customized bus � Dynamic location problem

1 Introduction

Currently, public transportation system is undergoing innovation to provide more
flexible bus service by applying GPS, Internet+ and other new technologies such as
wireless communication network, etc. [1]. Customized bus (or called feasible bus,
variable bus, adaptive bus) is one of the public transit services which can provide
shared-ride door-to-door service with flexible or customized bus stops, routes and
schedules [2, 3]. Customized bus is intended to provide intermediate service between
conventional buses and taxis in terms of both operating cost and level of service. In a
customized bus service, passengers specify transportation requests with their origins,
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destinations, and desired pickup or delivery times through internet. The customized bus
operator or transit company will determine the bus stops from their candidate stops and
a set of routes and schedules to best accommodate the demand dynamically. Usually,
customized bus service problem involves in bus stops location problem and bus routing
problem [3, 4]. Since better accessibility to public transportation has become an
important objective for many transit systems across the world, the Customized Bus
Stops Location Problem (CBSLP) has been addressed in the paper to minimize the
walking distance of passengers from their homes (or offices) to the bus pickup stops
when the routes and schedules are provided for customized bus.

Usually, location of bus stops is determined according to the passengers request and
physical street or parking conditions. The transit company will find some potential
stops which satisfy the physical conditions to park the bus in advance. Then, the
actually stops will determined according to the actual demands of passengers.

In CBSLP, two types of service requests are considered: advance requests and
real-time requests. The advance requests usually refer to those received at least one day
before the service is provided, so that bus stops can be planned before the start of the
service. Real-time requests are those asking for same-day service either as soon as
possible or at specified times. If all the requests are advance requests (and assuming all
other factors, such as traffic conditions, are predictable), then the determination of the
stops is a static p-median Location Problem; otherwise, the problem becomes a
dynamic problem, in which the stops must be determined in real-time. The Dynamic
Location problem of customized bus will be considered in the paper.

The p-Median problem is a central facilities location problem by selecting p
facilities from a network of n point for minimizing a weighted distance objective
function. Generally, the weight could be considered as the served demands. The
complexity of p-Median problem is NP-hard [5]. Traditionally, the static p-Median
problem could be solved with heuristic or branch-bound methods [6–8]. However, the
solution is satisfied neither in quality nor in efficiency with the scale of the problem
boosted. In recent years, with the developing of intelligent computing technologies
such as genetic algorithm, tabu search, ant colony and other methods [9–11], more and
more applications of intelligent methods have been found for the solution of location
problem [12, 13].

While for dynamic optimization problems (DOPs), the goal of intelligent methods
is no longer to find a satisfactory solution to a fixed problem, but to track the trajectory
of moving optima in the search space [10, 14]. This poses great challenges to tradi-
tional intelligent methods because they cannot track the changing optimal solutions
well once converged. For solving the problem, several approaches have been devel-
oped into traditional intelligent methods to address DOPs [15]. These approaches can
roughly be grouped into four categories: diversity schemes increasing the population
diversity after a change is detected [16], or maintaining the population diversity during
the run [17, 18], memory schemes [14, 19], multipopulation and speciation schemes
[20], and adaptive schemes [21].

The micro-evolution algorithm (MEA) is a stochastic search method based on the
mechanics of natural and biological evolution, which is always subject to dynamic
environments, and hence possess potential properties to adapt in dynamic environments
by using the gene structure evolution strategy and primal-dual mapping operator to
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trace the changing environment information. It is different from the traditional intel-
ligent approaches and has been shown to be very useful in solving a variety of com-
bination optimal problems [22]. MEA will be used for the solution of Dynamic
Location Problem of Customized Bus Stops.

The remainder of the paper is organized in following sections. Section 2 describes
the model. Section 3 presents the solution algorithm. Section 4 describes a real-world
deployment of MEA on benchmark problems. Finally, Sect. 5 draws conclusions and
recommends further implementations.

2 Problem Formulation

Notations: M ¼ f1; 2; � � � ;mg, M is the bus stop set; N ¼ f1; 2; � � � ; ng, N is the
demand set; dij represents the shortest distance from demand point i to the nearest bus
stop point j; wi denotes the demand from demand point i; p represents the number of
bus stops needs to be established; s denotes the maximum distance between bus stop
point and its served demand point; Mi represents the bus stop set within the permitted
maximum distance s to demand point i, 8i 2 N;Mi�M.

Variables: xij = 1 if demand point i is served by bus stop point j, 0 otherwise.
The p-median problem can be stated mathematically as:

min Z ¼
X

i2N

X

j2Mi

widijxij ð1Þ

X

j2Mi

xij ¼ 1 8i 2 N ð2Þ

xjj � xij 8i 2 N; i 6¼ j; 8j 2 Mi ð3Þ
X

j2M
xjj ¼ p ð4Þ

xij � 0 8i 2 N; 8j 2 M ð5Þ

xjj ¼ f0; 1g 8j 2 M ð6Þ

Where, objective (1) minimize the average weighted distance from bus stop point to
the demand point. Constraint (2) ensures that every demand point is served by one bus
stop point within the permitted maximum distance. Constraint (3) ensures that each
demand point is only assigned to the bus stop points within the p-median set. Con-
straint (4) ensures the number of bus stops is p.
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3 Micro-Evolution Algorithm

Micro-evolution Algorithm (MEA) is some like the conventional Genetic Algorithm
(GA). The major difference of two algorithms lies in two aspects: first, MEA is
designed based on gene structure evolution and the GA is on gene bit evolution.
Second, the traditional Primal-Dual Mapping Operator is improved by MEA with the
consideration of changed environment information. The general procedure of MEA is
shown as follows:

Procedure general MEA 
Begin 
  Parameterize(pop_size,pc,pm) 
  t:=0; 
  initializePopulation(P(0)); 
  evaluatePopulation(P(0)); 
  repeat 
     p’(t):=selectForRecombination(P(t)); 
     p”(t):= Structure-based crossover(p’(t)); 
     mutation(p”(t)); 
     evaluatePopulation(P”(t)); 
     P(t+1):=selectForSurvial(P(t)+P”(t)); 
     If ( circumstance is changed ) 
     { 
      D(t+1):=selectForDualEvolution(P(t+1)); 
      for each chromosome x in D(t+1) do 
       executeRevisedPDMoperation(x); 
     endfor 

} 
t:=t+1; 
until a termination condition is met; 
end 

3.1 Encoding Scheme (Representation)

As the traditional binary representation is not well suited for p-Median problem, a
direct encoding method with structure information is adopted where the location
facilities are represented as chromosomes:

S ¼ fs1; _s2; s3; _s4; � � � ; spg
si denotes the ith facility point, si 2 N.
_sk denotes the kth facility point which belongs to the dominance set, _sk 2 N 0 and N’

is the dominance set where the facility points are evaluated to be fitter than others in the
changed environment. Usually, the same genes in the top 5–10 % chromosomes will be
saved in the dominance set.
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3.2 Fitness Evaluation

Let Zbest denote the average weighted distance traveled from demand points to facility
sites of the best chromosome, Zk denote the average weighted distance traveled from
demand points to facility sites of the kth chromosome, k is a constant. When the
distance between a demand point and a facility site exceeds the maximum distance
limit s, a large number M will be added to the objective function, The fitness ek for kth
chromosome is calculated as follows:

ek ¼ kZk=Zbest ð7Þ

3.3 Dominance Gene Structure

For a chromosome S ¼ fs1; _s2; s3; _s4; � � � ; spg, let _sk denotes the kth facility point which
belongs to the dominance set N’, we call the set S0 ¼ f_s2; _s4; � � � ; _sk; � � �g, where _sk 2
N 0 and S0 � S, a dominance gene structure of chromosome S. In the structure-based
crossover operation of MEM, the dominance gene structure will be preserved in the
evolution procedure.

3.4 Micro-Evolution Operators

3.4.1 Selection Strategy
We give more reproductive chances to the populations that are the most fit. The K
highest-rated chromosomes will be preserved to next generation.

3.4.2 Structure-Based Crossover Operator

(1) Two parents are selected randomly from the population. For example, the two
parents are: P1 : 1 _2 5 6 _7 9 P2 : 3 _4 _7 8 9 10

(2) The same segments from two parents are copied into the front of P1ðP2Þ. The rest
genes (separated by ‘|’) are chosen randomly and the crossover sub-segments
(marked by ‘—’) are gotten as: C0

1 :
_7 9 j 1 _2 5 6 C0

2 :
_7 9 j 3 _4 8 10

(3) If the sub-segments (marked by ‘—’) have genes in dominance set, the genes in
dominance set will be accepted with a low probability. Mostly they will be
re-chosen or directly treated to make sure the dominance structure will not be
destroyed in the crossover operation.
First: C0

1 :
_7 9 j 1 _2 5 6 C0

2 :
_7 9 j 3 _4 8 10

If not accepted, re-choose the crossover sub-segments C0
1 :

_7 9 j 1 _2 5 6 C0
2 :

_7 9 j 3 _4 8 10
Or release the gene in dominance set directly
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C0
1 :

_7 9 j 1 _2 5 6 C0
2 :

_7 9 j 3 _4 8 10

(4) Exchange the crossover sub-segments of two parents to get two offspring corre-
sponding to above three cases: C00

1 : _7 9 j 1 _4 8 6 C00
2 : _7 9 j 3 _2 5 10 or C0

1 :
_7 9 j 1 _2 8 10 C0

2 :
_7 9 j 3 _4 5 6

orC0
1 :

_7 9 j 1 _2 8 6 C0
2 :

_7 9 j 3 _4 5 10

(5) After adjusting the sequence, the final offspring corresponding to above three cases
are: C1 : 1 _4 6 _7 8 9 C2 : _2 3 5 _7 9 10 or C0

1 : 1 _2 _7 8 9 10 C0
2 : 3 _4 5 6 _7 9

or C0
1 : 1 _2 6 _7 8 9 C0

2 : 3 _4 5 _7 9 10

3.4.3 Revised Primal-Dual Mapping (PDM) Operator
Primal-Dual Mapping (PDM) Operator is revised to trace the change of environment on
the structure of chromosome. Inspired by the complementary mechanism in nature, a
chromosome could be recorded with primal-dual method. A chromosome recorded
explicitly in the population is called a primal chromosome in PDM Operator. The
chromosome that has maximum distance to a primal chromosome in a distance space is
called its dual chromosome. In traditional binary-encoded space, the Hamming distance
(the number of locations where the corresponding bits of two chromosomes differ) is
usually used as the definition of distance. Given a primal chromosome x ¼
ðx1; x2; � � � ; xpÞ 2 I ¼ f0; 1gp of fixed length p, its dual or its implement
x0 ¼ dualðxÞ ¼ ðx01; x02; � � � ; x0pÞ 2 I ¼ f0; 1gp, where dual(.) is the primal-dual mapping
function and x0i ¼ 1� xi. In the dynamic location problem, a primal chromosome could
be represents as S ¼ fs1; _s2; s3; _s4; � � � ; spg, its dual or its implement
S0 ¼ dualðSÞ¼ fs01; _s02; s03; _s04; � � � ; s0pg, where dual(.) is the primal-dual mapping func-
tion and s0i ¼ f ðsiÞ with the maximum weighted distance to node si when the demand of
passengers is changed. For example, when the demand is changed, the new primal-dual
mapping function s0i ¼ f ðsiÞ is as follows,

The primal gene : 1 2 3 4 5 6 7 8 9
The primal� dual mapping : # # # # # # # #
The dual gene : 8 7 5 9 3 8 6 7 1

An example of applying primal-dual mapping operator to a 6-bit string chromo-
some is shown as follows:

The primal chromosome : 1 4 6 7 8 9
The primal� dual mapping : # # # # #
The dual chromosome : 8 9 8 6 7 1

If there are same genes, such as “8” in above dual chromosome, a random selection
method is used to find a different gene “3” to replace “8” as follows:
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The primal chromosome : 1 4 6 7 8 9
The primal� dual mapping : # # # # #
The dual chromosome : 8 9 3 6 7 1

With above definition, a set of low fitness primal chromosomes are selected to
evaluate their duals for the next generation each time when the environment is changed
(here, the environment could be the demands of the stops). For every candidate, it is
replaced with the dual if the dual is evaluated to be fitter; otherwise it is survived into
the next generation.

3.4.4 Mutation Operator
The mutation operator adopts a single node exchanging method. First, the going out
index si in the solution S ¼ fs1; s2; � � � ; spg is selected randomly. Then, an index j in
node set N is also selected randomly. If j 62 S and j 6¼ si, exchange two nodes. The
operation will avoid the indices already in the solution. For example:

O2 : 4 2 7 5 6

After randomly selecting the mutation point No. 3 that is 7, we select another
mutation point j ¼ 9 in N ¼ f123456789g. The final chromosome is muted into

O2 : 4 2 9 5 6

3.4.5 Termination-Condition
Predefined maximum number of generation or time limit is reached.

4 Simulation Experiments

In this section, we provide simulation tests to illustrate the solution procedure of
micro-evolution algorithm (MEA) as previously outlined. The parameters as weight of
150 nodes and distances between each pair of nodes are shown in the paper [12]. The
number of bus stops to be opened, p, was set to 20, 40, 60, 80, and 100 whereas the
maximum distance parameter, s, was set to 200 m, 300 m, and 400 m. When the pop
size is 300, crossover rate is 0.85, and the mutation rate is 0.05, it needs no more than
10 s when generation is 2000 on ThinkPad T400/2.8 GHz. The tests show that MEA
performs more efficiently than the conventional GA for the static location problem.
Some comparison tests results are shown in Table 1.

Since for dynamic optimization problems a single, time-invariant optimal solution
does not exist, the goal is not only to find the extremum but also to track their
progression through the space as closely as possible. We design the test experiment of
MEA and conventional GA on the periodically shifting CBSLP. The maximum
allowable generation is set to 5000 and the fitness landscape is shifted every 500
generations in first 3000 generations. That is, there are 6 change periods for MEA and
conventional GA. The demand of each potential bus stop is randomly generated and
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accumulated from the node weight set in [12] at each change period. After 3000
generations, the demand of each potential bus stop will back to the former weight of
nodes in [12] to compare the final optimal results of two solutions. Figure 1 shows the
results of MEA and conventional GA on the CBSLP in dynamic environments where
the number of bus stops to be opened, p, was set to 100 whereas the maximum distance
parameter, s, was set to 400 m.

Table 1. Some comparison tests results

Facility num.
p

Distance
s

Optimal
results

The Optimal rates at generation 2000 (�
10 s time diversity)
MEA (20
times)

Conventional-GA (20
times)

100 200 122094 90 % 60 %
300 122094 95 % 70 %
400 122094 95 % 65 %

80 200 355618 90 % 75 %
300 355618 95 % 80 %
400 355618 90 % 80 %

60 200 771652 95 % 75 %
300 771652 100 % 80 %
400 771652 95 % 70 %

40 200 1696328a 90 % 75 %
300 1604999 90 % 70 %
400 1604999 95 % 80 %

20 250 524499 90 % 75 %
300 4318959 95 % 70 %
400 4072860 95 % 65 %

aOptimal solution for this instance is 1,692,948
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Fig. 1. Evolution curves in dynamic environments
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From Fig. 1, MEA outperforms the conventional GA in all periods. For MEA, its
performance curve shown with dot line is lower than GA’s with solid line which means
the PDM operator of MEA can keep sufficient diversity in the population and make the
individuals to jump quickly to the new optimum point or nearby when the environment
changes. Also, see the generations from 3500 to 5500, MEA is more efficient to find the
final optimal result than GA. The performance curve of conventional GA gains almost
no improvement even if a re-initialization method is used that more than 50 % indi-
viduals in the population is generated again randomly after a change occurs. And
conventional GA behaves much less efficiently than the MEA due to the dominance
structure destroy in crossover and mutation operations.

More experimental results show that MEA has stronger robustness and adaptability
than conventional GA in the dynamic environments. The PDM and dominance gene
structure preserving scheme used in MEA are found useful to improve the operations
adaptability under dynamic environments. Due to the page limitations of the pro-
ceedings, the other detailed results for the 150-nodes data set are available from the first
author.

5 Conclusions

This paper addresses the dynamic location problem of customized bus stops with
maximum distance constraints. The micro-evolution algorithm (MEA) is designed
based on gene structure evolution method for the solution of the problem. The tradi-
tional Primal-Dual Mapping Operator is improved by MEA to capture the changed
environment information. Experimental results with the 150-nodes location benchmark
data set show that MEA has stronger robustness and adaptability than conventional GA
in the dynamic environments. Thus, an improving aided tool for better decision of
customized bus system has been provided.

There are several future works relevant to this paper. It is a straightforward work to
analyze the gene structure preserving mechanism of MEM and examine their perfor-
mance in dynamic environments. The methods to identify the key or dominant genes to
prevent early convergence of the algorithm need to be further explored. We believe that
the well-designed gene structure preserving scheme could improve the performance of
MEM. To hybridize the proposed MEM with other approaches developed into MEM,
such as the memory and multi-population schemes, will be another interesting future
work. In the paper, only a set of low fitness primal chromosomes are selected to
evaluate their duals for the next generation each time when the environment is changed.
It is valuable to further investigate how much the number of PDM operations in the
generation affects the performance of MEM. Finally, MEM should be compared with
more dynamic optimal methods, which is left as a future research.
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Abstract. A highly efficient design project on embedded system for Internet of
Things (IOT) is presented for materials margin management system. As the key
instruments of IOT, the acquisition and transmission of weight system data is
based on embedded STC15W201S. RS485 bus and Ethernet are used to link
microcontroller and PC which make a complete materials margin for real-time
dynamic management system. Communication between host computer and
instruments and software of host computer are provided to implement of
weighting system. As the key technologies, communication between PC and
Ethernet, weighting calibration and data filtering are discussed. Test results show
that this embedded system can satisfy the design purpose to materials manage‐
ment for Internet of Things.

Keywords: Internet of things · Material management · Weighting system ·
Calibration · First-order filter

1 Introduction

There are more and more requirements on material management for factories, labora‐
tories and family life with the development of Internet of Things (IOT). It provides
convenience for the users query in real time, accurate information to support distribution
for suppliers or future of intelligent logistics.

Figure 1 is the function block diagram of material margin management system based
on IOT. It mainly includes three parts: user, material suppliers and material users
(factory, community and laboratory shown in Fig. 1). The material users can upload data
to the server with material margin management system. Aimed at material management
system based IOT, weighting system is designed and implemented with STC15W201S
and mini X86 host.

Network control system is used by local intelligent sensor, data acquisition and
processing and remote host monitoring at the same time exchange information with users
through Internet. Figure 2 is structure diagram of the weighing system.

MCS-51 single chip sends data uploaded by HX711 to upper computer according to
the coding command sent by upper computer.
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Fig. 2. Structure block diagram of the weighing system

2 Design of Hardware Circuit

2.1 Hardware Design and Implementation of the Weighing Module

Weighting sensor uses a resistive strain gauge load cell. The main parts consist of several
resistance strain gauges, elastomers and detection circuit. Elastomer deforms under
external force, so that strain gauges which are pasted the surface of the resistance also
accompanied deformed after the deformation resistance strain gauge. A/D converter is
used electronic scales dedicated chip HX711, which is a 24 A/D converter chip designed
for high-precision electronic scales. Compared with the same type of other chip, it inte‐
grates the peripheral circuits including power supply, and on-chip clock oscillator [2].

DIP (dual inline-pin package) switch is designed to operate a control address switch
which can be portable and convenient in hardware. When there is an extension failure,
the corresponding DIP switch will be adjusted. It’s not necessary to change the source
code to achieve the replacement extension. However, the address switch can control up

Server

Users

PhoneHost computer of 
supplier

FactorySupplier

Host computer of 
factory

Host computer of 
community

Host computer Of 
laboratory

Community Laboratory

Fig. 1. Function block diagram of material margin management system
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to 16 extensions. If more than 16 extensions, it can only be extended by cascading
approach, increasing the PC code complexity.

General method is as follows:
In Fig. 3, each of the devices only need to read four pin of address switch, and it can

set the address of the extension. Since the extensions are strung together, only one vari‐
able is set to read the low 4 bits of P1 port in the program to achieve the extensions
address setting.

Fig. 3. A circuit diagram of DIP switch

In the serial communication program, host sends three bytes of information based
on Table 1 to a selected extension. Every extension compares address information
extracted from the bus with its own address information. Only matching extension sends
information in accordance with Table 2 to the upper compute. Due to HX711 A/D
converter collect 24-bit data, it is necessary to extract only the high 16-bit data according
to precision. One conversion data is split into transmission in two times. In Table 2,
every two bytes of data combined with measurement is one time conversion data after
the third byte. Every Transmission is consists of ten continuous data in order to filter
the data to improve the accuracy of measurement data.

Table 1. Communication format of PC to extension

Byte Value Function
1 0 × 5F Start flag
2 0 × XX Address
3 0 × AF End flag

Table 2. Communication format of extension to PC

Byte Value Function
1 0 × 5F Star flag
2 0 × XX Address
3–22 0 × YY Measure data
23 0 × AF End flag

Tables 1 and 2, respectively, includes the communication format between PC and
extension.
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Similarly, after receiving the data, the host computer will first determine whether the
received correctly or not according to the data communication format, then the data will
be handled respectively.

2.2 Software Structure and Functional Design

Due to different materials, it’s necessary to use different sensors, and every lower
machine needs to be calibrated before using sensors, respectively. To prevent the restart
after power off, the calibration information is recalibrated. In the present system, the
calibration information is stored in the database to achieve the purpose that software can
be used immediately after restart. Software of upper computer structure of function is
shown in Fig. 4.

Material information collection 
and remote monitoring system

calibration 
data

peeled and 
nulling

data 
display data query

serial port 
parameters

network 
configuration

lower machine 
managementdata process

Fig. 4. Software of upper computer structure of function

The host PC as primary monitor collects information from every lower computer,
such as margin, temperature, humidity, etc. It will display the collected data after certain
transformation and filtering. PC can also send collected information to the client in a
certain format by the network. So the client can obtain real-time information to collect
up the status of each extension, and then take the next step.

Figure 5 is a system software interface. Its main functions are:

Fig. 5. Software interface
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1. Communication setting area: It includes the selection of the serial and setting of the
port. Serial choice is to solve the limitation that hardware DIP switch only controls
up to 16 extensions. And the extension number can be further expanded by selecting
a COM port.

2. Information display frame: This frame displays the host working status, extension
status, and the operation of the error message.

3. Extension Select Area: Clicking the one extension is able to display the corre‐
sponding extension status, the calibration information and the collection data.

4. Calibration Area: The calibration value is set by the user, and the measured value is
the data transmitted by extension in the case of no-load and full-load.

5. Function buttons: Measurement Button can work only after the calibration of the
extension is complete. Zero drift occurs when the extension worked, so it’s necessary
to manually adjust to zero which makes the results more accurate.

6. Network: When user opens the transmission network, system will send data to the
client according to a certain format by all COM. At the same time PC server can also
receive commands from the client, and the command determines the next action. PC
uses asynchronous communication and multithreaded method and Fig. 6 is the host
network asynchronous communication flowchart. The main threads created in
running system are the main thread including the connection threaded, the data
transmission thread, and the data reception thread.

Fig. 6. Host network asynchronous communication flowchart
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2.3 Data filtering

Figure 7 is an unprocessed data waveform.

Fig. 7. An unprocessed data waveform.

First-order low-pass filtering algorithm formula is as Eq. (1),

Y(n) = 𝛼X(n) (1 − 𝛼)Y(n − 1) (1)

Where, α is the filter coefficient. X(n) is the present value of samples. Y (n–1) is the
previous filter output value. Y(n) is the present filter output value.

• New sample < Last filter result:

Filtering result = Last filter result – (Last filtering result – New sample) × filter
coefficient ÷ 256

• New sample > Last Filter result

Filtering result = Last filter result + (New sample – Last filtering result) × filter
coefficient ÷ 256

Where, the range of filter coefficient is from 0 to 255. And the coefficient value
determines weight of the new sampling value in this filtering result.

Figures 8 and 9 represent he effect with different filter coefficients.

• Filter Coefficient = 30
• Filter Coefficient = 200

Fig. 8. The waveform of filter coefficient equal to 30
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Fig. 9. The waveform of filter coefficient equal to 200

From Figs. 8 and 9, the filter coefficient is smaller, and the filter result is more stable.

• Filter Coefficient = 30

(a) Filter Coefficient =30,No filtering (b)Filter Coefficient =30,Filtering

Fig. 10. The waveform of filter coefficient equal to 30

• Filter Coefficient = 200

(a) Filter Coefficient =200, No filtering (b) Filter Coefficient =200, Filtering

Fig. 11. The waveform of filter coefficient equal to 200

From Figs. 10 and 11, the smaller filter coefficient is, more insensitive but more
accurate the system is. And the bigger filter coefficient is, the more sensitive but less
accurate system is.

In summary, Fig. 12 is the filtering process flow chart.

R&D on an Embedded System of the Material Management 649



New group of data

Maximum value-Minimum 
value>threshold value

Filter Coefficient=200 Filter Coefficient=30

Data is transferred to other 
parts of the program

Compare the new sample value with the 
previous filtering result

Filtering result = Last 
filter result - (Last filtering 
result -New sample) × 
filter coefficient ÷ 256

Filtering result = Last 
filter result + (New sample 
- Last filtering result) 
×filter coefficient ÷ 256

Y N

tluserretliftsaL>elpmasweNtluserretliftsaL<elpmasweN

Fig. 12. The filtering process flow chart

3 Running and Debugging

Figures 13 and 14, respectively, represents the three parts of system designed by this
paper. In order to facilitate the debugging, there is a program running to log running
state of PC software. There is no obvious problem during the long-running process. And
the software stays stable, which achieves the purpose of practical application.

(a)Physical model of MCU (b)MCU and weighing module connection diagram 

Fig. 13.  Physical map
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Fig. 14. The software running diagram

4 Conclusions and Future Work

The system can be applied to any occasions about material margin management. It
contains the lower computer based on MCS-STC8051 and connects with upper
computer by RS485 and Ethernet which can achieve the purpose that users can know
the margin in any time. At the same time, the upper computer analyses data to make
management of materials more effective. This paper focuses on the lower computer
hardware selection and design, upper and lower computer communication protocols,
and PC software design ideas. Finally, the weighting system designed by the paper has
used in certain material margin management based on IOT to realize the automatic
material management in a pharmaceutical laboratory.
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Abstract. This paper proposes an intelligent tuning methods of linear and
nonlinear parameters for composite nonlinear feedback (CNF) control using
multi objective particle swarm optimization (MOPSO) and multi objective
genetic algorithm (MOGA). The main advantage of the methods lies in its
efficient fitness/objective evaluation approach of the algorithms such that it can
be computed rapidly to obtain an optimal CNF with good system response. In
order to yield an efficient technique for fitness evaluation, it is achieved by
utilizing a multi objective approach, thus avoiding the use of single objective
approach to evaluate the fitness. MATLAB simulations are used to test the
effectiveness of the proposed techniques. Nonlinear vehicle model is constructed
to validate the controller performance. The model is also simplified to a linear
model for designing the CNF. The superiority of the proposed methods over the
manual tuning method are improved with 98 percent reduction in error.

1 Introduction

Vehicle stability system is crucial to be control precisely especially in a severe
cornering maneuver to avoid oversteer or understeer situations. Hence, active front
steering system (AFS) has been widely investigated by many researchers for vehicle
yaw rate tracking control to achieve a good system response. The implementation of
composite nonlinear feedback (CNF) controller for active front steering system
(AFS) is significant owing to its benefit mainly in improving the transient performance.
In CNF, the optimal tuning parameters namely linear feedback gain F and nonlinear
gain parameters ( and c) are desirable to obtain a good system response.

The CNF controller was formerly designed by [1]. Linear feedback gain can be
designed by ensuring the closed loop system has a small damping ratio in order to
achieve a fast output response. From the previous works, the techniques that have been
applied are pole placement [2], H2 and H1 [3], LQR method [4] and many more. In the
CNF nonlinear part, the designer is required to tune the nonlinear gain parameters. As
in [5], they selected the nonlinear gain parameters by using the classical root locus
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theory. According to [6], the value of c can be fixed by setting the steady state system
with a desired damping ratio that has been initially chosen. The other implementation
to optimize the CNF parameters is by using Hooke Jeeves method for controlling the
speed of DC motor [6].

Despite of the other tuning methods addressed in the previous works, there appear
to be an absence in utilizing an artificial intelligent technique to optimize the param-
eters. It is a powerful method to save the computational time and ease the complexity in
designing the CNF controller. Thus, this paper proposes multi-objective particle swarm
optimization (MOPSO) and multi-objective genetic algorithm (MOGA) for CNF
controller tuning parameters to achieve the desired transient and steady state perfor-
mance of yaw rate response. Multi-objective approach seems to be a suitable method to
be applied in the optimization algorithm, because each of these criteria can be com-
puted together as a multi-objective function rather than just consider a single objective
function. It has an ability to perform the trade-off between each of the fitness functions
to produce the optimal performance of the system.

2 Vehicle Modeling

The nonlinear vehicle model is constructed with 7 DOFs as below

• Translation of longitudinal direction (vehicle speed).
• Translation of lateral direction (vehicle lateral speed).
• Yaw motion about the z-axis (vehicle yaw rate).
• Rotational of the 1st wheel to 4th wheel (wheel angular velocity).

It is assumed that the vehicle has low center of gravity with stiff suspension.
Figure 1 illustrate the structures of 7 DOF nonlinear vehicle model, 2 DOF linear
vehicle model and wheel rotation motion. The equations for vehicle speed at center of
gravity, sideslip angle and yaw rate dynamics [7, 8] are shown respectively as

_v ¼ 1
mv

½ Fx1 þFx2ð Þ cos b� dð Þþ Fx3 þFx4ð Þ cos bð Þ

þ Fy1 þFy2
� �

sin b� dð Þþ Fy3 þFy4
� �

sin bð Þ� ð1Þ

_b ¼ 1
mv

½� Fx1 þFx2ð Þ sin b� dð Þ
� Fx3 þFx4ð Þ sin bð Þþ Fy1 þFy2

� �
cos d� bð Þþ Fy3 þFy4

� �
cos bð Þ� � _w ð2Þ

€w ¼ 1
Iz
½Fx1 lf sin d� T

2
cos d

� �
þFx2 lf sin d� T

2
cos d

� �
þ T

2
Fx4 � Fx3ð Þ

þFy1
T
2
sin d� lf cos d

� �
þFy2 lf cos d� T

2
sin d

� �
� lr Fy3 þFy4

� �� ð3Þ

The lateral tire forces Fyi and nonlinear longitudinal tire forces Fxi are derived based
on Pacejka tire model [9]. The formulation of tire side slip angles a [7] are given as
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a1 ¼ a2 ¼ d� b� lf _w
v

and a3 ¼ a4 ¼ �bþ lr _w
v

ð4Þ

The tire longitudinal slip ki during braking condition can be derived as

ki ¼ vi � Rxi

vi
ð5Þ

Along with the presence of moment of inertia of the wheel Iw, the wheel angular
velocity x can be calculated as

Iw _x ¼ Tdrivei � TBri � RFxi ð6Þ

Moreover, the vehicle trajectory can be obtained [10] as

X ¼ Z
vx cos _w� vy sin _w

� �
dt ð7Þ

Y ¼ Z
vx sin _wþ vy cos _w

� �
dt ð8Þ

In 2 DOF linear vehicle model [11], the state variables are vehicle body side slip
angle b and yaw rate _w with v as a constant parameter. The control input for the system
is steer angle d. The state space equation is shown as

7 DOF nonlinear model 

Wheel rotation motion 

2 DOF linear model 

Fig. 1. Structure of vehicle models
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_b
€w

� 	
¼ � Cyf þCyr

mv
�lf Cyf þ lrCyr

mv2 � 1

� lf Cyf�lrCyr

Iz
� l2f Cyf þ l2r Cyr

Izv

" #
b
_w

� 	
þ

1
mv Cyf
1
Iz
lf Cyf

� 	
dþ 0

1
Iz

" #
w ð9Þ

with an output of the system is given by

_w ¼ 0 1½ � b
_w

� 	
ð10Þ

where disturbance vector is w ¼ Mz. The cornering stiffness at front and rear are Cyf ¼
Cy1 þCy2 and Cyr ¼ Cy3 þCy4 respectively. The desired side slip angle and desired yaw
rate are determined based on [12]. The desired yaw rate equation is given as

_wd ¼
v

lf þ lr
� �þ kusv2

dfd ð11Þ

where kus is under steer parameter which is given by

kus ¼ m lrCr � lf Cf
� �

= lr þ lf
� �

CfCr ð12Þ

3 Controller Design

CNF involves the composition between two laws, that are linear and nonlinear feed-
back laws. Figure 2 shows system model control, where df is a front wheel angle, dfd is
a steer input of front wheel demanded by the driver and dc is a corrective steer angle by
the CNF controller. The relationship of these angles is given as

df ¼ dfd þ dc ð13Þ

Consider a second order linear system as

_x ¼ Ax tð ÞþBsat u tð Þð Þ; x 0ð Þ ¼ x0; y ¼ Cx tð Þ ð14Þ

Fig. 2. System model control
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where x ε <n, u ε < and y ε < are the state variables, control input and controlled output
vector respectively. A, B and C are the appropriate dimensional constant system
matrices, and sat: < ! < represents actuator saturation which can be expressed by,

sat uð Þ ¼ sgn uð Þmin umax; uj jf g ð15Þ

where umax indicates saturation level for actuator input. The pair A;Bð Þ is controllable.
Below are the steps taken for designing the control strategy of CNF controller by using
state feedback method [5].

Step 1 (Linear feedback law design): The linear feedback law is given as

uL ¼ FxþGr ð16Þ

_x ¼ AþBFð ÞxþBGr ð17Þ

where r is step command input which is the signal of reference to be tracked by output
y and F ¼ ½f1f2� is selected such that AþBF is asymptotically stable and closed loop
system has a low damping ratio. Since the objective is to achieve y ¼ r, scalar G can be
obtained as

G ¼ �½C AþBFð Þ�1B��1 ð18Þ

The presence of G ensures the output y to track the constant reference signal r.
When the output y tracks r, then the state variable x becomes new steady state value xe.

xe ¼ Ger;Ge ¼ � AþBFð Þ�1BG ð19Þ

The value of W [ 0 must be a positive definite matrix. Matrix P can be obtained
such that A + BF is asymptotically stable and can be obtained based on Lyapunov
equation.

ðAþBFÞTPþ AþBFð ÞP ¼ �W ð20Þ

Step 2 (Nonlinear feedback law design): The nonlinear control law is designed to
increase the damping ratio, so that the overshoot can be reduced or eliminated. The
nonlinear feedback law is given by

uN ¼ q y; rð ÞBTP x� xeð Þ ð21Þ

This law is designed to change the closed loop damping ratio, as the output
approaches the target reference. The nonlinear function q r; yð Þ is a function of the
tracking error y� r [13] as below

Step 3: Combination of both feedback laws: The linear and nonlinear feedback laws
are combined to yield a CNF control law as
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u ¼ df ¼ uL þ uN ¼ FxþGrþ q r; yð ÞBTP x� xeð Þ ð23Þ

4 Design of Multi-objective PSO and GA Algorithms

A multi-objective approach for MOPSO is based on weighted sum approach [11, 14]
for the fitness evaluation. Three criteria assigned for fitness function are over-shoot
(OS), settling-time (TS) and steady-state-error (SSE) to solve the minimization prob-
lem. The fitness of ith particle is given as

Fitnessij ¼ wSSEðSSEÞij þwOSðOSÞij þwTsðTSÞij ð24Þ

Table 1 shows the weight value assigned for each of the fitness given in Eq. (24)

The control variables are and c as in Eq. (22) and F ¼ ½f1f2� as in Eq. (16)
indicate the position vector of ith particle in the multi-dimensional search space at time
step t. The velocity of ith particle is given as

vtþ 1
ij ¼ xIvtij þ c1rt1j P

t
best;i � xtij

h i
þ c2rt2j½Gbest � xtij� ð25Þ

By considering a minimization problem, all the particles are evaluated based on
Fitness value. The personal best position Pbest;i to solve a minimization problem at tþ 1
is defined as

Ptþ 1
best;i ¼

Pt
best;i; Fitness xtþ 1

i

� �
[Fitness xti

� �
xtþ 1
i ; Fitnessðxtþ 1

i Þ�Fitness xti
� �


ð26Þ

Furthermore, to calculate the global best position Gbest at time step t is given as

Gbest ¼ min Pt
best;i

n o
ð27Þ

Every particle position is updated by the velocity until it finally reach one of the
stopping criterion such as the difference value between the maximum and minimum of
fitness is approximately equal to 0.00001 or the algorithm has reached the maximum
iteration defined by user. In MOGA, the fitness evaluation assigned for the
multi-objective strategy is using a similar technique as in Eq. (24). The fitness value

Table 1. Weight value for fitness evaluation

Weight value assigned for Weight value Priority

wOS OS 0.7 Highest
wTS TS 0.2 Medium
wSSE SSE 0.1 Lowest

A Comparison of Particle Swarm Optimization and Genetic Algorithm 657



Fitnessij for each of the chromosome in the current population is calculated which
indicates the quality and chance of the chromosome to be selected for the next gen-
eration. The probability of fitness is obtained as

Pij ¼ FitnessijPN
i¼1 Fitnessij

ð28Þ

Roulette Wheel method is then computed in selection process to find the optimal
fitness. The cumulative probability value is given as

Ci ¼ Pi þCi�1 ð29Þ

The process including crossover and mutation are repetitive until the stopping
criterion is met and the optimal value is achieved.

5 Result and Discussion

The results are obtained through the simulation work by using Matlab software. The
J-turn maneuver as in Fig. 3 is tested with the external disturbance which representing
a side wind as in Fig. 4.

For the simulation, the 2-degree driver steer input of front wheel dfd is used. The
steering ratio of hand wheel steer angle to the front wheel steer input is 20:1 [15]. The
vehicle is set with a constant velocity, 100 km=h. Table 2 shows all the vehicle
parameters for the simulation as below

The 2 DOF single track vehicle model for front steering system is obtained as

_x ¼ �3:9026 �0:9839
6:9689 �3:8942

� 	
xþ 2:2343

35:9250

� 	
sat uð Þ; y ¼ 0 1½ �x ð30Þ

Fig. 3. J-turn maneuvre
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Fig. 4. Wind disturbance
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The yaw reference in Eq. (11) is determined as

_wd ¼ 7:0654dfd ð31Þ

The parameters initialization that has been set for MOPSO are number of particles
in a swarm (N = 20), maximum iteration tmax = 150, acceleration coefficients (c1 and
c2) = 1.4, maximum weight value xImax = 0.9 and minimum weight value xImin = 0.4.
In MOGA, the parameters are number of chromosomes N = 20, maximum number of
iteration = 150, crossover rate cr = 0.7 and mutation rate mr = 0.2. The manual tuning
method involves ITAE criterion to solve the minimization problem [6] that can be
determined as

min
Z 1

0
t ej jdt½ � ð32Þ

e indicates the closed loop tracking error. Figure 5 illustrates the yaw rate by using
MOPSO, MOGA and manual tuning method with 2-degree steer input of J-turn
maneuver. Figure 6 illustrates the side slip angle responses for all the techniques used.
It can be visualized that the responses are stable and do not exceed the limitation.
Figure 7 illustrates the trajectory of the vehicle on the road for 2-degree steer input. The
vehicle trajectory of CNF by MOPSO and MOGA are still capable to follow the
reference path and remain on the track with minimal error. The vehicle path movement
by CNF (manual tuning) has shown slight deviation from the desired track, meanwhile
the vehicle trajectory without controller shows that the vehicle has fully deviated from
the desired. This situation is called understeer movement that could lead to an accident.

Table 3 tabulates the mean squared error (MSE). MSE is the average of the squares
of errors indicates the difference of the actual and desired yaw rate response. MOPSO
achieved better results for both steer inputs which are slightly smaller value of MSE
than MOGA and followed by the manual tuning method. The result by using the

Table 2. Vehicle parameters

Vehicle parameter Value

Mass, m 1704:7 kg
Moment inertia, Iz 3048:1 kgm2

Distance from the center of gravity (CG) to the front axis, lf 1:035 m
Distance from CG to the rear axis, lr 1:655 m
Front tire cornering, Cyf 105:8 kN
Cornering stiffness (rear tire), Cyr 79 kN
Track, T 1:540 m
Moment of inertia, Iw 0:99 kgm2

Tire radius, R 0:313 m
Road adhesion coefficient, l 1
Steering wheel ratio, ns 20
Gravity constant, g 9:8 ms�2
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manual tuning method has achieved a good performance in transient and steady state
responses. However, the result can be improved more because it is proven that an
optimal result can be produced by using MOPSO and MOGA. Manual tuning method
requires prediction of certain parameters to finally achieve the minimal value of ITAE.
If the ITAE value has recorded unsatisfactory result, the process must be repeated again
and longer time required to achieve an optimal response which is not practical.

0 5 10 15
0

2

4

6

8

10

12

14

16

18

20

22
Yaw rate response of 2 deg of steer input

Time (s)

Y
aw

 r
at

e 
(d

eg
/s

)

CNF by MOPSO

CNF by MOGA

CNF (manual tuning)

Without Controller

Reference

1.5 1.6 1.7 1.8

14

14.5

15

Fig. 5. Yaw rate responses

0 5 10 15

-10

-5

0

5

10

15

20

25

Time (s)
S

id
e 

sl
ip

 a
ng

le
 (

de
g)

Side slip response of 2 deg of steer input

CNF by MOPSO

CNF by MOGA

CNF (manual tuning)

Side Slip Angle Limitation

Fig. 6. Side slip angles

-20 0 20 40 60 80 100 120 140 160
-50

0

50

100

150

200

250

300

350
Vehicle path movement on J-turn for 2 deg steer input

X(m)

Y
 (

m
)

CNF by MOPSO

CNF by MOGA

CNF (manual tuning)

Without Controller

Reference

132 133 134 135

150

155

160

Fig. 7. Vehicle trajectory

Table 3. Mean squared error

Method MOPSO MOGA Manual tuning

MSE 0.0357 0.0437 0.0449
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6 Conclusion

As a conclusion, the combination of linear and nonlinear control law may produce a
good CNF controller especially when it is optimized by MOPSO and MOGA methods.
Thus, the weakness of manual tuning method can be overcome by using these algo-
rithms which are more suitable and effective due to its intelligent features. Overall,
MOPSO has shown better result compared to MOGA but both algorithms have ability
in minimizing the objective function with a small tracking error produced. Thus, the
vehicle can move safely without any dangerous accident such as skidding, spinning,
over steering and under steering conditions.
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Abstract. In order to solve the problem of the same type, the same color, the
same number of the clone car identification problem, the time credibility and
traffic unobstructed degree are the evaluation factors, the membership function
of the input vectors was constructed by using the typical function method, and
the clone car suspected degree were divided into not suspicious, slight suspicious,
suspicious,very suspicious, extreme suspicious of 5 grades. A neural network with
4 layers of nodes is established, which is the input layer, the fuzzy layer, the fuzzy
inference layer and the output layer. The simulation results show that the actual
output of the network is basically in line with the output of the network forecast,
which can meet the requirements of the system.

Keywords: Fuzzy neural network · Feature recognition · Time credibility ·
Traffic unobstructed degree

1 Introduction

The same type, the same color, the same number of clone car identification is a key and
difficult clone car recognition technology. This clone car cannot be recognized by image
processing and pattern recognition technology. Assuming that the same type, the same
color, the same number vehicles appear in A and B places at the moment T1, T2 respec‐
tively. In this paper, according to the city speed limit, the shortest travel time passed
through the two places A, B is calculated. By comparing the actual running time and
Tmin, whether the vehicle is suspected is determined.

Fuzzy system [1–3] for knowledge extraction is more convenient, it can deal with
some of the problems of thinking reasoning, for some incomplete, inaccurate informa‐
tion, can be dealt with based on experience and knowledge; it is good for the use of
expert knowledge, and the sample requirement is low, suitable for fuzzy or qualitative
knowledge. But the fuzzy system is lack of self-learning and self-adaptation ability, it
cannot be based on the input and output characteristics of the system to adaptively update
the fuzzy membership function parameters, moreover, the fuzzy system has many
defects, such as manual intervention, slow reasoning and low precision.
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The artificial neural network [4–6] is composed of many small processing units, and
the function of each processing unit is simple. However, a large number of processing
units jointly acting and parallel computing can quickly get the desired results. And the
fault tolerance of neural network is very strong, the local neuron damage, which will
not cause a great impact on the overall situation. Neural network has strong learning
ability, manual intervention is less and the precision is higher, but it is not suitable for
the expression of knowledge based on rules. Therefore, in the network training, the
neural network cannot better use the existing experience knowledge, and network
training time is long, and easy to fall into the local optimal solution.

Fuzzy neural network (FNN) [7–10] is the product of the combination of fuzzy theory
and neural network. Fuzzy neural network combines the two organically, brings together
the advantages of neural network and fuzzy theory. It can solve some problems that
cannot be solved by conventional information processing, but also can solve the problem
of consciousness category or sample information incomplete.

This paper uses FNN technology to determine suspicious degree of vehicle clone
plate, this kind of evaluation information does not need to be expressed accurately, but
it is in the form of membership degree. The system will ultimately determine the vehicle
belonging to which warning level. The vehicles belonging to different levels are
managed at different grades, and the vehicle of high level is included in the black list
database, self-identification and early warning of the clone car can be implemented.

2 Determine the Input and Output of Network

2.1 Problem Description

Two basis of identifying the same type, the same color, the same number clone car are
time credibility ξ and traffic unobstructed degree Ψ, among them, the smaller the time
credibility is, the more likely it is to clone car. Under the condition of same time cred‐
ibility, when the traffic is more crowded and the traffic flow is smaller, the possibility
for the clone car is more.

Time credibility ξ is quantitative factor, and traffic unobstructed degree Ψ is quali‐
tative factors. These two points are used as the input variables of the network.

The output of the network is the suspicious degree υ of clone car, and the greater the
suspected degree is, the bigger the possibility of the car deck is.

This article will take Changchun city as an example, through the analysis of the
traffic flow on the main road in urban areas, to analyze and establish the fuzzy neural
network model.

2.2 Evaluation Factor

Time Credibility. The degree of credibility of vehicle in the monitoring time period
from the A to the B, can be obtained by the Eq. 1.
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𝜉 =
T − Tmin

Tmin
(1)

Where, T = |T2−T1|, Tmin represents the shortest time obtained by the Eq. 2:

Tmin =
Smin

V
(2)

Where, Smin represents the shortest distance between A and B, which can be obtained
by the shortest path algorithm. V is the maximum speed limit of the city.

By sample calculation, when ξ ˃1, the possible of clone car can be eliminated; when
ξ ˂  −0.5, the car can be determined is the clone car. So the discourse domain of ξ is [−0.5,
1], Fuzzy set is divided into ξ = {low, slight low, middle, slight high, high}.

Traffic Unobstructed Degree. The traffic unobstructed degree describes the unob‐
structed degree where the road that the vehicle is on at the monitoring time. When the
traffic is heavy, in the same time period, the distance that car can travel is shorter. In
other words, the two cars pass the same road section at the same time, and in the traffic
jam the possibility that the running vehicle is clone car is greater. The traffic unobstructed
degree considered here is a qualitative factor, which should be quantified according to
the expert scoring method. The fuzzy set of quantitative criteria can be divided into
Ψ = {very poor, poor, common, slight good, good} to mark, and score is as an input
variable.

Because the domain scope of the input variables ξ and Ψ of network is not uniform,
first, the domain should be converted, and be linearly converted to the [0, 1] range, then

Table 1. ξ and Ψ data table

1 
2 

3 
4 

5 
6 

7 
8 

9 
10 

0.9725 0.4500

0.6908 0.7500

0.8252 0.3500

0.8447 0.4500

0.8022 0.6500

0.2743 0.1500

0.4554 0.2500

0.8348 0.5500

0.6369 0.7500

0.9125 0.7500

Evaluation 
indicatorThe ith 

group 
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fuzzy computing is implemented. The Table 1 is ξ and Ψ data obtained by calculating
the data of 10 groups monitored actually.

2.3 The Establishment of the Fuzzy Membership Function

The fuzzy method is used to calculate the membership degree of influencing factors as
the input of neural network, the membership function of fuzzy set is established firstly.
For the same fuzzy concept, different people will form different fuzzy membership
function. However, as long as they can reflect the fuzzy concept, in solving practical
problems they are the same. The determination method of fuzzy membership function
mainly has fuzzy statistical method, the example method, the expert experience method
and the two element contrast method.

Different membership function curves have different influence on the control char‐
acteristics. Fuzzy subset with a sharp shape in the membership function curves, its reso‐
lution is higher, and the control sensitivity is higher. On the contrary, the membership
function curve is relatively flat, its control characteristic is relatively gentle, and the
stability is good. Therefore, it is need to choose a more suitable membership function
curve according to the actual problem. In this paper, the membership functions of the
input vectors are constructed by using the typical function method. After a lot of data
analysis and experimental verification, the membership function is determined as the
Gauss type membership function. Gauss distribution function is shown in Fig. 1.

Fig. 1. Gauss type membership function curve

In Fig. 1, c represents the center, and σ1, σ2 indicate the width of the left and right
sides respectively.

For time credibility ξ, fuzzy set is divided into ξ = {low, slight low, middle, slight
high, high}, Gauss membership function distribution center c = {0, 0.2, 0.4, 0.6, 1}.
Through the analysis of a large number of monitoring data, according to the principle
“the vast majority of vehicles running on the road are vehicles that are legally licensed”,
the regional of the low and slight low credibility is divided more detailed, so this type
of regional resolution is relatively high. The time reliability of the membership function
is shown in Fig. 2.

In Fig. 2, the red curve represents the membership function curve of the lowξ, orange,
yellow, blue and green are in turn slight low ξ, middle ξ, slight high ξ, high ξ. See from
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the graph, the red, orange and yellow area classifications are fine, and the resolution is
higher.

For traffic unobstructed degree Ψ, the fuzzy set can be divided into Ψ = {very bad,
bad, common, slight good, good}, and Gauss membership function distribution center
c = {0, 0.25, 0.45, 0.75, 1}. Membership function curve of Ψ is shown in Fig. 3.

Fig. 3. The membership function curve of traffic unobstructed degree Ψ (Color figure online)

In Fig. 3, the red, orange, yellow, blue and green curves respectively correspond to
Ψ “very poor”, “poor”, “general”, “slight good” and “good” situations.

Because the data collected by the data acquisition equipment is clear, it cannot be
used as the input of the fuzzy neural network. Therefore, the data in Table 1 can be
calculated the corresponding degree of membership of each distribution center by the
established fuzzy membership function,and the membership degree is used as the input
of the fuzzy neural network.

3 The Establishment of Fuzzy Control Rules

The fuzzy neural network output in this paper describes the suspicious degree of the
vehicle whether is the clone car, which is referred to as clone car suspicious degreeυ, its
domain is [0, 1], and the fuzzy set is divided into υ = {not suspicious, slight suspicious,
suspicious, very suspicious, extreme suspicious}. In order to facilitate the description,
the fuzzy set is in turn defined as υ = {green, blue, yellow, orange, red}, which respec‐
tively represent early warning level of different degrees. Firstly, the network is used to
solve a precise value of υ, then it will be blurred, finally, the car is determined to belong

Fig. 2. The membership function curve of time reliability ξ (Color figure online)
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to which early warning level. The fuzzy method is the same as the input variable, and
the Gauss membership function is adopted.

Based on the sample calculation and analysis, the fuzzy control rules are established
as Table 2.

Table 2. Fuzzy control rules

low Slight low Middle Slight high high

Very poor red red orange yellow blue
poor red orange yellow blue green

common red orange yellow blue green
Slight good red yellow blue green green

good orange yellow blue green green

As can be seen from Table 2, red, orange, yellow warning areas are relatively small,
and this part is the focus of the early warning area for clone car. In Table 2, under the
situation of the ξ is middle and the Ψ is very bad, the υ is orange of early warning, which
reflects the time credibility is in the confidence interval, but when the traffic situation is
very poor, the suspicious degree is higher. However, under the situation of the ξ is slight
low and the Ψ is good, the υ is yellow of early warning, which illustrates in the case of
low credibility, but the traffic if very good, the vehicle also cannot be determined is the
clone car. The situation described in the table fully reflects that the clone car is deter‐
mined by the two factors of time credibility ξ and traffic unobstructed degree Ψ.

4 Structure Model of Network

In this paper, the structure of fuzzy neural network is four layers neural network, where,
the input layer, fuzzy layer, fuzzy inference layer and output layer node number are
respectively 2, 10, 25 and 1. The structure of fuzzy neural network is shown in Fig. 4.

5 Analysis of Model Simulation Results

1000 groups of data are randomly selected as the network simulation data. The first 550
groups of data are selected as the training sample data, and the input vector is input into
the network, the expert value is the expected output of the network. The back 450 groups
of data are as the test data, and the test data is input into the network that has studied.
The simulation result is shown in Fig. 5.
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As shown in Fig. 5, the black line shows the predicted output of the network, the red
line shows the actual output of the network. In the 450 groups of experimental data,
clone car suspicious degree most concentrate in the following 0.5, and Only a few is
more than 0.6, which shows that the vehicle sample is basically a legitimate vehicle, and
the proportion for clone car is very small, so the selected samples are in line with the
actual traffic conditions. The actual output of the network is basically in line with the
network forecast output. The error curve is shown in Fig. 6, and error is kept between
−0.02 and +0.02, which will not affect determination of the system for the early warning
level. Some test results are shown in Table 3.

Fig. 5. Simulation results

Output layer (o)

Fuzzy reasoning layer (k)

Fuzzy layer (j)

Input layer (i)

... ...

Fig. 4. Four layers schematic diagram of the structure of neural network

Fig. 6. Experimental error

Feature Recognition Based on Fuzzy Neural Network for Clone Car 669



Table 3. Parts of the test results

ξ Ψ Network evaluation results υ Expert evaluation results υexpect Error
0.9725 0.43 0.1439 0.1346 0.0093
0.6908 0.74 0.2816 0.2968 −0.0152
0.7012 0.39 0.2706 0.3980 −0.1274
0.8447 0.42 0.2118 0.2056 0.0062
0.8022 0.68 0.2174 0.2147 0.0027
0.2743 0.12 0.7892 0.7874 0.0018
0.4554 0.28 0.5913 0.5834 0.0079
0.8348 0.55 0.1736 0.1755 −0.0019
0.6369 0.73 0.3487 0.3510 −0.0023
0.9125 0.49 0.1754 0.1811 −0.0057

6 Conclusions

The same type, the same color, the same number clone cars cannot be identified by image
processing method, so a method based on fuzzy neural network is proposed in this paper.
A quantitative input factor of the neural network is calculated by using the shortest path
that has been solved,the factor is time credibility. The qualitative input factor of neural
network, namely the traffic unobstructed degree is given by using the expert scoring
method. In this paper, the fuzzy neural network is the four layers network, and the layer
number of the input layer, the fuzzy layer, the fuzzy reasoning layer and the output layer
are respectively 2, 10, 25 and 1. The 450 groups of data are input into the trained network
to carry out the simulation experiment, and the precision of the result is high, so the
system requirements can be met.
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Abstract. As the most important payload of communication satellites, scout
satellites, relay satellites and remote sensing satellites, the solid surface
deployable parabolic reflector has a high surface accuracy, a high stiffness but a
heavy weight and a low folding ratio. The configure optimization and surface
accuracy investigation become the perquisite of the engineering design due to
the ascending requirement of the operating frequency and folding ratio. This
paper dedicates on the coupling multi-parameter configuration optimization and
the stochastic procedure based surface accuracy investigation of a solid surface
deployable parabolic reflector. It can be concluded that the folding ratio of the
optimized reflector attains to 0.296; the repeating error plays the most important
role in surface accuracy and the exist of the machining error leads to a more
unify surface accuracy. This investigation may lead to an intensive compre-
hension on the solid surface deployable reflectors.

Keywords: Solid surface � Deployable reflector � Configuration � Surface
accuracy � Monte Carlo simulation

1 Introduction

The purpose of a reflector is to confine most of the electromagnetic energy over a
distributed aperture into a focal plane for communication or energy transfer [1]. The
earliest use can be traced to the 2nd Punic Wars in the thrid century BC, Archimedes
used parabolic reflectors to focus the Sun’s heat to burn attacking Roman ships at the
siege of Syracuse [1]. The concept of using a parabolic reflector to focus electro-
magnetic energy was first described in the 10th century by Ibn Sahl, an Arabian
physicist [2] and the first application of parabolic reflectors in non optical frequencies
was the reflector used in the demonstration experiment of Maxwell’s electromagnetic
wave by Hertz in 1888 [1].

As the most important payload of communication satellites, scout satellites, relay
satellites and remote sensing satellites, the parabolic reflectors should have a larger
caliber, a higher surface accuracy and a lighter weight in order to fulfill a more effective
communication. However, due to the restriction of launching capability, the parabolic
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reflector should be deployable and a deployable mechanism should be installed on the
reflector. Therefore, the deployable reflector can be restricted during the launching and
deployed then locked after orbit injecting. The deployable reflectors can be categorized
into rigid assemblies, cable-strut assemblies, tensegrity structures and inflatable sys-
tems [3]. One of the most important index of the parabolic reflectors is the gain, which
indicates the extent of concentration. The relationship among the actual gain G, the
theoretical gain G0 and the surface accuracy error d can be expressed as Eq. (1),

G
G0

¼ e�
4pd
k ð1Þ

Herein, k stands for the wavelength and the surface accuracy error is represented by
root-mean-square (RMS). Generally, the surface accuracy error should locates between
k=30� k=50. It can be clarify that the more the communication efficiency, the shorter
the wavelength will be, and as a result, a higher surface accuracy should be obtained.
The solid surface deployable parabolic reflector is preferred because of the high surface
accuracy.

However, the deployment of the solid surface reflector is driven by the elastic
energy stored in the hinges, the repeating error, coupling with the machining error
determines the surface accuracy error. This paper dedicates on the coupling
multi-variable configuration optimization and the stochastic investigation on the sur-
face accuracy, for purpose of a thorough comprehension on the behavior of solid
surface deployable reflector.

2 State of the Art

Most of the solid surface schemes are prototypes [3]. The very first scheme was
proposed by Thompson-Ramo-Wooldridge, which is named by Sunflower. As illus-
trated in Fig. 1, Sunflower is constituted by 19 petals. The revolute joints are adopted
for the deployment and folding. Sunflower has a high surface accuracy and a simple
mechanism, but a low folding ratio and a high weight.

Figure 2 illustrates the modified Sunflower designed by Toshiba/NASDA. In this
scheme, the joints between the petals are more complicated than Sunflower in order to

Fig. 1. Sunflower [3]
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achieve a better folding ratio. However, the modified Sunflower had not improved the
disadvantages of Sunflower essentially.

DAISY, short for Deployable Antenna Integral System, was designed by Dornier
and European Space Agency (ESA), is illustrated in Fig. 3. DAISY is a Cassegrain
antenna, constituted by 25 petals. The petals are connected to the central disc with
radiating distributed revolute joints and supported by cross braces. DAISY has a high
surface accuracy and a high stiffness because of the cross braces, in the other hand, it is
also weighted heavily.

Dornier and ESA developed another scheme called MEA, as illustrated in Fig. 4.
The configuration of MEA resembles DAISY, but the joints between the petals and the
central disc have two degrees of freedom, and truss with spherical hinges are adopted
for the connections between petals. When stowing, the petals fold and twist around the
central disc. The connections between petals compensate the degree of freedom and
keep the deployment synchronously. MEA has a high folding ratio, a high surface
accuracy and a high stiffness, however, the complicated configuration induces a heavy
weight.

DSL, Cambridge proposed a solid surface deployable reflector named SSDA,
which is illustrated in Fig. 5. The petals of SSDA are divided into several subpanels

Fig. 2. Modified sunflower [3]

Fig. 3. DAISY [3]
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connected by revolute joints. SSDA has a high folding ratio but the amounts of hinges
deduces the reliability of deployment.

RadioAstron, which is designed by Russian NPO Lavochkin, was carried by
Spektr-R satellite and launched by Zenit-3M in 18th July, 2011. RadioAstron is con-
stituted by 27 petals and the diameter attains to 10 m, which is the largest in-orbit solid
surface deployable reflector. The surface accuracy attains to 0.5 mm due to the existence
of the braces. In Fig. 6, the deployed and stowed RadioAstron are illustrated [4, 5].

Fig. 4. MEA [3]

Fig. 5. SSDA [3]

Fig. 6. RadioAstron (a) deployed, (b) stowed [6]
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Table 1 summarizes the diameter, diameter ratio, height ratio, weight, surface error
and operating frequency of the solid surface reflectors mentioned above. It can be
concluded that the solid surface reflectors are of a high surface accuracy, a heavy
weight, a limited folding ratio and a outstanding stiffness. The solid surface deployable
reflectors can be applied on the satellites with a payload requirement of a high oper-
ating frequency and a small aperture.

3 Modeling

3.1 Configuration

In this research, a solid surface model resembling RadioAstron is established as
illustrated in Fig. 7. The equation of the reflector surface can be expressed as Eq. (2),

z ¼ 1
4f

x2 þ y2
� � ð2Þ

Where z is the operating direction of the reflector, f stands for the focal distance.
Figure 8 shows the projection of the reflector to x� y plane and the key variables are
also annotated. Herein, r1 is the radius of the inner circle or the central disc, r2 is the
radius of the outer circle, i.e. the boundary of the reflector. The petal is highlighted in
Fig. 8, which is divided by the wrap angle h, separated from the central disc, and

Table 1. Comparision of solid surface reflector schemes [4, 5, 7]

Scheme State Diameter/m Diameter ratio Height ratio Weight/kg Surface error/mm Operating frequency/Hz

Sunflower Prototype 4.90 0.44 0.37 31 0.051 60

Modified sunflower Prototype 15.00 0.29 0.44 – – –

DAISY Prototype 8.00 0.36 0.51 – 0.008 3000

MEA Prototype 4.70 0.36 0.51 94 0.200 30

SSDA Prototype 1.50 0.37 0.54 – – –

RadioAstron In orbit 10.00 0.36 0.76 1340 0.500 25.112

Fig. 7. (a) stowed and (b) deployed solid surface reflector
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deflected by angle /. The revolute joints are installed around the hinge circle with a
radius r3, and the angle between the axis of the hinge and the starting edge of the petal
is defined as the hinge angle fþ p=2. The stowing and deployment of the reflector is
implemented by the revolution of the petals around the hinges. Therefore, a certain
point on the reflector can be expressed as Eq. (3) using polar coordinate,

x ¼ r cos#

y ¼ r sin#

z ¼ ar2
ð3Þ

Assume that the kth petal has a starting angle kh and a destination angle kþ 1ð Þh in
the reflector coordinate and a certain point on this petal has a angular coordinate of w in
this petal coordinate. As a result, the point on this petal can be expressed in the reflector
coordinate,

# ¼ khþwþ b

b ¼ cos�1
r1 sin2 /þ cos/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � r21 sin

2 /
q
r

ð4Þ

Suppose the folding angle of the hinges between the stowed and deployed state is v,
and a rigid body assumption is adopted, therefore the revolution of the petals can be
represented by Euler theory. Taking the kth petal into account, a certain point on it can
be expressed in Cartesian coordinate,

Fig. 8. Variables of deployable reflector
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x0 ¼ r3 cos khþ cos�1
r1 sin2 /þ cos/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r23 � r21 sin

2 /
q

r23

0
@

1
A

y0 ¼ r3 sin khþ cos�1
r1 sin2 /þ cos/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r23 � r21 sin

2 /
q

r23

0
@

1
A

z0 ¼ ar23

ð5Þ

Then the Euler variables can be obtained,

q0 ¼ cos
v
2
; q1 ¼ sin

v
2
sin d; q2 ¼ � sin

v
2
cos f; q3 ¼ 0 ð6Þ

Along with the Euler Matrix,

A ¼
2 q20 þ q21
� �� 1 2 q1q2 þ q0q3ð Þ 2 q1q3 � q0q2ð Þ

2 q1q2 � q0q3ð Þ 2 q20 þ q22
� �� 1 2 q2q3 þ q0q1ð Þ

2 q1q3 þ q0q2ð Þ 2 q2q3 � q0q1ð Þ 2 q20 þ q23
� �� 1

0
@

1
A ð7Þ

Finally, a certain point after the revolution of v can be expressed as,

x0

y0

z0

0
@

1
A ¼ A

x� x0
y� y0
z� z0

0
@

1
Aþ

x0
y0
z0

0
@

1
A ð8Þ

3.2 Surface Accuracy

The surface accuracy of the solid surface reflector can be evaluated by surface error,
which is coupled by the machining error of the petals Dm and the repeating error of the
hinges Dv. The machining error is the deviation between the theoretical shape and the
actual shape induced by the manufacturing. Generally, the machining error yields to
normal distribution,

Dm �N 0; eð Þ ð9Þ

Where e stands for the standard deviation of the normal distribution, i.e. the
root-mean-square (RMS).

The repeating error is a random angle in the repeating error interval �a; a½ � for one
time deployment. Wu et al. [8] studied locking angle of several hinges and pointed out
the locking angle yields to normal distribution statistically. Therefore, the repeating
error can be treated as a normal condition with mean 0, standard deviation a=3,

678 Q. Cui et al.



Dv �N 0;
a
3

� �
ð10Þ

Suppose a certain point on the reflector has a Cartesian coordinate x; y; zð Þ and the
actual position perturbed by the machining error and the repeating error is x0; y0; z0ð Þ.
The surface error D of this point can be expressed as,

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x0 � xð Þ2 þ y0 � yð Þ2 þ z0 � zð Þ2

q
ð11Þ

Therefore the surface accuracy can be represented by the RMS of the surface error,

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
D2

r

Where N stands for the sampling number.

4 Configuration Optimization

During the design procedure of the solid surface reflector, the configuration parameters
should be optimized considering the volume envelop as the optimization target. In
Table 2, the determinate parameters are listed. The number of petals 2p=h, folding
angle v and the hinge angle fþ p=2 are to be optimized.

4.1 Number of Petals

Without losing generality, suppose the folding angle v ¼ 78� and the hinge angle
f ¼ 9:7�, the number of petals should be optimized firstly. Figure 9 illustrates the
relationship between the volume envelop and the number of petals. It can be concluded
from Fig. 9 that the volume envelop declines rapidly and the derivative of the volume
envelop ascends steadily as the number of petals ascends when the number of petals is
under 30. When the number of petals surpasses 30, the volume envelop has a decel-
erated descending and the derivative of the volume envelop tends to be 0.

It can be summarized that when the number of petals is less than 30, the volume
envelop is sensitive to the variation of the number of petals and the ascending of the
number of petals leads to a evidently descending of the volume envelop. Considering
the number of petals should not be too low or too high because of the involved
difficulty of mechanical design and the weight of hinges respectively, the optimized
number of petal should be 30, i.e. the wrap angle should be h ¼ p=12.

Table 2. Parameters of solid surface reflector

Parameters Inner
radius/mm

Outer
radius/mm

Hinge
radius/mm

Focal
distance/mm

Deflection
angle/rad

Values r1 ¼ 175 r2 ¼ 1000 r3 ¼ 220 f ¼ 600 / ¼ p=10
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4.2 Angle of Deployment

Figure 10 illustrates the relationship between the volume envelop, the folding angle
and the hinge angle. It is evident that the volume envelop reaches its minimum with a
high folding angle and a low hinge angle. Considering that the petals should not
interfere with each other, the optimized folding angle should be v ¼ 78� and the
optimized hinge angle should be f ¼ 9:7�.

Therefore, the deployed, 26° folded, 52° folded and the stowed optimized solid
surface reflector are illustrated in Fig. 11. It can be concluded that this scheme has a
steady deployment with no interferes. The stowed height is 862.68 mm and the stowed
radius reaches 296.14 mm. The folding ratio becomes to be 0.296 as a optimization
result.

Fig. 9. Relationship between the volume envelop and the number of petals

Fig. 10. Relationship between the volume envelop, the folding angle and the hinge angle

680 Q. Cui et al.



5 Surface Accuracy Investigation

From the surface accuracy model it can be summarized that the machining error of a
certain point on the reflector yields to normal distribution and the machining error of
the points do not consist with each other. For one deployment, the repeating error of a
certain hinge yields to normal distribution, and the repeating error of the hinges do not
consist with each other. Therefore, the surface accuracy error is a stochastic procedure
in time and space. Monte Carlo simulation should be implemented for a statistical
analysis.

Monte Carlo method was proposed by Satislaw Ulam when he was studying
nuclear weapon at Los Alamos National Laboratory in 1940s, which was name by
Nicholas Metropolis after the Monte Carlo Casino. The very first code of Monte Carlo
simulation was programmed by John von Neumann on ENIAC. In 1949, the article on
Monte Carlo method by Metropolic and Ulam [9] was published.

One of the typical application of Monte Carlo simulation is to obtain a great
number of samples from one stochastic variable, and implementing statistical inves-
tigation on the system responses. In the area of aerospace engineering, Wu et al. [8]
established a statistical model of SAR considering repeating errors of hinges. The
deviation of flatness and pointing accuracy are estimated. Mobrem [10] applied Monte
Carlo analysis on estimating the RMS of the surface error for a large deployable
antenna due to manufacturing imperfection and pointed out that each individual case of

Fig. 11. (a) deployed, (b) folding 26°, (c) folding 52°, (d) stowed
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Table 3. Monte Carlo simulation results

/mmε
/mmα

0.0ε = 0.1ε = 0.2ε =

0.05α = Mean=0.1352
Std=0.0180

Mean=0.1686
Std=0.0140

Mean=0.2418
Std=0.0098

0.04α = Mean=0.1081
Std=0.0140

Mean=0.1476
Std=0.0103

Mean=0.2278
Std=0.0064

Fig. 12. Box plots (a) repeating error a ¼ 0:05�, (b) repeating error a ¼ 0:04�, (c) repeating
error a ¼ 0:05� and machining error e ¼ 0:1, (d) repeating error a ¼ 0:04� and machining error
e ¼ 0:1, (e) repeating error a ¼ 0:05� and machining error e ¼ 0:2, (f) repeating error a ¼ 0:04�

and machining error e ¼ 0:2
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the Monte Carlo analysis represents a real case. However, in the retrieval articles, there
is no research on the surface accuracy of solid surface reflectors.

Monte Carlo simulation should be implemented on the surface accuracy of the solid
surface reflector. The number of samples on space is 10000 points per petal and 1000
times deployment should be carried out. Therefore, 1000 surface accuracy errors are
obtained after Monte Carlo simulation, which should be investigated statistically.
6 simulations should be implemented,

1. Repeating error a ¼ 0:05�, no machining error;
2. Repeating error a ¼ 0:04�, no machining error;
3. Repeating error a ¼ 0:05�, machining error e ¼ 0:1;
4. Repeating error a ¼ 0:04�, machining error e ¼ 0:1;
5. Repeating error a ¼ 0:05�, machining error e ¼ 0:2;
6. Repeating error a ¼ 0:04�, machining error e ¼ 0:2.

The statistical results are listed in Table 3 and the box plots are illustrated in
Fig. 12. It can be summarized that the control of repeating error leads to a descending
surface accuracy error mean value; the ascending machining error leads to a descending
surface accuracy error standard deviation. Therefore, it can be concluded that the
repeating error plays the most important role in surface accuracy and the exist of the
machining error leads to a more unify surface accuracy.

6 Conclusion

1. A configuration model of solid surface deployable parabolic reflector is established.
A machining error model and a repeating error model are established based on
normal distribution respectively;

2. The folding ratio attains to be 0.296 after the configuration optimization about
number of petals, folding angle and hinge angle;

3. It can be concluded from Monte Carlo simulation that the repeating error plays the
most important role in surface accuracy and the exist of the machining error leads to
a more unify surface accuracy.
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Abstract. Lean practices support each other by different weight values, forming
a relationship network, which are a directed-weighted lean practices relationship
network (referred to as DWLPRN) and a network system. This network system
influences the implementation of lean practice. In this study, a system influence
model was developed to reveal the framework and degree of network system
influence to lean practice. This model need to structure DWLPRN, search on the
maximum-weight lean practice tree and calculate relationship difficulty degree.
And, the structured approach was created to conduct the system influence model.
Practical use was shown in the actual DWLPRN obtained from a manufacturing
cell. It provides reliability and effectiveness of this system influence model,
which helps the lean production reform.

Keywords: Directed-weighted lean practices relationship network � System
influence model � Maximum-weight lean practice tree � Relationship difficulty
degree

1 Introduction

With the development of lean production, some new lean concepts have been devel-
oped, such as lean principles and lean practices. There are 5 basic principles of lean
thinking [1], and 14 principles of Toyota Production System (TPS) which are presented
[2]. The 22 lean practices are classified as four “bundles” [3].

A central idea of lean production is to “banish waste and create wealth” by the
implementation of lean practices [4]. However, there can be no certainty that the
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utilization of lean practices ensure attaining the objective of lean production [5]. In fact,
there is a lack of study on the contextual factors’ relationship of lean practices. Many
manufacturers have successfully applied lean practices [6–9]. And others too had
difficulty in replicating others’ success [10–12]. One chief reason may be that many
manufacturers have only applied isolated lean practices [13–15]. Good theory must
know both what is it and how to do [16]. So, it is a natural progression to research the
lean practices relationship in establishing the lean theory. Few researches have ana-
lyzed the lean practices in a relationship difficulty review based on the quantitative
approaches.

This paper tries to establish system influence model for revealing the framework
and degree of network system influence to lean practice. This model can structure the
directed-weighted lean practices relationship network, maximum-weight lean practice
tree and compute the relationship difficulty degree (RDD) of lean practice. Based on the
system influence model, lean production manager can analyze lean practice and make a
strategic decision to select the lean practices to implement in lean reform.

2 System Influence Model to Lean Practice

The system influence model to lean practice based on relationship network has three
parts, such as input information, process, and result. In the first part, the input infor-
mation includes lean practices, directed support relationships of lean practices, and
weighted values of relationships. These three data compose the essential components.
In the second part, based on the input information, the model can build a directed-
weighted lean practices relationship network (referred to as DWLPRN). In this net-
work, the maximum-weight lean practice tree of lean practice can be structured. Then,
the lean practice RDD can be calculated. In the 3rd part, the model output the result of
the system influence. The maximum-weight lean practice tree of lean practice is the
framework of system influence to lean practice. The lean practice RDD is the degree of

system influence to lean practice. The system influence model is described in Fig. 1.

Fig. 1. The system influence model to lean practice based on relationship network
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2.1 The Input Information

In this section, an example is shown. There is input information of a simple DWLPRN.
In the example, there are nine lean practices, such as lean practice 1 (referred to as
LP1), lean practice 2 (LP2), …, lean practice 9 (LP9).

The relationship of two lean practices is that lean practice 1 (LP1) supports
(influences, enhances, strengthens, reinforces, upholds, intensifies, helps) lean practice
2 (LP2), which is the directed support relationships.

There are some difficulties in lean practice implementation, which include external
and internal difficulties. The former is controlled by the constraints of the relationships
which support this lean practice. The weight of relationship has been taken here as the
external difficulty. The weight value of relationship from LP1 to LP2 is denoted byW12.
The directed support relationships and weighted values in this example are listed in
Table 1. The later is the independent element to be implemented within it.

On the other hand, in the real application of the system influence model, the lean
practices, relationships and weight values are based on literature reviews and/or
practical experiences of lean expert.

2.2 The Directed-Weighted Lean Practices Relationship Network

The directed-weighted lean practices relationship network (DWLPRN) includes many
lean practices, directed support relationships of lean practices, and weighted values of
relationships. The lean practice is the vertex in DWLPRN. The directed support rela-
tionships are the directed lines, which from the supporting lean practices to the sup-
ported lean practices. The weighted value of relationships is signed on the directed line.
These essential components structure a directed-weighted lean practices relationship
network. Based on the data in Table 1, a DWLPRN is shown in Fig. 2a.

Table 1. The directed support relationships and weighted values of relationships

No. Supporting Supported Wight value No. Supporting Supported Wight value

1 LP2 LP1 W21 7 LP1 LP3 W13

2 LP3 LP1 W31 8 LP2 LP3 W23

3 LP4 LP1 W41 9 LP4 LP3 W43

4 LP5 LP1 W51 10 LP3 LP4 W34

5 LP6 LP2 W62 11 LP7 LP4 W74

6 LP9 LP2 W92 12 LP8 LP4 W84

13 LP9 LP6 W96
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2.3 The Maximum-Weight Lean Practice Tree

The lean practice tree (LP-tree) is a supported relationships network. A root vertex is
directed by others, and every vertex except the root has one parent [17]. The
maximum-weight lean practice tree (MWLP-tree) is one of the LP-trees of root vertex,
and this LP-tree has the maximum weighted summation based on certain conditions.

The LP1 is assumed as the root vertex. There are many directed trees of vertex LP1.
In Fig. 2b, a lean practice tree of LP1 is shown. The root vertex has several generation
children vertices in the directed tree. The weight values of directed edges stay in
different generations and these weight values do not have the similar influence upon the
root vertex. It is noted that the weight value of the first generation child vertices
completely influences the root vertex. The second generation child vertices support the
root vertex indirectly. This influence the root vertex up to some degree and the
influence ratio (R) of the weight value is more than 0 and less than 1. In the third
generation child vertices, the influence ratio of the weight value is R2. Similarly, in the
kth generation child vertices, the influence ratio of the weight value is Rk−1.

In Fig. 2a, the weight value Wij is assumed in [a, b] (a > 0, b > 0). In this paper,
the range of R is limited less than a

b, only the MWLP-tree of lean practice should be the
shortest tree, which has the shortest length of all directed tree of vertex LP1 (Fig. 2b).

2.4 The Relationship Difficulty Degree of Lean Practice

The relationship difficulty degree (RDD) of lean practice in the DWLPRN is the
product sum of weights and influence ratio in the MWLP-tree of root vertex. The RDD
can be calculated as the Eq. (1):

Fig. 2. DWLPRN from Table 1 and lean practice trees of LP1
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RDDLPj ¼

0 LPj has no child verticesP

i2G1

Wij; LPj has 1 generation child vertices

P

i2G1

Wij þ
PK

k¼2
Rk�1 P

i 2 Gk

j 2 Gk�1

maxWij

0

B
B
B
B
@

1

C
C
C
C
A
; LPj has more than 2 generation child vertices

8
>>>>>>>>><

>>>>>>>>>:

ð1Þ

Where:
i, j: the index of lean practice;
k: the kth generation child lean practices of LPj in maximum-weight tree,
K: the maximum generation number of LPj;
Gk: the collection of the kth generation child vertices of the LPj,
Obviously, the maximum-weight tree may not be unique. However, the Gk and the

value of RDDLPj are unique solution.
Then, a structured approach is designed to search on the MWLP-tree and calculate

the RDD of the root lean practice (or vertex) as follows:
Step 1. Select the LPj as the root lean practice (or vertex) in the DWLPRN.
Step 2. To search all the lean practices to direct LPj in sequence, defined as the 1st

generation child of the LPj, and denoted by G1 as the collection of them.
Step 3. Just search the vertices which are unvisited yet in the below steps.
Step 4. To search the adjacent lean practices supporting the vertices in G1, called

the 2nd generation child vertices of the LPj, and denoted by G2.
Step 5. Return to Step 4 until all vertices are searched, and gain the G3, …, Gk.
Step 6. Select the weight value that belongs to the RDD of LPj. If a vertex in Gk

supports two or more vertices in Gk-1, there will be two or more weight values. The
maximum weight value is exclusively selected to calculate the RDD of LPj.

Step 7. Summate the weight values of the relationships between Gk and Gk-1 and
denote it as SWk.

Step 8. Structure MWLP-tree of root vertex (LPj) and compute the RDD of LPj by
the sum of SWk in different influence ratios (R0;R1;R2; . . .;Rk�1Þ.

Step 9. If one of the vertices in DWLPRN is not to be selected, we should go to
Step 1 to compute the RDD of other lean practice.

2.5 The Result of System Influence Model

The result of system influence model is the maximum-weight lean practice trees and
RDD values of all lean practices.

3 Application and Discussion

The system influence model was applied in this section. The input information come
from a lean practices relationship model in manufacturing cell [18]. The lean practices
used and their abbreviations were given in Table 2.
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The directed support relationships were analyzed on the lean practices relationship
model in manufacturing cell [18]. The weighted values of relationships of these lean
practices had been summarized based on the lean experts’ practical experiences. The
weight values were obtained by surveys using a five-point Likert scale. The format of
this scale would be like this: 0 - no support; 1 - weak support; 2 - moderate support; 3 -
strong support; 4 - strongest support. Based on the Pareto principle, the minimum
weight value should be 0.8. So, the weight value Wij fell within the normal range of
0.8–4. In this paper, the influence ratio (R) has been selected as 0.2 based on the Pareto
principle. The result was listed in Table 3.

Based on the data in Tables 2 and 3, a directed-weighted lean practices relationship
network (DWLPRN) was shown in Fig. 3a. The DWLPRN has 16 lean practices, 47
directed relationships and 47 weight values of relationships.

Then, the structured approach was used to search on the MWLP-tree and calculate
the RDD. The result of system influence model is shown in Fig. 3b. Figure 3b is the
maximum-weight lean practice trees of PULL. These RDD values of all lean practices
were listed in Table 4.

The ODF had no child generation lean practices. So, The ODF did not own the
maximum-weight lean practice tree. Then, the framework of system influence to ODF
did not exist. At the same time, the RDD of ODF equaled zero and was the minimum
value in all lean practices. Therefore, the degree of system influence to ODF is minimal
in all lean practices. That meant that the implementation of ODF was less influenced by
the DWLPRN. When other conditions were same for several lean practices, the ODF
should been selected firstly to implement.

Table 2. The lean practice abbreviation

No. Lean practice Abbreviation

1 Standardized work STW
2 Continuous improvement CI
3 Teamwork and leadership TWL
4 Visibility and information exchange VIS
5 Visual management of production control VPC
6 Visual management of quality control VQC
7 Workers’ autonomy WAU
8 Organisation by the dominant flow ODF
9 Layout size and shape LSS
10 One-piece-flow ONE
11 Multi-functionality and cross-training MCT
12 Pull production PULL
13 Quick setups QST
14 Total productive maintenance TPM
15 Smoothed production SPR
16 Workplace housekeeping WHK
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Table 3. The directed support relationships and weighted values of relationships

No. Supporting Supported Wight value No. Supporting Supported Wight value

1 STW CI 3.33 24 VPC PULL 3.1
2 TWL CI 2.95 25 VQC PULL 1.3
3 VIS CI 2.05 26 CI QST 2.8
4 VPC CI 2.58 27 ONE SPR 3.85
5 VQC CI 3.7 28 PULL SPR 3.78
6 WAU CI 2.58 29 QST SPR 3.7
7 ODF LSS 2.15 30 TPM SPR 2.73
8 ONE LSS 1.15 31 CI STW 1.53
9 STW MCT 1.15 32 WHK STW 1.9
10 TWL MCT 1.23 33 STW TPM 2.28
11 LSS ONE 2.13 34 TWL TPM 2.8
12 ODF ONE 1.08 35 WHK TPM 3.18
13 PULL ONE 2.88 36 MCT TWL 3.93
14 QST ONE 2.95 37 VPC TWL 1.98
15 STW ONE 1.23 38 WAU TWL 3.55
16 TPM ONE 2.13 39 LSS VIS 1.23
17 LSS PULL 1.53 40 VIS VPC 3.93
18 ODF PULL 2.05 41 VIS VQC 3.85
19 ONE PULL 3.93 42 MCT WAU 3.1
20 QST PULL 3.1 43 STW WAU 1.83
21 SPR PULL 3.85 44 VIS WAU 1.9
22 STW PULL 2.13 45 CI WHK 1.38
23 TPM PULL 1.23 46 STW WHK 3.33

47 TPM WHK 3.55

(a) (b)

Fig. 3. DWLPRN and MWLP-Tree of PULL
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Similarly, the degree order of system influence to lean practice from smallest to
largest was {ODF, VIS, VQC, VPC, MCT, LSS, QST, STW, WAU, TPM, TWL,
WHK, ONE, SPR, CI, PULL}. The RDD of PULL in Table 4 was 25.06, which was
the largest value. The system influence to PULL was huge. The ideal implement of
PULL would be hard to do. So, the reformers of lean production should have firm
conviction and enough persistence to apply these lean practices in lean reform.

It was shown that the system influence model to lean practice based on lean
practices relationship network was a very reliable model to analyze lean practice and
make a strategic decision to select the lean practices to implement in lean production
reform. For it was easily used on computer, the system influence model might offer
satisfactory solutions.

4 Conclusions and Future Work

Unlike prior researches on the lean production, this paper built a system influence
model to lean practice based on lean practices relationship network to explore the
system influence to lean practice. The system influence model includes three parts, such
as input information, process and result. The main contribution of this study can be
concluded as follows:

• The input information of system influence model is standardized, which facilitates
the construction of system influence model.

• The directed-weighted lean practices relationship network (DWLPRN) is struc-
tured, which integrates the weight values into lean practices relationship network.
The DWLPRN helps the lean practice in a relative, visual, systemic view.

• The definitions of the maximum-weight lean practice tree (MWLP-tree) and rela-
tionship difficulty degree (RDD) are provided, which reveal the framework and
degree of system influence to lean practice.

• A structured approach to search on the MWLP-tree and calculate the RDD is
constructed. It can be reliable and make a strategic decision to select the lean
practices to implement in lean production reform.

The future work should be focused on the following directions:

Table 4. The RDD values of all lean practices

No. Lean practice RDD No. Lean practice RDD

1 STW 7.15 9 LSS 5.91
2 CI 18.93 10 ONE 16.26
3 TWL 10.89 11 MCT 4.63
4 VIS 2.41 12 PULL 25.06
5 VPC 4.4 13 QST 6.58
6 VQC 4.33 14 TPM 10.78
7 WAU 8.59 15 SPR 18.44
8 ODF 0 16 WHK 11.27
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• Analyzing the scalability of this system influence model in a larger DWLPRN,
which includes more lean practices, relationships, and weighted values.

• Studying the different influence ratio (R) of the weight value to the MWLP-tree.
• Expanding the theory of system influence model to lean practice based on lean

practices relationship network to different relationship research fields.
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Abstract. In order to simulate the special language practicing environment of
marine engineering English, a marine auxiliary boiler simulation system is
designed to represent the real ship system environment. Differing from traditional
simulation systems, the simulation system designed in this research not only can
carry out simulation exercise, but also test learners’ marine engineering English
proficiency and technical skills. Moreover, web technology is adopted, so that
operation time and locations are no longer constrained, therefore, the flexibility
of learners’ independent learning is significantly enhanced.

Keywords: Marine auxiliary boiler · Active server pages · Examination system ·
Marine engineering english

1 Introduction

The boom of world trade makes it necessary for marine transport industries to recruit
more and more qualified sailors. In order to enhance navigation and marine engineering
majors’ professional qualifications, both device operation skills and marine engineering
English proficiency need to be trained. To minimize training cost, software simulators
have certain advantages, including low investment, high security, and easy maintenance.
Therefore, software simulators are welcome among various marine universities [1].
However, traditional software simulators are mainly operated offline, and most of them
cannot help enhance learners’ marine engineering English proficiency.

Based on the above mentioned problems, traditional software simulators [2] and web
technology is combined in this research. With marine auxiliary boiler as the research
object, a web-based marine auxiliary boiler intelligent examination system is developed
to test learners’ operation skills, unexpected events reactions, and marine engineering
English proficiency. This is a pilot study for web technology application in simulation
research field.

2 System Overall Design

The aim of the system design is to train students skillful enough to operate based on
their theoretical knowledge about marine auxiliary boiler [3]. Therefore, it is a must for
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the system to simulate all the exercises to test students’ skills. In order to record students
and teachers’ information, “log in” and “register” functions are designed in the system.
The overall framework of the system is showed in Fig. 1.

Web based marine auxiliary boiler intelligent examination system

log in /
register 

item
bank 

System simulation parts

Main
interface

water cycling
system

combustion
system

control
panel 

circuit dia-
gram 

steam
system

Fig. 1. System framework

The system consists of three parts, that is, log in/register, item bank, and simulations.
There are two kinds of modes in the simulation part. One is practicing mode, the other
is examination mode.

3 System Development Program

With the help of convenient internet network, web technology and ASP active web pages
development technology are adopted to design a set of web based marine auxiliary boiler
training simulation system. B/S model is applied, which usually consists of three levels,
that is, browser + web, server + database server. Microsoft IIS web server is applied.
Due to the limited data storage of the system, light database Access is selected. With
default VB script as the back-end programming language, general purpose Javascript
language is adopted for customer end. Firefox browser is used as customer end testing
tool because of more standardization.

Customer end is realized by Fireworks, Dreamweaver, and Firefox. Fireworks is
used for image processing. Dreamweaver is chosen as the main system development
tool. Back end is made by Dreamweaver, IIS server, Access database, and IE browser.
The whole system uses ASP active web pages development technology, therefore, only
binding Microsoft IIS server can be used as the server. IE browser is the only tool can
debug ASP, so it is used as back end web pages debugging tool.

Web-Based Marine Engineering English Intelligent Training System Design 695



4 Examination System Design

In order to realize safe, stable, and reliable operations, the traditional LAN examination
modal [4] is combined with advanced internet, so that users can do long distance log in
and register, and the system can identify users. Users can choose items according to their
own needs. To avoiding plagiarism, test questions are different for different users, but
question types and amounts are same. Online examinations are web-based [5], so the
system can randomly choose questions from the item bank in the server. This requires
the system generating item banks before examinations. Moreover, the system can limit
the examination time. When time runs out, the system can automatically submit users’
answers. After submission, the system can check users’ answers and save their exami‐
nation results in database.

4.1 Functional Design

For open and dynamic design framework [6], the following functions are designed in
the examination system:

(1). User log in/register
(2). Item bank management: include inputting items, editing and deleting.
(3). Automatic items generation: randomly choosing a set of items from item banks for

examinations.
(4). Online examination [7]: can control the whole examination process, including time

and permissions. Students can only answer questions in fixed time, once time runs
out, the system can automatically submit.

(5). Automatic checking: the system can mark students’ examination results, and save
the results in database.

(6). Results checking: different users have different permissions. Students can query
their examination results, and teachers can query all the students’ examination
results.

(7). Multi-tasking: massive online operation is realized in the system design, with user-
friendly interface designed iteratively based on heuristic evaluations [8], both
safety and stability are validated.

Log in/
register 
interface

Item
Choice 

interface

Mark
checking
interface

Examination 

interface

Web-based marine auxiliary boiler examination system

Fig. 2. Examination system framework
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Based on the analysis mentioned above, the examination system framework is illus‐
trated in Fig. 2.

4.2 Database Design

Based on the analysis on examination process, system database saves the following
information:

(1). Learners’ information: identification number, user name, password, Email,
address, telephone.

(2). Teachers’ information: identification number, user name, password.
(3). Item bank information: item numbers, item specifications, correct answers and

explanations.
(4). Results information: test paper identification number, candidate number, item

completion rate, mark for each item, overall results.

System database flow is showed in Fig. 3. As it is required for information storage,
exam database has to be built in Access, and then four tables were generated according
to information categories.

Item bankfeedback 

input account

user log in

User
management

exam
management

item selection

retrieve
account

Fig. 3. System database flow

4.3 Module Design

The majority users of the system are students and teachers. Register and log in interface
are showed in Figs. 4 and 5. Textbox will turn red if users input incorrect information.
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Fig. 4. Register interface

Reguest.com is applied to extract information. When users click “register” button,
correct information will be saved in the database to compare the information when users
log in.

Module choice interface is showed in Fig. 6. When students click “practice” button,
the system skips into practice interface, as it is showed in Fig. 7. System interface are
all designed in English version, so that students can practice their maritime English terms
every time they practice.

Fig. 5. Log in interface Fig. 6. Module choice interface
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Fig. 8. Teachers’ practice interface

Fig. 9. Marks query interface

Fig. 7. Control panel interface
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The whole system is voice-assisted to enhance students’ maritime English listening
comprehension skills, clicking any button triggers voice to vocalize the name of the
button and the interface content.

After teachers successfully log in, user name are showed in the rightest part of the
navigation bar, as it is showed in Fig. 8. Teachers can query all the students’ marks,
including their daily practice marks and the mid-term and final examination marks, as
it is showed in Fig. 9.

5 System Testing

In system testing process, we choose the most important function, manual ignition as
the example. In item choice interface, users choose item “auxiliary boiler combustion
time sequence control system operation—manual ignition”, click “examination”, and
the system enters examination interface, as it is showed in Fig. 10.

Fig. 10. Heavy oil combustion

50 students were recruited to participate in testing the function and the usability of
the developed system. Most of the students are generally satisfied with the web-based
system, comparing with the traditional software version. Some students expect that there
could be multi-model interactions with the system, like voice interaction, gesture inter‐
action, and most expected, 3D interface to simulate the real ship environment.

System usability [9] still needs to be improved. The current system interface is not
friendly enough touchscreen users. Icons and font size need to be enlarged for better
user experience of touchscreen interactions.

In system practice module, the explanations of every English word on each interface
need to be displayed when clicked, so that students do not have to check up in dictionary.
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Words’ explanations are also in English, and words’ pronunciations are provided to
enhance students’ communication skills.

83 % of the students believe their maritime English can be improved if they
frequently practice through the system; the rest of the students prefer Chinese version
of the system interface, especially for examinations.

6 Conclusions and Future Work

Traditional software simulator and web technology are combined in this research. With
marine auxiliary boiler as the research object, a set of English versioned marine auxiliary
boiler intelligent examination system was developed. The developed system can not
only realize the simulation operations of the traditional marine auxiliary boiler, but also
test learners’ operation skills and their specialized English. However, the developed
system still needs improved for touchscreen interactions. How to design system interface
for touchscreen users, especially for small-sized touchscreen devices like cellphones, is
a big challenge for system developers and future research.
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